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Analysis of Cable Effects in Portable Antennas

Xinxin Lu, Yang Liu, and Hyeongdong Kim
Department of Electronics and Computer Engineering, Hanyang University, Seoul, Korea

Abstract— Ground plane may act as a main radiator in most portable antennas. Various
cables connected with the ground plane, such as FPCB, speaker wire, and coaxial cables for
measurement, can affect the radiation performances of the antenna significantly. In this paper,
we use a loop-type ground antenna to examine the cable effects and analyze the effects by an
EM simulator HFSS. The loop-type ground antenna is printed on a ground plane that measures
50 × 20 mm and is required a ground clearance of 4 × 6mm. The antenna is operated at Wi-Fi
(2.4–2.5GHz) band. Without any extra cable effects, the resonant frequency is at 2.46 GHz.
With extra cable connected to the different points on the ground plane, simulation results show
that the resonant frequency and input impedance varies. Based on analysis, we demonstrate that
the cable near the electric field maxima on the ground plane has strong influence on the resonant
frequency and impedance of the ground antenna.

1. INTRODUCTION

The ground plane plays important roles in most of the mobile antennas. The size and shape of
the ground plane can determine the ground mode (characteristic mode) and hence for the antenna
performance. Antenna passive measurements for the return loss and input impedance are generally
obtained by connecting the antenna to the network analyzer using coaxial cables. The coaxial
cables change the shape and size of the ground plane, giving many difficulties to achieve the
accurate measurement results [1]. Under this consideration, the position of connecting the coaxial
cable becomes important. The cable effects on the different types of antenna, such as monopole,
PIFA, dipole ultra wideband (UWB) antennas have been analyzed in several literatures [1–3]. In
this paper, we use a loop-type ground antenna [4] to investigate the cable effects. The existence
of the cables can alter the resonant frequency and antenna input impedance. The purpose of this
article is to find a proper position to avoid error of the measured antenna. An EM simulator HFSS
has been utilized to analyze the cable effects.

2. ANTENNA STRUCTURE

The loop-type ground antenna is designed for Wi-Fi (2.4–2.5GHz). The geometry of the antenna
is shown in Fig. 1. The ground antenna is rectangular in shape and the clearance area is 5× 6 mm,
which is printed on a 1 mm-thick FR-4 substrate (εr = 4.4, tanδ = 0.02). The size of ground
plane is 20 × 50mm. A 4.5mm long coplanar waveguide with ground (CPWG) is used as feed
structure. The gap width of CPWG is 0.2mm. Two capacitors CR and CF are used to adjust
resonance frequency and input impedance respectively. The capacitance values we used here are

Figure 1: Configuration of loop-type ground antenna.
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CF = 0.34 pF and CR = 0.23 pF. Input impedance can also be controlled by the size of the feeding
loop that connected with CF . Current loop formed by the CF drives the loop formed by the CR to
radiate. We use a rectangular metal sheet (2 mm for width, various lengths from 10 mm to 30mm)
to represent the coaxial cable effect in the simulation. The cable effect on the antenna performance
has been analyzed at three different positions of the ground plane.

3. ANTENNA TEST AND RESULTS

The ground antenna is measured using Agilent 8753ES network analyzer. In order to clearly show
the cable effect, we make some changes of the position and length of the cable. Placing the cable
in the vertical direction of the board, measurement results are much closer to the isolated case [2],
but in the actual measurement, antenna should be measured with the plastic shell cover and it
is difficult to realize. For this consideration, the cable is placed in the same horizontal plane to
the ground. As shown in Fig. 2, the center frequency of the antenna is at 2.46GHz without the
cables. With same length of cable (10mm) in different positions, the response of position B is
almost unchanged with the reference that without cable. In the Position A, obvious frequency shift
can be observed, in which the center frequency is shifted to 2.49 GHz. In the Position C, the center
frequency is shifted to 2.47 GHz, as well as with impedance variation.

Figure 3 shows the antenna return loss when increasing the length of cable with the interval of
5mm. In Fig. 3(a), as the cable length is increased, the shift of the center resonance frequency is
obvious. The center frequency of 10mm cable is at 2.49 GHz, when the cable is increased to 30 mm,
the center shits to 2.54GHz. In Fig. 3(b), even change the length of cables, center frequencies are
unchanged. Results of cable connected in Position C are shown in Fig. 3(c), following the cable
length, frequency changes are not obvious, but the input impedance is significantly changed. With
the cable length of 10 mm, bandwidth of the antenna at −10 dB is more than 100 MHz. When the
length is increased to 30 mm, the bandwidth is reduced to 60MHz.

In passive measurement, measured antenna is connected to the network analyzer via coaxial
cable and ground shape will be changed. Fig. 4(a) shows the measured and simulated (without
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Figure 2: Simulated return loss of 10 mm cable at different positions.
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Figure 3: Simulated return loss at different positions with variation of cable length. (a) Cable length variation
in Position A. (b) Cable length variation in Position B. (c) Cable length variation in Position C.
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Figure 4: (a) Measured return loss at different positions and (b) prototype antenna board.
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Figure 5: Measured radiation patterns. (a) x-y plane. (b) x-z plane. (c) y-z plane.

cable) return loss. Cable connected in position A has the most obvious frequency shift. Comparing
Fig. 3 and Fig. 4, we find that the return loss produced when the cables in Position B and C are
close to the simulation result without cable (in Fig. 2) Cable connected in Position A is similar to
the simulated result when the cable length is 20 mm. Fig. 4(b) shows the prototype of the ground
antenna. Fig. 5 shows the measured radiation patterns in xy-, xz-, yz-planes for the frequency at



1486 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

2.45GHz.

4. CONCLUSIONS

In this paper, a loop-type ground antenna is used to analyze the influence of the existence of coaxial
cables. According to the analysis of different cable lengths and positions on the ground plane, the
optimum position is observed. Placing the cable in the center of the long edge shows the most
accurate results that close to the simulated result without cable.
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Size Reduction of Patch Antenna Array Using CSRRs Loaded
Ground Plane

H. A. Jang, D. O. Kim, and C. Y. Kim
School of Electronics Engineering, Kyungpook National University, South Korea

Abstract— Recent theoretical and experimental studies have shown that microstrip patch an-
tennas loaded by ground plane partially filled with a negative permeability metamaterial may in
principle provide a resonant radiating mode, even if the size of the patch antenna is smaller than
the wavelength of operation. However, those studies have investigated only a single microstrip
patch antenna. To extend the research for patch antenna with metamaterial, this paper offers
a novel patch array antenna mounted with the rectangular complementary split ring resonators
(CSRRs). The antenna consists of two patch arrays, and they are constructed on Rogers4003
substrate with the thickness of 0.812 mm and relative permittivity of 3.55. The CSRRs are ar-
ranged on area of the ground plane surrounding the radiating patch. The designed and fabricated
antenna has the operating frequency of about 3.8 GHz, whereas the resonant frequency of an or-
dinary array antenna having the same patch size without the CSRRs is about 5 GHz. It means
that the occupied area of our suggested array antenna can be reduced by 47% to that of the
ordinary one. The miniaturized antenna maintains the high directivity performance required by
an array antenna, which are confirmed by both simulation and measurement.

1. INTRODUCTION

In modern wireless communication systems, the microstrip patch antennas are commonly used in
the wireless devices. Therefore, the miniaturization of the patch antenna has become an important
issue in reducing the volume of entire communication system. The common method for reducing
the microstrip patch antenna size is to utilize a high permittivity dielectric substrate. But, the
antennas are more expensive, less radiation efficiency, and have narrow bandwidth. To overcome
the above drawbacks, many design techniques of the patch antenna have already been proposed.
These antennas have the inserted slot [1], the corrugation structure [2], the iris structure [3], and
the shorting pin [4]. However, all of these design strategies have limitation in their design, which
are a complex structure and low performance for miniaturization. So, the design methods of the
miniaturized patch antenna with metamaterial technology have been reported on some authors,
recently [5, 6]. These would include the SRR or CSRR on the microstrip patch, although those
antennas have been restrictively researched in single patch antenna. In other words, achievement
of size reduction of antenna with the SRR or CSRR has a special meaning in the field of array
antenna. In this paper, the miniaturized 2-elements patch array antenna with CSRRs is presented.
The proposed antenna takes an advantage over the previously published miniaturized patch array
antennas

2. ANTENNA CONFIGURATION

The SRR was originally proposed by Pendry in 1999, and is the metamaterial resonator having the
negative permeability [7]. The SRR structure is formed by two concentric metallic rings with a split
on opposite sides. This behaves as an LC resonator with distributed inductance and capacitance
that can be excited by a time-varying external magnetic field component of normal direction of
resonator. This resonator is electrically small LC resonator with a high quality factor. Based on
the Babinet principle and the duality concept, the CSRR is the negative images of SRR, and the
basic mechanism is the same to both resonators except for excited the axial electric field. With
adjustment of the size and geometric parameters of the CSRR, the resonant frequency can be easily
tuned to the desired value. Figure 1 shows the geometry and dimensions of the finalized design
CSRR.

Figure 2 shows the finalized shape and dimension of antenna with CSRRs. This antenna is
constructed on Rogers 4003 dielectrics substrate with 0.812 mm thickness, a relative permittivity
of 3.35, and a loss tangent of 0.0027. The top plane of the proposed antenna was designed by
forming typical 2 elements microstrip patch array antenna which has operating band at 5 GHz.
The bottom plane of antenna is periodically etched the CSRRs on ground plane. The T -junction
power divider is applied to the feeding line of the proposed antenna, which consists of transmission
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Figure 1: Geometry and dimen-
sions of the proposed CSRR.
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Figure 2: Geometry and dimensions of antenna (a) unit patch antenna,
(b) top and bottom view.

Figure 3: Photograph of the
fabricated antenna.

Figure 4: Simulated and measured
return loss of the antenna.

 

Figure 5: Return loss of antenna
with CSRR or without CSRR.
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Figure 6: Radiation pattern of antenna with CSRR or without CSRR (a) xz plane, (b) yz plane.

line of the characteristic impedance 50Ω and 100 Ω. The distance between two patch elements is
47mm that corresponds to the electrical length of 0.7λg. The etched CSRRs are finitely arranged
around the radiating patches because the axial electric field to drive the CSRRs is produced only
around radiating patches. Strong mutual coupling between negative permeability resonator and
antenna patch is yielded by arranging of CSRRs, and it becomes typical high impedance structure.
The physical insight for our configuration is similar to the mechanism of electric length reduction
on high impedance substrate of [8].
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3. SIMULATED AND MEASURED RESULTS

Figure 4 shows the simulated and measured return loss results for the fabricated antenna. The
relatively good agreement is seen between the measured and simulated return loss curves. The
measurement and simulation were performed by an Anritsu 37397C network analyzer and the
Microwave Studio of CST, respectively. Figure 5 shows the return loss of the patch array antenna
with and without the CSRRs inclusions. By adding the CSRRs, resonant frequency 5 GHz of typical
patch array antenna is shifted to 3.8GHz without changing the size of radiating patch. From these
results, the proposed antenna achieves size reduction of 47% for antenna patch. Figure 6 indicates
the radiation pattern of the miniaturized antenna with and without the CSRRs at 3.8GHz. The
antenna peak directivity of the typical array antenna without the CSRRs is 9.7 dB, and the designed
antenna with the CSRRs is 8.9 dB which is about 0.8 dB below that of the typical antenna. This
result exhibits that the proposed antenna maintains the inherent performance of array antenna.

4. CONCLUSION

This paper proposes a miniaturized 2-elements microstrip patch array antenna without changing
the size and dimensions of typical patch array. To realize the size reduction, the CSRRs having the
negative permeability characteristics are etched on the ground plane of the antenna. The proposed
antenna achieves a 47% size reduction comparison with original patch antenna. To demonstrate the
usefulness of the proposed design method, the performance parameters of antenna is simulated and
measured. In spite of size reduction of radiating patch, antenna directivity of proposed antenna is
only decreased within 1 dB. This reveals that the proposed antenna has more excellent performance
compared to other miniaturized array antenna, and it might be useful for constructing the compact
3GHz WiMAX communication system.
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Design of Internal Multi-band Mobile Antenna for
LTE700/WCDMA/UMTS/WiMAX/WLAN Operation

D.-G. Yang, D.-O. Kim, and C.-Y. Kim
School of Electronics Engineering, Kyungpook National University, South Korea

Abstract— In this paper, an internal multi-band antenna is proposed for use with the LTE700/-
WCDMA/UMTS/WiMAX/WLAN bands. The proposed antenna was configured to have three
radiating elements. These elements were the folded loop line, rectangular patch inserting me-
andered slit, and L-shaped ground branch closely coupled to the feeding line. The antenna was
constructed on a substrate FR4 with a relative permittivity of 4.5. The antenna operated at a
lower band to cover the LTE700 operations and at a wide upper band to cover the WCDMA/
UMTS/WLAN operations. In addition, this antenna could also provide another upper band at
about 3.5GHz to cover WiMAX operations. By inserting the folded loop line and L-shaped
ground branch, the LTE700 operations had VSWR ≤ 2.5 and RL ≤ −8 dB, while the WiMAX
operations had VSWR < 2 and RL < −10 dB. By adding the rectangular patch with a meander
slit, WCDMA/UMTS/WLAN band operations had VSWR < 2 and RL < −10 dB. The return
loss and radiation patterns of the suggested antenna were simulated by commercial EM tool soft-
ware by SEMCAD X. The computed results show both a good omni-directional radiation pattern
and a moderate amount of radiation gain. According to the results mentioned, the proposed an-
tenna can be applied to mobile handset using the LTE700/WCDMA/UMTS/WiMAX/WLAN
bands.

1. INTRODUCTION

The rapid progress in mobile communications requires that a mobile device should have many func-
tions and a compact size. To provide multimedia services, a compact mobile device has to achieve
many features, such as high data rates, low power consumption, and multi-band characteristics,
etc.. Presently, 3G mobile communication has accelerated data transfer velocity and improved
communication quality with the commercialization of UMTS, WCDMA, HSPA and HSPA+. The
long term evolution (LTE) which is 4G mobile communication has attracted much attention for
its high data rate communication technology because the data transfer velocity of the 3G mo-
bile communication is not sufficient to satisfy consumers. This system can use satellite networks,
WLAN, and wireless internet with only one mobile device while the maximum data transfer velocity
of this is 10 times faster than the 3G mobile communication IMT-2000. To perform the various
multimedia functions of a compact device, recent mobile antenna may require the performance of
wideband and multi-band and yet maintaining the space restriction of the device. For the past few
years, many antenna engineers have configured the planar inverted-F antenna (PIFA) and folded
monopole antenna in devices to efficiently utilize the limited space in a mobile device [1, 2].

In this paper, a multi-band antenna for the next generation wireless communication system is
presented. The proposed antenna provides 5 operating bands, covering the LTE700 bands (700–
730MHz) [3, 4], Wideband Code-Division Multiple Access (WCDMA) bands (2100–2170 MHz),
Universal Mobile Telecommunications System (UMTS) bands (2300–2400 MHz), Wireless Local
Area Network (WLAN) bands (2400–2497 MHz), and World Interoperability for Microwave Ac-
cess (WiMAX) system bands (3300–3790MHz), simultaneously. To obtain the penta-band oper-
ation, the radiator section of the antenna is embedded in the structure of the folded loop line,
the rectangular patch inserting slit [5], and the L-shaped ground branch. The measured return
loss and impedance bandwidth results of the antenna satisfied the LTE 700 band (VSWR < 2.5,
RL < −8 dB) WCDMA/UMTS, WLAN, and WiMAX bands (VSWR < 2, RL < −10).

2. ANTENNA GEOMETRY

This section presents the design strategy of the proposed antenna and discusses its return loss,
surface current, and radiation pattern. Figure 1 shows the geometry and dimensions of the proposed
antenna which is comprised of a thin metal plate with a single-side layer and a lossy FR-4 substrate
(with thickness = 0.4mm, εr = 4.5, tan δ = 0.025).

The antenna radiator consists of the folded loop line, rectangular patch inserting slit, and L-
shaped ground branch. The folded loop line operates the LTE700 band with a 1mm width and
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112mm (0.7 GHz, 0.25λ0) total length. This line is a new design structure by comparison with the
meander line of the conventional structure of the LTE700 antenna. The rectangular patch inserting
slit into the antenna is the WCDMA/UMTS/WLAN bands with a 0.3 mm slit width. To achieve
WiMAX band performance, the L-shaped ground branch with a 1 mm width employed a coupling
feed structure, which has a 0.5mm distance between the branch and feeding line. The coupling feed
structure plays a role in the internal impedance matching circuit with coupling capacitance. With
the use of the coupling feed, the large reactance at around the WiMAX band can be decreased; it
is possible to generate the desired resonant frequency and its bandwidth [6].

Figure 2 shows the simulated and measured return loss of the final proposed multi-band antenna.
The simulation and measurements were performed by the SEMCAD-X with a Speag and Anritsu

(a)

(b)

Figure 1: Geometry and dimensions of the multi-band antenna. (a) Top view. (b) Fabrication.

Figure 2: Return loss of the multi-band antenna.
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(a) (c)(b)

Figure 3: Surface current distribution at (a) 0.7 GHz, (b) 2.4 GHz, (c) 3.5GHz.

(a)

(c)

(b)

Figure 4: Radiation Patterns. (a) 0.7 GHz, (b) 2.4 GHz, (c) 3.5GHz.

37397C network analyzer, respectively. As shown in Figure 2, the return loss results cover the LTE
700, WCDMA/UMTS, WLAN and WiMAX bands. Figure 3 shows the simulated surface current
distributions at each resonant frequency. The large resonant current distribution is indicated by
the light color, and the small one is the dark color. This reveals that the proposed antenna has the
independency on the resonant current path on the antenna radiator. Based upon the aforementioned
independency, we can easily design and tune the multi-band antenna to satisfy the bandwidth and
frequency required.

The simulated radiation pattern of the proposed antenna at each resonant frequency of 700 MHz,
2.4GHz, and 3.5 GHz are illustrated in Figure 4. Notice that the patterns are almost an omnidi-
rectional pattern suitable for mobile device.

3. CONCLUSIONS

This paper presents a multi-band antenna for the next generation wireless communication system
including the LTE700 band, which provides simple control over the aimed operating bands. By
applying three radiating elements of the folded loop line, rectangular patch inserting slit, and L-
shaped ground branch, the LTE700, WCDMA/UMTS band, WLAN band, and WiMAX band as
operating bands are obtained. To demonstrate the performance of the proposed antenna, return
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loss and radiation pattern were simulated and measured. And the resonant modes of the antenna
were verified with the surface current distribution of the radiating elements. These results will be
helpful in the design of multi-band antennas used for mobile communication systems
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Planar UWB Antenna with WLAN/WiMAX Dual Band-notched
Characteristics Using the Hilbert-curve Slots

D. O. Kim and C. Y. Kim
School of Electronics Engineering, Kyungpook National University, South Korea

Abstract— In this paper, a compact ultra-wideband (UWB) antenna with dual band-notched
design is proposed. The antenna consists of a rectangular metal patch and a 50 ohm copla-
nar waveguide (CPW) transmission line. By etching both the first iteration and the third
iteration Hilbert-curve slots on the radiating patch, band-rejected filtering properties in the
WiMAX/WLAN bands can be obtained. Furthermore, each notched band can be easily tuned
by adjusting the length of each Hilbert-curve line segment because the sum of whole line segment
controls the corresponding resonance frequency. The proposed antenna is simulated, designed,
and measured showing a broadband matching and a stable radiation performance over the entire
UWB frequency range, which prospects the deployment in the UWB system. As will be seen,
the operation bandwidth of the antenna is from 2.5 to 10.6 GHz for VSWR < 2, in which two
frequency rejection bands from 3.3 to 3.7 GHz and from 5.4 to 6 GHz for VSWR > 2 can be
achieved. The measured results agree well with the simulation by the Microwave Studio of the
CST. Based on the simulated and measured results, the newly proposed antenna by this paper
can be found its application on the design of multi-band rejection characteristics with broadband
antenna technology.

1. INTRODUCTION

Ultra-wideband (UWB) is a short range communications technology having high data rates with
low power consumption. Since the Federal Communications Commission (FCC) permitted the
marketing and operation of UWB within the range 3.1 to 10.6 GHz in 2002, it has attracted much
attention for next generation data communication. Furthermore, this technology has given rise
to much interest in designing wideband antennas with performances of the broadband impedance
matching, omnidirectional radiation pattern, constant group delay, and compact size. However,
over the allocated bandwidth (7.5GHz) of the UWB system, there exists some narrow bands for
other data communication standards, such as 3.4–3.69GHz for WiMAX (World Interoperability
for Microwave Access), 5.15–5.825GHz for WLAN (Wireless Local Area Network), which may be
cause electromagnetic interference with the UWB system. Because of the existence of other wireless
standards an additional requirement for UWB antennas is to reject some multi-bands within the
UWB passband. Typical band rejection methods reported in the literature that can be applied to
a UWB antenna include etching a slot of different shapes on the radiating patch [1–3]. To achieve
the band notch function in this study, the Hilbert-curve slot (HCS) which is a fractal curve is
used on a typical UWB antenna. Using the fractal structure with the UWB antenna to obtain the
band notch characteristics, is to the best of our knowledge, the first time to be reported on for
such an application. In this paper, we explore the ability of having multi-band notch function in
which the fractal structure in the antenna is placed. The aforementioned key point of this study is
differentiated from other dual-band notched UWB antennas.

2. ANTENNA CONFIGURATION

Figure 1 shows some iterations-order of the Hilbert-curves. It is clear that as the iteration order
increases, the total length of the line segment is increased. In this article, the first order (n = 1)
and third order (n = 3) iterations of the Hilbert-curve were used as the band notching elements.
Figure 2 shows the configuration and dimension of the primitive UWB antenna before implementing
the HCS. The coplanar waveguide fed is applied to the UWB antenna, which is constructed on
Rogers 4003 substrate with a thickness of 0.812 mm, a relative dielectric constant of 3.55, and a
loss tangent of 0.0027. Figure 3 shows the geometry and dimension of the finalized dual-band
notched UWB antenna loaded by two HCSs. The overlapped dimensions between the proposed
dual-band notched UWB antenna and the primitive UWB antenna have the same geometrical
value. The embedded first order HCS is positioned near the top edge of antenna, the third order
HCS is near the center of the antenna between a feedline part and a radiation patch. The low
rejection frequency of WiMAX band 3.5 GHz comes from the first order HCS. The high rejection
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(a) (b) (c)

Figure 1: The Hilbert-curve shape in terms of order number, (a) first order, (b) second order, (c) third order.

Figure 2: Geometry and dimension
of the primitive UWB antenna.

(a) (b)

Figure 3: Geometry and dimensions of (a) the proposed dual-band
notched UWB antenna, (b) Hilbert-curve slot.

frequency of WLAN band 5.5GHz is attributed to the third order HCS. Each HCS works like the
LC resonator whose resonance frequency depends on its geometrical size. The notched frequencies
of the proposed antenna are forced to be the resonance frequency of the each HCS.

3. SIMULATION AND MEASUREMENT

Figure 4 shows the simulated and measured voltage standing wave ratio (VSWR) of the proposed
antenna. The VSWR results were obtained using an Anritsu vector network analyzer 38397C and
computed by 3D EM simulator of Microwave Studio of CST and HFSS of Ansoft. From the result
shown in Figure 4, it is observed that an impedance bandwidth with good matching for VSWR
< 2 is from 2.7 to 10. 6 GHz in which two rejected bands (VSWR > 2) from 3.3 to 3.7GHz and
from 5.4 to 6 GHz have been achieved.

To demonstrate the band notch characteristics of the HCSs, the VSWR results of the proposed
antenna with and without the HCSs are plotted in Figure 5. In this figure, the solid line is
indicated in the VSWR result of the primitive UWB antenna without HCSs, the dash-dotted line
is the VSWR result of the singleband notched UWB antenna with only the third order HCS, and
the dotted line is the VSWR result of the dual-band notched UWB antenna with the first and third
order HCSs as shown in Figure 4. This reveals that the first order and third order HCSs carried
out the band notch function at WiMAX and WLAN bands, discretely. In addition, Figure 6 shows
the surface current distribution at rejected bands 3.5 GHz and 5.5 GHz. It is observed that the
resonant currents are highly concentrated on each HCS corresponding to notched bands. It means
that a large portion of electromagnetic field energy of the antenna at these bands has been stored
in the HCSs so that the radiation efficiency declined drastically at these bands. The results of
Figure 6 are able to sustain the independence of between the first order HCS and the third order
HCS, too. The measured E-plane and H-plane radiation patterns are illustrated in Figure 7. A
nearly omnidirectional radiation pattern can be observed over the whole UWB frequency range.

As the UWB communication has been based on impulse radio, it is necessary to consider the
impulse distortion of the time-domain response of the proposed antenna. Fidelity factor F , defined
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Figure 4: Measured and simulated VSWR results. Figure 5: VSWR results of the proposed antenna
with and without the Hilbert-curve slots (HCSs).

(a) (b)

Figure 6: Surface current distribution at (a) 3.5 GHz, (b) 5.5 GHz.

(a) (b)

Figure 7: Measured radiation pattern. (a) E-plane (yz-plane), (b) H-plane (xz-plane).

as Equation (1) of the proposed antenna is studied in this paper [4]

F = maxτ

∞∫

−∞
Sr(t− τ)St(t)dt (1)

To calculate the fidelity factor of the proposed dual-band notched UWB antenna, it is assumed
that the two proposed antennas in Figure 3 play the role of the transmitting antenna and receiving
antenna. The two antennas are aligned pointing face-to-face with a distance of 300 mm. The input
signal St(t) form of the Gaussian pulse can be excited to transmitting antenna, then receiving
pulse signal Sr(t) can be obtained to receiving antenna. This pulse simulation is performed by a
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CST Design Studio simulator. By substituting the two normalized pulse signal in Equation (1), we
can calculate the fidelity factor F which is the maximum correlation coefficient between two pulse
signals. The antenna having F = 1 indicates a perfect match between St(t) and Sr(t), without
distortion in the transmission system of the pulse signal. The fidelity factor F of the proposed
dual-band notched UWB antenna is 0.92, it is evident that the proposed UWB antenna exhibits a
good time domain performance in the view of operating UWB communication systems [5, 6].

4. CONCLUSIONS

This paper presents a new design method on how to impose the dual-band rejection property
with HCSs to the typical UWB antenna. Etched first order HCS and the third order HCS on
the primitive UWB antenna worked as band notching elements for the WiMAX band and WLAN
band, respectively. To verify the performance of the proposed dual-band notched UWB antenna,
notably, VSWR, radiation pattern, surface current distribution, and fidelity factor are computed
and measured. From these results, the proposed antenna is supposed to be suitable for deployment
in UWB communication system.
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Abstract— This letter presents an omnidirectional horizontally polarized planar printed loop
antenna using left handed CL loading with 50Ω input impedance. The antenna gives an omni-
directional pattern in the plane of the loop, whilst working in an n = 0 mode at 868MHz. In
addition, reconfigurable responses can be achieved by using hard wire switches or diode varactor
components. Finally, the antenna is compared with other right-handed conventional antennas
i.e., a straight dipole, a folded dipole and a microstrip patch antenna working at the same fre-
quency. Design details, simulated results and a fabricated prototype are presented. The concept
significantly extends the design degrees of freedom for RFID antennas.

1. INTRODUCTION

As it has been demonstrated during the past years, antennas using a ladder network with left-
handed loading can gain various operating modes [1–3]. Specifically, the zero order mode gives rise
to omnidirectional pattern in the plane of the loop, with a circumference of one wavelength and
good impedance [4]. In this particular case, the left-handed loading concept has been applied to
loop antennas to investigate its performance for RFID applications.

2. LEFT-HANDED LOOP ANTENNA

In this section, both the design and performance of the antenna are presented. The loop antenna,
loaded by a left-handed ladder network composed of 4 unit cells, is shown in Fig. 1(c). The unit

(a)

(b) (c)

Figure 1: (a) Response of the left-handed loop antenna. (b) n = 0 mode with unidirectional currents.
(c) Photograph of the loop antenna.
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Mode Current distribution 

at 868 MHz

Near H-field distribution 

at 868 MHz

Cap.

n=0 CL= 0.7 pF

n=2 CL= 30.2 pF

(a) (b)

(c)

Figure 2: (a) Tunable Left-Handed loop response. (b) Tunable dual mode Left-Handed loop response.
(c) Current and near H-field distributions for the tunable dual mode Left-Handed loop.

cell has a shunt inductor and two series capacitors.
These components determine the operating mode at a given frequency, where phase constant

can be negative, zero, or positive. A resonance in the n = 0 mode (unidirectional currents) was
observed at 885 MHz for measurement and at 868 and 799 MHz for simulation, see Figs. 1(b) and
(a). The performance of the antenna was investigated numerically using the commercial simulator
CST.

3. RECONFIGURABLE LEFT-HANDED LOOP ANTENNA

In the following, a reconfigurable and dual mode reconfigurable loop antenna with left handed
loading for RFID applications is presented. In this first design, the capacitors are replaced by
varactors, where an external DC voltage can control its capacitance value. As a consequence a
tunable response can be obtained over a wide frequency range, see Fig. 2(a). Moreover, in a second
design, different operation mode (n = 0 or n = 2) can be obtained at the same frequency range by
tuning the value of loading components. To this end, hard wire switches can exchange to different
capacitor values by simply moving the wires. Fig. 2(b) depicts the reflection parameter achieved
for two different capacitor values, so that the antenna operation mode can switch from the n = 0
mode (red line) to the n = 2 mode (green line). Therefore, constant or two peak current and near
H-field distributions can be achieved, as showed in Fig. 2(c).

4. CONCLUSIONS

In this contribution, a loop antennas using a ladder network with left-handed loading has been
proposed. The antenna having a circumference of one wavelength, and working in an n = 0 mode
presented an omnidirectional pattern in the plane of the loop. Moreover, two tunable left-handed
antennas have been studied. The first one is a left-handed loop with reconfigurable response due
to the presence of diode varactors. The tuning of this antenna is achieved by simply varying an
external DC voltage. The second antenna is a left-handed loop working at two operating modes
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i.e., n = 0 or n = 2. These sort of small antennas can be foreseen in many applications, notably
for RFID environments.
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Abstract— In this paper, a broadband active integrated antenna in millimeter wave frequency
band is presented. For the direct integration, the output matching network is omitted so the
microstrip antenna operates as an output matching network of the power amplifier and radiator.
The power amplifier and microstrip antenna are designed to operate in wide bandwidth. The out-
put power of the amplifier is obtained about 19.94 dBm for optimized load by load pull analysis.
In this design, it is employed aperture-stacked patch microstrip antenna due to its wide band-
width and isolation with the power amplifier by the ground. The simulated input impedance,
radiation pattern and cross polarization of the aperture-stacked antenna are adequate within
impedance bandwidth of 24 to 32 GHz.

1. INTRODUCTION

Active integrated antennas (AIA’s) make available a new prototype for designing millimeter wave
architecture, satellite communications and modern microwave. Integration of the antenna can re-
sult in lower insertion loss, smaller size and weight, lower cost and greater efficiency as compared
to conventional system. The amplifier-type active antenna has been a main issue in recent re-
searches [1]. In [2], a novel fully integrated active antenna using the direct integration between
power amplifier and antenna is proposed to obtain high PAE and compact RF-front end because of
omitting interconnecting elements between the amplifier and antenna. On the other hand, there is
a growing interest in communication systems that operates in the millimeter wave frequency band
in order to take advantage of the wider bandwidth that is accessible at the high frequencies [3].
However, it is well known that at high frequencies dielectric and conductor losses are significant,
mainly in great systems, and this reduces the overall gain performance. In a broadband AIA,
the antenna design in wide bandwidth as well as the amplifier. In recent years, much effort has
been devoted on the advance of wideband antenna for modern communication systems. Using the
aperture-stacked patch (ASP) antennas increase bandwidth because it utilizes a resonant aperture
with stacked patches [4]. Furthermore, the ASP antennas provide more parameters for designing.

In this paper, we design a broadband AIA in millimeter wave frequency band. In our design,
without any output matching network, the transistor of the power amplifier is connected to the
antenna directly. The both of power amplifier and antenna are designed to operate in wide band-
width. The harmonic balance analysis by ADS simulator is used for designing the power amplifier.
The input impedance of the ASP antenna is adjusted to be optimized output impedance of the
power amplifier, obtained by load pull analysis. Finally, the simulation of the ASP antenna by
HFSS simulator is done that it shows good cross polarization and radiation pattern.

2. CONFIGURATION

The active integrated antenna consists of three parts: the power amplifier, the antenna, and the
integration of these two parts as the AIA. One of the most famous features of the AIA is that
the power amplifier and antenna are treated as a single unit. This is different from the design
method of conventional wireless and communication systems, where the RF front-end and antenna
are separate units, matched to 50-ohm.

In this work, we design the class-A power amplifier and antenna with together as AIA for
broadband application in mm-wave frequency band. The power amplifier as well as the antenna
are designed on Rogers’s TMM 4 substrate with 4 mil substrate height and dielectric constant of
4.5.

2.1. The Power Amplifier
The selected power transistor of amplifier is TRW’s 0.15µm InGaAs/AlGaAs/GaAs pseudomor-
phic high electron-mobility transistor (pHEMT) that the linear equivalent-circuit parameters and
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asymmetric Curtice nonlinear model of it, has been given in [5]. To achieve the maximum PAE
and output power, we do load pull analysis at centre frequency of 28 GHz then we optimize input
matching network and load impedance for broadband operation. By adding the antenna instead
of the load of the power amplifier, it maybe limits bandwidth of the power amplifier so before
designing the antenna, we do load sensitivity analysis for the amplifier. In this analysis, we op-
timize input matching network so that, in the broad bandwidth, we reduce load sensitivity over
frequency range. By reducing the load sensitivity, we can design the antenna so much easier than
before because, input impedance of the antenna can change more much range in the bandwidth
The overall schematic of designed broadband class-A power amplifier structure is shown in Fig. 1.
It is seen that the power amplifier is connected to the antenna directly. Element values of power
amplifier and optimized load are given in Table 1.

2.2. The Antenna
The aperture-stacked configuration is selected for antenna in view of its intrinsic advantages in
active device integration as compared to the other feed structures. On the other hand, this structure
has wide bandwidth. In the aperture antenna, the most common technique of controlling the
coupling to the feed line is to change the size of the aperture [4]. But, in the aperture-stacked
patch antenna, the aperture is employed as a radiator so its size cannot be varied alone and the
coupling to the feed line must be controlled in the other method. To achieve this, we use feed
line shaping under aperture. Fig. 2 shows the proposed ASP antenna. It must be notice that the
antenna is designed for the optimized load of the power amplifier in addition to the adequate gain,
radiation efficiency, radiation pattern and, cross-polarization over the bandwidth.

TL1 TL2

TL3

TL4

TL5

TL6

TL7 TL8 TL9

TL10

TL11

TL12

CC

C
CRs

Zload=R+jX

VdsVgs

Figure 1: The schematic of broadband class-A power amplifier.

Table 1: Element values of the power amplifier.

Values  parameters  Values  parameters  

18.6 mil  L4 2 milW1  

29.2 mil  L5 2 mil W2  

63.9 mil  L6 4 mil W3  

31.6 mil  L7 4 mil W4  

42.9 mil  L8 4 mil W5  

55.4 mil  L9 1 mil W6  

49.1 mil  L10 2.9 mil  W7  

15.1 mil  L11 1 mil W8  

9 mil L12 4 mil W9  

 − 0.15  volt Vgs  4 mil W10  

5.5 volt Vds  4 mil W11  

50 ohm  Rs  1 mil W12  

10 pf  C 58.6 mil  L1 

36 ohm  R  58.6 mil  L2 

50 ohm  X 1 mil L3 
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3. SIMULATION RESULTS AND DISCUSSIONS

In this section, we consider simulation results of the power amplifier, antenna and AIA. The part
of amplifier and antenna is discussed separately and then the monolithic AIA is considered.

3.1. The Power Amplifier

The power amplifier is design to operate at the centre frequency of 28 GHz. The harmonic balance
technique by ADS simulator is used for analyzing the circuit. Fig. 3 shows the variation of PAE of
the power amplifier, as function of the input power at the centre frequency of 28GHz. It is seen
that the input power of 5-dBm nearly is the best bias point.

We use the class-A power amplifier so, it is expected that the power of second and third har-
monics of the load, be low. Fig. 4 depicts the output power and gain of the load respect to the
frequency. A 0.5-dB ripple output power bandwidth of 25% from 24.5 to 31.5GHz is achieved. The
maximum output power of the amplifier is obtained about 19.94 dBm. The average gain of the
amplifier is 16-dB. Figs. 4 and 5 show the main harmonic of the output power is at least 18-dBm
better than the second and third harmonics over the bandwidth.

Finally, the stability test shows that at least the resistance of the load must be 18-ohm over
bandwidth. In the part of antenna, we must be careful that input impedance of the antenna be
greater than 18-ohm. This condition will secure the system from instability and oscillation.

(a)

(b) (c)

Figure 2: The ASP antenna. (a) Top view. (b)
Side view. (c) The aperture and transmission line of
antenna. (All units are in mm)
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Figure 3: PAE of the power amplifier respect to the
input power at centre frequency of 28 GHz.
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Figure 4: The output power and gain of amplifier.
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Figure 6: The input impedance of the ASP antenna.
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Figure 7: The peak gain of the ASP antenna.
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Figure 8: The E-plane of ASP antenna.
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Figure 9: The H-plane of ASP antenna.

Figure 10: Input impedance of the antenna calcu-
lated by CST and HFSS simulators.
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Figure 11: The load power of AIA.

3.2. The Antenna

We try to design the antenna for the optimized load but this is not practical so we did sensitivity
analysis to design the antenna easier. Ansoft HFSS is used for simulating the antenna. Fig. 6 shows
the input impedance of ASP antenna. The input impedance of antenna is not the optimized load
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of the amplifier so the bandwidth of amplifier will reduce. Also it is seen that the input impedance
of antenna is in stable area of the bandwidth of the amplifier from 24.5 to 31.5GHz.

In addition to the input impedance of antenna, the radiation specifications of designed ASP
antenna must be acceptable. Figs. 7, 8 and 9 show the peak gain, E-plane and H-plane of the
antenna, respectively. The peak gain is suitable over the bandwidth of the amplifier. A good
radiation pattern is obtained in E-plane and H-plane. Cross-polarization in the 3-dB beamwidth
is 44 dB below the co-polarization in the E-plane and 45 dB below the co-polarization in the H-
plane for the ASP antenna. Finally, as shown in Fig. 10, we compared input impedance of the
antenna calculated by CST and HFSS simulators, showing good agreement.

3.3. The AIA
The AIA consists of the designed power amplifier and antenna. Due to the input impedance of
the antenna is not the optimum of load impedance of amplifier, the bandwidth of amplifier will
decrease. Fig. 11 shows the bandwidth of AIA. A 2-dB ripple bandwidth of 25% is achieved.

4. CONCLUSION

In this paper, a broadband active integrated antenna in millimeter wave was presented. The power
amplifier was design to operate in broad bandwidth. The transistor of the amplifier was connected
to the antenna directly. The load pull analysis was applied to optimize the load impedance. We
did load sensitivity analysis for the amplifier thus designed the antenna so much easier. The gain,
radiation pattern and cross-polarization of the antenna were adequate in the bandwidth. A 2-dB
bandwidth of 25% was achieved. In next step, we intend to fabricate our designed AIA in the
future.
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Abstract— This paper presented a novel dual bevel planar monopole antenna with the abil-
ity to operate from 470MHz to 1100 MHz. The compact planar monopole antenna consists of
radiating element perpendicular to ground plane with dimension of 148 mm× 64 mm and 80 mm
square respectively. The proposed monopole antenna employing FR4 substrate and implementing
beveling technique as well reflect to the low cost and high bandwidth intention. By introducing a
dual bevel, an enhancement of 100% impedance bandwidth can be achieved compare to a single
bevel with the same bevel angle of 10◦, 20◦, 30◦, 40◦ and 50◦. Moreover, the dual bevel antenna
capable in producing divisive radiation patterns with linear polarization at three different fre-
quencies of f1 = 500MHz, f2 = 700 MHz and f3 = 900MHz. The measured outputs have shown
the same behaviour with the simulation results. The proposed antenna has a great potential as
a spectrum sensing device for cognitive radio application in the future.

1. INTRODUCTION

The idea of Cognitive Radio (CR) was first introduced officially in an article by Joseph Mitola in
1999. It was a novel approach in wireless communication [1]. CR technology approach has ability
to overcome the spectrum allocation congestion with reflect to the rapid wireless communication
growth. The CR antenna system must be able to sense, adapt and communicate without interrupt-
ing the primary user. Yet, no CR antenna standard and guideline released. Paper [2] has discussed
that a wideband CR antenna is necessary for the spectrum scanning purpose.

A lot of techniques have been proposed on the wideband planar monopole antenna such as
notches, lumped circuit, bevel and shorting pin [3–6]. In [7], the conical monopole antenna with an
enhancement of bevel has successfully overcome the weaknesses in [6] but only managed to cater
for a low frequency range. Additionally, both methods have increased the antenna complexity and
the physical dimension.

Instead of proficient in covering a wideband frequency, the proposed antenna is clearly small
compared to the conventional planar monopole antennas [6, 7]. In this paper, the behavior of planar
monopole antenna with single and dual beveling technique has been analyzed. The fabricated an-
tenna with a 50◦ dual bevel angle has a very compact size of 64 mm×146mm radiating element and
80mm squared ground plane. Hence, the proposed beveling technique has increase the impedance
bandwidth significantly with dual bevel has two times greater bandwidth compared to single bevel.
A prototype antenna was designed, fabricated and measured performance are presented. All designs
and simulations have been done using CST Microwave Studio and the measurements performed by
ZVL Rohde & Schwarz Network Analyzer.

2. ANTENNA DESIGN

Figure 1 and Figure 2 visualized the proposed simulated and fabricated wideband planar monopole
antenna respectively. Figure 1(a) illustrated the highlighted radiating element which constructed
with a rectangular and a half triangle shape. The divisive radiation pattern is accessible by totally
removed all the copper at the backside of the substrate.

Instead of single bevel, dual bevel angle with dotted line as depicted in Figure 2(a) has been
introduced to enhance the antenna bandwidth. An optimum reflection coefficient achievable at
A is 50◦ angle. The planar monopole antenna is fabricated on the FR4 substrate with a 0.8 mm
of thickness, 4.5 of dielectric constant and 0.019 of tangent loss. Theoretically the ground plane
of planar monopole antenna is the tuning circuit of the matching network. The dimension of the
ground plane is set in a way to increase the antenna efficiency. The 50Ω subminiature (SMA) is
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(a) (b)

Figure 1: The structure of the simulated antenna (a) front view, (b) side view and (c) layout view.

(a) (b)

Figure 2: The structure of the fabricated antenna (a) front view and (b) side view.

placed in the middle of the ground plane. Such a way that current will be excited from the bottom
of the antenna.

With a lot of optimization routine, the final geometric results are obtained as WS = 64 mm,
LS = 146mm, WC = 60 mm, LC = 143mm, WG = 80 mm, LG = 1mm and a = 50◦.

3. RESULTS AND DISCUSSION

The simulation study has been made on the effect of single and dual bevels towards the input
impedance matching (S11). The analysis is performed from 400 MHz up to 1100 MHz with varieties
angle (10◦, 20◦, 30◦, 40◦ and 50◦). For single bevel, the bandwidth is achievable from 36% up
to 47% under the acceptable reflection coefficient of −6 dB. Whereas the dual bevel obtained two
times greater bandwidth compared to the single bevel. Table 1 clearly summarized the comparison
of both bevel.

Figure 3 discussed on the significant of the bevel angle towards the type of bevel, single and
dual. The ultimate goal of the research is to increase the operating frequency of the antenna.
Numerically, the escalating of the height antenna will influence the low frequency shifted to the left
and improve the impedance matching, converse to the unaffected of high frequency. However, this
will increase the surface wave effect which degradation the antenna efficiency. Surface wave can be
prohibited by implementing the dual bevel technique as visualized in Figure 3(b).

Refer to Table 1 and Figure 3; the bevel angle should be between 30◦ to 50◦ in order to enhance
the entire bandwidth for a planar monopole antenna. From there, a 50◦ is chosen as the bevel angle
in this study.

Figure 4 compared the return loss (RL) of the measurement and simulation result for the pro-
posed planar monopole antenna with 50◦ dual bevels. The impedance bandwidth is determined
under −6 dB of RL (VSWR = 3) which gives 75% power transmitted and 25% reflected. The mea-
sured and simulated divergence results are caused by the performance of the network analyzer, the
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Table 1: Comparison of single and dual bevel techniques.

(a) (b)

Figure 3: The bevel angle effect on the presented antenna (a) single bevel and (b) dual bevel.

Figure 4: Simulated and measured return loss result
of dual bevel planar monopole antenna.

Figure 5: Simulated gain of the antenna.

unnoticeable errors during fabrication process, quality of the etching chemical liquid the soldering
technique.

Figure 5 indicates the simulated gain of the small size planar monopole antenna. It can be seen
that the gain of the antenna is comparatively small. The numerical radiation patterns for planar
monopole antenna with dual bevel are simulated at particular frequencies which are f1 = 500 MHz,
f2 = 700 MHz and f3 = 900 MHz. The patterns are called divisive since they are consists of two
main lobes as shown in Figure 6. The energy distributed is equal which is right lobe in magnitude
is comparable to the left lobes.
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Figure 6: Simulated radiation pattern of the proposed antenna. (a) 500 MHz, (b) 700MHz, (c) 900 MHz.

4. CONCLUSIONS

The physical dimension of the planar monopole antenna presented is considered compact and
wideband. The implementation of 50◦ dual bevel angle has achieved a very wideband impedance
bandwidth of approximately more than 90%. In addition, the antenna is easy to be fabricated. The
antenna has capability to operate for the VHF spectrum, the targeted white spaces (broadcasting
spectrum). These increase the value of the antenna for the cognitive radio applications in the
future.
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Abstract— Attractive features of emerging Ultra-wideband (UWB) and Multi-Input Multi-
Output (MIMO) technique are outlined and special design effects are described. The proposed
antenna is basically comprised of two patch elements integrated on the same substrate. In the
sense of optimum inter-element spacing, initial analysis on antenna configuration has been made
towards the reflection coefficient, mutual coupling and correlation coefficient. Furthermore, a
proposed spatial design antenna on radiation pattern effect also has been presented. The proposed
antenna design achieved the required impedance bandwidth over the entire frequency range of
3.1GHz to 10.6 GHz under the acceptable S11 of less than −10 dB.

1. INTRODUCTION

Recently, ultra wideband (UWB) with the integration of Multiple-Input Multiple-Output (MIMO)
technology has obtained a great attention among the researchers. UWB itself has a unique com-
pensation such as license exemption operating at 3.1GHz to 10.6 GHz, high bandwidth of 7.5 GHz
and low power spectral density of −41.3 dBm/MHz. Hence MIMO enhanced the value added of
UWB by improving the capacity as well as resistance to multipath propagation [1].

In designing MIMO antenna, there are few significant parameters to be considered such as a
reflection coefficient, mutual coupling and correlation coefficient [2–5]. There are intimately engaged
to the inter-element spacing (IES). However, the selection of IES must fit the physical dimension
of the wireless communication device.

Power transmission and reflection is expressed by the reflection coefficient parameter. It indicates
by the return loss (S11) graph. Mutual coupling is the presence of the electromagnetic interactions
between adjacent antenna elements. It can be attaining directly from the S12 or S21. The correlation
coefficient determined the degree of antenna diversity, such in MIMO systems. Instead of using
radiation pattern, the scattering parameters also are able to intended correlation coefficient via
Eq. (1).

ρ =
|S11 ∗ S12 + S21 ∗ S22|2

(1− (|S11|2 + |S21|2))(1− (|S22|2 + |S12|2)) (1)

Based on the author knowledge consent so far, to design MIMO antenna the S11, S12 and
correlation coefficient need to be analyzed collectively as they are inter-connected to each other.
Hence, this paper proposed three different cases which are reflection coefficient, mutual coupling
and correlation coefficient with IES varying from 0mm to 40 mm in the sense of obtaining an
ultimate antenna configuration. Ultimately, this research focused on the UWB MIMO’s special
design effect on radiation pattern.

2. ANTENNA DESIGN

The proposed UWB MIMO antenna with a special design is illustrated clearly in Fig. 1. Special
design means an identical antenna dimension that is redesign repetitively. This paper considered
for two elements merely. The antenna developed by a combination of seven small circles surrounded
single middle circle with a diameter of Rs = 6 mm and Rin = 12 mm respectively. Both elements
excited by a 50 Ω microstrip feed line with 5mm width. Fabrication is done on a Taconic TLY5
substrate with specifications as 1.5748 of thickness, 2.2 +/− 0.02 of dielectric permittivity and
0.0009 of tangent loss.

In this research, the inter-element spacing (IES) symbolized by D in Fig. 1 will be analyze with
an ultimate goal of achieving low mutual coupling as well as low reflection coefficient which reflect
to the minimum correlation coefficient by conserving UWB frequency band standard. All the design
has been performed using CST Microwave Studio simulation software.
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3. RESULTS AND DISCUSSION

This paper analyzes the MIMO antennas parameters (reflection coefficient, mutual coupling and
correlation coefficient) towards the various D of 0mm, 6 mm, 10mm, 15 mm, 20 mm and 40mm.
Fig. 2 depicted an efficient return loss throughout the entire required operating band. The presented
antenna has three dominant frequencies resonant for all D values.

The forward transmission coefficient, S12 put a value of lower than −10 dB for the various D
values as shown in Fig. 3. The bigger the D reflected to the lower of mutual coupling eventually
result to radiation efficiency improvement. However, D = 15 mm shows a good mutual coupling of
less than −15 dB compared to other D’s.

The lower value of correlation is significant to improve the diversity performance of the MIMO

Figure 1: The simulated geometry of the proposed UWB MIMO antenna.

Figure 2: Simulated reflection coefficient of the proposed antenna.

Figure 3: Simulated mutual coupling of the proposed antenna.
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system [3]. Fig. 4 demonstrates that correlation between the various D differs significantly. Those
figures revealed that S12 decreases as the IES increases. It can be seen that D = 40mm has a
minimum value of correlationz coefficient for the targeted operating frequency except at frequency
resonant 6.2 GHz. Hence the mutual coupling of D = 40mm is also the lowest among other D’s.
Even though the D increment will reflect to the decrement of S12 and correlation coefficient, this
however will contribute to the bigger antenna dimension. Moreover, the acceptable value of D
needs to reconsider in order to preserve the efficiency of MIMO antenna performance and antenna
compaction as well. Therefore based on parameters deliberation, the ultimate D value is 15 mm
with a minimum correlation coefficient value of −100 dB.

Figure 5 indicates simulated 3D radiation pattern at 3GHz of the proposed antenna. It is
notable that the proposed MIMO antenna has significant gain improvement of 3.414 dBi compared
to single antenna of 2.3 dBi. This is due to the influenced radiation intensity effect from the adjacent
element that helps to boost up the gain. Moreover, MIMO antenna has better radiation efficiency
of 90.6% and total efficiency of 86.48% against the single radiating element.

Figure 4: Calculated correlation coefficient of the proposed antenna.

(a) (b)

Figure 5: Simulated radiation of the proposed an-
tenna. (a) Single element antenna. (b) Proposed
MIMO antenna.

(a) (b)

Figure 6: Simulated 3D simulated radiation patterns
at 5 GHz. (a) SMA 1. (b) SMA 2.

(a) (b)

Figure 7: Simulated 3D simulated radiation patterns at 7 GHz. (a) SMA 1. (b) SMA 2.
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(a) (b) (c)

Figure 8: The simulated E-plane radiation pattern of the presented antenna. (a) 3GHz. (b) 6 GHz. (c)
10GHz.

The simulated 3D radiation pattern of the proposed MIMO as in Fig. 6 and Fig. 7 show that the
two antenna elements work separately. Both figures illustrate that the identical element excited
by two SMA (subminiature) shared the same performance of gain, radiation pattern and total
efficiency at specified frequencies of 5 GHz and 7 GHz.

Figure 8 visualized the simulated radiation pattern in correspondence to three frequencies points
which are f1 = 3GHz, f2 = 6 GHz and f3 = 10 GHz). From the figure, it can be seen that the
presented antenna has relative stable radiation patterns at the particular frequencies.

4. CONCLUSION

This research proposed a special design of two identical patch elements on a single substrate. The
proposed antenna achieved to cater UWB frequency resonant of 3.1GHz to 10.6 GHz. The presented
MIMO antenna accessible an optimum inter-element spacing with minimum reflection coefficient
of −10 dB, low mutual coupling less than −15 dB and low correlation coefficient as well. Moreover,
the effect of UWB MIMO antenna design on radiation pattern at three specified frequencies has
been discussed.
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Abstract— A triangular patch harmonic-rejecting antenna at 0.7GHz is proposed. Simulated
results obtained using HFSS software show that a triangular antenna with shorting pin feed, and
of compact size, exhibits high reflection coefficients at the second and third harmonics (−0.12 dB
at 1.4 GHz and −0.16 dB at 2.1 GHz) respectively.

1. INTRODUCTION

Patch antennas, based on printed circuit technology, are flat radiating structures on top of ground-
plane-backed substrates, and have the advantages of being compact antennas with low manufactur-
ing cost and high reliability. However, there are difficulties in practice in achieving high bandwidth
and efficiency. Nevertheless, improvements in the properties of suitable dielectric materials and in
design techniques have led to an enormous growth in popularity of microstrip patch antennas, and
there are now a large number of commercial applications. Many shapes of patches are possible,
with varying applications, but the most popular are rectangular, circular or thin strips [1].

Patch antennas are typically light in weight, low in cost, and widely used in communications.
On the downside, they suffer from excess harmonic radiation. Fortunately, many methods have
been developed for suppression of these harmonics. One effective approach to suppress harmonics
in microstrip patch antennas (MPA) is to use electromagnetic band gap structures (EBG) [2–5].

In Ref. [1], periodic slots are etched in the ground plane of a MPA, which behave as EBG
structures. Higher order harmonics fall in the stop band of the EBG and are suppressed. Another
approach is to use defected ground structures (DGS) on microstrip feed lines. Up to third order
harmonic rejection was reported combining DGS and EBG structure [4]. However, a problem for the
EBG structure is backside radiation due to the etched slots just beneath the radiating patch [2–4].
The radiation pattern differs significantly from that of a single MPA. Recently, another approach is
reported which used a 1-D Photonic Band Gap (1-D PBG) structure with a DGS on the feed line
for impedance matching and harmonic rejection [5]. Up to second harmonic rejection was reported.

Additionally, a method involving a low-pass filter composed of a circular head dumbbell shaped
DGS structure and a circular head shunt open microstrip stub on the feed line was able to suppress
up to the fourth harmonic effectively [6]. Finally, second and third harmonics have been eliminated
with a microstrip patch antenna with a proximity coupled feeding line by adjusting the length of
feed line and introducing one resonant cell [7].

A triangular patch antenna with shorting pin used for suppressing the harmonics is proposed
in this paper. This work is very similar to [8], but its performance has been optimized to serve its
application.

2. ANTENNA DESIGN CONCEPT

The geometry of the proposed antenna is shown in Fig. 1. This triangular patch is designed on a
FR4 substrate of thickness 1.6mm and relative permittivity of 4.4, mounted over the ground plane.
The sizes of the printed antenna patch and the ground plane are 90× 25mm2 and 135 × 65mm2

respectively. The co-axial or probe feed technique is adopted on this antenna so that the feed point
can be placed at any place in the patch to match its 50 ohm input impedance.

3. RESULT AND DISCUSSIONS

Figure 2 shows the simulated reflection coefficient of the proposed antenna. As can be seen, the
antenna is designed to operate at 700 MHz and its corresponding second and third harmonics, at
1.4GHz and 2.1GHz, were eliminated. By adjusting the location of shorting pin good impedance
matching can be easily obtained at the fundamental frequency. As can be seen, the suppression of
the harmonics does not produce any harmful effects on the impedance matching at the fundamental
frequency. The simulations were carried out using the HFSS simulator [9].
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To overcome the spurious radiation problem, it is necessary to control the input impedance of
the antenna and create a reactive termination at harmonic frequencies. The input impedance of
the proposed antenna was investigated over a wide frequency band as shown in Fig. 3. The input
impedance of this antenna at the fundamental operating frequency and its first two harmonics
shows that almost perfect matching to 50 ohm was attained at the fundamental frequency, while
fairly small resistive impedances at harmonic frequencies were observed.

Figures 4 and 5 show the corresponding harmonic current distributions on the patch. The posi-
tion of the shorting pin is optimally set adjacent to a point of maximum voltage, which corresponds
to a point of minimum current distribution on the patch.

The radiation patterns in the xz and yz planes for the antenna shown in Fig. 1 is presented
in Fig. 6, at the fundamental, second and third harmonic frequencies. The results confirm viable

Figure 1: Basic geometry of the proposed antenna.

Figure 2: Reflection coefficient of the antenna, and
its harmonics.

Figure 3: The input impedance of the proposed
patch antenna.

Figure 4: Current distribution on the antenna at the second harmonic frequency.
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Figure 5: Current distribution on the patch at the third harmonic frequency.

xz plane 700 MHz xz plane 1400 MHz xz plane 2100 MHz

yz plane 700 MHz yz plane 1400 MHz yz plane 2100 MHz

Figure 6: Radiation patterns of antenna design at fundamental, second and third harmonic frequencies.
‘ooo’: Simulated co-polar, ‘***’: Simulated cross-polar.

levels of suppression of harmonics. In other words, these results show that the radiation patterns
at the harmonic frequency are acceptably suppressed.

4. CONCLUSION

In this paper, a shorting pin technique for designing a triangular patch with suppression character-
istics over harmonic frequency bands has been proposed and investigated. The reflection coefficient
was about −0.12 dB at the second harmonic and −0.16 dB at the third harmonic. According to the
results obtained, this antenna with its simple harmonic suppression structures is quite effective.
Therefore, the proposed antenna can be suitable for active integrated antenna.
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Abstract— Different fractal based structures have been widely used in numerous antenna
designs for various applications. In this paper, a printed slot antenna has been introduced as
a candidate for use in the dual band wireless communication applications. The antenna slot
structure is in the form of a Sierpinski gasket of the first iteration. The antenna has been fed
with 50Ohm microstrip transmission line, and the slot structure is to be etched on the reverse
side of the substrate. Performance evaluation of the proposed antenna design has been carried
out using a method of moments based EM simulator, IE3D. Simulation results show that the
resulting antenna exhibits an interesting dual frequency resonant behavior making it suitable
for dual band communication systems including the dual band WLAN applications. Parametric
study has been carried out to explore the effects of antenna parameters on its performance.

1. INTRODUCTION

The pioneer work of Mandelbrot [1] in fractal geometry had stimulated microwave circuits and
antenna designers, in their attempts to realize miniaturized circuits and components, to seek out
for solutions by investigating different fractal geometries. However, the recent developments in
modern wireless communication systems have imposed additional challenges on microwave antenna
and circuit designers to produce new designs that are miniaturized and multiband. Fractal curves
are characterized by a unique property that, after an infinite number of iterations, their length
becomes infinite although the entire curve fits into the finite area. This property can be exploited
for the miniaturization of microstrip antennas, resonators, and filters. Due to the technology
limitations, fractal curves are not physically realizable. Pre-fractals, fractal curves with finite
order, are used instead [2, 3].

Slot antennas based on fractal curves such as Koch, Sierpinski and others have attracted the
researchers to achieve antenna miniaturization with multiple resonances [4–11]. Sierpinski gasket
fractal has been reported in [4] to model a dual band microstrip line fed slot antenna for GSM
and 2.4 GHz WLAN bands. In [5], a Koch fractal slot antenna has been proposed to construct a
CPW fed slot antenna for the two bands WLAN and WiMAX applications. Fractals generated
from many Euclidean geometries such as the circle, triangle and others, have been employed to
produce dual band antennas for a variety of communication applications [6–10]. Circular and half
circular fractal shaped dual band antennas have been reported in [6] and [7] respectively for use in
dual bands WLAN. Triangular based fractal based antenna has been proposed in [8] for GSM and
DSC applications. Elliptical fractal patch antenna has been investigated a candidate for use in dual
band communications [9]. Moreover, a quasi-fractal based slot geometries have been successfully
used in different ways to form parts (or the whole) of the ground plane of dual band antenna [10].

In this paper, a new electromagnetically coupled microstrip-fed printed slot antenna design
based on the first iteration of Sierpinski gasket fractal geometry has been presented as a dual band
printed antenna for the 2.4/5.2 GHz bands WLAN applications.

2. THE PROPOSED ANTENNA STRUCTURE

The Sierpinski triangle or gasket is obtained by repeatedly removing (inverted) equilateral triangles
from an initial triangle of a unit side length. For many purposed it is better to think of this procedure
as repeatedly replacing an equilateral triangle by three triangles of half the height [11]. Figure 1
demonstrates the fractal generation process of the Sierpinski gasket up to the second iteration.

The geometry of the proposed Sierpinski gasket based slot antenna is shown in Figure 2. The
first iteration Sierpinski gasket based slot structure has been constructed on, on the ground plane
side of a dielectric substrate. The dielectric substrate is supposed to be the FR4 with a relative
dielectric constant of 4.4 and thickness of 1.6 mm. The slot antenna is fed by a 50 Ω microstrip line
printed on the reverse side of the substrate. A microstrip line, with a width of about 3.0 mm is
placed on the centreline of the slot structure (x-axis). This type of feeding have been found to be
more reliable for fractal slot antenna application [12, 13].
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3. THE ANTENNA DESIGN

A printed slot antenna, based on the first iteration Sierpinski gasket, has been designed to resonate
at 2.4 GHz. After suitable dimension scaling, the resulting antenna slot side length has to be
determined. Observing the influence of the various parameters on the antenna performance, it has
been found that the dominant factor in the antenna is the slot side length in terms of the guided
wavelength λg.

λg =
λ0√
εeff

(1)

where εeff is the effective dielectric constant.
Then the lowest resonant frequency, f0L, relative to the slot side length is formulated by

f0L =
2Co

3a
√

εeff
(2)

where Co is the speed of light in free space, and a is the slot side length. Higher order resonances
are attributed to the smaller self-similar structures, as will be seen later.

The Sierpinski fractal slot antenna with the layout depicted in Figure 3, has been modeled and
analyzed using the method of moments (MoM) based electromagnetic (EM) simulator IE3D [14].

4. PARAMETRIC STUDY AND PERFORMANCE EVALUATION

According to (2), the modeled antenna slot side length, a, that matches the specified frequency, has
been found to be of about 47.23 mm, with a microstrip feed line length of about 9.2 mm, measured
from the origin. The antenna exhibits a dual band response, centered on 2.4 and 5.2 GHz. The
lower resonant band, which is mainly attributed by the slot side length, has good match. However,
it has been found that the position of the upper resonant band is sensitive to the feed line length.
This band is with relatively low match as compared with the lower one. Figure 4 shows the return
loss responses corresponding to different values of feed line length increments, of 0.5, 1.0, 1.25, and

(a) (c)(b)

Figure 1: The generation of the Sierpinski gasket. (a) The zero iteration, n = 0, (b) the 1st iteration, n = 1,
and (c) the 2nd iteration, n = 2.

Figure 2: The geometry of the proposed 1st iteration
Sierpinski gasket printed slot antenna.

Figure 3: The layout of the modeled antenna with
respect to the coordinate system.
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2.0mm, along the x-axis. It is clear that, how the feed length affects the position and the matching
of the upper band, while it has a very slight effect on the lower band.

In order to enhance the matching and tuning the position of the upper band, a small vertical
stub has been attached to the feed line. The position of this stub has a considerable effect on the
matching of the upper resonant band, while, again, it has almost a slight effect on the lower band.
Figure 5 demonstrates the return loss responses corresponding to different values of the vertical
stub positions, in steps of 0.2 mm, along the x-axis and keeping the feed line length unchanged.

The optimal microstrip feed line length and stub position achieving a good impedance match
of the 2.4 and 5.2 GHz WLAN bands have been found to be of 11.43 mm and 0.52 mm respec-
tively, away from the origin. The resulting resonant frequencies are f0L = 2.408GHz, and f0U =
5.247GHz, with corresponding bandwidths (for S11 ≤ −10 dB) of about 8.47%, and 8.80% respec-
tively. Figure 6 shows the simulated 3D electric field patterns, Eθ at 2.4 and 5.2GHz. With regard
to the resulting gain, it is 2.11 dB and 3.72 dB in the lower and upper bands respectively.

Figure 4: Return loss responses of the modeled antenna with the feed line length increment as the parameter.

Figure 5: Return loss responses of the modeled antenna with the stub position on the feed line as the
parameter.

(a) (b)

Figure 6: Simulated 3D electric field, Eθ patterns at (a) f0L = 2.4GHz, and (b) f0U = 5.2GHz.
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5. CONCLUSIONS

A microstrip line fed printed slot antenna, with slot structure based on the first iteration Sierpinski
gasket, has been presented in this paper. The antenna has been analyzed using a method of
moments based EM simulator, IE3D. Simulation results showed that the antenna possesses a dual
band resonant behavior meeting the requirements of the 2.4/5.2 GHz WLAN. A parametric study
has been conducted to explore the effects of the most effective antenna parameters on its overall
performance. The lower resonance has been found to be dominantly attributed by the side length
of the slot structure, while the length of the feed affects, to certain extents, the position and the
matching of the upper resonant frequency. It has been found that adding a vertical stub, at a
proper position on the feed, will facilitate better matching and precise allocation of the second
resonant frequency. Making use of this feature, the proposed antenna offers, it might be useful for
many dual band communication applications.
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Antenna Conformed on Small Radius Cylindrical Surface
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Abstract— The cylindrical geometry can offer certain desirable antenna characteristics that
are not provided by planar elements. In this paper, a three-element cylindrical conformal array
antenna has been presented as a candidate for use in wireless communications and Radio Fre-
quency Identification (RFID). Each element in the array is a microstrip fed rectangular patch
antenna designed to resonate at 2.4 GHz. Once the desired results were obtained for a single
element, each element in the conformal cylindrical array has been then designed using the same
dimensions and parameters. Modeling and performance evaluation of the array has been carried
out using the commercially available electromagnetic software CST Studio SuiteTM 2009. Sim-
ulations have been conducted to study the performance of the proposed conformal array as well
as the effects of small radius cylinder on mutual coupling and the radiation pattern of the array.
The cylindrical radii in consideration are of about one quarter wavelengths or slightly more. The
radius of cylinder used in simulation is taken to be 0.24λ and 0.32λ. Compared with the existing
cylindrical conformal antenna, the proposed array antenna possesses a reduction in cylindrical
structure radius with acceptable ominidirectionality and gain needed for wireless communications
and RFID applications.

1. INTRODUCTION

Miniaturization in the integrated circuit technology and advancement in signal and data processing
have opened prospects for wide spectrum of applications which uses densely packed terminals
placed in little volume. That is why such applications depend on availability of conformal shaped
antennas, ensuring required directions of radio wave propagation and enabling hidden terminal
mounting. The range of applications spans from sensors goes through wireless access modes and
then up to modern miniaturized spacecraft [1].

One of the most important innovations in modern antenna technology is the conformal antenna
array. Conformal arrays have good potential for application in aerospace vehicles with excel-
lent aerodynamic characteristics. Cylindrical antenna arrays have attracted the greatest attention
amongst conformal antennas and their applications include mobile cellular base stations, airborne
radar and mobile satellite communication terminals [2, 3].

Microstrip antennas are often used because of their thin profile, light weight and low cost.
Furthermore, they can be made conformal to the structure. When the radius of the curved structure
is large, the antenna can be analyzed as the planar one. However, for structure with smaller radii,
more rigorous analysis methods should be used. If the antenna has a cylindrical shape, i.e., if one
principal curvature is zero, the antenna can be analyzed as a circular-cylindrical one. In the case
were both principal curvatures are different from zero, the antenna can be analyzed as a spherical
one [4].

The use of cylindrical substrate for microwave design is generally driven by the physical at-
tributes of the system rather than by choice, since the analysis and fabrication are more compli-
cated than for a comparable planar implementation. However, the cylindrical geometry can offer
certain desirable antenna characteristics that are not provided by planar elements. There are also
variety of configurations that can be realized, for example cylindrical conformal patch and slot an-
tennas [5–7], microstrip [8], and coplanar transmission lines [9]. Cylindrical conformal structures,
with radii greater than one half wavelengths, have been proposed for use as prospective candi-
dates for mobile communications systems, cellular base stations, and Telemetry, Teleranging and
Telecommand (TTC) communication that is essential to maintain space missions due to their full
field of view advantage [1, 10, 11].

In this paper, a microstrip fed rectangular patch antenna resonates at 2.4 GHz is considered.
The proposed planar patch antenna is used in array consisting of three equally spaced elements.
The proposed antenna array is conformed on a finite cylindrical substrate of 1.57mm thickness and
relative permittivity of 2.2. Two different radii for the cylindrical structure are simulated using
CST Microwave Studio simulator. Results obtained on return loss, coupling between elements and
radiation pattern are presented and discussed.
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2. ANTENNA DESIGN AND CONFIGURAIONS

2.1. Single Element Antenna Structure
The configuration of the rectangular patch antenna is shown in Figure 1(a). The patch has been
modeled in CST Studio and its dimensions have been adjusted to resonance at 2.4 GHz. A quarter-
wave transformer was used to match 343 Ω input impedance to a 50Ω system. The final dimensions
of the entire microstrip patch are given in Table 1. Figure 1(b) shows the return loss response of
the patch element antenna. It can be clearly indicated that the antenna was resonates at 2.4 GHz
with return loss of less than −10 dB within 40 MHz bandwidth.

2.2. The Proposed Conformal Antenna Array Structure
Three patch elements were equally spaced on cylindrical substrate. The substrate material used
for modeling has a thickness of 1.57mm. The dielectric constant of the substrate is εr = 2.2.
The conductive material in the model is of 70.0µm thick copper. The radius of the cylinder is
comparable to one quarter wavelength and the height is H = 90mm. Inside the cylinder there is a
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Figure 1: (a) The layout of single element patch antenna structure, and (b) is its return loss S11 (dB)
response for single element patch antenna.

Figure 2: A 3-D view of the modeled 3-element array.

Table 1: Antenna dimensions in mm.

W L W1 L1

60 88 41.08 39.03
W2 L2 W3 L3

0.72 24.05 4.84 15
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continuous ground plane of 70.0µm thick copper. The model of the antenna array taken from the
simulation software is shown in Figure 2.

3. PERFORMANCE EVALUATION

The cylindrical structure of Figure 2 has been modeled through a commercially available finite
element package CST Studio Suite. Cylinders with radii 30 and 40mm (0.24 and 0.32λ) have been
analyzed while keeping the rest of the antenna parameters fixed. The simulation results of return
loss of all of the ports of the array and the coupling among the antenna elements are shown in
Figure 3.

From Figure 3, it’s clearly observed that the coupling between elements for 30mm (0.24λ)
radius cylinder is about −1 dB, while for cylinder of 40 mm (0.32λ) radius, the coupling is less than
−18 dB. The small radius of the cylinder results in decreasing the spacing between the elements so
the mutual coupling between elements is increased.

Simulated radiation patterns at 2.4GHz for single element and 3-element array are illustrated
in Figure 4.

The radiation patterns are significantly affected. In the elevation direction, the radiation pattern
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Figure 3: Simulated coupling of the 3-element array conformed on cylinders with radii of 30 mm (0.24λ) and
40mm (0.32λ).
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(b) 

Eθ plane Hφ plane

(a)

Figure 4: Radiation patterns: (a) for element in cylindrical array, the radius of cylinder is R = 30mm
(0.24λ) and (b) radius of cylinder is R = 40 mm (0.32λ).
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is strongly dependant on the cylinder radius but much less so in the azimuth direction. The E
plane (Eθ) and H plane (Hφ) fields, depicted in the figure, reveal that they still have an acceptable
quasi ominidirectional radiation pattern.

4. CONCLUSION

This paper presents detailed performance evaluation concepts of a three rectangular patch element
conformal antenna arrays. There are few issues that should be taken into consideration when
designing such antennas. Firstly the curvature of the cylindrical array affects the radiation pattern
of the antenna and the optimal radius should be found depending on the application on hand.
Secondly the spacing between elements is very important to consider as it affects the level of mutual
coupling in the array. An acceptable mutual coupling was obtained for cylinder radius greater than
one quarter wavelength. The result shows that the resonant frequency is not affected by curvature
however the radiation patterns are significantly affected. The radiation pattern in the elevation
direction is strongly dependant on the cylinder radius but much less so in the azimuth direction.
Simulation results shows that the proposed array antenna possesses an acceptable ominidirectional
radiation pattern needed for most wireless communications and RFID applications.
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Abstract— This paper introduces the design of a dual-band internal F-PIFA (Fractal Planar
Inverted F-antenna) as a candidate for use in the dual band WLAN (wireless local area network)
MIMO (multi-input multi-output) applications. At first, the 4th iteration Koch’s fractal geometry
has been applied to the edges of the conventional rectangular patch structure to design a single
compact antenna with a dual band resonant behavior. The radiating fractal based patch has
been printed on a substrate with relative permittivity of 4.1 and thickness of 0.9 mm, and the
antenna has been fed with 50 Ω probe. This antenna is located at the corner of a copper ground
plane of 0.05 mm thickness and dimensions of 110×70mm2. It has been found that the resulting
F-PIFA has the dimensions of about 21mm × 15mm × 6.2 mm, making it suitable for mobile
terminal applications. Furthermore, the proposed antenna offers a dual band resonance with a
frequency ratio of about 2.41; resulting in bandwidths, for return loss ≤ −10 dB, covering the
two WLAN band standards. Modeling and performance evaluation of the proposed antenna have
been carried out using the CST Microwave Studio. The modeled antenna has been applied to
a 4 by 4 MIMO system suggested for use in dual band WLAN applications. Simulation results
show that the suggested system offers ≤ −10 dB impedance bandwidths of about 300 MHz with
an isolation of about 12 dB, for the lower band, and 570 MHz with an isolation of higher than
22 dB, for the upper band. This makes the proposed system suitable for use in MIMO dual band
WLAN applications.

1. INTRODUCTION

When a multiple-element antenna array embeds into the small mobile terminal, it should be small
as much as possible. Some additional requirements should be met, e.g., good isolation (low mutual
coupling) and diversity performance for multiple antennas besides the usual requirements of a
conventional single antenna such as compact structure, light weight, low profile and robustness.
The antennas are required to be small and yet their performances have to be maintained [1].
Therefore, in designing the antenna for the mobile terminal, it is important to balance the trade-off
between size and performance [2]. In MIMO (multi-input multi-output) systems, multiple antenna
elements are required at both transmitter and receiver. The multiple antennas at the both ends
of the systems provide independent paths in the multipath fading environment [3]. As a result,
the design of two or more antennas on a small mobile terminal for the MIMO systems is more
challenging compared to the design of a single conventional antenna in the mobile terminal [4].

Inserting developments in the field of antenna miniaturization have been introduced in the form
of fractal antennas. A fractal is a self-similarity structure, which means that a small part of the
structure is a scaled-down copy of the original structure. The term fractal means broken or irregular
fragments to describe complex shapes that possess an inherent self-similarity or self-affinity in their
geometrical structures [5]. There are a few researches on the combination of fractal and PIFA
(Planar Inverted-F Antenna) topology. A miniaturized PIFA has been proposed for dual-band
mobile phone application by employing Hilbert geometry [6]. A Fractal PIFA antenna based on the
Sierpinski carpet has been presented in [7] to obtain a multiband antenna. The proposed antenna
achieved −6 dB return loss at the required GSM (Global System for Mobile Communications),
UMTS (Universal Mobile Telecommunications Systems) and HiperLAN frequencies. A combination
of microstrip patch antenna with a Koch pre-fractal edge and a U-shaped slot has been proposed
for multi-standard use in GSM1800, UMTS, and HiperLAN2 [8]. Making use of a PIFA structure,
the multi-band behavior has been obtained with broadened the lower resonant band covering GSM
1800 and UMTS. The HiperLAN2 band has been covered by insertion of a U-slot structure. An
antenna arrangement of two Koch fractal patch PIFA elements has been studied.

2. ANTENNA STRUCTURE

In this paper, Koch fractal geometry is applied on the edges of the radiating plate. This concept
has a considerable effect on the resonant length of the antenna structure. The design of this
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antenna is mainly based on the PIFA antenna. The performance of the modified PIFA depends on
number of structure parameters, such as antenna height, H, radiating plate length, L and radiating
plate width, W as illustrated in Figure 1. The dimensions of the ground plane (LG and WG) for
this antenna are similar to those of most mobile terminal like personal digital assistant (PDA)
or handset. The optimized dimensions of the proposed PIFA model are shown in Table 1. The
radiating fractal based plate is printed on a substrate with relative permittivity of 4.2 and thickness
of 0.9 mm, and the antenna is fed with a 50 Ω probe.

Applying fractal geometry on PIFA antenna configuration yields fractal (FPIFA) antenna. Frac-
tal PIFA antenna can be miniaturized by adding indentations along all the edges of the radiating
plate. These edges represent the resonant length of the plate used to miniaturize the size as shown
in Figure 1(a). The fractal radiating plate, shown in Figure 2(b), is generated with four iterations.
This is the result of adding the indentations along the resonant length of the radiating plate in the
first iteration and repeating the process at similar scale. The FPIFA antenna on a ground plane is
illustrated in Figure 3.

The simulation results indicate that the proposed antenna can achieve a bandwidth, for (S11 <
−10 dB), of about 300MHz (2.2174–2.521 GHz) at 2.4GHz and 570 MHz (5.5317–6.1052GHz) at
5.8GHz as shown in Figure 4. The radiation patterns of the proposed antenna at the two resonance
frequencies; 2.4 GHz and 5.8 GHz are illustrated in Figure 5. These patterns are presented for two
elevation planes; XZ (ϕ = 0◦) and YZ (ϕ = 90◦), and for the azimuth XY plane (θ = 90◦).
In the higher band one can note that the electric field approximately has an equal value at all
points in XY plane more than those in the lower band. Maximum values of the field stretching

Table 1: Dimensions of the reference PIFA antenna.

Parameter L W H LG WG

Value (mm) 21 15 6.2 110 70

Figure 1: Schematic diagram of the PIFA antenna.

(a) (b)

Figure 2: (a) The rectangular radiating plate, and
(b) the Koch fractal based radiating plate.

Figure 3: Schematic diagram of the FPIFA antenna; (all dimensions in mm).
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from the direction 30◦ of the 60◦ in the upper half of the lower band in the Y Z plane, while the
highest values in the upper band are confined in the direction of 60◦ to 90◦. Good omnidirectional
radiation patterns at the two frequencies are obtained. The whole shapes of the radiation patterns
are suitable for modern terminals. This antenna almost provides the same radiation pattern at the
two resonant frequencies.

3. FOUR-ELEMENT DIVERSITY FPIFA DESIGN

In this section, a four-element diversity antenna based on the proposed FPIFA is designed on the
same ground plane. The proposed design involves four elements of FPIFA antennas being located
in each corner of the ground plane. The diversity antenna array has to be carefully designed to
achieve low correlation as much as possible between the antennas. Since the proposed FPIFA
antenna has the property of dual polarization, therefore mutual coupling between the antennas
can be reduced by arranging the antennas. The optimized design of the diversity antenna array is
shown in Figure 6.

The distance between antennas 1 and 2 (3 and 4) is approximately 40mm which corresponds to

Figure 4: Simulated return loss of the FPIFA antenna.

(a)

(b)

Figure 5: Simulated radiation patterns in the XY, YZ and XZ planes at (a) 2.4 GHz, and (b) 5.8 GHz for
the single FPIFA.
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Figure 6: Schematic diagram of four-element diversity FPIFA antenna array placed on the same ground
plane.

Figure 7: Return loss characteristics from the sim-
ulated results of the FPIFA antenns1, 2, 3, and 4.

Figure 8: Isolation between each pair of antennas
on the diversity FPIFA antenna array.

0.32 λ at 2.4GHz, while the distance between antenna 1 and 4 (2 and 3) is 68 mm which corresponds
to 0.54λ at 2.4 GHz. Although the spacing between antennas does not exceed half wavelength, the
obtained results show good isolation between antennas. The simulated return loss performance of
each antenna of the four-element diversity antenna array is plotted in Figure 7. The simulated
S11, S22, S33 and S44 are exactly identical due to the optimization process used for choosing the
positions of the feed and the shorting pin for each antenna. It is clear that the bandwidths of the
antennas are the same.

Despite the fact that the antennas share the same ground plane; there is no any individual
ground plane for each antenna, the simulation results show that the isolation between elements
is low which means an acceptable value for good diversity performance. This is attributed to the
spread surface current on the ground plane which leads to an increase in the mutual coupling
between elements. Figure 8 shows the isolation between each pair of antennas obtained from the
simulations. Isolation of more than 12 dB for each pair of antennas (1, 3) and (2, 4) is achieved in
the lower band and more than 20 dB in the higher band. Isolation for other pairs is higher than
22 dB in the two bands. In other words, mutual coupling is relative very low between the antennas.
Therefore, a low correlation between the antennas could be realized and would lead to well diversity
performance.

4. CONCLUSIONS

A fractal based PIFA configuration has been investigated, in this work, to design MIMO antennas for
2.4GHz and 5.8 GHz bands. Reduction of antenna size has been performed by means of applying
Koch fractal geometry. This reduced the size of the radiating patch of antenna by a 33% as
compared with conventional patch. Furthermore, the space diversity has been adopted and applied
to the proposed antenna. According to simulation results the suggested system offers ≤ −10 dB
impedance bandwidths of about 300 MHz with an isolation of about 12 dB, for the lower band, and
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570MHz with an isolation of higher than 22 dB, for the upper band.
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Abstract— In this paper, a printed monopole antenna with reduced ground plane has been
presented as a candidate for use in ultra-wideband applications. The monopole antenna structure
is a nearly square shaped with m-slot embedded in it. A 50Ω microstrip line is used to feed the
proposed antenna. The proposed antenna has been supposed to be etched using a substrate with
relative permittivity of 4.6 and thickness of 1.6 mm. Modeling and performance evaluation of
the proposed antenna have been carried out using a method of moments based EM simulator,
IE3D. Results show that the proposed antenna has a compact size of 20 mm × 25mm. The
resulting antenna has been found to possess an impedance bandwidth, for voltage standing-
wave ratio less than 2, covering the required impedance bandwidth for UWB applications with
5/6GHz band notch characteristics. Simulation results show that the lower frequency is primarily
determined by the monopole radiating element perimeter, while the slot has an effective role to
allocate the position of the band notch. A parametric study has been conducted to provide more
understanding of the effects of antenna parameters on its performance. Besides the reasonable
performance, the simple structure of the proposed antenna will make it an attractive choice for
the antenna designers.

1. INTRODUCTION

Recently, ultra-wideband (UWB) systems have attracted much attention because of the need of
exchanging huge quantity of information at high transfer rates in modern communication sys-
tems [1, 2]. Consequently, an increased interest has been reported to the UWB antenna design.
For portable devices, an additional challenge is encountered; the antenna has to be miniaturized.
The printed UWB antenna has been found to be a good option because it can be easily embedded
into wireless devices or integrated with other RF circuits [3]. In 2002, the Federal Communication
Commission (FCC) officially released the regulations for UWB technology with allocated spec-
trum from 3.1 to 10.6 GHz for unlicensed UWB indoor medical, measurement and communication
applications. Since then, intensive research work has been devoted to the UWB antenna design.

Regarding the purpose of reducing the potential interference between the UWB system and
others operating at 5/6 GHz, the antennas reported in the literature can be classified into three
categories. The first one includes antenna that are not characterized with a band notch in their
return loss, or VSWR, responses [2–5]. In this context, microstrip fed printed monopole antennas
having radiators with E-shape [2], swan-like shape patch with reduced ground plane [3], circular
shape monopole with trapezoid shape ground [4], and octagon shape [5], are presented for UWB
applications. In the other hand, the CPW feed line has been also used for UWB antennas with
various possible slotted patch structures [6, 7].

The UWB antennas of the second category are characterized with a single 5/6 GHz band notch
in their return loss responses [8–12]. Again, almost similar techniques have been adopted to achieve
the UWB impedance bandwidth. Slotted elements of various shapes have been added to create
the required notch in the antenna response. In addition, the use of the electromagnetic-bandgap
(EBG) structure is proven to be effective create the required band notched response [13]. Elliptical
monopoles with CPW feeds were fabricated on liquid crystal polymer (LCP) with reconfigurable
5/6GHz band-notch characteristics has been presented in [14].

In the third category, antennas are characterized with two band notches in their return loss, or
VSWR, responses [15–20]. In most of these antennas, an additional notch has been added to prevent
the interference of the UWB system with WiMax [15–18]. However, in [19], the proposed antenna
has two narrow band notches within the 5/6 GHz band itself. Special band notch requirements
might be needed, besides the 5/6GHz notch as reported in [20]. In all of the reported antenna
structures, the dual band notch has been attributed by two different elements resulting in antennas
with complicated structures.

In this paper, a new microstrip fed compact printed monopole antenna with reduced ground
plane has been proposed as a miniaturized antenna for UWB applications. It has simple struc-
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Table 1: Summary of the Ref. Ant. dimensions, in mm.

LG WG S LE WE LMS LTS WMS WT

19.90 9.20 1.25 13.45 14.55 9.05 1.50 6.25 1.70

(a) (b)

Figure 1: (a) The proposed m-slot printed monopole antenna structure, and (b) its layout with respect to
the coordinate system.

ture with 5/6 GHz band notch. The notch band position can be controlled via an m-shaped slot
embedded in the radiating element of the printed monopole structure.

2. THE PROPOSED ANTENNA STRUCTURE

The geometry of the proposed UWB printed monopole antenna is shown in Figure 1(a). The
antenna is to be modeled using an FR4 substrate with thickness of 1.6 mm and relative permittivity
of 4.6. On the front surface of the substrate, a rectangular radiating patch with initial dimensions
of 13.45 × 14.55mm2, has been etched. For design convenience, the proposed antenna is fed by
a 50 Ohm microstrip line printed on the radiator side of the substrate. The feed line width is
of about 3 mm, and is symmetrically located with respect to both the radiating element and the
ground plane. On the other side of the substrate, a conducting ground plane of 19.90×9.20 mm2 is
placed. An m-slot is etched on the rectangular radiating element with slot width, WMS = 6.25mm,
slot length, LMS = 9.05mm, and slot trace width, LTS = 1.5 mm. The slot is symmetrically
cut in the X-axis, while it is away from the upper edge of the radiating element by a distance,
WT = 1.70mm.

Figure 1(b) shows the antenna layout with respect to coordinate system. This initial design
has been found to almost meet the ultrawideband bandwidth requirements with the 5/6GHz band
notch. This antenna, with the depicted parameters, has been referred to as a (Ref. Ant.), in the
parametric study to be later conducted. The proposed printed monopole antenna structure, shown
in Figure 1, has been modeled using the commercially available method of moments based EM
simulator, IE3D [21]. Table 1 summarizes the detailed dimensions of the Ref. Ant. parameters as
labeled in Figure 1(a).

3. THE ANTENNA DESIGN

A printed monopole antenna with m-slot has been designed to resonate with the lower frequency
is located at 3.1 GHz, as a starting step. After suitable dimension scaling, the resulting antenna
radiating element length, LE , has to be determined. Observing the influence of the various param-
eters on the antenna performance, it has been found that the dominant factor in the antenna is the
monopole element perimeter, 2(LE + WE), in terms of the guided wavelength λg.

λg =
λ0√
εeff

(1)

where εeff is the effective dielectric constant.
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(a) (b)

(c) (d)

(e) (f)

Figure 2: Simulated VSWR responses of the modeled antenna corresponding to the variations of: (a) LG,
(b) S, (c) LE , (d) WE , (e) WMS , and (f) WT .

Then the lower resonant frequency, fL, relative to the radiating element length is formulated by

fL ≈ Co

2(LE + WE)√εeff
(2)

where Co is the speed of light in free space. Other antenna parameters, such as S, WMS , and WT ,
have only little effect on fL, as will seen later.

4. ANTENNA PERFORMANCE EVALUATION

According to (2), the Ref. Ant., with the parameters depicted in Table 1, has been modeled.
The antenna exhibits an UWB response with an impedance bandwidth, for VSWR ≤ 2, extending
from 3.1 to 11.01 GHz and a band notch, centered on 5.438 GHz, and extending, for VSWR ≥ 2,
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from 4.755 to 5.825 GHz. An interesting parametric study has been conducted to demonstrate the
effects of the variations of various antenna parameters on its performance in terms of the VSWR
responses. Figure 2 summarizes the results of this study. Brief comments will be presented herein.
In Figure 2(a), the effect of the variation of the ground plane length, LG, has been presented. The
ground plane length has been reduced to 20 mm due to the existence of the slot structure in the
monopole radiating element. This supports the findings reported in [3]. The variation of LG does
not affect both fL and the position of the notched band. Without the slot structure, it has been
found that, not shown here to save space, the required ground plane length to achieve appropriate
matching is of about 23 mm. The space width, S, between the radiating element and the ground
plane top edge has a considerable effect on antenna response, as shown in Figure 1(b). Good
matching has been achieved with S = 0.75mm.

The effects of variations of the radiating element dimensions, WE and LE , are shown Figures 2(c)
and 2(d) respectively. The variation of LE has a slight effect on fL, but it has a noticeable effect
on width of the notched band; larger WE results in narrower notched bands. However, the centers
of the corresponding notch bands are little affected. Better matching can be achieved with smaller
values of LE . On other hand, the variation of WE has a considerable effect on fL as Equation (2)
implies. The same effect, as in the case of varying LE , has been noticed regarding the width of the
notched band.

Variation of the m-slot structure width, WMS , results in an interesting feature that the proposed
antenna possesses, to control the position of the notched band, as shown in Figure 2(e). The position
of fL in the resulting responses has not been affected, but smaller values of WMS leads to better
matching.

Another interesting result is shown in Figure 1(f), where the variation of the slot position, WT

with respect to the top edge of the radiating element is investigated. The variation of WT has a
little effect on fL, but it has a noticeable effect on width of notched band with its position remains
unchanged. However, smaller values of WT , leads to better matching. The variation of LTS (not
shown in Figure 2) has very slight effect on fL; but it affects the width of the notched band.

In summary, it has been shown that the proposed antenna offers many degrees of freedom to
the antenna designer to select from, to produce an antenna meeting the requirements of the UWB
systems with the 5/6 GHz band rejection. Figure 3 shows the simulated current distributions on
the surface of the proposed antenna at 3.5, 5.5, 8.0, and 10.0 GHz. At 3.5, 8.0, and 10.0GHz, the
current mainly flows along the microstrip feed line, while low current densities around the m-slot.

Figure 3: Simulated current distributions on the surface of the proposed antenna at different frequencies.

Figure 4: Simulated 3D total electric field patterns of the proposed antenna at 3.5, 8.0, 10.0 GHz.
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On the contrary, the current distribution on the antenna surface at 5.5 GHz is heavily con-
centrated around the slot. As a matter of fact, the excitation of the 5/6 GHz notched band is
attributed to the surface current density produced by the slot at this band. The 3D radiation
patterns corresponding to 3.5, 8.0, and 10.0GHz are shown in Figure 4. An average gain of about
2 dB has been offered by the proposed antenna at these frequencies.

5. CONCLUSIONS

A compact microstrip line fed printed monopole antenna, with an m-slot structure and 5/6 GHz
band notch characterization, has been presented in this paper as a candidate for use in UWB ap-
plications. The antenna has been analyzed using a method of moments based EM simulator, IE3D.
Simulation results showed that the antenna possesses resonant behavior meeting the requirements
of the UWB systems with notched band at 5/6 GHz. A detailed parametric study has been con-
ducted to explore the effects of the most effective antenna parameters on its overall performance.
The lower resonant edge of the UWB response has been found to be dominantly attributed by the
length of the monopole radiating element. The position of notch band can be controlled by the slot
structure dimensions, while its width is highly sensitive to the position of slot structure relative to
the monopole radiating element. It is hopeful that the simple structure of the proposed antenna,
its compact size, and the degrees of freedom of its design, will make it an attractive choice for the
UWB antenna designers.
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The Antenna Feed Structure with the Wide Impedance Bandwidth
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Abstract— A simple but efficient feed structure for achieving a wide impedance bandwidth is
proposed. The feed structure operating as a parallel resonance circuit can provide controllable
resonance additionally in the conventional PIFA. It was verified that the modified PIFA incor-
porated with the proposed feed fully covers Long Term Evolution (LTE) 13, Global System for
Mobile Communications (GSM) 850 and 900 bands under VSWR 3 : 1 with good radiation pat-
terns. The average realized antenna efficiency over the LTE13, GSM850 and GSM900 bands are
about 55%. In addition, good radiation patterns are obtained for mobile services at the desired
frequency bands.

1. INTRODUCTION

A demand for compact mobile antennas with a wide impedance bandwidth and high radiation
efficiency has been continuously increasing. However, it is difficult to enlarge the impedance band-
width in the small antenna because the impedance bandwidth of the small antenna is proportional
to its physical volume [1]. Because the same difficulties exist in getting a wide bandwidth of a
typical internal antenna of mobile phones, planar inverted-F antenna (PIFA), various configura-
tions of internal antennas have been introduced in order enhance the operating bandwidth. Various
configurations of internal antennas have been introduced in order to enhance the operating band-
width [2–4]. These antenna configurations are complicate and typically require additional volume,
especially when they are applied to the lower frequency bands (e.g., LTE13/GSM850/GSM900).
Thus, a simple handset antenna structure for a wide impedance bandwidth characteristic in the
lower frequency bands remains challengeable task to antenna designers.

In this paper, a new internal antenna for mobile handsets is proposed, which can provide a
very wide impedance bandwidth covering the LTE13 (746MHz–787 MHz), GSM850 (824 MHz–
894MHz), GSM900 (880 MHz–960 MHz) bands. The proposed antenna is realized by simply adding
a branch line in the feed structure of the conventional PIFA. An improvement in impedance band-
width performance has been verified through numerical simulations and experimental results.

2. THEORY DESCRIPTION AND ANTENNA DESIGN

The geometry of the proposed antenna is shown in Fig. 1. The proposed antenna consists of an
antenna element, a feed line, a short line, a ground plane and a branch line structure ( ). The

 

Figure 1: The geometry of the proposed antenna.
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copper pattern of size 45mm× 95mm for the ground plane were printed on an FR4 printed circuit
board (PCB) with 1.6mm thickness (εr = 4.7, tan δ = 0.025). The occupied antenna space is
45mm × 10mm × 5mm. The antenna element operates as a series resonance mode at 740MHz.
In the first radiation mode, a radiator is excited by a current loop formed by the feed line and
shorting pin like a conventional PIFA. However, the impedance bandwidth of the PIFA generally
remains narrow. In order to enhance the impedance bandwidth, a branch line is added in the
conventional PIFA as shown in Fig. 1. The feed structure with a branch line can be modeled as
added shunt capacitance to the feed structure of the conventional PIFA. This branch line have
an the electrical length less than a quarter wavelength (λ/4) in operating frequency, which is not
intended to contribute the radiation and provide capacitance to its feed structure. The following
Equation (1) is used to approximately predict capacitance provided by a branch line [6]:

Yb = jB = j
1
Zo

cot β`, (1)

where Zo is the characteristic impedance of the transmission line formed by the branch line and the
ground, is the length of the branch line and is the propagation constant. The current loop formed
by the shorting pin and shunt capacitance generates the parallel resonance mode at the operating
frequency. The radiator is additionally excited by such a parallel resonance mode of a current loop.
Thus, extra radiation mode is generated near the first radiation mode, and dual resonances are
obtained. As a result, the antenna with an additional branch line in its feed structure provides
wider impedance bandwidth characteristic compared with the typical PIFA. The extra radiation
frequency of the proposed antenna can be controlled by capacitance produced by a branch line. In
order to verify the enhanced impedance bandwidth by the proposed antenna with a branch line, a
comparative analysis on both a reference antenna and the proposed antenna are conducted by the

 

Figure 2: Simulated return loss characteristics for
various length of the branch line (`).

 

Figure 3: Measured return loss characteristics of the
reference and the proposed antennas.

 

Figure 4: Radiation efficiency of the proposed antenna.
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EM simulation. The proposed antenna was designed and analyzed using SEMCAD X by SPEAG
commercial software [5]. Fig. 2 shows the simulated return loss characteristics of the reference
antenna and proposed antenna for various capacitance. Even when is changed, the identical funda-
mental resonance frequency is observed, which corresponds to the fundamental resonance mode of
the radiator. In case of the reference PIFA, there is no additional radiation mode. Note that only
the fundamental radiation mode of the PIFA is operating with a narrow bandwidth at LTE13 band.
It is clearly observed that the additional radiation mode along with the fundamental radiation mode
is generated by adding a branch line in the feed structure of the conventional PIFA. When the is de-
creased, the additional radiation mode is lowered. However fundamental radiation mode at LTE13
band did not significantly affect. The additional radiation mode of the proposed antenna can be
easily controlled by simply adjusting the capacitance provided by a branch line. Compared with the
reference antenna the impedance bandwidth of the proposed antenna is enhanced approximately
three times at a VSWR < 3.

3. MEASURED RESULTS AND DISCUSSION

The reference antenna and the proposed antenna were fabricated and measured. Fig. 3 depicts
the measured return loss characteristics of two antennas. The simulated and measured results
strongly resemble each other. The measured impedance bandwidth of the proposed antenna with
the criteria of a voltage standing wave ratio (VSWR) = 3 is 255 MHz (735MHz–990 MHz) while
the reference antenna is 55MHz (745 MHz–800MHz). The measured impedance bandwidth of the
proposed antenna compared with the reference antenna is enhanced approximately four times. The
impedance bandwidth of the proposed antenna is sufficient for LTE13, GSM850, GSM900 band
applications. Fig. 4 shows the measured realized antenna efficiency of the reference PIFA and the
proposed antenna. In case of the proposed PIFA antenna, the average efficiency over the LTE13
bands is about 61%, and that over the GSM850/900 bands is about 63%. For reference antenna,
56% of the average efficiency is obtained over the LTE13 band; however, the low efficiency (≈ 29%)
over the GSM850/900 bands is achieved due to the narrow impedance bandwidth characteristic of
the reference PIFA. From the results, good performance for mobile handset antennas is believed
to be achieved. Fig. 5 plots the measured far-field radiation patterns at 780 MHz and 960 MHz,
respectively. The measured radiation patterns in each x-z plane (E-theta) of 780 MHz and 960 MHz
are sufficiently omnidirectional, which are suitable for mobile services.

 

Figure 5: Measured radiation pattern at 780 MHz and 960 MHz.
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4. CONCLUSIONS

We proposed a new antenna design, which can achieve a wide impedance bandwidth in the low
frequency bands. The antenna performances of the reference PIFA and the proposed antenna
such as impedance bandwidth and realized antenna efficiency are compared and analyzed. The
proposed antenna results in a successful improvement of the impedance bandwidth, which was
observed to expand to 255 MHz. It is a sufficient bandwidth to cover the LTE13, GSM850, GSM
900 applications. In addition, good radiation pattern and realized antenna efficiency are achieved
for a mobile handset of lower frequency bands.
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Abstract— The C shaped structures and alike have been widely used in numerous antenna
designs for various applications. In this paper, a printed slot antenna has been introduced as
a candidate for use in the dual band wireless communication applications. The antenna slot
structure is to be composed of two or more C shaped slots with different lengths combined
together to form a single slot structure. The antenna has been fed with 50Ohms CPW, and
the slot structure is to be etched on the ground plane. Performance evaluation of the proposed
antenna design has been carried out using a method of moments based EM simulator, IE3D.
Simulation results show very interesting results. The antenna with two C-slot structure offers a
dual band resonant behavior meeting the requirements of the 2.4/5.2 GHz WLAN. The resulting
percentage impedance bandwidths of the modeled antenna at the center frequencies of 2.51 GHz
and 5.21 GHz are 22.70 (2.29GHz to 2.86 GHz), and 4.80 (5.11 GHz to 5.36GHz) respectively. In
addition, the antenna with three C-slot structure possesses a dual frequency resonant behavior
covering the 2.45/5.8 GHz WLAN applications. The resulting percentage impedance bandwidths
at the center frequencies of 2.45 GHz and 5.71 GHz are 11.80 (2.32GHz to 2.61GHz), and 7.2
(5.53GHz to 5.94 GHz) respectively. Parametric study has been carried out to explore the effects
of antenna parameters on its performance. Besides the satisfactory radiation characteristics, the
simple structure of the proposed antenna makes it an attractive choice for antenna designers.

1. INTRODUCTION

There has been an ever increasing demand for antennas which can operate at different frequencies as
a result of the rapid development of the wireless communication systems. An additional challenge;
these antennas have to meet the requirements of these systems to be compact and with multi-band
behavior.

The C-based structures have, in different ways, attracted antenna designers to construct anten-
nas for various wireless applications [1–7]. These antennas cover a wide spectrum ranging from
multiband [1], dual band [2–4], to impedance enhancement of single resonant applications [5–7].
Regarding antennas for dual-band WLAN applications, many variants of C-shaped structure have
been reported in the literature [2–4]. A dual inverted C-shaped slot antenna has been proposed
in [2] to cover dual band WLAN. In [3], a printed two C-shaped monopole antenna has been pre-
sented for 2.4/5.2 GHz WLAN applications. The C-shaped structure has been used as a ground
plane of an L-shaped monopole antenna designed for dual band WLAN, as reported in [4]. How-
ever, different slot based structures have been proposed to design antennas for dual-band WLAN
applications [8–13].

Based on a former work [7], a CPW fed slot antenna has been introduced in this paper, as a
candidate for use in dual band WLAN applications. The proposed antenna slot structure is in the
form of a C-shape. Antennas with two and three slot structures with different scales have been
demonstrated to achieve the task.

2. THE ANTENNA STRUCTURE

The motivation of the proposed antenna slot structure has arisen from the work of Tsai and York [7],
where a single and multiple C-slot antenna structures have been proposed as a means to enhance
the impedance bandwidth of a CPW fed slot antenna. Instead of using composite slots with similar
scale, as in [7], the antenna slot structures, proposed in this paper, are composed of slots with
different scales to provide the required multi-resonant behaviour. Figure 1 shows the geometries of
two proposed structures; one is with two slots, while the other has three slots.

The dielectric substrate is supposed to be the FR4 with a relative dielectric constant of 4.4 and
thickness of 1.6 mm. A 50 Ω CPW is used to feed the slot antenna. The resulting CPW has a width
of about 3.0 mm is placed on the centreline of the slot structure (y-axis).
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(a) (b)

Figure 1: The geometries of the proposed antennas with: (a) two, and (b) three composite C-slot structures.

(a) (b)

(c)

Figure 2: Return loss responses of Ant. I with: (a) L2, (b) L1, and (c) G as the parameters.

3. THE ANTENNA DESIGN

Two sets of CPW fed slot antennas, based on the structures depicted in Figures 1(a) and (b), have
been designed to resonate a lower frequency of 2.4 GHz. The first set is consist of antennas with
two composite C-slots, Figure 1(a), while the other set is with three composite C-slots, Figure 1(b).
These antennas have been modeled and analyzed using the method of moments (MoM) based
electromagnetic (EM) simulator IE3D [14].

Observing the influence of the various parameters on the antenna performance, it has been found
that the dominant factors in the antenna are the slot side lengths L1 and L2 of the first antenna
structure, L1, L2, and L3, for the second antenna, and the gap width G for both antenna slot
structures. In this work, the gap width has been kept the same, G = G1 = G2, for the antenna
geometry depicted in Figure 1(a), and G = G1 = G2 = G3, for the proposed antenna shown in
Figure 1(b). The slot width, T , has been taken equal to G. Initial antenna designs, based on the
structures depicted in Figures 1(a) and (b), have been modeled for such a task. These antennas
have been referred to as Ant. I, and Ant. II respectively, and they will be used as references in
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Figure 3: Return loss responses of Ant. II with the gap width G as the parameters.

(a) (b)

Figure 4: Simulated surface current distributions and the 3D electric field radiation patterns at the corre-
sponding resonances for: (a) Ant. I, and (b) Ant. II.

the related parametric studies to be performed later. Table 1 summarizes the dimensions of these
antennas when resonating at 2.4 GHz.

4. PERFORMANCE EVALUATION

A slot antenna with structure depicted in Figure 1(a) has been designed, using the said substrate,
to resonate at lower frequency of 2.4 GHz. With these parameters, the antenna exhibits a dual
band response, centered near the 2.4 and 5.2 GHz WLAN bands. A parametric study has been
carried out to demonstrate the effects of various antenna parameters on its performance, as shown
in Figure 2, where the values of L1, L2, and Ghave been varied, in mm, with respect to those
presented in Table 1, for Ant. I. Figure 2(a) demonstrates the effects of varying the slot length L2

on the antenna return loss response. Increasing this length causes both the lower and the upper
resonant frequencies to be decreased, while approximately maintaining the same frequency ratio
f0U/f0L. However, the lower resonant bandwidth is significantly increased with the larger values
of L2, while the upper resonant bandwidth is almost kept unchanged.

On other hand, the variation of the slot length L1 has an interesting impact on the antenna
return loss response, as shown in Figure 2(b). The increase of this length makes the lower and the
upper resonant frequencies approaching each other; if the lower frequency is increased the upper
frequency will be decreased, and vice versa. This supports the findings reported in [7] where single
resonance has been excited, when this length has been increased such that it equals L2. In this case,
the proposed antenna offers different ratios of f0U/f0L, making it suitable for use in many dual
band communication applications. The effect of varying the gap width G is shown in Figure 2(c).
The lower resonant frequency has almost not affected, while the upper resonant decreases as G
has been increased. For a value of G = 3.6mm, the resulting percentage impedance bandwidths
of the modeled antenna at the center frequencies of 2.51 GHz and 5.21 GHz are 22.70 (2.29 GHz to
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Table 1: Summary of Ant. I and Ant. II dimensions, in mm, as depicted in Figures 1(a) and 1(b).

Ant. I
L1 L2 T G = G1 = G2

20.88 40.82 2.57 2.57

Ant. II
L1 L2 L3 T G = G1 = G2 = G3

43.60 41.20 43.60 2.90 2.90

2.86GHz), and 4.80 (5.11 GHz to 5.36GHz) respectively.
Due to the limited space, similar parametric study of Ant. II, depicted in Table 1, cannot be

provided here. Instead, only the effect of varying the slot gap width G on the antenna return
loss has been presented in Figure 3. Many observations can be extracted here. In comparison with
Ant. I, Ant. II offers triple band response; with slight modification this might fit triple band WiMAX
impedance bandwidth requirements. However, the lower and the upper resonant frequencies and the
corresponding bandwidths fit the 2.4/5.8GHz WLAN bands. The variations of G slightly affect the
position of the lower resonant frequency, but the corresponding bandwidths are noticeably increased
with the decrement of G, providing an interesting tuning range. For a value of G = 2.9 mm,
the resulting percentage impedance bandwidths of the modeled antenna at the center frequencies
of 2.45 GHz and 5.71 GHz are 11.80 (2.32 GHz to 2.61 GHz), and 7.2 (5.53 GHz to 5.94GHz)
respectively.

Figure 4 summarizes the simulated surface current density on the slot structures of the two
antennas at the related resonances together with the corresponding 3D radiation patterns. The
resulting values of the antenna gains for the lower and the upper bands are 1.92 and 3.12 dB, for
Ant. I and 1.78 and 3.49 dB, for Ant. II respectively.

5. CONCLUSION

In this paper, CPW fed slot antennas with two and three C-slot structures have been presented as
candidate for use in dual band WLAN applications. The proposed antennas have been analyzed
using a method of moments based EM simulator, IE3D. The conducted parametric studies show
that antenna with two C-slot structure fits the 2.4/5.2 GHz WLAN bands, while the antenna
with three C-slot structure successfully meet the requirements of 2.4/2.8 GHz WLAN. In addition,
this antenna offers triple band resonant behavior; with careful tuning it can meet the triple band
WiMAX applications. Furthermore, both antennas possess dual band and triple band behaviors
with different resonant frequency ratios; making them suitable for use in a wide variety of dual
band and triple band wireless applications. It is hopeful that, the simple structure of the presented
antennas besides the degrees of freedom, their corresponding designs offer, will make the proposed
antennas an attractive choice for the antenna designers.
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Abstract— Accurate measurement of electric field intensity is important in electromagnetic
compatibility (EMC) field where the measured electric field emitted by an electrical or electronic
product determines whether the product complies with regulation. To have valid measurement,
the antennas used in the measurement must be calibrated accordingly. Both the measurement
and calibration have to be done in a test site. Although there have been various alternative
test sites available nowadays such as the anechoic chamber, legislative body such as the Interna-
tional Electrotechnical Commission (IEC) requires an open-area test site (OATS) as the reference
for radiated emission measurement and antenna calibration. Therefore it is very important to
understand the propagation mechanism in the OATS in order to design, evaluate and operate
the OATS. This paper discusses the modeling and simulation of propagation mechanism in the
OATS, starting with the basic propagation equation as a foundation, and the derivation of the
electric field propagation model in an ideal OATS. The model uses a half wave dipole antenna as
the transmitter. Simulations of the radiation of electromagnetic wave from a half-wave dipole an-
tenna in the range of 30–1000MHz have been performed in CST Microwave Studio R© simulation
software. The results of the calculation using the model were compared to the simulation. The
average deviation was used to compare the result of the calculation using the theoretical model
and the result of the simulation. The importance of height scanning of the receiving antenna
was also elaborated. The results have proven that the theoretical model and the simulation are
consistent and therefore the simulation validates the model.

1. INTRODUCTION

An open area test site (OATS) is a flat, outdoor open area, with conductive ground plane, free from
overhead wires and nearby reflecting structures. The equipment under test (EUT) is placed on a
non-metallic turntable and the electric field is measured for various orientations using an antenna.
An ideal OATS has infinite ground plane made of perfect electric conductor [1, 2].

The knowledge on the propagation mechanism in the OATS is important to design, evaluate
and operate the OATS. Therefore, this paper contributes to the understanding of the propaga-
tion mechanism by deriving the electric field propagation model in an ideal OATS and creating
simulations to be compared with the theoretical model.

2. PROPAGATION OVER INFINITE GROUND PLANE

The electric field intensity at distance R from a non-isotropic transmitter is given by

E =
√

30Ptgt

R
(1)

where Pt is the input power to the transmitter (W ) and gt is the gain of the transmitter [3–6].
If an infinite ground plane exists below the antennas, then the electric field intensity at the

receiving antenna becomes the resultant between the electric field intensities due to direct and
reflected waveforms as follows:

E = Ed + Er (2)

where Ed is the component of electric field intensity due to direct waveform and Er is the component
of electric field intensity due to reflected waveform.

The electric field intensity due to reflected waveform can be analysed using mirror image of the
transmitting antenna as shown in Figure 1 [7].

For sinusoidal waveform the electric field intensity becomes

E =
√

30Ptgt

(
e−jβdd

dd
+

Γe−jβdr

dr

)
(3)
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Figure 1: Geometry of electric field propagation over
infinite ground plane.

Figure 2: Radiation pattern of the half wave dipole
over infinite ground plane.

Table 1: Height of receiving antenna versus electric field intensity.

RX height (m)
E (dBV/m)

Calculated Simulated
1 12.15 11.82

1.5 4.94 6.01
2 0.91 0.18

2.5 8.40 8.40
3 10.02 10.09

3.5 9.81 9.66
4 8.79 8.42

where dd =
√

R2 + (ht − hr)
2, dr =

√
R2 + (ht + hr)

2, Γ = ejΦ is the reflection coefficient, Φ is
the phase shift due to the reflection and β = 2π/λ is the free space wavenumber.

If the ground plane is a perfect electric conductor, the magnitude of the reflection coefficient is
unity while its phase is shifted by 180o therefore Equation (3) becomes

E =
√

30Ptgt

(
e−jβdd

dd
− e−jβdr

dr

)
(4)

3. SIMULATION RESULTS

The average deviation as given in the following formula will be used to compare the result of the
calculation using the theoretical model and the result of the simulation.

Dav =
∑ |dn|

n
(5)

where |dn|is the absolute value of the deviation and n is the total number of data.
Simulations of the radiation of electromagnetic wave from a half-wave dipole antenna in the

range of 30–1000 MHz have been performed in CST Microwave Studio R©. The simulations were
done for horizontal polarization only. In this simulation an infinite perfect electric conductor ground
plane was included by setting the boundary condition at the ground plane to be electric (E = 0).

Due to effect of the ground plane the radiation pattern of the antenna have been changed into
several lobes as shown in Figure 2.

A probe situated at the receiver was height scanned from 1 m to 4 m with 0.5 m increment. It
was aimed to obtain the maximum electric field intensity. The simulation was done in the frequency
of 300 MHz. The results were recorded in Table 1. The values obtained in the simulation were then
compared to the calculated electric field intensity from Equation (4). The results in Table 1 are be
visualized in a graph as illustrated in Figure 3.
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RX Ant Height vs Electric Field
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Figure 3: Height of the receiving antenna ver-
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Figure 4: Maximum Electric Field Intensity at 30–
1000MHz.

Table 2: Maximum electric field intensity at various frequencies.

f

(MHz)
RX height

(m)
Emax (dBV/m) f

(MHz)
RX height

(m)
Emax (dBV/m)

Calculated Simulated Calculated Simulated
30 2.9 3.54 4.75 180 1.3 12.36 13.14
40 2.9 5.59 6.75 200 1.2 12.48 12.9
50 2.8 7.13 7.46 250 1.0 12.64 11.46
60 2.7 8.32 7.83 300 1.0 12.15 11.82
70 2.6 9.25 8.1 400 2.1 11.64 10.9
80 2.5 9.97 8.3 500 1.6 12.16 12.19
90 2.4 10.52 8.58 600 1.3 12.39 12.75
100 2.2 10.96 8.92 700 1.1 12.50 12.81
120 1.9 11.57 9.86 800 1.0 12.06 12.44
140 1.7 11.95 11.09 900 1.4 12.22 12.61
160 1.5 12.20 12.39 1000 1.3 12.32 13.15

As seen in Table 1 and Figure 3, the values of the simulated results are quite close to the calcu-
lated results. This is proven by the calculation of the average deviation which results 0.39 dBV/m.

To validate the model further, simulations were done in the whole frequency range at the cal-
culated height obtained from Equation (3). The results are listed in Table 2 and visualized in a
graph as illustrated in Figure 4.

Again, to compare the theory and simulation the average deviation was calculated. The result
is 0.84 dBV/m. This indicates that the theoretical model and the simulation are consistent.

4. CONCLUSIONS

The electric field intensity at a distance from a transmitter is frequency independent. When a
ground plane exists the electric field intensity becomes frequency dependent due to the reflection
by the ground plane. The ground plane alters the radiation pattern of the transmit antenna. In
EMC application, height scanning of the receiver is very important, because the maximum electric
field intensity at different frequency is obtained at different receiver height. The electric field
propagation model is valid as it has been proven conforms to the result of the simulations.
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Abstract— The impact of spacing and number of elements in terms of gain and half power
beam-width (HPBW) are shown in this paper. The antenna’s gain is depending on two parameters
which are number of elements and element spacing. These measurements were measured by array
factor’s algorithm. The algorithm has been designed to operate with 2, 3, 4 and 10 number of
elements at the each specific spacing. The particular spacing are 0.1λ, 0.25λ, 0.5λ and 0.75λ.
It is observed that the HPBW and number of side lobes is increased as spacing of elements are
increases. And the gain is maintains in the same condition.

1. INTRODUCTION

The capability of an antenna to increase the quality of the performance is depends on their param-
eters such as number of elements, spacing between elements, phase and amplitude excitation. The
main parameters for linear array antenna are the number of elements and spacing elements which
must be taken into consideration. Hence, these parameters are used to determine the antenna
performance on the gain and HPBW.

The array factor is fundamental of the antenna parameters. This paper described the impact
of the spacing and the number of elements on gain and HPBW through array factor algorithm for
linear array antenna and simulated using MATLAB software as illustrated.

2. ARRAY FACTOR

The array factor depends on the number of elements, the element spacing, amplitude and the phase
of the applied signal to each element [1]. The antenna array can aligned either z-axis or x and
y-axis. A uniform array is defined by uniformly spaces identical elements of equal magnitude with
linearly progressive phase from element to element [2]. The radiation pattern of the array excluding
the element pattern is referred to as the array factor. A general form for along the z-axis for linear
array is given by [3].

AF = 1 + ej(kd cos θ+δ) + ej2(kd cos θ+δ) + . . . + ej(N−1)(kd cos θ+δ) (1)

where k = 2π
λ , N is the number of elements.

The N -elements linear array can be designed to radiate in either broadside array where radiation
perpendicular to array orientation the z-axis or end fire array will radiate in the same direction as
the array orientation in the y-axis [2]. The array factor of N -elements can be written as [3]:

AF (θ) =
∑N

i=1
e j(n−1)(kd cos θ+δ) (2)

The term of kd cos θ + δ can be written as ψ, so the array factor becomes

AF (θ) =
∑N

i=1
e j(n−1)ψ (3)

Refer to (2) the notation of θ is the angle between the array axis and the vector from the origin
to the observation point [3]. According to broadside array, the phase shift of δ is equal to zero
(δ = 0) such that all element current are in phase.

2.1. Equal and Unequal Spacing N-element Linear Array Antenna
Linear array antenna has two spacing technique elements either equal spacing between elements
or unequal spacing elements. The number of elements depends on the designer to put how many
in the antenna design. This section described the theory of the N -number elements in equal and
unequal spacing in linear array arrangement.
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2.1.1. Equal Spacing N-element Linear Array
For equal spacing between elements, the distance for each element to element is equal in lambda.
Figure 1 below show the linear array for equal spacing elements. This arrangement is also called
uniform linear array [5].

2.1.2. Unequal Spacing N-element Linear Array
The distances for unequal spacing linear array of an antenna with N -element are nonuniform in
z-axis arrangement. Their configuration can be rearranged either in symmetrical or asymmetrical
arrangement [5, 6, 8].

Figure 2 illustrates the unequal spacing of d1 till d5 in an arrangement of an antenna in the
linear array for 6-elements as an example [5, 6].

Figure 3 illustrates the arrangement of linear array antenna in the symmetrical condition. A
symmetrical arrangement could be described that the position of the element number of 1, 2, and
3 in both sides of positive and negative are equal [6–8].

3. SIMULATION OF N-ELEMENT FOR 0.1λ, 0.25λ, 0.5λ, 0.75λ SPACING ELEMENTS
OF LINEAR ARRAY ANTENNA

This section described the simulation method using MATLAB Software where the array factor was
used as the algorithms for evaluate the HPBW and gain to achieve better performance in antenna
design.

The simulation started with 2, 3, 4 and 10 elements in linear array antenna with spacing elements
of 0.1λ, 0.25λ, 0.5λ, and 0.75λ as shown in Figures 4, 5, 6 and 7. From the results, the antenna’s
gain is measured by array factor algorithm.

The gain is rising according to the number of elements. The shape of the graph for the array
factor changed when the spacing elements increased. Referring to the result obtained by difference

Figure 1: Linear array antenna for equal spacing.

Figure 2: Linear array for unequal spacing in asymmetric array arrangement.

Figure 3: Linear array for unequal spacing symmetrical array arrangement.

Figure 4: Array factor for 0.1λ spacing elements.
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Figure 5: Array factor for 0.25λ spacing elements.

Figure 6: Array factor for 0.5λ spacing elements.

Figure 7: Array factor for 0.75λ spacing elements.

number elements, although the gain become increasing according to the number element but their
gain was maintains when the spacing element is increasing towards to the lambda. Whole gain for
these different spacing elements is not changed but their HPBW reduce when the spacing element
is increase. The each element’s gain is not change though the spacing element has increase.

Comparing all the result in Figures 4, 5, 6 and 7, the number of ripples or side lobes strictly
increased when the spacing elements increased. The width of the main lobe decreased when the
number of elements and spacing elements were increased. From the results observation, the in-
creasing number of elements and spacing elements have affected on their radiation pattern.
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Table 1: HPBW and gain for N = 2, 3, 4, and 10 at 0.1λ, 0.25λ, 0.5λ and 0.75λ spacing elements.

0.1λ 0.25λ 0.5 λ 0.75 λ

Element HPBW Gain (dB) HPBW Gain (dB) HPBW Gain (dB) HPBW Gain (dB)
2 90.83◦ 2 89.8◦ 2 83.77◦ 2 52.57◦ 2
3 87.39◦ 5 70◦ 5 42◦ 5 27.64◦ 5
4 85.44◦ 9 62◦ 9 29.76◦ 9 19.63◦ 9
10 53.37◦ 19 23.62◦ 19 10.29◦ 19 6.8◦ 19

4. CONCLUSIONS

As a conclusion from the results obtained, HPBW was increasing according to the number and
spacing elements and when the gain was increasing according to the number elements. The result
achieved a good performance in the antenna design at the highest gain of 19 dB at spacing element
is equal to 0.1λ. Furthermore, increasing the spacing elements in the gain is unsuitable for appli-
cation seeking to improve system performance when degradation is mainly caused by interference
or jamming.
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Abstract— For so long spiral antennas has its applications in Aerospace, Missile systems, GPS
navigations Systems etc. Multi turn four arm spiral Antenna array has gained its utility in Radar
systems and in mode forming systems for angle of arrival estimation. This paper investigates the
effects on the electromagnetic characteristics like Impedance, Circular polarization gain, Axial
ratio, Radiation pattern, S-parameter etc. of Multi turn four arm Archimedean spiral antenna
array owing to the changes in the spacing between the arms and number of turns on the dielectric
substrate. Results show that the change in spacing with change in number of turns has much
influence on the input Impedance, RHCP gain and Multiband properties.

1. INTRODUCTION

Planar Archimedean spiral antenna has been widely used with its low profile, light weight, wide
bandwidth [1], high efficiency and circular polarization for airborne applications [2], satellite com-
munications, wireless communications [3], UWB communications [4], radio navigations, biological
medicine [5], Radar, early warning, and direction finding systems. The Archimedean one is not a
true frequency independent antenna (the conductor’s width is constant). Spiral antennas radiate
bi-directionally, which is, for most applications undesired. To radiate unidirectionally, Archimedean
spiral antennas are usually backed by a conducting plane [6], a conducting cavity or an absorbing
cavity [7]. Previous work in this area has primarily focused on the operation of the antenna without
dielectric backing. When backed by a dielectric substrate, multiple turns lying in the active region
(antenna radiates from a region where the circumference of the spiral equals one wavelength is
called the active region of the spiral) [8] effects the RHCP gain, multiband properties etc. and
antenna array approach allows for pattern control and higher gains, but the wideband characteris-
tics of the frequency independent element are lost in the array environment. Inter-element spacing
usually limits array bandwidth to a value much less than a frequency independent element can
achieve outside an array [9]. In this paper the effects of electromagnetic properties of Multi turn 4
Arm planar Archimedean spiral antenna array operating at 1 GHz–2.5 GHz, owing to the change in
number of turns and spacing between two arms are investigated respectively. Section 1 describes
the background of the antenna and contents of paper. Section 2 describes the Antenna geometry
and Operation used for the design. Section 3 describes the simulation results and discussions.
Conclusions are discussed in Section 4.

2. ANTENNA GEOMETRY & OPERATION

The Archimedean spiral antenna as shown below in Fig. 1 is composed of four symmetric arms fed
by SMA ports of port impedance 200 Ω. The antenna is backed by a dielectric constant of εr = 2.5
and height of substrate as 1.57 mm. The equations can be formulated for four arm spiral over a

Figure 1: Antenna geometry and physical dimensions.
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substrate using basic key equation rf − ri = aϕ [10] where a = flare rate of spiral = 3.1987mm/rad
which is kept constant for the entire geometry, rf = outer radius and ri = inner radius. The inner
and outer radii denote the maximum and minimum frequencies of operation of spirals. The range
of operation is further degraded incurring losses due to the Dielectrics. In this paper number of
turns is varied keeping the geometry and flare rate as the same. When the width of microstrip line
increases from 1 mm to 5 mm, spacing between arms is reduces proportionally. The equations are
modified for four arm geometry for N number of turns is [8, 9]

rf − ri = Na(ϕf − ϕi) (1)
ϕf − ϕi = 2π (2)

fhighsub
=

c

2πri
√

εreff

(3)

flowsub
=

c

2πrf
√

εreff

(4)

where N = number of turns, a = flare rate, ϕ = angle, fhighsub
= Maximum frequency corresponding

to ri on substrate, flowsub
= Minimum frequency corresponding to rf on substrate, εreff

= Effective
dielectric constant of microstrip. The behavior of change in spacing between two arms with change
in number of turns is studied. For 1 turn the ri = 0.6 cm, rf = 3 cm, N = 1 and a = 3.9187mm/rad.
For 2 turn, the ri = 0.6 cm, rf = 5.4 cm, N = 2 and a = 3.9187mm/rad.

3. SIMULATION RESULTS & DISCUSSIONS

3.1. Z-parameter & Impedance

The impedance of spiral antenna is of concern, the erratic behavior at the upper and lower fre-
quencies, a band of nearly constant impedance of 188Ω is seen in case of single spiral in free space
by booker’s relation [11]. The impedance of antenna is due to the integrated effect of microstrip
width as seen from Equations (5) & (6), due to mutual coupling between the arms, which is taken
into account by Equation (7) and heavy substrate losses & dielectric constant effect impedance too.
From the equations it is seen that width of arm increases, the impedance of antenna reduces and
vice versa. In Fig. 2(a), for 1 turn the impedance reduces as width of microstrip line increases. As
we move further in Fig. 2(b) for 2 turns we see many resonating frequencies and impedance reduces
with increase in width of microstrip line or less spacing between arms.

The impedance Zc due to microstrip line width is also a function of the ratio of the height to
the width W/H of the transmission line, and also has separate solutions depending on the value of
W/H [12].

When
(

W

H

)
< 1 Zc =

60√
εeff

ln
(

8
H

W
+ 0.25

W

H

)
Ω (5)

(a) 1 turn (b) 2 turn

Figure 2: Variation of Z-real (in Ω) with varying width of Microstrip line for 1 turn and 2 turns respectively
with frequency (GHz).
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When
(

W

H

)
> 1 Zc =

120π
√

εeff
[

W
H + 1.393 + 2

3 ln
(
8W

H + 1.444
)] Ω (6)

The impedance of antenna calculated from the above equations does not consider the effect of
coupling which is calculated by the scattering parameter matrix of all the four arms in simulation
tool [13] and Z-real (in Ω) is calculated by keeping Zo = 200 Ω as constant port impedance.

Zreal =
√

Z0(1− S)−1(1 + S)
√

Z0 (7)

where S is the nxn generalized S-matrix consisting of S11, S12, S13 and S14 for Z11, I is the
identity matrix and Z0 is a diagonal matrix having the impedance of each port assigned as a
diagonal value [14]. The huge difference between the impedance of antenna for two different turns
is due to the mutual coupling of 2 turn which reduces the Impedance drastically from 1 turn to 2
turn as shown in Fig. 2(a) and Fig. 2(b). The result shows that choosing more microstrip width
reduces the impedance of antenna.

3.2. Scattering Parameter
Looking at S11 of Figs. 3(a) and 3(b) of 1 turn and 2 turns respectively, it can be contributed that
scattering parameters do not indicate too much about the coupling as individual arms are taken
into consideration for s-parameter but the S-matrix describes what fraction of power associated
with a given field excitation, is transmitted or reflected at each port. If we look at Fig. 3(a) of
1 turn, it can be stated that the maximum width has reasonably good matching and as width
reduces matching becomes poor but as number of turns increases as shown in Fig. 3(b), it becomes
difficult to acknowledge previous consideration as the S-parameter does not include coupling effect
and thus impedance, as shown above in Z-parameter section, plays a significant role in determining
which microstrip width or spacing between arms to be chosen, to have less reflection and a desired
matching. S-parameter only takes self resonances of each arm into consideration and not coupling
between the arms. As far as the S-parameter is concerned they are good to judge the matching
of the antenna array with its four arms and due to its periodicity and symmetric design, matching
condition will remain the same for every arm.

3.3. RHCP Gain
The Archimedean spiral antennas radiate circularly polarized (CP) wave and its radiation mech-
anism is first reported by Kaiser [1]. The antenna is radiated in Mode-1, and as the spiral winds
outwards from the center, there exists some region for each frequency (wavelength) where the
currents add constructively and produce radiation. Spiral Antennas with more arms are used to
radiate in multiple modes or to suppress unwanted modes of propagation. The extra arms aid the
pattern symmetry because that suppresses the radiation of higher order modes that distort the
radiation pattern. We increase the number of arms to suppress higher modes of radiation through
the phase cancellation produced by the feed network [14]. The Fig. 4(a) shows that for 1 turn the
gain achieved is around 6–7 dB which is constant for most of frequencies and is almost the same

(a) 1 turn (b) 2 turn

Figure 3: Variation of S-parameter (dB) with varying width of Microstrip line of 1 turn and 2 turns respec-
tively with frequency (GHz).
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(a) 1 turn (b) 2 turn

Figure 4: Variation of RHCP & LHCP gain (dB) with varying width of microstrip for 1 turn and 2 turns
with frequency (GHz) respectively.

Freq:  1.0853GHz 1.3662GHz 1.6421 GHz 1.9080 GHz 2.1739 GHz 2.4448 GHz

Gain:  4.3572dB 1.4639 dB 3.6857 dB 5.1392 dB -3.8179dB 6.2469 dB

AR:  0.5974 dB 0.7404 dB 0.8736 dB 0.9492 dB 0.5473 dB 1.3983 dB

CP: -14.5974 dB -17.1974 dB -19.5704 dB -12.2401 dB -4.6787 dB -8.8503 dB

Figure 5: 2 turn 3 mm microstrip width showing Row1 — Radiation Pattern (Blue line: RHCP Gain, Red
line: LHCP Gain), Row2 — axial ratio ( line showing 3 dB axial ratio), Row3 — Resonating Frequency,
Row4 — Maximum RHCP Gain, Row5 — Axial Ratio (Θ = 0◦), Row6 — Cross Polarization.

for all the width of microstrip lines, while Fig. 4(b) shows that for 2 turns the antenna is showing
a good coherence with 6–7 dB of gain at few frequencies and is even negative at some frequencies.
Since antenna is Right hand circular polarized, the cross polarization is highly negative as LHCP
gain is very low as shown in Figs. 4(a) & 4(b).

To illustrate more on radiation pattern and 3 dB axial ratio an example of 3 mm Microstrip
width for 2 turns on the resonating frequencies is shown in Fig. 5.

The above data in Fig. 5 shows that as the frequency increases the radiation pattern becomes
narrow & beamwidth also narrows down, as seen in 3 dB axial ratio curve which indicates it starts
radiating higher order modes and also very small cross polarization makes this antenna highly right
hand circularly polarized.

3.4. Axial Ratio

The tighter wrap of spiral near the outer diameter reduces the change to produce a lower axial
ratio design. An outer circumference of 1.17λ is sufficient for 6 dB axial ratio design [14]. As
shown in Fig. 6(a) for 1 turn the axial ratio is below 1 dB, which makes this antenna highly circular
polarized, but with width there is no much variation all have good coherence with low axial ratio
and high circular polarization. But in the case of 2 turns, as shown in Fig. 6(b) the axial ratio for
smaller width of microstrip line are more than 3 dB but for microstrip width of 5 mm we still have
respectable circular polarization. Increase in the number of turns increases the length of arms but
smaller active region of antenna degrades the axial ratio and thus no more circular polarization is
achievable.
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(a) 1 turn (b) 2 turn

Figure 6: Variation of axial ratio (dB) with varying microstrip width for 1 turn and 2 turns with frequency
(GHz) respectively.

4. CONCLUSION

This study shows that impedance is critical factor for spiral antennas and can be worked upon
in order to reduce it by using wideband matching circuits. The change in width and increase in
number of turns shows that there is no reasonable width change effect on RHCP Gain but has effect
on Axial ratio, Impedance, so choosing more width of microstrip line helps in better coupling, good
matching with 200 Ω of port impedance, lower axial ratio and high circular polarization.
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Compatibility between Cognitive Radio and the Terrestrial Digital
Broadcasting Services in the Digital Dividend Band

W. A. Hassan and T. A. Rahman
Wireless Communication Center, University Technology Malaysia (UTM), Malaysia

Abstract— The switching from analogue to digital broadcasting created newly freed spectrum
in the band 470–862 MHz called Digital Dividend band. The sub-band 470–790MHz is reserved
for terrestrial digital broadcasting; however, the band is not fully utilized in many countries
and the sharing of it is needed. The cognitive radio system gives the opportunity to share the
licensed spectrum without causing interference to the primary service. In this paper, an overview
of the compatibility between the cognitive radio system and the terrestrial digital broadcasting
in the band 470–790 MHz is conducted. This is done based on the studies, methodologies, results
and recommendations conducted by the European Conference of Postal and Telecommunication
administration in 2011. Our study investigates the new proposed sensing methodologies for
cognitive radio system. The study shows that sensing method is not efficient as a stand-alone
technique for the compatibility between cognitive radio system and digital broadcasting systems,
whereas the geolocation database is the current most efficient technique.

1. INTRODUCTION

The introduction of the digital broadcasting with high spectral efficiency forced the analogue broad-
casting to be phased out. The efficient spectrum usage by the digital broadcasting service creates
freed spectrum in the UHF band, which is called the Digital Dividend Spectrum (DDS). The DDS
is the main interest of most of the wireless communication systems for its favorable propagation
characteristics and consider as a cost effective solution. The sub-band 470–790MHz is occupied by
the terrestrial digital broadcasting in region 1, 2 and 3 [1], but considered as not fully utilized [1].
Many broadcasting users have an alternative broadcasting reception platform such as satellite and
cable [1]. Some countries such as Germany, Belgium and Luxemburg have less than 10% of terres-
trial broadcasting service [1]. Because of the low spectrum utilization in the sub-band 470–790 MHz,
the sharing of it is needed with other communication services for its favorable characteristics such as
propagation and penetration. Especially for services that need to accommodate the higher number
of users such as mobile and broadband services. The cognitive radio system (CRS) is the proposed
technology that can share the spectrum dynamically and operates in the unused frequencies in the
digital broadcasting licensed spectrum called TV White Space (TVWS). A recent study [2] con-
ducted by the European Conference of Postal and Telecommunication (CEPT) to investigate the
requirements of the CRS operation in the TVWS to ensure the protection of the primary service
that already reserve the band. The study investigates three types of spectrum sharing techniques;
(i) power sensing, (ii) beacon and (iii) geolocation database.

Our paper investigates the protection of the digital broadcasting service from the CRS emissions
using sensing technique. This is done by analyzing the new proposed methodologies published by
study [2].

2. SYSTEM PARAMETERS AND ASSUMPTIONS

Since no CRS parameters are currently available, the Long Term Evolution (LTE) parameters
will be used as a CRS, since the CRS is expected to be used for broadband using the OFDM
modulation for high data rate [2]. Meanwhile, the Digital Video Broadcasting-Terrestrial (DVB-
T) will represent the terrestrial digital broadcasting along with its deployment requirement and
protection criteria. These parameters are tabulated in Table 1.

3. METHODOLGY

The study [2] have proposed two new methodologies to calculate the required sensing parameters for
CRS system; firstly, a methodology to calculate the detection threshold for DVB-T transmission,
secondly, a methodology to find the required emission limits (in band and out of band) for the CRS
in order not to affect the broadcasting service.
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Table 1: The CRS and DVB-T parameters in rural and urban deployment.

CRS (BS) CRS (M) DVB-T (BS)
DVB-T

(Receiver)
Parameter Rural Urban Rural/Urban Rural Urban Rural Urban
Pt (dBm) 48 24 23 74.6 63.6 - - - -

Frequency (MHz) 650
Frequency edge

separation (MHz)
33

E medplan - - - - 56.64 - - - -
Height (m) 30 23.5 1.5 200 100 10
Gain (dBi) 15 2.15 0 14.5

Propagation model Free space
Body Loss (dB) - - - - 3 - - - -

PR (0) - - - - - - - - 27
ACLR (dB) 45 36 - - - -

ACS (∆f = 33) (dB) - - - - - - - - - - - - −50
ACS (∆f = 0) (dB) - - - - - - - - - - - - 60

3.1. Detection Threshold Methodology
The decision of operating the CRS in the TVWS will be based on the detection threshold value.
Each DVB-T planning deployment has its own detection value. The sensed power Ps (dBm) is:

PS = ES − 20 log(fS)− 77.2−GS − Lpol − Lbody (1)

where ES (dBµV/m) is the sense median electric field strength, fS (MHz) is the sensed frequency,
GS (dBi) is CRS antenna gain, Lpol (dB) is the polarization loss. In case of mobile CRS (M-CRS)
the Body loss L body (dB) will be considered.

In order to find the PS , the ES is needed, and can be calculated as:

ES = Emed− µsense σsense (2)
Emed = Emedplan −∆HDVB-T CRS (3)

where Emed (dBµV/m) is DVB-T median electric field strength received by the DVB-T receiver,
µsense σsense (dB) is the shadowing margin related to the variation of the sensed signal. Emedplan

(dBµV/m) is the planned median electric field strength for s specified deployment, ∆HDVB-T CRS

(m) is the height loss based on the [3].

3.2. The CRS Emission Limits for the Broadcasting Protection Methodology
In order to protect the broadcasting service from the CRS emission, the CRS need to calculate
its own in band power (PIB) in dBm and the out of band power (POOB) in dBm. These two
parameters are calculated as:

PIB = PDVB-T min(fs) + σµDVB-T − PR(0)− 3 + ASCDVB-T(fCRS − fDVB-T)

−q
√

σ2
DVB-T + σ2

CRS −MI− SM + Dir + Pol −Gi + Lf + Pl(dCR-BS) (4)

where PDVB-T min (dBm) is the DVB-T minimum transmitted power at frequency fS , µσDVB-T

(dB) is the shadowing margin related to the variation of the DVB-T transmitted signal, σDVB-T

(dB) is the standard deviation of the shadowing between the DVB-T transmitter and receiver,
PR(0) (dB) is the protection ratio for the DVB-T receiver in co channel based on the values
of [4], ACS (fCRS–fDVB-T) (dB) is the adjacent channel selectivity for the DVB-T receiver for the
frequency offset (fCRS–fDVB-T), σCRS (dB) is the standard deviation of the shadowing between the
CRS transmitter and receiver (dB), q (dB) is the Gaussian confidence factor related to the target
location percentage where protection to be calculated. MI (dB) is the multiple interference margin,
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SM (dB) is the safety margin, Dir (dB) is the DVB-T receiver antenna directivity discrimination,
Pol (dB) is the DVB-T receiver polarization, Lf (dB) is the feeder loss of the DVB-T receiver.

Based on the PIB calculation, the POOB can be calculated as:

POOB = PIB−ACLRCRS (5)

3.3. The Clutter Loss
An addition to the study [2] methodology is the clutter loss CL (dB) based on the ITU-R 452-14 [5],
the cluster loss will clearly show the different environments effect on the compatibility results for
rural and urban environments.

4. SHARING SCENARIO FOR THE PROTECTION OF DVB-T SERVICE FROM THE
CRS

Figure 1 shows the possible interference scenario that the CRS may cause. In the figure, the CRS is
allocated in area 2 and operating in an unused frequency (F2), which is adjacent to a used frequency
(F1). The DVB-T service is deployed in area1 and operating in the frequency F1. The sharing
scenario is assumed to be deployed in rural and urban environments to analyze the difference in
DVB-T deployment planning. The investigation will assess the emission limit of the CRS verses
the separation distance (D1) between the mobile (M-CRS) and the DVB-T receiver.

Figure 1: The compatibility scenario between the DVB-T operating in F1 and deployed in area1 and the
M-CRS operating in an unused frequency F2 and deployed in area 2.

Figure 2: The sensing detection threshold as a function of operating frequency from 470MHz to 790 MHz.
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Figure 3: The (a) in band power PIB and (b) out of band power POOB for the CRS in order not to affect the
DVB-T reception as a function of distance in rural and urban environments with frequency edge separation
of 33 MHz.

5. RESULTS AND DISCUSSION

5.1. Detection Threshold (DT)
In Figure 2, the DVB-T detection threshold level is investigated for different CRS height (i.e., fixed
CRS (F-CRS) reception with 30 m height and mobile CRS reception with 1.5 m height) in the
frequency band 470–790 MHz. The figure shows that the sensing threshold depends on following:
(i) the type of the deployment of the DVB-T, (ii) the environments and (iii) the operating frequency.

Base on the above figure, it can be concluded that the sensing threshold can be improved based
on the CRS and DVB-T height difference. The F-CRS reception has 29.89 dB higher sensing levels
than the M-CRS. The values of the detection threshold range from −88.05 dBm to −92.56 dBm
for F-CRS reception and −117.9 to −122.4 dBm for M-CRS reception in the frequency range 470–
790MHz. These values seem extremely challenging to the current technologies in order to detect
them.

5.2. CR Emission Limits
Figure 3 show the required PIB and POOB limits for CRS operation. The values are functions of
distance between the DVB-T receiver and the M-CRS. Figure 3 shows the low values for the CRS
emission even with a frequency edge separation of 33 MHz. In the distance range from 0 to 15 Km,
the PIB values ranges from (−76.86/66.47) to (−19.37/−2.94) dBm and POOB values ranges from
(−121.9/− 111.5) to (−47.95/− 64.37) dBm in rural and urban deployment. These low values will
be hard to be used in practical operation. The differences in these values are because the protection
ratio (PR) in urban area is lower than PR in rural area. These values show that the environment
deployment does not affect the emission limit calculation.

6. CONCLUSIONS

The CRS sensing technique is investigated for the compatibility between the CRS and DVB-T
system in the band 470–790 MHz. The study analyzes the current sensing proposed methodology.
Based on the results, the sensing technique is considered not efficient, firstly, because the detection
threshold depends on the planning of the DVB-T system, and these values are challenging to current
technologies. Secondly, the low emission levels for the CRS to operate are considered not practical.
Finally, in order to CRS to establish its own calculation to find the allowable emission limits, it
requires knowledge of the distance and its pathless, the terrain shape and clutter path and finally
the DVB-T receiver antenna discrimination. These parameters require a database to store their
values. Therefore, currently the geolocation data base technique is considered as the most efficient
technique for the CRS system to share the unused spectrum.
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The Digital Dividend Spectrum in Asia
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Abstract— The introduction of the digital broadcasting with high spectral efficiency forced the
analogue terrestrial broadcasting to be phased out. The efficient spectrum usage by the digital
broadcasting creates a freed spectrum in the Ultra High Frequency (UHF) band, which is called
Digital Dividend Spectrum (DDS). In 2008, the European Communication Office (ERO) proposed
the first frequency channel assignment (FCA) for mobile service operating in the DDS band for
region 1. The second FCA was proposed by the Asian Pacific Telecommunity (APT) in 2010 for
region 3. Because of the late submission of the APT FCA, some countries in region 3 follow the
European FCA, the other the follows the APT FCA. Clearly, region 3 will not have a harmonized
FAC, although the APT channel assignment approach is more favorable than European FAC.
The study is conduced to review the non harmonized DDS issues in Asia. The study recommends
the administration of region 3 to take a cooperative step in order to benefit maximally from the
DDS.

1. INTRODUCTION

The world is witnessing the transitions from analogue to digital broadcasting in the Ultra High
Frequency (UHF) band below 1 GHz, which has led to the creation of the Digital Dividend spec-
trum (DDS) band. A wide range of researches were conducted to investigate the preferred frequency
channel assignment (FCA) for the mobile service in the DDS. Currently, there are two FAC propos-
als submitted to the International Telecommunication Union (ITU): (i) the European Harmonized
FAC submitted by the European Conference for Postal and Telecommunity (CEPT) in 2008 for
region 1 (Europe, Africa) [1] and (ii) the Asian Pacific Telecommunity (APT) FAC proposal for
region 3 submitted in 2010 [2]. Due to early submission of the CEPT proposal, some countries in
region 3 adopted the European FAC proposal such as Malaysia [3], while others adopted the APT
proposal. This will create a non-harmonized spectrum in the near future leading to an inefficient
use of the new DDS. The main aim of the paper is to emphasize the expected non harmonized DDS
problem in region 3.

2. ASIA (REGION 3)

2.1. The Digital Broadcasting Standards in Region 3
Region 3 countries differ in digital broadcasting standards. Some follow European standard, while
others follow region 2. China and Korea have their own standard. These differences would lead to
incompatibility between varied broadcasting services in region 3 countries. Some countries are ready
to migrate to digital broadcasting such as Japan, Korea, Singapore, while others, such as Malaysia
and Indonesia, are still in trial stages. This implies that the transition to digital broadcasting will
be based on a country-by-country basis in region 3 [4].

Different administration research groups and studies have published reports and studies regard-
ing the DDS band in region 3 [2, 4–7]. These studies had concluded that region 3 will not have a
harmonized DDS. For instance, some countries will use the region 1 FCA, while others will follow
the APT FCA. The studies also highlighted that the DDS allocations are different in region 3 coun-
tries. These differences are due to the fact region 3 have different broadcasting services. Unlike
region 1 that has only one broadcasting system, which is the DVB and uses the European FAC.

Indonesia is considered as one of the region 3 countries that have issues in the analogue to
digital broadcasting migration plan. Its plan consists of three phases, (i) the analogue broadcasting
operation, followed by (ii) a simulcast phase (i.e., both digital and analogue broadcasting uses the
DDS band) and finally, (iii) the digital switch over phase, where the band will be used for both
mobile and broadcasting services. The final stage should have been reached after the year 2015.
However, according to GSMA workshop conducted in London in 2010, regarding the spectrum in
Indonesia, the migration from analogue to digital broadcasting has not yet commenced [7]. This
implies that Indonesia will not benefit from the DDS until the country starts the first migration
stage that should be in 2015 according to the GE-06. Additionally, this will affect the transition
from analogue to digital broadcasting of neighboring countries, such as Singapore. This is due
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to sensitivity of digital broadcasting to interference from high transmitted power by the analogue
broadcasting radiation.

2.2. APT FCA
The APT Wireless Form (AWF) had conducted studies on the band 698–806 MHz, and the outcomes
were the FCA in 2008 as a first response from APT to the WRC-07 agenda 1.17. In 2010, the AWF-
8 had conducted a consensus regarding the basic FCA for the proposed 698–806 MHz band. At the
end of 2010, the AWF-9 had conducted further discussions regarding the studies that were submitted
as contributions from different countries. The reports of the studies were used to deliver the first
harmonized FCA draft of the region 3. Two approaches were presented for the Frequency Division
Duplex (FDD) and Time Division Duplex (TDD) modes, as briefly described in the following
subsections.

2.2.1. FDD Mode
As shown in Figure 1 the FDD spectrum allocation contains 2×45MHz block band for Uplink (UL)
and Downlink (DL) communication. The spectrum block allocation has a duplex gap of 10MHz
wide (748–758 MHz). The UL guard band is 5MHz (698–703 MHz) wide and DL guard band is
3MHz (806–803MHz) wide.

2.2.2. TDD Mode
Figure 2 shows the APT approach for the TDD arrangement. The TDD approach had a 4MHz
guard band (694–698MHz), an internal guard-band of 5MHz at the lower edge (698MHz) and
3MHz at the upper edge (806MHz).

The DDS bandwidth is 90MHz, and its allocation is between 698 to 806 MHz (simply denoted
as 700MHz band). These two facts make the band more favorable in terms of propagation charac-
teristics compared to the 800 MHz (i.e., 790–862 MHz) band, as will be shown in Section 3.

3. COMPARISON BETWEEN THE ASIAN AND THE EUROPEAN FREQUENCY
CHANNEL ASSIGNMENTS

Based on the presented FAC, Table 1 shows the comparison between different frequency assignments
for the Asian and European countries.

Cleary, Table 1 shows that the APT FAC approach is more favorable due to the following
reasons: i) higher band availabilities. ii) The band location (i.e., 700 MHz) is more efficient than
the 800 MHz in terms of propagation and CAPEX, as shown in Table 2, based on BBC R&D.

The European harmonized FCA has an advantage over the APT FCA as it will be used by all
the members union. In other words, the harmonization is achieved because all region 1 countries
use one digital broadcasting standard (i.e., DVB-T) and the CEPT FAC. This will maximize the
DDS usage efficiency.

4. THE MALAYSIN DDS AS A PROPOSED CASE STUDY

Currently, in Malaysia the band 790–862 MHz is occupied by fixed, mobile and broadcasting ser-
vices. The DDS band in Malaysia is shown in Figure 3. The 790–824MHz and 832–869 MHz bands
are allocated for either UL or DL transmission. This shows that there are 34 MHz and 37 MHz
frequency portions; whereas the duplex gap is 8MHz. The limitations of the Malaysian DDS are

Figure 1: The APT harmonized FAC, FDD mode [4].

Figure 2: The APT harmonized FAC, TDD mode [4]
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Figure 3: The current Malaysian FAC in the band 790–869 MHz [19].

Table 1: Comparison between the Region 1 and region 3 channel allocation.

Parameters
(MHz)

CEPT APT

FDD
UL Freq 832–862 (30) 694–739 (45)
DL Freq 791–821 (30) 749–794 (45)

Available BW 60 90
Duplex Gap 11 10

UL Guard band 0 5
DL Guard band 3 1

Channels

1.4 ∼ 21 32
3 10 15
5 6 ∼ 7
10 3 ∼ 4
15 2 3
20 1 ∼ 2
100 X X

TDD
Allocation 798–862 698–806
Bandwidth 59 (option 5) 96

Duplex Band 5 5
UL Guard band 0 3
DL Guard band 1 4

Channels

1.4 ∼ 42 ∼ 68
3 ∼ 19 32
5 ∼ 11 ∼ 19
10 ∼ 5 ∼ 9
15 ∼ 3 ∼ 6
20 ∼ 2 ∼ 4
100 X X

as follows: (i) The duplex gap is 8 MHz. According to a current study [8] the duplex gap needs
to be greater than 10MHz in the 800 MHz band. (ii) In case Malaysia willing to adopt the Long
Term Evolution- Advanced (LTE-A) as a mobile service, this will indicate that the Malaysian DDS
is reversed duplex direction (i.e., upper part of the spectrum is UL and the lower part is DL), as
shown in Figure 8. If this is bound to happen, then there would be no guard band between the
mobile services and other services that are in the lower frequencies than the 790 MHz. According
to the same study [8], the compliance is not impossible with a guard band of zero MHz.

Clearly, more studies and investigation are required in the Malaysian DDS for efficient use of
the spectrum. The harmonization with neighboring countries is also required to be investigated.
In Malaysia, one of the neighboring counties (Singapore) is ready to migrate to the digital broad-
casting while Indonesia did not start its first migration phase. For maximum benefit of the DDS,
Cooperation steps are required between the neighboring countries.
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Table 2: Comparison between the 700 MHz and 800MHz bands.

700 MHz band 800 MHz band
No of BSs ≈ 1 to 2 ≈ 3 to 5

Coverage (Km) ≈ 10 to 11 ≈ 8 to 9
CAPEX ≈ 100% ≈ 120%

5. CONCLUSIONS

The Asian DDS is critically investigated. Different DDS proposals have been overviewed. The
capabilities and limitations of each proposal were highlighted in details. The comparison shows
that the former approach is more favorable than the latter. Many countries are still in the trial
stage of the migration from analogue to digital broadcasting, especially in region 3, where Indonesia
is given as a good example. This will delay the creation of the DDS in Asia. Finally Malaysian DDS
was proposed as a case study. The capabilities and limitations of the Malaysian DDS allocation
were also discussed. The Asian countries need to cooperate by reaching a fair solution in adopting
a harmonized DDS FAC, if not this will result in serious limitations in DDS utilization.
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Abstract— In a causally dispersive medium the signal arrival appears in the dynamical field
evolution as an increase in the field amplitude from that of the precursor fields to that of the
steady-state signal. The classical theory of Sommerfeld and Brillouin of pulse propagation in
a Lorentz medium is reexamined. While many rigorous studies of wave propagation in passive
Lorentzian media have been performed, the corresponding problem in active media has remained
theoretically unexplored. We use analytical approximations for describe the correct saddle-point.
In this method used the refractive index for the determination of the response of an active
Lorentzian medium. In this paper illustrated that do not exist distance saddle points and then
the near saddle points used for the determination of the response of an active Lorentzian medium
to a step modulated pulse. There are Two types of wave dispersion, (Temporal dispersion and
Spatial dispersion). Here used the time dispersion and surveyed in the frequency domain.

1. INTRODUCTION

Wave propagation through a linear, temporally dispersive medium has been a complex and some-
times controversial research topic since the 19th century. Hamilton did the first study on the disper-
sive medium in the 1839 which the time that Group velocity is introduce. Subsequently, Rayleigh
describe the difference between Group velocity and phase velocity. Classical Lorentz models, Debye
and Drude has been the turning point feature in speech the liner Nonconductor medium. Som-
merfeld and Brillouin were among the early researchers studying the wave propagation in linear,
homogeneous, isotropic, causally dispersive media. With Sommerfeld’s proof within the classical
Maxwell-Lorentz theory that an electromagnetic signal could not propagate faster than the vacuum
speed of light in a Lorentz model dielectric, Brillouin then introduced the signal and energy veloc-
ities within that medium as a replacement for the group velocity This theory is valuable because
it provides analytic expressions for the dynamics of pulses under mature dispersion conditions in a
medium that accurately models several real lossy dispersive materials [1]. Their study led to the
discovery of two Precursor signal. In the classical theory of dispersive pulse propagation. Both
a high-frequency (above resonance) Sommerfeld precursor and a low-frequency (below resonance)
Brillouin precursor are present in the propagated field structure when the input pulse is ultra wide-
band. That’s the approach the refractive index were replaced with Mac Lauren series of refraction
depending on the frequency. The result was a simple phrase that was associated with complex
frequency, distance and time. At after time Handelsman and Bleistein removed the shortcoming of
this method byuniform asymptotic approach. But Einstein did the newest method for describing
propagation wave in this media [2]. In this paper we consider the propagation of wave in an active
Lorentzian medium. Recently, there has been experimental observation of superluminal velocities
in active media. This paper is organized as follows. In Section 2, we present the active Lorentzian
medium, which is a model for an inverted two level atomic medium. In Section 3, presented we
achieve saddle points by analytical method. Section 4 includes the asymptotic analysis of the wave
propagation in an active Lorentzian medium.

2. THE COMPLEX INDEX OF REFRACTION FOR THE ACTIVE LORENTZIAN AND
THE LOCATIONS OF BRANCH POINT LOCATION

The analysis is presented here. The analysis is presented for the case of a single-resonance Lorentz
model dielectric with dielectric permittivity

ε(ω)
ε0

= 1 +
b2

ω2 − ω2
0 + 2iδω

(1)

where ω0 is the undammed resonance frequency,

b2 =
2πN |f |θ2

m
(2)
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where ω0 is the frequency difference between the two levels ωp is the plasma frequency with number
density N of Lorentz oscillators, me the mass of an electron, f and e, are the oscillator strength,
electron charge and δ is the line width of the resonance. With relative magnetic permeability
µ = µ0, the complex index of refraction is given by

n(ω) =
√

ε(ω)/ε0 =

√
1 +

b2

ω2 − ω2
0 + 2iδω

(3)

Based on these inequalities an arbitrary set of the parameters for the active Lorentzian medium is
chosen as, ω0 = 4.0× 1015 Hz, b = 1.0× 1015 Hz, δ = 0.2× 1015 Hz.

Figure 1 shows the plot of the real and imaginary part of the refractive index of the medium in
active and passive case and Fig. 2 the imaginary of them. The branch point locations are given by

ω′± = ±
√

ω2
1 − δ2 − δi

ω± = ±
√

ω2
0 − δ2 − δi

(4)

where ω2
1 = ω2

0 − b2.
The branch lines chosen here consists of the line segments ω′+ω+ and ω′−ω− as shown in Fig. 3.

We can analyze n(ω) in the complex w-plane expect in the ω′+ω+, ω′−ω−.

ω

Figure 1: The real part of the refractive index for
passive and active media.

ω

Figure 2: The imaginary part of the refractive index
for passive and active media.

Figure 3: Branch points and branch cuts for the
active single resonance Lorentzian medium.

Figure 4: A general picture of the two distance sad-
dle points path.
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3. ANALYSIS OF THE PHASE FUNCTION AND ITS SADDLE POINTS

For achieve the response of wave that propagating in the dispersive media we must solve this
integration [3]

A(Z, t) =
1
2π

∮
f̃(ω) exp [i(k(ω)Z − ωt)] Z > 0 (5)

where f̃(ω) is the is the Laplace transform of the initial time behavior of the wave at the plane
boundary z = 0, In preparation for the asymptotic analysis in a temporally dispersive medium, it
is necessary first to determine the location of saddle point. If ϕ(ω, θ) is the complex phase function
which is defined as follows

Φ(ω, θ) = iω[n(ω)− θ]

To obtain the asymptotic expansion of the propagated field A(z, t) we must study the behavior
of ϕ(ω,θ) in the saddle points. The condition that ϕ(ω,θ) be in the saddle point

n(ω) + ωn′(ω)− θ = 0 (6)

The roots of this equation then give the desired saddle-point locations. So
(

ω2 − ω2
1 + 2jδω

ω2 − ω2
0 + 2jδω

)
− b2ω(ω + iδ)(

ω2 − ω2
0 + 2jδω

)2 = θ

(
ω2 − ω2

1 + 2jδω

ω2 − ω2
0 + 2jδω

)2

(7)

where
ω2

1 = ω2
0 − b2

We can the roots of this equation to be calculated numerically the and gain the saddle point but we
use the analytical method and with good approximation for this work. The degree of this equation
is eight so we have eight root but the four of this them is acceptable.
3.1. High-frequency Approximation
To solve the Eight-degree equation use of both high and low frequency approximation

1
θ2(ω2 − ω2

0 + 2δiω)

[
ω2 − ω2

1 + 2δiω − b2ω(ω + δi)
ω2 − ω2

0 + 2δiω

]2

= ω2 − ω2
1 + 2δiω

therefore to achieve the distant saddle points we use the bellow approximation

b2ω(ω + iδ)(
ω2 − ω2

0 + 2jδω
)2 ' b2

(
1− δi

ω
+ O

(
1
ω2

))

ω3 + 2δiω2 −
(

ω2
0 −

b2θ2

θ2 − 1

)
ω − 2iδb2

θ2 − 1
= 0

(8)

3.2. Low-frequency Approximation
To obtain description of the near saddle point locations, We use the Equation (7) with eight degree
which may be rewritten as that used Taylor expansion

θ2
(
ω2 − ω2

0 + 2jδω
)

= ω2 − ω2
1 + 2jδω − 2b2 ω(ω + δi)

ω2 − ω2
0 + 2jδω

+b4 ω2(ω + δi)2

(ω2 − ω2
1 + 2jδω)(ω2 − ω2

0 + 2jδω)
(9)

If |ω| ¿ |ω0

ω2(ω + δi)2(
ω2 − ω2

0 + 2jδω
)2 (

ω2 − ω2
1 + 2jδω

) ∼= − ω2

ω2
1ω

4
0

[
−δ2 + 2δωi− 2δ3i

ω2
0ω

2
1

(
2ω2

1 + ω2
0

)
ω

]

And
ω(ω + δi)

ω2 − ω2
o + 2jδω

∼= − 1
ω2

0

[
δiω +

(
1− 2δ2

ω2
0

)
ω2 +

δi

ω2
0

(
3− 4

δ2

ω2
0

)
ω3

]
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(a) (b)

Figure 5: Total sampled field at 1 µm inside the active media for (a) 1.0038 < θ < 10; (b) 1 < θ < 1.0038.

By replacing this approximation and if δ ¿ b, ω0, Equation (8) simplified

ω2 + 2δi
θ2 − θ2

0 − 2b2

ω2
0

θ2 − θ2
0 − 3b2

ω2
0
α

ω − ω2
0

(
θ2 − θ2

0

)

θ2 − θ2
0 − 3b2

ω2
0
α

= 0

α = 1− δ2

3ω2
0ω

2
1

(4ω2
1 − b2)

(10)

With solving the equation obtained the near saddle points.

ω±spN

∼= ±ψ(θ)− 2jδζ(θ)ψ(θ) =


 ω2

0(θ
2 − θ2

0)
θ2 − θ2

0 − 3b2

ω2
0
α
− δ2

(
θ2 − θ2

0 − 2b2

ω2
0

θ2 − θ2
0 − 3b2

ω2
0
α

)2



1/2

ζ(θ) =
3
2

θ2 − θ2
0 − 2b2

ω2
0

2θ2 − θ2
0 − 3b2

ω2
0
α

(11)

Fig. 4 shows a general picture of the two near saddle points path that we achieve by analytical
method.

4. ASYMPTOTIC CALCULATION OF THE FIELD A(Z, θ)

After obtaining the dynamics of saddle points and surviving of the topography of the phase function
Φ(ω, θ) it is now possible to calculate A(z, θ). For our modulated unit step function we use the
method that mentioned in [4]. Fig. 5 shows the analytical evaluated propagated pulse for 1 <
θ < 1.0038 and 1.0038 < θ < 10. The values of ω0, δ and b used here are ω0 = 4.0 × 1015 Hz,
b = 1.0× 1015 Hz, δ = 0.1× 1015 and ωc = 1.0× 1015 Hz.

In the active medium against the passive medium when time increase, the response of the unit
pulse is not damped and dominate of the wave remain Constance.

5. CONCLUSION

We use analytical approximations for describe the correct saddle-point. In this method, we used
the refractive index for the determination of the response of an active Lorentzian medium and we
illustrated that do not exist distance saddle points and then the near saddle points used for the
determination of the response of an active Lorentzian medium to a step modulated pulse
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Abstract— Power integrity is one of the important issues of system design in present-day.
Power and current levels are expected to increase with a corresponding to decrease in the voltage
and increment of I/O number. Based on these factors, system designer has a novel challenge on
power delivery network. Therefore, to design a power delivery network (PDN) becomes a major
research topic. The impact by power/ground ball assignment has been discussed in this paper.
The power/ground ball is often used as a link between the package and printed circuit board
(PCB). The resonance between the full planes will impact power stability. And it relates to the
system power distribution from the voltage regulator module (VRM) to IC. In this investigation,
the power signal propagation noise for different power/ground balls assignment has been pointed
out. For power/ground balls assignment, the preferred design is a power ball in the vicinity of
a ground ball. But it is not always feasible for practical designs. When considering the PDN
design, power/ground balls position is the key point for complete power delivery. That the
power/ground balls position will affect the power delivery is demonstration. In this research, the
VRM delivers energy to inner IC from PCB through power/ground balls to the package. The
assignment of the power/ground balls at several places with different parasitic effects has been
investigated for the impact of power integrity. The proposed arrangement of power/ground balls
position is presented. The parasitic effects for different conditions of system design are extracted
for comparison. The simulation results confirm with our theoretical analysis.

1. INTRODUCTION

The shrinking of the device feature sizes and the increasing complexity of ICs require higher oper-
ating frequencies with faster clock rates. The ball grid array (BGA) package becomes an important
technology to shorten propagation delay of signal. The package is the interconnection between one
die circuitry and another die or the printed circuit board (PCB) [2]. Its electrical function includes
signal transmission and power delivery, known as signal and power integrity. For the high-pin-
count package, signal integrity and power integrity have become the critical challenges that must
be treated carefully at the system level considering the parasitic effects of package and board [3].
The induced effects include ringing, crosstalk, ground bounce and other related issues. As devices
scale and more transistors are integrated into a single IC continuously, power and current levels are
expected to increase with a corresponding decrease in the voltage [4]. It increases the importance
of power integrity design. The ability to supply clean power to the transistor circuits becomes very
critical. The design of power delivery network (PDN) received much attention.

Simultaneous switching noise (SSN) is major issue for power integrity. The interconnections
have resistance and inductance in them, are used to establish this connection. The current flowing
through these paths creates both a DC drop and time-varying fluctuation of the voltage across the
power and ground terminals of the IC [5]. The voltage fluctuation across the power supply of the
IC is called power supply noise, or simultaneous switching noise, since it occurs only during the
switching of the transistors. This issue can be improved by adding the decoupling capacitor. When
the VRM is unable to respond because of high output impedance, the current should be supplied
by an alternative source for maintaining the voltage. In other words, when the output impedance
of the VRM exceeds the desired impedance, then an alternative method is necessary to pull down
the impedance [5]. Decoupling capacitors perform this function. However, since ESL and ESR
parasites of the decoupling capacitor affect high frequency response, the power supply noise will be
resolved by more layer power/ground plane of package and PCB.

In this paper, the power integrity effect resulted from the power/ground balls assignment is stud-
ied. In the BGA package, most of the balls will be used as signal I/O. The number of power/ground
balls is limited. In the system design, the issue of signal integrity has received much attention. Lit-
tle attention has been paid to the issue of power integrity. Therefore, for worst PDN case, only
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one available pair of power/ground balls is discussed in this paper. The power integrity effect is
investigated by virtue of PDN equivalent circuit.

2. THE TEST STRUCTURE

The BGA package of 4 cm × 4 cm is electrically mounted on a test PCB of 10 cm × 8 cm through
solder balls of 561µm diameter, as shown in Fig. 1(a). Fig. 1(b) shows the cross section of the test
sample. The BGA package consists of four copper layers with a total substrate thickness of 420µm.
The inner two layers are ground and power layers with 180µm spacing [1]. A twolayer PCB with
substrate thickness 700µm includes the power and ground planes. Figs. 1(c) and (d) show the top
view and bottom view of the BGA package. As shown by the short dot dash lines of Fig. 1(d),
the power balls are connected with power plane through vias in BGA package. Other balls are
connected with ground plane through vias in BGA package. The power plane of BGA package
conducts with power plane of PCB by power balls and vias in PCB. The ground plane of BGA
package conducts with ground plane of PCB by ground balls, as shown in Fig. 1(b). Using the test
sample with 81 solder balls connected between BGA package and the PCB, SI-Wave simulations
are performed.

The Port 1 and Port 2 are used as the input and output ports, respectively, as shown in Fig. 1(c).
The simulation result of the integrated structure with multiple power/ground balls connection in

(a) (b)

(c) (d)

Figure 1: (a) BGA package attached on the PCB. (b) Cross section of the test sample. (c) Top view of the
BGA package. (d) Bottom view of the BGA package.

Figure 2: Simulation result of Package on PCB.
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Fig. 1 is shown in Fig. 2. There are two cavity resonators in the test sample. One is formed by
the power/ground planes on the package substrate. And the other is formed by the power/ground
planes on the PCB. It can be observed that the simulated result of combined structure contains both
PCB and package characteristics. In the resonant circuit capacitance and inductance change with
frequency The inductance interacts with the capacitance of the capacitor, causing it to resonate.
The electrolytic capacitors are capacitive below the resonant frequency as (1) and become inductive
above the resonant frequency. The interaction between the IC and package can cause a large anti-
resonance in the impedance profile of IC. Large voltage fluctuations can occur if the operating
frequency of the chip coincides with the chip-package anti-resonance frequency [5].

f =
1

2π
√

LC
(1)

3. PRACTICAL DESIGN AND SIMULATION RESULT

The impact of power instability can be improved by power/ground balls assignment in system
since the reduction of parasitic effects. The path distance from VRM to IC must be decreased to
reduce resistance and inductance. The power/ground balls assignments have been discussed for
three different cases below.

The first case considers setting the measured port1 as the VRM in the lower-right position of
PCB. Port2 is set as the power port of IC. Power/ground balls are assigned in the four corners of
package between the package and PCB in turn. Let the power balls is close to the ground ball as
shown in Fig. 3(a) The four equivalent inductance data can be obtained from simulation result, as
shown in Table 1. The better power/ground balls position is on lower-right, because the distance
is shortest between port1 and power/ground balls.

For power/ground balls assignment, the preferred design is a power ball in the vicinity of a
ground ball. But it is not always feasible for practical designs. The noise will be increase by longer
distance between the power ball and ground ball. For the second case in Fig. 3(b), the power ball
and ground ball with identical distance and different position is considered. The three equivalent
inductance data can be obtained from simulation result, as shown in Table 2. For the same distance

(a) (b)

Figure 3: (a) Power/ground balls assignment in four corners. (b) Power/ground balls assignment on same
distance.

(a) (b)

Figure 4: (a) Ground ball positions. (b) Simulated Z11 for ground ball positions.



1576 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

Table 1: The data of balls position in four corners.

Location R L C
Upper left 0.090Ω 6.809 nH 1.193 nF

Upper right 0.081Ω 6.001 nH 1.171 nF
Lower left 0.083Ω 6.157 nH 1.175 nF

Lower right 0.081Ω 5.893 nH 1.163 nF

Table 2: The data of balls on same distance position.

Location R L C
G ball 1 0.094Ω 7.167 nH 1.193 nF
G ball 2 0.105Ω 7.611 nH 1.195 nF
G ball 3 0.104Ω 7.515 nH 1.193 nF

Table 3: Parasitic data for different ground ball positions.

Location R L C

G ball 1 0.081 Ω 5.893 nH 1.163 nF
G ball 2 0.087 Ω 6.415 nH 1.173 nF
G ball 3 0.092 Ω 6.783 nH 1.181 nF
G ball 4 0.094 Ω 7.028 nH 1.187 nF
G ball 5 0.094 Ω 7.167 nH 1.193 nF

between the power ball and ground balls, the shortest current path is the ground ball in the vicinity
of port2.

For the third case, the power ball position is fixed and different locations of ground balls are
considered, as shown in Fig. 4(a). The five equivalent inductance data can be obtained from
simulation result, as shown in Table 3. Their system impedances Z11 are given in Fig. 4(b). The
ground ball location must be near power ball to reach shortest current path and reduce parasitic
inductance.

4. CONCLUSIONS

The various power/ground balls assignments causing system power integrity impacts have been
studied in this paper. To enhance power integrity, the best arrangement of power/ground balls
location is both power and ground balls in the vicinity of VRM for reducing current path. If
ground ball is not in the vicinity of power ball, the power ball should be close to VRM and ground
ball should be designed to reach shortest current path for reducing parasitic inductance in the
system.
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Abstract— We designed a atmospheric pressure plasma equipment, eggplant seeds were treated
using the equipment with different voltage from 4420 to 6800V. The results showed that the effects
of different voltage plasma treatments on the seeds germination were not the same. The plant
height, the plant extent, the root length, the root extent and the single fruit weight of the eight
treatments from 4420 to 6800V were increased distinctly. The eggplant yields of eight different
voltage plasma treatments were increased than of the control (CK), the fruit yields of voltage
treatments (5440 ∼ 6460 V) were better than of other voltages, the effects of fifth (5780 V) and
sixth (6120 V) plasma treatments were best in most test indexes. The reasons may be that the
treated seeds had been in different physical surroundings, the equipment is a dielectric barrier
discharge (DPD), it creates a typical glow discharge free from filament and arc plasma, the macro-
temperature of the plasma is nearly at room temperature, and plasma discharge gas pressure is
atmospheric pressure. As the seeds were passed through the plasma on the carrier, the seeds were
treated with uniform plasma discharge and were not burned. Test data were consistent with the
similar estimating statistical analysis.

1. INTRODUCTION

Applications of physical technology in agriculture are more and more popular, but most of them
are radiations and irradiations with γ-ray, 60Co-ray, laser, electric and magnetic field [1–13], cells
of plant seeds are damaged by radiations. Plasma has been used in industry for applications, few
experimental studies have been carried out for seed mutation induced by atmospheric plasma. We
used a atmospheric plasma discharge equipment [14, 15] to study the mutations of plant seeds. The
set is atmospheric dielectric barrier discharge (DPD) with two parallel high voltage electrodes. A
mass of electrons bomb plant seeds and bring much ozone, the ozone can kill bacterium and virus,
and also plant seeds are radiated by ultraviolet-ray, plant seeds are mutated by the many factors.
We tested with eggplant seeds, to study the effects of atmospheric pressure plasma on the seeds
germination, seedling growth, yield and quality, in order to find the methods of improving the
eggplant seeds.

2. MATERIALS AND METHODS

2.1. Eggplant Seed Treatment and Test Field
We tested with eggplant seeds. These seeds were counted and treated with eight plasma voltage
treatments: 4420 V, 4760V, 5100 V, 5440 V, 5780V, 6120 V, 6460 V, and 6800V for 6 s, respectively,
and one untreated CK (0 V). The plasma experiment carried out at Plasma Lab. of Institute of
Physics of Chinese Academy of Sciences. The seedlings were grown in the greenhouse before being
transplanted into the field. The field tests were carried out at Horticulture Research Institute
of Guizhou Academy of Agricultural Sciences in Feb.–Sept. 2008. The test field total area was
667m2, according to factorial randomized complete block design, unit plot size area was 11.2 m2

(1.4 m × 8 m). The eggplant seedlings were transplanted at a 100 cm plant spacing and a 50 cm
narrow row spacing and 60 cm wide row spacing, and each treatment was repeated two times.
2.2. Plasma Experiment Device and Experimental Process
The plasma experiment device is shown in Fig. 1, it is two parallel containers made of quartz, the
thickness of quartz is 1 mm, the length is 15 cm, the width is 5 cm, the space of dielectrics is 10mm.
there are some liquid of potassium chloride in two containers, two inner copper rings dipped in the
liquid are two electrodes connected to AC high voltage power supply (30 kV, 8 ∼ 30 kHz).

As compact joined between the liquid of potassium chloride and dielectrics, both cool quartz
dielectrics and uniform plasma discharge. In our experiment, put uniformly the eggplant seeds on
a speed evenly moving carrier, turned on high voltage power supply to discharge, the seeds passed
through the plasma, treatment time was controlled by the speed of the carrier. There were eight
different voltage treatments with the same treatment time 6 seconds.
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Figure 1: Schematic diagram of the atmospheric plasma dielectric barrier discharge (DBD).

Table 1: Change of botanic properties of the eggplants treated by different voltage.

Treat

group

Treat

voltage

[V]

Plant

height

[cm]

Plant

extent

[cm× cm]

Cyanosis

incidence

[%]

Root

length

[cm]

Root

extent

[cm× cm]

Fruit

length

[cm]

Fruit

diameter

[cm]

Fruit

weight

[g]

Fruit

yield per

[667m2/kg]

CK 0 103 70× 80 26.56 17.3 25.838.3 21.6 5.2 155 3210

1 4420 108 75× 80 15.63 19.3 29.539.3 22.8 5.2 160 3308

2 4760 110 75× 85 6.25 18.7 31.340.1 22.4 5.4 170 3415

3 5100 110 73× 80 7.81 19.4 31.843.0 22.7 5.3 180 3452

4 5440 110 70× 85 17.19 18.9 33.241.5 24.3 5.3 185 3510

5 5780 110 75× 85 7.81 19.4 32.638.9 23.8 5.5 195 3582

6 6120 105 72× 83 7.81 20.2 30.444.0 23.5 5.4 190 3563

7 6460 107 70× 82 10.94 19.9 32.443.4 23.0 5.4 180 3532

8 6800 104 75× 84 17.19 19.2 30.346.1 22.5 5.3 170 3428

3. RESULTS AND DISCUSSION

3.1. Change of Botanic Properties of the Eggplant

We designed a atmospheric pressure plasma equipment. The seeds were treated using the device
with different voltage from 4420 to 6800 V. The results showed that the effects of different voltage
plasma treatments on the seeds germination were not the same. The plant height, the plant extent,
the root length, the root extent and the single fruit weight of the eight treatments from 4420 to
6800V were increased distinctly (Tab. 1). In additionanti-cyanosis of eight treatments were better
than the untreated, as well as anti-virus except fourth and eighth treatment.

The eggplant yields (kg/667 m2) of eight different voltage plasma treatments were increased,
the fourth (5440 V), the fifth (5780V), sixth (6120V) and seventh (6460V) treatments were better
(yield: 3510 kg, 3582 kg, 3563 kg, and 3532 kg) than other voltages, in most indexes of our tests, the
effects of fifth (5780 V) and sixth (6120V) plasma treatments were best. By used different voltage
(4420 ∼ 6800V) plasma treating the eggplant seeds, the fruit weight, length, diameter and yield
of eggplant were all better than the untreated (CK) in our experiments, the reasons may be that
the treated seeds had been in different physical surroundings, the atmospheric pressure plasma
equipment is a dielectric barrier discharge (DPD), it creates a typical glow discharge free from
filament and arc plasma [16], the macro-temperature of the plasma is nearly at room temperature,
and plasma discharge gas pressure is atmospheric pressure. As the seeds were passed through the
plasma on the carrier, the seeds were treated with uniform plasma discharge and were not burned.

3.2. Irradiation Intensity of Violet Blue Light and Homogeneous Discharge Region

In Fig. 2 there were eight different discharge processes with eight different voltages, intensity of
violet blue light (350 ∼ 500 nm) gradually increase with voltage adding. The discharges were not
uniform and the powers were lower in low voltages (4420 ∼ 5440V), there were nearly uniform
discharges under the plasma voltages (5440 ∼ 6800V), but the discharge powers were higher in
high voltages (6460 ∼ 6800 V). In Fig. 3, there were eight violet blue light intensities under different
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 2: Eight different discharge processes with eight different voltages (4420 ∼ 6800V), intensity of violet
blue light gradually increased with adding voltage. In Figures (a)–(d) the discharges were not uniform and
the powers were lower with low voltages 4420 ∼ 5440V, there were nearly uniform discharges under the
plasma voltages (5780 ∼ 6800V) in Figures (e)–(h), but the discharge powers were higher in high voltages
(6460, 6800 V) in Figures (g) and (h).
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Figure 3: The violet blue light intensity versus different plasma voltage.

plasma discharge voltages, it showed that there was a approximate step of light intensity unchanged
in voltages 5440 ∼ 6120V, it relate with the homogeneous discharge regions in Figs. 2(d), (e), (f),
these regions were in general agreement with the uniform discharges (5440 ∼ 6800V).

4. SUMMARY

The fruit yields in 5440V ∼ 6460V voltage ranges were better than other voltages, the effects of
fifth (5780 V) and sixth (6120V) plasma treatments were best in most test indexes. It is due to the
energy of the electron and the active air particles in the plasma increasing with atmospheric plasma
voltage adding, more electric charges are produced per unit time and cannot be neutralized at once,
which can strengthen the reaction between the air particles and seeds. The active air particles and
ultraviolet radiation can penetrate into the capsule of the seedsaccelerate to decompose the inner
nutriment of the seeds, reduce relative penetrability of cell velum, improve the activities of the root
of the eggplant seedling. Lower voltages (4420 ∼ 5100V) cannot penetrate into the seeds capsule
and higher voltages (> 6460V) maybe burnt the inner cells of the seeds. So that the eggplant
yields increase and the most the botanic properties of the eggplants are improved.
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Abstract— Here we present the result of theoretical investigations of a single atom interaction
with a multicolor laser field formed by an arbitrary number of the components with an arbi-
trary orientation of polarization vectors. The developed theory is non-perturbative and valid in
the whole sub-relativistic region of the laser field strength. It results in a new mechanism of
a nonlinear atomic response which is mainly due to the light-induced anisotropy of an electron
wave function but not by electron transitions between the free atom eigenstates. For exam-
ple, the terahertz (THz) emission in ionization-free regime is interpreted without exploiting the
plasma nonlinearities (usually the four-wave mixing rectification process). The numerical exper-
iment simulates an Argon atom interaction with the fundamental and the second harmonic of
Ti:Sapphire laser. It is shown that the spectral width and efficiency of the THz emission depend
nonlinearly on the parameters of the multicolor laser field.

1. INTRODUCTION

Frequency mixing a laser’s fundamental and second harmonic fields in atomic gases generates a
directional electrical current for which the magnitude and polarity depend upon the relative phase
between the two fields [1, 2]. In the case of ultrafast lasers, this process can generate electromagnetic
radiation at THz frequencies. Although such THz generation has been observed in semiconduc-
tors [3] and air [4], the THz generation mechanism is not well understood and the THz yield has
not been optimized. Initially, THz generation in gases was understood on a phenomenological basis
to involve a four-wave mixing process in plasma [5]. Here we present a new mechanism of the THz
generation, which is based not on the four-wave mixing process in plasma, but on the intra-atomic
non-linearities. We apply the non-perturbative theory for explanation of this mechanism. This the-
ory was firstly presented in [6], developed in [7] and used to explain such experimentally observed
features of interaction as the cut-off frequency saturation [8], the dipole selection rules breaking [9]
etc. The main steps of the theory are presented below.

2. THEORETICAL BACKGROUND

Our non-perturbative theory is based on the consequent expansion of the wave-function ψ(~r, t) of
the time-dependent Schrödinger equation

i}
∂ψ(~r, t)

∂t
=

[
1

2m

(
~p− q

c
~A (t)

)2
+U (~r)

]
ψ(~r, t)

through the wave-function of the free atom boundary value problem and the wave-function of “an
atom in the external field” boundary value problem [7]. This consequent expansion enables us, on
the one hand, to take into account the difference between the symmetry of the “atom+field” problem
and the symmetry of the free atom, and on the other hand, permits us to avoid the calculation of the
matrix element

∫
ϕ∗n(~r, t)∂ϕm(~r, t)/∂tdV which appear because the time derivatives ∂ϕn(~r, t)/∂t

are not the eigenfunctions of “an atom in the external field” boundary value problem and, therefore,
they are not orthogonal to the eigenfunctions ϕn(~r, t). Making this transformations we obtain the
following set of differential equations for probability amplitudes of discrete and continuum states

i}
dan

dt
=

∑

m,k

V −1
nk EkVkmam. (1)

The system of Equation (1) contains an infinite number of equations because the basis of discrete
and continuum states of any hydrogen-like atom is infinite. That is why it is important for numerical
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solving of the (1) to limit its value. We suggest a method of the limitation of the number of the
system (1) equations [7].

The results of the solution of the system (1) are used to calculate the total atomic current J(~r, t).
The vector potential spectrum of the atomic response field in the far-field range is proportional to
the spectrum of the atomic current density (see [10]). The partial matrix elements for J(~r, t) have
the form:

〈
n1l1m1

∣∣∣ ~J
∣∣∣n2l2m2

〉

= 4πqil2−l1+1
√

(2l1 + 1) (2l2 + 1)
∑

n3l3

∑

n4l4

(ωn3l3 − ωn4l4) (2l3 + 1) (2l4 + 1)

·
l1+l3∑

l=|l1−l3|

l2+l4∑

l′=|l2−l4|

√
(2l + 1) (2l′ + 1) 〈n1l1 ‖jl‖n3l3〉 〈n3l3 ‖r‖n4l4〉 〈n4l4 ‖jl′‖n2l2〉

·
(

l1 l l3
0 0 0

)(
l3 1 l4
0 0 0

)(
l4 l′ l2
0 0 0

)

+1∑

m=−1

l3∑

m3=−l3

(−1)l′−m2+m3 Yl(m3−m1) (~e)~n(m)Yl′(m3−m2−m) (~e)

·
(

l1 l l3
−m1 m1 −m3 m3

)(
l3 1 l4
−m3 m m3 −m

)(
l4 l′ l2

m3 −m m2 −m3 + m −m2

)
, (2)

where jl = jl(qA(t)r/~c, ωnl = Enl/~ and Enl is the energy eigenvalues for the free atom problem.
Thus, the mathematical formalism of this section provides us with a possibility to calculate

the angular-frequency spectrum (AFS) of the atomic response for the case of arbitrary mutual
orientation of the atomic angular momentum and the laser field polarization vector. As it follows
from (2), the polarization of the AFS components depends on both the angular momentum direction
and the polarization of the incident field. In the non-polarized ensemble of atoms the response field
polarization depends only on the polarization state of the laser field.

3. NUMERICAL RESULTS

We use our theoretical approach to describe the interaction of an Argon atom (Ip = 15.76 eV) with a
two-color laser field formed by the fundamental and the second harmonics of the Ti:Sapphire laser.
The Argon model contains 13 discrete states which cover 96.5% of the ionization potential of an
Argon atom. This number of discrete states is enough to describe the interaction of an Argon atom
with the laser field the intensity of which is less than I < 6.77 × 1012 W/cm2. We have assumed
that the seven parameters of the external field: the amplitudes and the durations of pulses (the
first 4), the delay time (the 5th), and the angle between their polarizations (the 6th), chirp of the
components (the 7th), may vary within the wide ranges.

In our researches we have calculated, discussed and illustrated the influence of the parameters (1–
7) on the emission spectra. Here we demonstrate only the influence of variation of the angle
between their polarizations. Fig. 1(a) represents the dependence of the THz-signal output on
the angle mentioned above for the laser pulses with the parameters I01 = 6.77 ∗ 1012 W

cm2 , I02 =

(a) (b)

Figure 1: The THz-signal output dependence on the angle between the polarizations of the two-color field
components calculated for the laser pulse’s parameters (a) I01 = 6.77 ∗ 1012 W

cm2 , I02 = 6.77 ∗ 1012 W
cm2 , τ1 =

τ2 = 4.25 fs and (b) I01 = 6.77 ∗ 1012 W
cm2 , I02 = 1.37 ∗ 1012 W

cm2 , τ1 = 50 fs, τ2 = 35.5 fs.
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6.77 ∗ 1012 W
cm2 , τ1 = τ2 = 4.25 fs and the delay time 0 fs. Fig. 1(b) represents the dependence of

THz-signal output on the angle for the laser pulses with the parameters I01 = 6.77 ∗ 1012 W
cm2 , I02 =

1.37∗1012 W
cm2 , τ1 = 50 fs, τ2 = 35.5 fs and the delay time 0 fs. The THz-signal output is determined

as the total signal registered at the frequency of 1 THz. The most remarkable feature of this curve
is its non-monotonic behavior. It can be seen that the slight variation in the angle may lead to a
considerable enhance in the efficiency of the THz-signal generation.

Thus, the presented results of computer simulations clearly demonstrate that the variation of the
mutual polarizations and the temporal profiles of the two-color field pulses is an effective instrument
to modify the nonlinear atomic response spectra in a strongly controllable way.

4. CONCLUSIONS

The numerical results demonstrate that in the two-color scheme the THz signal should be detected
in the ionization-free regime. The THz generation efficiency non-monotonically depends on the
parameters of the two-color laser field.
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Abstract— This study proposes a new fiber sensor based on the cascaded different types of
fiber gratings for applying in the simultaneous measurement of stress, temperature, and refractive
index. The fiber sensor is composed of a concatenated the fiber Bragg grating fabricated in
polarization maintaining fiber (PMFBG) and the long period fiber grating (LPG) fabricated in
photosensitive fibers. The sensing mechanism is based on the variation both of the power in the
reflection wavelength and the Bragg wavelength corresponding to the Bragg peaks to be located
on the positive or negative slope of the loss peak of LPG. Thus, it can be used for detecting the
changes of stress, refractive index, and temperature simultaneously by monitoring the wavelength
shift and power variation of PMFBG.

1. INTRODUCTION

Optical fiber sensors have been used for a wide range of applications in recent years due to their
intrinsic outstanding characteristics such as light weight, small size, and immunity against electro-
magnetic interference, etc. Thus, fiber optical sensors for practical application are attractive and
growing fast for their development By using the different optical properties of the FBG and LPG,
the strain, temperature, and refractive index can be measured simultaneously [1–7]. When a fiber
Bragg grating is fabricated in a polarization maintaining fiber (PMF), due to the different reflective
index corresponding to the fast-axis and slow-axis mode of the fiber, there are two reflective peaks
at the reflection spectrum for the applications of fiber sensors [8].

In this paper, we demonstrate experimentally that a PMFBG in series with a LPG to measure
three physical parameters of stress, temperature, and refractive index simultaneously. The sensing
mechanism is based on the variation both of the power in the reflection wavelength and the Bragg
wavelength corresponding to the Bragg peaks to be located on the positive or negative slope of
the loss-dip of LPG. This scheme may provide another simple method for a wide range of sensing
applications

2. BASIC PRINCIPLES

In this study, the sensing head (PMFBG-LPG) includes a PMFBG to be cascaded with an LPG.
The LPG is fabricated by using a 248 nm KrF excimer laser to exposure on photosensitive fibers
(Fibercore PS-1250/1500) by the amplitude-mask writing technique with the periods of 380µm.
The PMFBG is fabricated on hydrogen-loaded PMF (Nufern PM1550-HP, panda fiber) by using
the phase mask writing technique with the periods of 1.0741µm. The length both of the LPG and
PMFBG of 2 cm and the separation of 1 cm between these two gratings are shown in Fig. 1.

Because of the birefringence characteristics of PMFs with different refractive indexes for the slow
and fast axes, the FBG fabricated in the PMFs shows two different reflection grating wavelengths

SMF-LPG PMFBG

2 cm
1 cm

2 cm

Figure 1: Schematic diagram of a PMFBG connected in series with a LPG for the mode coupling..
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corresponding to the fast and slow axes. Moreover the light speed along the slow axis is lower than
the fast axis, thus the refractive index of the slow axis is higher than that of the fast axis. The
reflection peak at the longer Bragg wavelength belongs to the slow-axis grating (effective mode
index nslow) and the shorter peak wavelength belongs to the fast-axis grating (effective mode index
nfast) as shown in Eq. (1) :

λF = 2nF
eff Λ, λS = 2nS

eff Λ (1)

where λF and λS are the Bragg wavelength corresponding to the fast-axis and slow-axis mode
respectively and Λ is the grating period.

For the LPG, owing to the phase-matching condition the fundamental core modes are coupled to
the cladding modes to generate several loss dips in the transmission spectrum. When the specific
resonant wavelength of input light source passes through the LPG in the core mode, it will be
coupled to co-propagating cladding mode to result in the power loss. The resonant wavelength can
be expressed as follows:

λm =
(
neff ,core − nm

eff ,cladding

)
Λ, (2)

where Λ is the grating period, and neff ,core is the effective core index , and nm
eff ,cladding is the m-th

effective cladding-mode index. The parameters both neff ,core and nm
eff ,cladding are dependent on the

resonant wavelength λm, which is strongly influenced by the surrounding refractive index.
Therefore, the stress, temperature, and index can be simultaneously obtained by means of the

measurement of the Bragg wavelength shift (∆λ) of fast axis and the Bragg-wavelength reflective
power change of both slow and fast axes (∆RS , ∆RF ) on the slope region of the loss dip of LPG
to be expressed as the following matrix:

[ ∆λ
∆RF

∆RS

]
=

[
M11 M12 M13

M21 M22 M23

M31 M32 M33

] [ ∆S
∆T
∆n

]
(3)

where ∆S is the variation of stress, ∆T is the variation of temperature, ∆n is the index variation.
The coefficients of M11 ∼ M33 can be determined by the Bragg wavelength shift and the Bragg-
wavelength reflective power variation of PMFBG in the separated experiment by applying various
stress, temperature, and indexes into the sensor head.

3. EXPERIMENTAL RESULTS

The experimental setup is shown in Fig. 2. The sensing head is connected in series with a broad-
band light source and an optical spectrum analyzer for monitoring the variation of grating spectra.
For the measurement of index, the sensor is placed on the wafer and dropping the refractive index
oil. For the measurement of temperature, the chamber temperature can be controlled by varying
the heating electrical power of the oven. Moreover, the stress variation can be obtained by changing
the different weights applying in the sensing head. From the original transmission spectra of the
PMFBG-LPG, two Bragg loss dips due to the birefringence of PMF are located at the positive
slope of LPG with the wavelengths of 1540.66 nm and 1541.1 nm, respectively.

Figure 2: The experimental set-up of measuring the stress, temperature, and index.
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Figure 3: The reflection wavelength shift versus in-
dex increment from 1.34 to 1.42.
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Figure 4: The reflection intensity versus refractive
index increment from 1.34 to 1.42.
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Figure 5: The reflection wavelength shift versus tem-
perature increment from 23 ◦C to 45 ◦C.
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Figure 6: The reflection intensity versus tempera-
ture increment from 23 ◦C to 45 ◦C.

In the index-measured experiment, the index surrounding the sensing head is changed by drop-
ping the different-index oils on the surface of the grating in the index range from 1.34 to 1.42. The
Bragg wavelengths of PMFBG almost keep a constant as shown in Fig. 3. However, due to the
loss-dip wavelength shift of LPG to be red shift, the Bragg reflective power of PMFBG is increased
in the range of index from 1.34 to 1.42. The sensitivities both of RF and RS are 42.975 and
27.375 dBm per unit index as shown in Fig. 4.

For the temperature measurement, as the temperature is changed from 23 ◦C to 45 ◦C, the loss
dip of LPG is blue shift and the wavelengths of PMFBG are red shift. The sensitivities both
of 0.0163 nm/◦C and 0.1445 dBm/◦C for the fast axis are obtained as shown in Fig. 5 and the
sensitivities both of 0.0159 nm/◦C and 0.08 dBm/◦C for the slow axis are obtained as shown in
Fig. 6.

For measuring the effect of stress, 0, 23.96, 47.92, 63.90, and 71.88MPa are applied in the
sensor head in keeping the constant both of index and temperature. The different levels of stress
cause the variation both of the grating center-wavelength and the reflective power of PMFBG.
The grating wavelength in the fast axis (λF ) is shifted from 1540.66 to 1542 nm with the sensi-
tivity of 0.01864 nm/MPa and the grating wavelength in the slow axis (λS) is shifted from 1541.1
to 1542.42 nm with the sensitivity of 0.01836 nm/MPa as shown in Fig. 7. Besides, due to the
PMFBG to be located at the positive slope of LPG, the reflective power is increased when the grat-
ing wavelength of PMFBG is shifted toward longer wavelength. The RF is varied from −52.39 dBm
to −51.173 dBm, and RS is varied from −50.203 dBm to −49.293 dBm, corresponding to the sensi-
tivities of 0.01992 and 0.1266 dBm/MPa as shown in Fig. 8.

Because the fiber Bragg grating is not sensitive to the external refractive index, therefore, the
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Figure 7: The reflection wavelength shift versus
stress increment from 0 to 71.88 MPa.
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Figure 8: The reflection intensity versus stress in-
crement from 0 to 71.88 MPa.

Bragg wavelength shift on the fastaxis and slowaxis is almost zero. For measuring the stress and
temperature experiments, the wavelength sensitivity of fastaxis is higher than that of slowaxis.
However, when we series the fiber grating for the refractive index, temperature, and stress ex-
periments by measuring reflected energy, all sensitivities of the fastaxes are larger than that of
slowaxes.

According to the above experimental results, the three unknown parameters (∆S, ∆T and ∆N)
in the transfer matrix of Eq. (4) can be obtained from the given Bragg wavelength shift of the fast
axis and the given reflective power variations of both fast and slow axes of the PMFBG.

[ ∆λ
∆RF

∆RS

]
=

[ 0.01864 0.0163 0
0.01992 0.1445 42.975
0.01266 0.08 27.375

][ ∆S
∆T

∆index

]
, (4)

4. CONCLUSIONS

This study demonstrates that a new fiber sensor based on a PM-FBG cascaded with a LPG can
be applied in the simultaneous measurement of stress, temperature, and refractive index. By the
transfer matrix, the measured the Bragg wavelength shift and Bragg reflective power variation of
PMFBG can be used for obtaining the variation in stress, refractive index, and temperature. The
proposed scheme of concatenating a PMFBG and a LPG is a highly promising and simple design
for a wide range of sensing applications.

In the future, we expected that the fabrication process can be optimized for improving the
sensitivity and repeatability.
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Abstract— Ethernet Passive Optical Network (EPON) have been widely considered as one
of the candidates to resolve the last mile problem in the next generation broadband access net-
works due to its simplicity, cost-effectiveness and high data rate. As a time-division multiplexing
PON (TDM-PON) technology, the transmission of EPON is shared among multiple subscribers.
Therefore, the traffic prediction in the Dynamic Bandwidth Allocation (DBA) plays an important
role in the EPON system to boost the Triple-Play-Services (data, video, voice) Quality-of-Service
(QoS). However, nowadays, most literatures predict the unexpected incoming packet by adopt-
ing credit-prediction and linear-prediction scheme. In this paper, we propose an evolutionary
algorithm Genetic Expression Programming (GEP) prediction to solve the queue variation dur-
ing waiting times as well as reducing the packet delay. We set the predictor in GEP based on
cycle time, waiting time, bandwidth request and the mean bandwidth history request in every
cycle time. Simulation results show that GEP prediction in DBA can avoid longer packet delay,
reduce queue length, enhance QoS and effectively reduce high priority traffic delay and network
performance degradation. Furthermore, we showed that our proposed prediction scheme can im-
prove IPACT and has better system performance than well-known scheduling algorithm DBAM
in terms of system throughput, queue length, end-to-end delay and jitter.

1. INTRODUCTION

The growth of Internet traffic such as IP telephony, video-on-demand, interactive gaming or two-
way video conferencing in the residential and small business area has played an essential role
in the evolution of broadband access networks [1]. This new technology required inexpensive,
simple, scalable and capable for delivering Triple-Play-Services to an end user over a single network.
Ethernet Passive Optical Networks (EPONs) that represent the convergence between Ethernet and
Fiber infrastructure, appear to be the best solutions for the next-generation access network [2].
EPON provides bi-directional transmissions. In the downstream transmission, OLT has the entire
channel bandwidth to broadcast the control messages and the data packets through a 1 : N passive
splitter to each ONU. In the upstream transmission, a PON is a multipoint to point network,
where all ONUs share the common transmission channel towards the OLT, and only a single ONU
can upstream data in the transmission time slot to avoid data collisions [3]. To emphasize, any
data collision will cause a longer end-to-end delay and degrade the system performance. Therefore,
a proficient bandwidth allocation algorithm has become a prominent concern in EPON research,
especially with the huge bandwidth demands and critical applications.

Bandwidth allocation schemes can be divided into two categories: fixed bandwidth allocation
(FBA) [4] and dynamic bandwidth allocation (DBA) [5–8] schemes. In the FBA scheme, the OLT
pre-allocates the fixed time slot regardless of the actual traffic arrival of each ONU, thus the
upstream channel will be occupied although there is no frame to transmit. This can result in
long delays for all Ethernet frames buffered in the other ONUs. Conversely, the DBA assigns the
bandwidth dynamically based on the queue state information received from ONUs. However, in the
traditional DBA scheme, the OLT will begin bandwidth allocation after collecting all REPORT
messages which result in the waiting time problem. The waiting time at each ONU is the time
between sending REPORT message and sending the buffered frames, which potentially leads to
longer delays. As a result, when OLT grants the requested bandwidth to ONUs, a predict credit
will add in the requirement of each ONU. Thus the incoming traffic during the waiting time is
expected to be transmitted within the current time slot. Recently, exhaustive queue size prediction
mechanisms have been proposed (which are credit-based [5], linear-based [6], proportion-based [7],
waited-based [4], QoS-based [8]). These traffic prediction schemes are unable to provide feasible
solutions for differentiated services (DiffServ) and also unable to address the queue size inconsistency
problem. To address this problem, in this paper we proposed a prediction scheme technique by
using Genetic Expression Programming (GEP) [9] for the creation of network traffic prediction.
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The predictors in GEP are set based on the traits of ONUs such as: cycle time, waiting time,
bandwidth request and history mean bandwidth request in every cycle time. In the GEP the
individuals are encoded as linear strings of fixed length which are afterwards expressed as nonlinear
expression trees (ETs) of different sizes and shapes. In this paper we integrate the GEP with
IPACT referred as IPACT GEP and compared it with DBAM [4]. Simulation results show that
IPACT incorporated with GEP can improve overall system performances in terms of queue length,
end-to-end delay, jitter, and system throughput.

2. PROPOSED GENETIC EXPRESSION PROGRAMMING PREDICTION

We implemented GEP as an extension of the traffic prediction mechanism for DBA. Our experi-
ments studied the influence of the number of genes on the capability of the algorithms to evolve
good solutions.

T = f(predictor) (1)

where T is the target set which is the mean queue length of each ONUs based on network traffic from
10% to 100% (randomly selected information from 5∗ 104 data) and the predictor set are the traits
of ONUs such as: cycle time, waiting time, bandwidth request, history mean bandwidth request
in every cycle time, and the common basic parameters to both GEP and GP were kept equally
as those used by Koza [10–12]. Thus, a set of 2000 random fitness cases chosen from the target
value was used; and a very simple function set, composed only of the seven arithmetic operators
F = {+,−, ∗, /, exp(x), sqrt(x), pi} was used. Additionally, for random numerical constants, we see
that is not crucial for the evolution of perfect solutions problems. Nonetheless, evolution still goes
efficiently if integer constants are used, hence one can illustrate the role random constants play and
how they are integrated with Automatically Defined Functions by choosing real random constants.
Therefore, real random constants are chosen from the interval [−10, 10] with the mutation rate of
random constant is 0.01. The fitness function used to evaluate the performance of each evolved
program is based on the mean square error (Equation (2)) and explores the idea of a selection range
and a precision. The selection range is used as a limit for selection to operate.

V ariance =
∑N

N=1
(Pi − Ti)2 (2)

fitness =
1

1 + V ariance
N

. (3)

where Pi is the predicted value for the row i and Ti is the actual target value; N is the number
of rows in the training data set. All fitness functions compute fitness scores that range from 0.0
to 1.0. A fitness of 0.0 means the model is poorly fitted or it is worthless or not viable. A fitness
score of 1.0 means the model fits the data perfectly. Thus, for a perfect fit, the variance value
term is zero and fitness is equal to 1.0. In our experiments we use a selection range of 100 and
a precision of 0.01. The algorithms use a population size of 60, gene head length of 8, mutation
rate of 0.0044, IS and RIS transposition rates of 0.1, and two-point and one-point recombination
rates of 0.3; recombination and gene transposition rates are 0.1 each, and the linking function is
addition. The parameters used per run and our experimental results are summarized in Table 1
and Table 2 respectively.

3. PERFORMANCE EVALUATION

In this section, we present the results of simulation experiments conducted to evaluate the sys-
tem throughput, queue length, end-to-end delay and jitter of the IPACT GEP compared to the
DBAM [4]. The system model is set up in the OPNET simulator with one OLT and 32 ONU. The
downstream and upstream channels are both 1 Gb/s. The distance from an ONU to the OLT is
assumed to range from 10 to 20 km and each ONU has a finite buffer of 10 MB. For system oper-
ation parameter, the cycle time is set to 1 ms, the guard time is 5µs and the DBA computation
time is 10µs in the evaluation. For the traffic model considered here, an extensive study shows
that most network traffic can be characterized by self-similarity and long-range dependence (LRD).
This model is utilized to generate highly bursty BE and AF traffic classes with the Hurst parameter
of 0.7, and packet sizes are uniformly distributed between 64 and 1518 bytes. On the other hand,
high-priority traffic (e.g., voice applications) is modeled using a Poisson distribution and packet size
is fixed to 70 bytes [13]. The proportion of the Constant Bit Rate traffic (CBR) such as Expedited
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Table 1: General settings.

Parameter Value Parameter Value
Population size 60 IS transposition rate 0.1

Number of genes 4 Two-point recombination rate 0.3
Genes head length 8 One-point recombination rate 0.3

Genes length 33 Random constant per gene 10
Maximum number of generations 2000 Random constants data type real
Generations without improvement 200 Random constants range −10 ∼ 10

V-fold cross-validation 10 Random constants Mutation rate 0.01
Mutation rate 0.044 Number of fitness cases 200
Inversion rate 0.1 Capture target interval time 1ms

RIS transposition rate 0.1 0.1

Table 2: GEP results.
XXXXXXXXXXParameter

Class
IPACT

EF Generations 1623
AF Generations 1839
BF Generations 1689

EF Variance 49773.86
AF Variance 213630.58
BE Variance 214495.57

EF Mean APE 2.80%
AF Mean APE 6.01%
BE Mean APE 5.86%

Forwarding (EF) is 20% and the Variable Bit Rate (VBR) such as Assured Forwarding (AF) and
Best Efforts (BE) are 40% respectively.

3.1. Waste Bandwidth Improvement

Figure 1 compares the Bandwidth waste vs. traffic load among the IPACT with/without GEP and
DBAM. The improve percentage can be calculated as follow:

(
W T

Origin −W T
after

)

W T
Origin

, (4)

where T ∈{IPACT with GEP}. The IPACT has the worst throughput because the idle period
problem will reduce whole passive optical network resource and poor bandwidth allocation mech-
anism will lead in lowering system throughput. On the other hand, DBAM has better system
performance by add some waited-based prediction to face the packet arrival in the waiting time
problem. The propose GEP prediction mechanism not only can improve the throughput perfor-
mance in Fixed-IPACT but also in DBAM because of GEP can offer a better prediction mechanism
then DBAM.

3.2. Average End-to-End Delay and Queue-Length

Figure 2 and Figure 3 compared average packet end-to-end delay and queue length among IPACT,
IPACT GEP and DBAM. The simulation result shows the IPACT GEP has a lowest end-to-end
delay and queue length especially in the heavy traffic load. The reason is that as the network load
is high, the IPACT GEP can still guarantee the whole traffic class to transmit more packets which
are leading to a lower average end-to-end packet delay and queue length.
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Figure 1: Waste bandwidth im-
provement (%).

Figure 2: Average queue length
(bits).

Figure 3: Average end-to-end
delay (ms).

Figure 4: EF end-to-end delay
(ms).

Figure 5: BE end-to-end delay
(ms).

Figure 6: EF jitter.

3.3. EF and BE End-to-end Delay

Figure 4 and Figure 5 compared average EF and BE end-to-end delay packet delay among IPACT,
IPACT GEP and DBAM. The simulation result shows the IPACT GEP has a lowest EF end-to-end
delay, particularly when the traffic load exceeds 80%. The reason is that the IPACT GEP can still
accurately predict the CBR traffic class and VBR traffic class without scarifying the low priority
traffic which is leading to a lower EF and BE end-to-end packet delay. On the other hand, the
DBAM can guarantee the CBR traffic but can not guarantee VBR traffic because of the waited-
based prediction mechanism. Additionally, the IPACT GEP meets the ITU-T recommendation
G.114 that specifies the delay for EF traffic in the access network is 1.5 ms [14].

3.4. Jitter

Figure 5 compares the jitter performance of IPACT, IPACT GEP and DBAM for EF traffic class
versus the traffic loads. The delay variance is calculated as , where represents the delay time of
EF packet i and N is the total number of received EF packets. Simulation result shows that the
jitter for EF traffic is increasing as the traffic load increase. The IPACT can guarantee a stable
but higher jitter because of the fixed window size and cycle time. The waited-base DBAM can not
predict the variable bit rate traffic which leads to an inconsistent cycle time that causing the poor
jitter performance especially in heavy traffic load. The IPACT GEP can achieve a stable and lower
jitter because of maintaining a stable cycle time

4. CONCLUSION

In this study, the crucial issues that can improve the performance in EPON are discussed and
evaluated specifically. The IPACT GEP prediction scheme resolves the waiting time problem in
the traditional DBA and enhances the system performance, reduce end-to-end packet delay and
improve the bandwidth utilization. Additionally, the GEP mechanism considers the prediction for
differential traffic characteristic and allocates bandwidth for differential traffic adaptively. Simula-
tion results show that the throughput of artificial neural network programming prediction is better
than non-predict and linear programming prediction mechanism, especially in throughput perfor-
mance. Furthermore, the proposed GEP prediction scheme can support better QoS, the average
end-to-end delay and lower bandwidth waste of each ONU than IPACT and DBAM
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Abstract— Code pulses of a spectral amplitude coding/optical code division multiple-access
(SAC/OCDMA) system are overlaid onto a multichannel wavelength division multiplexing (WDM)
system. Modified quadratic congruence (MQC) codes are developed as the signature codes for
the SAC/OCDMA system. The developed code is to avoid the overlapping between signals of
both systems with no use of notch filters. In addition, performance and confidentiality results
of this scheme are compared to our previous hybrid SAC/OCDMA-WDM overlay scheme which
utilizes normal MQC codes with notch filters. The system performance and data confidentiality
are evaluated in terms of bit-error rate (BER) and eye diagrams. The eavesdropper’s interceptor
that is based on a simple energy detector can scan all corresponding SAC/OCDMA wavelengths
to detect an entire coded signal of an authorized user. Our results indicate that the performance
and confidentiality have inverse relationship between the two hybrid systems. For a first hybrid
scheme that does not adopt notch filters, the BER performance, when a data rate is 622Mbps,
for OCDMA users is about 10−15 at 4 dB of an optical attenuator, and BER for eavesdropper
detection values vary from 10−6 to 10−15 due to different overlapping effects between WDM
interferes and OCDMA pulses. On the second hand for a hybrid scheme that contains notch
filters, the BER performance for OCDMA users is about 10−12 at 4 dB of an optical attenuator,
and for eavesdropper detection values are mostly about 10−2. However, it is concluded that an
eavesdropper faces immunity from SAC/OCDMA system in both cases because WDM channels
act as a partial masking over encoded signals in a hybrid scheme. Furthermore, the tradeoff
between the performance and confidentiality for authorized SAC/OCDMA users is considered.

1. INTRODUCTION

The main Optical CDMA and WDM systems have been of widespread implementation for local and
metro access network. This is because OCDMA systems provide users both simultaneous and asyn-
chronous access to networks with high security [1, 2], and WDM systems provide a relatively high
transmission capacity [13]. In addition, OCDMA can be overlaid onto existing WDM networks in
order to enhance the network security [3, 4]. It has been shown that modified quadratic congruence
(MQC) code is an effective code for spectral amplitude coding/optical CDMA (SAC/OCDMA) [5].
This code can reduce the effects of both phase induced intensity noise (PIIN) and multiple access
interference (MAI).

Recently, each WDM channel can employ the same set of SAC/OCDMA systems [6, 7]. In [8, 9],
a hybrid WDM-OCDMA scheme has been demonstrated using spectrally phase-encoded OCDMA
channels. In [10–12], we have also demonstrated in-band transmission of both SAC/OCDMA and
WDM signals using MQC codes.

In this paper, we develop a new MQC code for simultaneous transmission of several OCDMA
channels and WDM channels on the same spectral band without spectrum overlapping. In ad-
dition, we apply the eavesdropper’s technique, used in [10], for comparison of performance and
confidentiality between this scheme and our previous scheme [10, 11] in terms of both bit-error rate
(BER) performance and eye diagrams.

The remainder of this paper is organized as follows. In Section 2, the development of our new
MQC code is presented for the proposed system. Different hybrid schemes designs and simulations
are demonstrated in Section 3. Section 4 is devoted for our results and discussions. Finally the
conclusion of the paper is provided in Section 5.

2. NEW MQC CODE DEVELOPMENT

A new MQC code for simultaneous transmission of both SAC-OCDMA and WDM channels without
spectrum overlapping is to be developed. The MQC code that is mentioned in [5] has code families
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Table 1: MQC binary sequences, S with p = 3 and N = 12; and the corresponding wavelengths.

N C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

Wavelength

(nm)
1549 1549.2 1549.4 1549.6 1549.8 1550 1550.2 1550.4 1550.6 1550.8 1551 1551.2

Code

sequences

of

S matrix

1 0 0 0 1 0 0 1 0 0 0 1

0 1 0 0 0 1 0 0 1 0 0 1

0 0 1 1 0 0 1 0 0 0 0 1

0 1 0 0 1 0 1 0 0 1 0 0

0 0 1 0 0 1 0 1 0 1 0 0

1 0 0 1 0 0 0 0 1 1 0 0

0 1 0 1 0 0 0 1 0 0 1 0

0 0 1 0 1 0 0 0 1 0 1 0

1 0 0 0 0 1 1 0 0 0 1 0

(N, w, λ) = (p2 + p, p + 1, 1), with p a prime number. Here, N = p2+p is the code length, w = p+1
is the code weight, and λ = 1 is the cross-correlation. This code allows K = p2 simultaneous
users. Table 1 shows some binary code sequences, S, for parameters p = 3 and N = 12; and the
corresponding wavelengths.

A new binary MQC sequences, Q, is generated based on the old binary MQC sequences, S, by
using a shifting technique. This technique can be done by a multiplication of S and an Ax matrix,
as defined below. A basic matrix A1 is given by a 3× 4 matrix:

A1 =

[ 1000
0100
0010

]

3×4

(1)

The matrix Ax is defined as

Ax =




A1 0 . . . . . . 0
0 A1 0 . . . 0

0 0
. . . . . . . . .

...
... . . .

. . . . . .
0 0 . . . 0 A1




N×(N+x)

(2)

where x = N−(N mod 3)
3 represents the number of A1 matrices in Ax and the zeros in Ax are of

dimension 3×4. If S matrix has size K×N , then the size of Ax is N×M where M = N+N−(N mod 3)
3 .

The result is a new binary code sequences, Q, with a size of K ×M . We notice that the number
of columns of Q increases by one for each old three columns with consideration of integer number.
In our proposed system, we assume that the bandwidth of a WDM channel, Bw equals that of a
chip of MQC code of SAC/OCDMA, Bc. That is, Bw = Bc = 0.2 nm. The WDM channels are
allocated at every 100GHz (or equivalently 0.8 nm in wavelength). Therefore, for each 3 elements
of MQC chip, there is 1 channel of WDM system. This method can also be applied on any code
of SAC/OCDMA. In this paper, we present as an example; MQC code sequences with p = 5 and
K = 25, so the size of S is 25 × 30. Hence, the size of Ax 30 × 40 and the size of Q = S × Ax is
25× 40. This leads to having 10 locations for WDM channels as shown in Table 2. This technique
is important to avoid the direct spectrum overlapping between the signals from both subsystems,
which improves the performance compared to that of our previous systems [10, 11].

3. DIFFERENT HYBRID SCHEMES DESIGN AND SIMULATION

In a hybrid scheme as shown in Fig. 1, broadband OCDMA signals and narrow band WDM signals
are combined together in one system. We have two techniques to reduce the overlapping between
these signals. The first technique that mentioned in [10, 11] utilizes notch filters at the receiver
side. The second one that was introduced in the above section does not need notch filters. The two
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Table 2: MQC binary sequences with shifting process, Q with p = 3, x = 4 and M = 16.

N C1 C2 C3 W1 C4 C5 C6 W2 - - - C28 C29 C30 W10

λ (nm) 1546.0 1546.2 1546.4 1546.6 1546.8 1547.0 1547.2 1547.4 - - - 1553.2 1553.4 1553.6 1553.8

Code

sequences

of

Q matrix

1 0 0 0 0 0 0 0 - - - 1 0 0 0

0 1 0 0 0 0 0 0 - - - 0 1 0 0

0 1 0 0 0 0 0 0 - - - 1 0 0 0

0 0 1 0 0 0 0 0 - - - 1 0 0 0

0 0 0 0 1 0 0 0 - - - 0 1 0 0

0 0 1 0 0 0 0 0 - - - 0 0 0 0
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Figure 1: A hybrid system block-diagram.

Table 3: Typical parameters used for simulation.

Broadband source transmitted power for SAC/OCDMA 16 dBm
Laser source transmitted power for WDM 1 dBm

Data bit rates for SAC/OCDMA and WDM, respectively 622Mbps and 2.5 Gbps
Bandwidth of encoder/decoder filters 25GHz

Fiber link attenuation 0.2 dB/km
Fiber dispersion 17 ps/nm-km
Dispersion slope 0.075 ps/

√
km

External modulator extinction 30 dB
Dark current 5 nA

Thermal noise coefficient of the photodetector
for SAC/OCDMA and WDM, respectively

1× 10−22 W/Hz and 1.8× 10−22 W/Hz

Number of SAC/OCDMA users 25
Number of WDM users 8

different schemes have been simulated for performance comparison. The MQC code for 25 users
used in the simulation is (N , 6, 1), while used WDM channels are eight with 100 GHz frequency
spacing. The typical system parameters, considered for the simulation, are illustrated in Table 3.

For data confidentiality comparison, an eavesdropper’s code interceptor that is based on scanning
all corresponding wavelengths used by SAC/OCDMA users is used in the simulation. This technique
of an eavesdropper basically depends on a classical detection theory [14]. The eavesdropper can tap
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a codeword of the OCDMA system to detect whether the energy of a single pulse is available or not.
An optical matched filter and a photodiode can perform this detection. After some calculations by
a smart eavesdropper, the data for an authorized user will be read. The receiver structure of an
eavesdropper is shown in Fig. 2. However, due to WDM signals that perform a partial masking over
OCDMA pulses, the eavesdropper faces challenges to distinguish between the 0’s and 1’s pulses of
a SAC/OCDMA code, and hence, he or she will take more time to detect the entire code and to
read the authorized data.

4. RESULTS AND DISCUSSION

The bit-error rate (BER) performances for both hybrid systems are evaluated and plotted in Figs. 3
and 4. Fig. 3 shows the BER for an OCDMA user with various optical attenuator values for both
hybrid schemes. The BER for the hybrid scheme that without notch. This is expected because the
effect of overlapping is more in the former case. For example, at 4 dB of an optical attenuator, the
BER performance for OCDMA users are about 10−12 and 10−15 for the first and second schemes,

RX 
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Tapping
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Eavesdropper 's Receiver
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Tapping
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Figure 2: Eavesdropper’s technique at: (a) an OCDMA receiver has notch filters; (b) an OCDMA receiver
has no notch filters.

Figure 3: BER versus optical attenuator values for OCDMA user for both hybrid schemes.
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Figure 4: BER versus chip numbers of MQC codes for eavesdropper’s interceptor for both hybrid schemes.

(a) (b)

Figure 5: Eye diagrams for a WDM user at 4 dB optical attenuator: (a) Hybrid scheme notch filter (first);
(b) Hybrid scheme developed MQC (second).

respectively. Fig. 4 also shows the BER but for an eavesdropper’s interceptor for both hybrid
schemes with versus chip numbers of MQC codes. At the first scheme, the BER for eavesdropper
detection values are mostly about 10−2, while at the second scheme the BER values vary from 10−6

to 10−15 due to different overlapping effects between WDM interferes and OCDMA pulses. These
results indicate that the data confidentiality for the first hybrid scheme is better than that for the
second one. Hence, the performance and confidentiality have inverse relationship between the two
hybrid systems.

The eye diagrams for evaluating the performance of WDM systems under both hybrid schemes
are shown in Fig. 5. These diagrams are obtained at 12 dB optical attenuator and 2.5 Gbps data
rates. The BER is found to be 1.9 × 10−8 for first scheme setup as in Fig. 3(a) and 3.8 × 10−12

for second scheme setup as in Fig. 3(b). It is obvious that the performance relationship of WDM
systems under the two schemes is as mentioned above for OCDMA system.

5. CONCLUSIONS

The separation process between WDM and SAC/OCDMA systems has been presented by devel-
oping a new MQC code. In addition, BER performance and confidentiality results of this scheme
have been compared to hybrid SAC/OCDMA-WDM overlay scheme which utilizes normal MQC
codes with notch filters. Our results indicate that the performance and confidentiality have inverse
relationship between the two hybrid schemes. It is also concluded that an eavesdropper faces im-
munity from SAC/OCDMA system in both cases because WDM channels act as a partial masking
over encoded signals in a hybrid scheme. Furthermore, the tradeoff between the performance and
confidentiality for authorized SAC/OCDMA users is considered.
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Abstract— Metal detector systems are widely using in current daily life. Nowadays, metal de-
tectors operate on three basic technologies: very low frequency (VLF), pulse induction (PI), and
beat-frequency oscillation (BFO). They are commonplace in libraries, airports, military camp,
prisons, stores and shops. However, these devices share the common disadvantages of not being
able to detect the profile of metal object. To resolve these problems, we recently developed a
compact metal detector capable of differentiate metal of different shapes and geometry using a
fiber-optic magnetostriction sensor. The basic concept of the metal detection is based on moni-
toring strain-induced optical path length change in the interferometer stems from the magnetic
field induces magnetostriction effect on the ferromagnetic material which is coated on optic-fiber.
Metal detection is made possible by disrupting the magnetic flux density present on the magne-
tostrictive sensor. In this paper, we will present our approach and the latest result of 2D metal
profile measurement.

1. INTRODUCTION

Metal detector systems are widely used in our everyday lives, such as walk-through metal detectors
in an airport or handheld metal detection devices at a concert or sporting event, etc.. In general,
metal detector technology is a huge part of our daily lives, with a range of uses which spans from
leisure to work to safety. They are commonplace in airports security, libraries, prisons, stores, armed
forces, shops and government buildings. Currently metal detectors can be categorized into three
basic technologies: very low frequency (VLF), pulse induction (PI), and beat-frequency oscillation
(BFO) [1–3]. These conventional metal detector systems share common disadvantages of not being
able to detect the profile of a metal object, being relatively bulky in size, and not being resistant
to RF interference caused by the surrounding electronics devices. In this paper, our research will
concentrate on developing a novel compact metal detector system that overcomes aforementioned
shortcomings. As we have previously published [4], our metal detector system is integrated fiber-
optic Mach-Zehnder interferometer with the novel magnetostrictive material. The main concept
of our metal detector is the use a simple DC magnetic field scheme with the magnetostrictive
material as the sensing device. The overall main structure consists of fiber-optic Mach-Zehnder
interferometers. Therefore, our metal sensor can be regarded as a novel metal detector system.

For our detector, a fiber-optic magnetic field sensor uses the change in length of a magnetostric-
tive element in the presence of a magnetic field to change the optical path length of a fiber optic
magnetic sensor. Therefore, our metal detection is made possible by monitoring strain-induced op-
tical path length change in the interferometer which stems from the magnetostrition effect induced
by magnetic field. Previous studies of our magnetostrictive material (WC-WSJOSH-2) coated on
to fibers proves this concept is successful for metal detection [5]. Also, our previous experimental
results show that our metal detector can identify the general geometrical shape of a rod rectangular
bar, wrench and steel plate with two holes [6, 7]. In the present study, we report the latest results
of the magnetostriction applications in clamp metal profile sensing.

2. POLYMERIC FIBEROPTIC MAGNETOSTRICTIVE METAL DETECTION SYSTEM

The fiber-optic sensor is coated with magnetostrictive material and embedded in composite resin.
Numerous fiber-optic magnetic field sensors have been developed. Yariv and Winsor [8] proposed a
now common configuration which uses a magnetostrictive film coating an optic fiber. This sensor
is in the form of two Mach-Zehnder fiber-optic interferometers immersed in a magnetic field. The
magnetic field leads to the magnetostrictive film to deform, straining the optic fiber. This causes a
change in the length of the optical path. An interferometer is used to measure the phase changes.
Our research on metal detector system will concentrate on this technique; please refer to our
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previous experiments [4, 5] for greater detail. In this paper, the metal detector utilizes a single
mode fiber with the ferromagnetic polymer coating applied directly onto the cladding of the sensing
arm. Measurement of the intensity of the resulting strain on the magnetostrictive material is based
on the magnetic field induced phase shift in the interferometer given by [8]. In this paper, the
structure of magnetostrictive metal sensor is shown in Figure 1(a). We use the different layout
and geometry that we reported previously [6]. In this case, the sensing fiber is bent into a circle
shape in order to reduce the detector size (30 cm long and 1.5 mm thick, see Figure 1(b)), and the
magnetostrictive material is manipulated during fabrication to increase its sensitivity.

3. EXPERIMENTAL PROCEDURES

The overall metal detector system is based on Mach-Zehnder fiberoptic interferometer, the afore-
mentioned sensing element consisting of magnetostrictive material associated with an optical fiber
of an interferometer arm is the defining component for detecting changes in magnetic fields. When
a change in the magnetic field occurs it causes longitudinal dimension changes in the magnetostric-
tive material. These changes induce a strain in the optical fiber. This strain causes a phase shift
in the optically propagating beam in the fiber which is detectable by interferometry. The overall
experimental setup for the magnetostrictive metal detector system is shown in Figure 2. For ex-
perimental components chosen and set up procedure, please refer to our previous publications [4, 5]
for greater detail.

In this paper, the metal object is mounting on homemade wooded track stage (Figure 3). For
complex metal measurement, the clamp metal object (Figure 4) was attached on the underside of
the cart, parallel to the metal sensor. When a metal object is directly above the transformer, a
localized magnetic disturbance is created. This disturbance results in a phase shift that is observed
in the output interferometer. Similar to the previous metal detector setup [6], a constant DC
magnetic field is applied to the metal sensor, with a Hall Effect sensor positioned directly above
for a reference signal (∼ 1 cm above the autotransformer). Table 1 provides details on the actual
size and position of the metal object. The space between the metal object and the sensor is 1 cm.

(a) (b)

Figure 1: Configuration of metal sensor. (a) The structure of magnetostrictive metal sensor. (b) The photo
of magnetostrictive metal sensor (WC-WSJOSHNICK-1).

 

  
 

 
 

 

 

  
 

 

Figure 2: Scheme of polymeric fiber-optic magnetostrictive metal detector system.

 Metal sensor 
Metal  mounted on 

wooden cart

Figure 3: Configuration of wooden track stage.
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Figure 4: Configuration of clamp metal object.
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Figure 5: The movement direction of wooden cart
with metal object.

Table 1: The dimensions of investigated samples.

Investigated samples Position Distance

Rod
1st Rod 0.9 cm
2nd Rod 0.9 cm

Clamp
Clamp’s arm (1) 8.5 cm
Clamp south (2) 1.3 cm
Clamp north (3) 1.3 cm

Gap
Distance middle (4) 6.7 cm
Distance south (5) 5 cm
Distance north (6) 6.5 cm

(a) (b)

1
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6

3

25

2
nd

Rod

41

Figure 6: Plots of output mapping result from magnetostrictive metal sensor with C clamp. (a) Mapping
metal’s outline. (b) Actual investigated metals.

The cart was moved back and forth by hand, striving for a constant speed. For metal’s profile
mapping, the cart with clamp metal was being shifted toward right direction with 1 cm by each
measurement. Figure 5 shows the movement direction of wooden cart with metal object. This
experimental design was not only able to detect the presence of metal objects, but was also capable
of mapping metal shapes. By mounting metal objects on a wooden cart and moving the cart over
the metal sensor, it becomes possible to attempt numerous metal detection trials. Finally, we use
the results of these trials to determine the shape and size of the metal object. The resulting signals
from both the metal sensor are shown in Figure 6 and Table 2.
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Table 2: The calculation result of investigated samples.

Investigated samples Actual size (cm) P1 P2 P3 P4 P5 P6
1st Rod 0.9 0.86 1 1 1 1 1.24
2nd Rod 0.9 0.98 1 1 1 1 1

Clamp’s arm (1) 8.5 8.59 9.16 N\A N\A N\A N\A
Clamp south (2) 1.3 N\A N\A 1.6 1 1.24 1.24
Clamp north (3) 1.3 N\A N\A 1.24 1.6 1.33 1.04

Distance middle (4) 6.7 N\A N\A 6.72 6.48 7.2 7.2
Distance south (5) 5 5.25 4.86 4.8 5.04 5.04 4.86
Distance north (6) 6.5 6.33 6.72 6.42 7.2 7.2 6.72

D istance between two rods 20.4 19.74 20.33 21.2 21.4 20.25 20.53

4. RESULTS & DISCUSSION

For the metal detector testing, a DC magnetic field was fixed at 500 gauss (corresponding input
DC voltage of 4V from the autotransformer). Our previous publication [7] details how the fiber
sensor successfully detects a steel wrench and steel plate. The results from [7] show that the
magnetostrictive metal sensor can roughly distinguish the metal’s profile. In this paper, we also
discuss the broadened application of the sensor: the ability to create a 2D outline of an object. The
metal object used for testing was an irregularly shaped metal clamp (Figure 4(a)). In publication [7],
it was proved that the size of the metal object could be calculated based on the period of time it
was detected and the velocity of the object being detected Because our sensor was 1 cm in diameter
and the metal object was approximately 5 cm in width, the object was scanned in five segments.
Using the resultant output signals and velocities from each segment, we could calculate the size of
the metal object; the results are shown in Table 2. According to the calculated results, we could
plot the metal object’s outline using AutoCAD (Figure 6).

Based on Figure 6, it shows that the metal sensor (WC-WSJOSHNICK-1) is capable of deter-
mining the metal’s irregular shape. Due to the limitation of sensor size and sensor detection area,
we could only detect the rough shape of the metal. From Table 2, we can clear see that the values
calculated were very close to the actual dimensions of the metal object. These errors could be due
to a number of factors. First, the biggest error probably came from the calculation of velocity.
The velocity was calculated with a camera that shot 30 frames per second. An even faster camera
would give an even more precise measurement of velocity. The method used currently assumes that
the velocity is constant. However, in testing the velocity is not a constant which creates another
source of error.

5. CONCLUSIONS

Magnetostrictive sensor technology continues to mature and will provide important capabilities to
growing commercial sensor marketplaces in the years ahead. In this paper, we presented a polymeric
magnetostrictive metal detector system using a magneostrictive material (WC-WSJOSHNICK-1).
The results from the fiber-optic system show that it can roughly identify irregular metal shapes.
Our sensors have been notably successful in detecting the general shape of the metal objects. We
further improved the sensor’s capability by using the metal sensor to create a 2D outline of the
metal object. However, we are striving to improve the sensitivity of metal detection using the
fiber-optic magnetostriction metal detector system described herein. It is our future work that
the sensitivity can be improved to the level where we can identify metals of different permeability
and also increase the accuracy of width detection of the metals. The final goal of this sensor is
to identify and calculate the shape of more complicated metal objects and to develop a novel 3D
metal detector system.
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Abstract— We propose the use of a band reject filter in coaxial fiber configuration for gain
flattening in Erbium doped fiber (EDF) amplifiers. The band reject filter can be used as a gain
flattening filter at the end of an EDF or alternatively, an erbium doped coaxial fiber with doping
only in the inner core region (rod) can be used for inherent gain flattening. This results in
inherent gain flattening as well as increase in the average gain across the 1530 to 1560 nm band
as in the case of long period grating in erbium doped fibers.

1. INTRODUCTION

In this paper, we propose the use of a coaxial fiber configuration [1] for gain flattening in erbium
doped fiber amplifiers. Although the use of an Erbium doped coaxial fiber for inherent gain flatten-
ing has also been proposed earlier [2], it assumes the selective excitation of only the LP01 supermode
in the coaxial fiber, whereas, for the reported parameters, the fiber supports three symmetric modes
(the LP01, LP02 and LP03 supermodes). We also considered a similar coaxial fiber which supports
LP01 and LP02 supermode and have shown that if such a coaxial fiber is spliced to a single mode
fiber at the input end in an actual transmission system, in general both the supermodes get ex-
cited. When the output of the coaxial fiber is spliced to another single mode fiber, the amplified
signal power coupled into it can be a very sensitive function of the length of coaxial fiber used due
to the two mode interference, especially around the phase matching wavelength [3]. If the phase
matching wavelength is chosen around 1510 or 1560 nm, the power spectrum becomes insensitive
to the coaxial EDF length in the entire C band of operation but no inherent gain flattening is seen.

In coaxial fibers (Fig. 1), the rod and tube form two independent waveguides, each support-
ing only one azimuthally symmetric mode. The two individual waveguides can be chosen to be
synchronous at a phase matching wavelength λ = λph. When the rod and tube waveguides are
close, the rod and tube waveguide modes get evanescently coupled. In a WDM system the input
single mode fiber excites the rod waveguide mode and the power oscillates between the rod and the
tube waveguides as it propagates along the coaxial fiber; finally, the power in the rod waveguide
is coupled out into the output fiber. At phase matching wavelength the entire power oscillates
between the rod and the tube. However, away from phase matching wavelength on either side, the
fraction of power oscillating is less. Hence, this combination with the coaxial fiber of appropriate
length acts as a band reject filter at the phase matching wavelength. The fiber parameters are
chosen such that the phase matching wavelength coincides with the peak of EDF spectrum, i.e.,
typically around 1530 nm. This property can be employed for gain flattening at the end of an EDF.
Alternatively, an erbium doped coaxial fiber with doping only in the inner core region (rod) can
be used for inherent gain flattening. For such a configuration, the power at the phase matching
wavelength couples back and forth between the inner doped core (which has amplification) and the
outer undoped core as it propagates along the length of doped coaxial fiber. When a large number
of wavelengths propagate through the EDF, the population inversion is reduced due to stimulated
emission at each wavelength. The coaxial fiber couples in and out the wavelength corresponding
to the gain peak which reduces the corresponding stimulated emissions around 1530 nm and hence,
the population inversion is available to other wavelengths. This results in inherent gain flattening
as well as increase in the average gain across the 1530 to 1560 nm band as in the case of long period
grating in erbium doped fibers [4].

2. COUPLED MODE ANALYSIS FOR COAXIAL FIBERS WITH GAIN

Various numerical methods have been suggested in literature [5, 6] to characterize the complete
coaxial fiber in terms of its supermodes and their propagation characteristics. To get a better insight
into the propagation characteristics of the coaxial fiber we have used coupled mode analysis [7].
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Figure 1: Refractive index profile of coaxial fiber along with the rod and tube field profiles.

The total field of the coaxial fiber can be written as the superposition of the fields of the inner
rod, ψ1(r) and outer tube, ψ2(r) waveguides as

Ψ (r, z) = a (z) ψ1(r) + b(z)ψ2(r) (1)

where amplitudes a(z) and b(z) are functions of z. Using the conventional ‘slowly varying’ coupled
mode theory one obtains the solutions in the form of two supermodes of the coaxial waveguide:

Ψs, a (r, z) = ψs, a (r) e−jβs, az (2)

with the field profiles given by

ψs, a(r) =
1√

1 + b̄2
s, a

[ψ1(r) + b̄s, aψ2(r)] =
1√

1 + ā2
s, a

[ās, aψ1(r) + ψ2(r)] (3)

where b̄ and ā are given by

b̄s =
βs − β1

κ12
, ās =

βs − β2

κ21
, b̄a =

βa − β1

κ12
, āa =

βa − β2

κ21
(4)

with β1 and β2 being the propagation constants of the individual rod and tube waveguides and βs

and βa the propagation constants of the two supermodes. An EDF in coaxial configuration would
exhibit gain. We have considered the fiber doped with erbium ions in the inner core (rod), i.e.,
over a region 0 < r < a. Hence, the propagation constant of the rod of the coaxial fiber would
be complex, i.e., β1 = β1 + jγ1, where γ1 is the corresponding gain coefficient of the rod briefly
discussed in the next section. The propagation constants of the two supermodes are given by

βs, a =
1
2

(β1 + β2) + j
γ1

2
± 1

2

√
(β1 + jγ1 − β2) + 4κ2 =

1
2

(β1 + β2) + j
γ1

2
± 1

2
(p + jq) (5)

with κ = (
√

κ12κ21), κ12 and κ21 representing the strength of interaction between the two waveg-
uides defined as

κ12 =
k0

2
(
n2

1 − n2
2

) a∫

0

ψ1ψ2rdr κ21 =
k0

2
(
n2

3 − n2
2

) c∫

b

ψ1ψ2rdr (6)

Hence

βs, a =
(

β1 + β2

2

)
± p

2
+ j

(γ1

2
± q

2

)
(7)

where p
2 and q

2 are given by

p

2
=

1√
2

∆1/2




√
1 +

(β1 − β2)
2 γ2

1

4∆2
+ 1




1/2

,
q

2
=

1√
2

∆1/2




√
1 +

(β1 − β2)
2 γ2

1

4∆2
− 1




1/2

(8)

with

∆ =
(

β1 − β2

2

)2

+
(

κ2 − γ2
1

4

)
. (9)
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(a) (b)

Figure 2: Output spectrum for different lengths for two different inter waveguide separation for a fiber with
n2 = 1.4440236, ∆1 = 0.00643, ∆3 = 0.01232 and (a) a = 5.25 µm, b = 15 µm, c = 16.8 µm and Lc = 3.1 cm
(b) a = 5.22 µm, b = 16 µm, c = 17.8 µm and Lc = 5.5 cm.

Then propagation constants of the two supermodes LP01 and LP02 of the coaxial EDF are given
by γs, a = γ1

2 ± q
2 . At λ = λph, q = 0 and hence γs, a = γ1

2 , i.e., both the supermodes have the same
gain coefficient.

If we consider a coaxial fiber without erbium doping, i.e., no gain is present (γ1 = 0) and
we excite the coaxial fiber from a single mode fiber (same as the rod waveguide) spliced at the
input end, both the supermodes get excited with excitation coefficients a1 = (1 + b̄2

s)
−1/2 and

a2 = (1 + b̄2
a)
−1/2. After a propagation length zL, the power coupled into a similar single mode

output fiber (assuming unit input power) is given by

Pout = 1− κ2

1
4∆β2 + κ2

sin2

[(
1
4
∆β2 + κ2

) 1
2

zL

]
(10)

where ∆β = β1 − β2. At λ = λph, ∆β = 0 and no output power is obtained for zL = (2n + 1)Lc

where Lc = π
2κ is the coupling length and the output spectrum is shown in Fig. 2. The resonance

dip becomes sharper as length increases in odd multiples of Lc as depicted in Fig. 2; however, side
lobes start appearing.

3. EDF IN COAXIAL CONFIGURATION

For an EDF in coaxial fiber configuration, we consider the fiber doped with erbium ions in the
inner core (rod), i.e., over a region 0 < r < a. Following the analysis in [8], for a 980 nm pump, the
gain coefficient of the LP01 mode of the rod is given by

γ1 (λ, z) =
1
2

[∫ a

0
{σe (λ) N2 (r, z)− σa(λ)N1(rz)}ψ2

1 (r) rdr

]
(11)

where σa and σe are the wavelength dependent absorption and emission cross-sections and N2 and
N1 are the steady state population density in the upper and lower state respectively; and ψ1 is the
inner rod field.

As the power propagates in the coaxial fiber it oscillates back and forth between the rod and
the tube wavelength around λ = λph. The power coupled to the output single mode fiber (Pout) is
given by

Pout =
[
a2

1A
2
1 (zL) + a2

2A
2
2 (zL) + 2A1 (zL)A2(zL) a1a2 {cos (φs − φa)}

]
(12)

where the amplitudes A1,2 take into account the gain/loss in the coaxial fiber and φs, a represent
the accumulated phase and are given by

A1,2 (z) = a1,2e
γs, a(λ,0)∆zeγs, a(λ,∆z)∆zeγs, a(λ,2∆z)∆z. . .eγs, a(λ,z)∆z (13)

φs, a = βs, a (λ, 0)∆z + βs, a (λ,∆z)∆z + βs, a (λ, 2∆z)∆z + . . .+βs, a(λ, z)∆z (14)

The given length zL of the coaxial EDF has been divided into small segments of length ∆z and
propagation is considered in terms of local gain/loss and propagation through each segment.
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(a) (b)

Figure 3: Comparison of the gain spectra of the EDF with simultaneous propagation of 50 different wave-
lengths each carrying 1 µW power (solid line) with (a) external coaxial fiber gain flattening filter of length
∼ 3.7 cm (dotted line) (b) EDF in coaxial configuration of length ∼ 3.66m (dotted line).

4. DESIGN OF AN EFFICIENT GAIN FLATTENING MODULE

The band reject filter described in Section 2 with λph = 1530 nm can be used at the end of an
amplifying EDF to reject the excess gain around 1530 nm region. The parameters of the coaxial fiber
can be tailored to give an appropriate attenuation and bandwidth. Fig. 3(a) shows the flattened
gain spectrum obtained by using a coaxial fiber of ∼ 3.7 cm length at the end of a single core
EDF of length 3 m (dotted line). It shows a ±1.36 dB flat gain over a band of 40 nm ranging from
1525 nm to 1565 nm. In comparison the gain variation obtained in single core fiber of same length
is ±4.68 dB in the same range. Alternately, an erbium doped coaxial fiber with doping only in the
rod can be used for inherent gain flattening. For such a configuration, the power at λph chosen to
correspond to gain peak, couples back and forth between the rod (which has amplification) and the
tube as it propagates along the length of doped coaxial fiber. When a large number of wavelengths
propagate through the EDF, the population inversion is reduced due to stimulated emission at each
wavelength. The coaxial fiber couples in and out the wavelength corresponding to the gain peak
(1530 nm) which reduces the corresponding stimulated emissions around 1530 nm and hence, the
population inversion is available to other wavelengths. This results in inherent gain flattening as
well as increase in the average gain across the 1540–1560 nm band as shown in Fig. 3(b), in the case
of long period grating written in erbium doped fibers. Fig. 3(b) shows the flattened gain spectrum
by using a coaxial fiber of ∼ 3.66m length after a length of 1 m of single core EDF (dotted line).
It shows a gain flattening of ±1.68 dB over a band of 40 nm ranging from 1525 nm to 1565 nm. In
comparison the gain variation obtained in single core fiber of same length is ±5.36 dB in the same
range.

5. CONCLUSIONS

The parameters of a coaxial fiber can be tailored to give an appropriate attenuation and bandwidth
for use as a gain flattening filter. The excess gain around 1530 nm can be reduced by terminating it
with an external coaxial fiber gain flattening filter. Alternatively, EDF itself can be used in coaxial
configuration for inherent gain flattening. The latter gives gain enhancement in 1540–1560 nm
region along with gain flattening in 1525–1565 nm region.
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Abstract— This paper reports on a study of the characteristics of a high sensitivity and wide
band (1.8GHz to 6.0 GHz) log-periodic dipole antenna array-type optical electric field sensor
(LPDA-type OEFS). In this paper, we propose an analysis method of the sensitivity characteristic
of LPDA-type OEFS using an electromagnetic field simulator and a computer program which
calculates the operation of multiple electrode OEFS. One conclusion reached by this study was
that the calculated result corresponded to the measured one. In addition, we investigated the
directional pattern by our proposed method.

1. INTRODUCTION

Recently, the growth of information technology has spurred the development of many new tech-
nologies including wireless LAN, WiMAX and UWB. To employ these technologies effectively, it is
necessary to accurately characterize their electromagnetic field intensity. An accurate characteri-
zation is often not realizable because conventional measurement techniques that use coaxial cables
often interfere with the subject field during the measurement process. It is possible, however,
to utilize an optical electric field sensor (OEFS) based instrument with optical fiber to precisely
measure the electromagnetic field.

The OEFS, which is made of dielectric materials (except for its antenna elements), creates
less interference with electromagnetic fields than antennas made of metal. The OEFS is able to
measure electric field strength and frequency using Pockels effect. Thus, we have proposed a log-
periodic dipole antenna array-type OEFS (LPDA-type OEFS) with high sensitivity and wide band
characteristics [1]. The minimum detectable electric field strength is 40 dBµV/m at 2.0 GHz and
60 dBµV/m at 6.0 GHz. The operating frequency range is from 1.8 GHz to 6.0 GHz. A schematic
and photograph of the LPDA-type OEFS are shown in Fig. 1. The OEFS has a compact size
of 107 × 70 × 15mm. One problem is that it takes half a year to fabricate a prototype of the
OEFS. Thus, characterization by simulation is needed. However, it is difficult to evaluate the
sensitivity characteristic of LPDA-type OEFS by an electromagnetic field simulator because the
OEFS has an optical modulator having micro and multiple electrodes. In this paper, we propose
an analysis method of the sensitivity characteristic for LPDA-type OEFS using an electromagnetic
field simulator and a computer program which calculates the operation of OEFS having multiple
electrodes. In addition, we investigated the directional pattern by our proposed method.

2. ANALYTICAL METHOD

2.1. Calculation of Phase Shift of Lightwave
We couldn’t simulate the optical modulation of LPDA-type OEFS by the electromagnetic field
simulator. However, we are able to analyze the sensitivity characteristic to calculate the phase shift
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Figure 1: Schematic and photograph of LPDA-type OEFS. (a) Schematic. (b) Photograph.
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of lightwave. The phase shift is proportional to the output light intensity of the optical modulator.
As a result, we made a computer program which calculated the phase shift of lightwave. The
program was written in a LabVIEW program [2].

When an electric wave is impressed at antenna elements, the impressed voltage between the
n-th electrodes Vn is given by

Vn = Vmn sin(ωt− φmn) (1)

where, Vmn, φmn and ω are amplitude, phase of the impressed voltage of the n-th electrodes, and
angular frequency of the receiving electric wave. The phase of lightwave in optical waveguide ϕn is
given by

ϕn = sin{ω(t− Tn)− φmn} (2)

where, Tn is the time passing from the n-th antenna element to the reflecting points. In the case
of a pair of the antenna elements, output light intensity Iout [3] is given by

Iout =
Iin

2

{
1 + cos

(
π

Vn

Vπ
+ Φ

)}
(3)

where, Iin, Vπ and Φ are input light intensity, the half-wave voltage and the optical bias angle.
Here, Vπ is given by

Vπ =
πd

k0Lnr33n3
e

(4)

where,

k0 =
2π

λ0
, (5)

d, λ0 (= 1.55µm), r33 (= 30.8) and ne (= 2.15) are the length of electrode spacing, wave length of
light source, electro-optical constant and refractive index of LiNbO3. When the optical bias angle
Φ is −π/2 for maximizing modulation efficiency, Eq. (3) is given by

Iout =
Iin

2

{
1 + cos

(
∆δn − π

2

)}
(6)

where,

∆δn = 2
r33n

3
eπ

dλ0
LnVmn sin{ω(t− Tn)− φmn}, (7)

∆δn is the phase shift from a pair of the antenna elements. By applying Eq. (7) to the n-pairs
of antenna elements, the total amount of phase shift from all antenna elements is calculated. The
total amount of phase shift δn is given by

δn = 2
r33n

3
eπ

dλ0

N∑

n=1

[LnVmn sin{ω(t− Tn)− φmn}] (8)

When LPDA-type OEFS has reflective optical waveguide and light phase-inverted structure, Eq. (8)
is given by

δn = 2
r33n

3
eπ

dλ0

(
N∑

n=1

[(−1)n · LnVmn sin{ω(t− Tn)− φmn}]

+
N∑

n=1

[(−1)n · LnVmn sin{ω(t + Tn)− φmn}]
)

(9)

Thus, Eq. (9) enables the analysis of sensitivity characteristic of LPDA-type OEFS.
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Figure 2: Analytical model of LPDA-type OEFS in the case.

Table 1: Specifications for LPDA-type OEFS.

n = 1 n = 30
Distance from the n-th
antenna element to the

reflecting points Dn [mm]
3.76 40.00

Antenna length An [mm] 4.62 49.18
Antenna width Wn [mm] 0.09 1.00
Electrode length Ln [mm] 0.25 2.67

Capacitance Cn [pF] 0.15 1.60

2.2. Analytical Model
Figure 2 shows the analytical model of LPDA-type OEFS in the case where it consists of a resin.
Table 1 shows the specifications for LPDA-type OEFS. Dn, An, Wn, Ln and Cn are the distance
from the n-th antenna element to the reflecting points, the length, the width, the electrode length,
and the capacitance of the n-th antenna element. When the ordinal number of the antenna elements
n is one, it shows the shortest antenna element. 30 pairs of antenna elements with a thickness of
0.018mm are arranged on substrate (Arlon AD-1000) with a thickness of 1.6 mm. The lengths of
elements are half wave and vary log-periodically from 4.62 mm to 49.18mm. Optical waveguide
is positioned in the center of the OEFS. The waveguide consists of a LiNbO3 with a thickness of
1mm.

The capacitance Cn was used in the simulation instead of the electrodes because they were
sufficiently short [4]. The capacitance per unit length of electrode C0 on LiNbO3 is about 0.6 pF/mm
at a distance of electrodes d = 15 µm. The capacitance Cn is given by

Cn = C0 · Ln (10)

2.3. Electromagnetic Field Simulation
The sensitivity characteristic and the directional pattern of LPDA-type OEFS were calculated by
using CST MW-Studio [5] and Eq. (9). We analyzed the amplitude and phase characteristics of
the modulation voltage Vn between electrodes by incidenting the plane wave of excitation source.
In this paper, the angle of plane wave was shifted every 10 degrees from 0 degree to 360 degrees.

3. RESULTS AND DISCUSSION

Figure 3 shows the calculated and measured results of sensitivity characteristics in the front of
OEFS. The results of sensitivity characteristic set 0 dB as a maximum value. The calculated result
having the ripple of 3 dB on average decreased with an increase in frequency from 1.8GHz to
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3.8GHz. The measured result denoted the same tendency as the calculated one. The calculated
result has the ripple of 4–15 dB from 3.8 GHz to 6.0GHz. There was a difference of 11 dB between
the calculated and measured results at 4.6 GHz. However, the ripple of the calculated result had
the same behavior as that of the measured one. Thus, the calculated result corresponded to the
measured one.

Figure 4 shows the calculated and measured results of the directional pattern at 1.8GHz in (a)
horizontal plane and (b) vertical plane. The results of directional pattern set 0 dB as a maximum
value. The calculated result of directional pattern at 1.8 GHz in horizontal plane corresponded
to the measured result from −90 degrees to 70 degrees. There was a difference of more than
15 dB between the calculated and measured results in 100 degrees and −100 degrees. However,
the behavior of calculated result was similar to that of measured one. The calculated result of
directional pattern at 1.8 GHz in vertical plane corresponded to the measured one from −120
degrees to 110 degrees. There was a difference of 4.4 dB at a maximum between the calculated and
measured results in −180 degrees and 180 degrees.
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Figure 4: Directional pattern at 1.8 GHz. (a) Horizontal plane and (b) vertical plane.
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Figure 5: Directional pattern at 6.0 GHz. (a) Horizontal plane and (b) vertical plane.
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Figure 5 shows the calculated and measured results of the directional pattern at 6.0GHz in (a)
horizontal plane and (b) vertical plane. The calculated result of directional pattern at 6.0 GHz in
horizontal plane corresponded to the measured one from −30 degrees to 30 degrees and from 120
degrees to 180 degrees. There was a difference of 17 dB at a maximum in −80 degrees between the
calculated and measured results. However, the behavior of calculated results was similar to that of
measured ones. There was a difference of more than 15 dB at a maximum in 120 degrees between
the calculated and measured results of directional pattern at 6.0GHz in vertical plane. However,
the calculated result corresponded to the measured one.

Differences between calculated and measured results are confirmed from the above results. It is
assumed that the analytical model didn’t include the wire bonding by which a antenna element and
a electrode connected in order to reduce analysis time. However, the proposed method provided
evidence of its effectiveness because the trend of calculated results corresponded to measured ones.

4. CONCLUSION

In this paper, an analysis method for LPDA-type OEFS which calculates phase shift of lightwave
using analyzed modulation voltage by microwave was proposed. The sensitivity characteristic
and directional pattern of LPDA-type OEFS were calculated using this proposed method. The
calculated result of sensitivity characteristic corresponded to the measured one. And the calculated
results of directional patterns corresponded to the measured ones in main lobe. Thus, the proposed
method provided evidence of its effectiveness.
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Abstract— In this paper the design of an innovative architecture of an undersampled digitally
heterodyned stepped frequency GPR is presented. The whole set of parameters characterising
the performances of the SFGPR is optimised by means of a “brute force” approach by using
the software tools previously developed in a high level language. The results of the simulations
performed as well as the key aspects of the design are presented.

1. INTRODUCTION

It is well known that the capability of electromagnetic waves to propagate beyond the physical dis-
continuities of propagation media makes it possible to exploit them to investigate internal features
of dielectric bodies. From this property, an endless number of practical applications have been
arisen, ranging from medical prospecting to detection of mines, nondestructive testing of industrial
items and GPR applications.

In [1] a new architecture of an Undersampled Digitally Heterodyned SFGPR with variable
sampling frequency was presented. The key aspects and the advantages of the new architecture
were presented and discussed: signal generation by means of DAC; undersampling of the echoes by
means of a large bandwidth ADC with a planned step by step varying sampling frequency; digital
quadrature demodulation of the undersampled echoes.

In this paper a preliminary design of a SFPGR based on the previously proposed architecture
is shown. The whole set of parameters characterising the performances of a GPR (step frequency,
first frequency to generate, number of steps, . . .) is optimised by means of a “brute force” approach
by using the software tools previously developed in a high level language (LabViewTM).

The results of the simulations of the whole post-processing chain, from the undersampling of the
step frequencies to their quadrature demodulation and processing to synthesize simulated target,
are shown to fix the performances achievable with the chosen set of parameters.

2. PROPOSED ARCHITECTURE

The choice of a stepped frequency GPR (SFGPR) has been adopted for this design because it has
several advantages with respect to the traditional impulsive GPR systems spacing from the larger
dynamic range to greater signal to noise ratio attainable due to the narrow band of the receiver.
The choice of an heterodyne architecture for the proposed design allows to reduce both its weight
and power consumption.

An heterodyne GPR detects targets by performing a downconversion of the received signal to
a constant intermediate frequency (IF). Because this IF is greater than 0Hz, this architecture al-
leviates the problems related to flicker noise and DC values drift with the temperature typical of
homodyne receivers. The problems related to the IQ demodulation (errors due to phase and ampli-
tude gain imbalances of the quadrature mixer) can be solved if it is performed in the digital domain
instead of the analog one by acquiring directly the IF signal. Undersampling is the optimum choice
that allow to solve both the problems: the downconversion of the signal is performed automatically
(as result of the sampling process) and the signal is sampled optimally without the need to over-
sample it (in fact the frequencies of the tones transmitted are in the order of 100 MHz–400MHz
that would require a sampling frequency of 250 MHz–1GHz, well above the few kHz needed to ac-
quire the transmitted bandwidth according to the Nyquist criteria for bandlimited signals). Once
acquired the echoes are digitally downconverted (quadrature downconversion) to determine their
phase.

A brief description of the main blocks of the SFGPR presented in [1] and showed in Figure 1 is
given below:

Transmitting Chain (Tx Chain): the output a Direct Digital Signal generator (DDS) is low
pass filtered and amplified prior to be sent to the transmitting antenna.
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Figure 1: SFGPR architecture presented in this paper.

Receiving Chain (Rx Chain): the received signal is amplified by an Low Noise Amplifier
(LNA) and provided to a large band ADC; the signal is undersampled with sampling frequencies
provided by the FGU.

Frequency Generation Unit (FGU): aim of this unit is to generate all the frequencies em-
ployed in the SFPGR from a very low phase noise master oscillator: DDS and ADC clocks, FPGA
reference clock.

The main advantages of the presented architecture are:

• Absence of a synchronism chain, generally used in SFGPR to get a phase reference of the
transmitted signal [3].

• Simplified RF front end: both Tx and Rx chains are substantially constituted by an amplifier
and a filter; this is allowed by the undersampling of the received echoes.

• Simplified Frequency Generation Unit.
• Substantial reduction of the power consumption and weight due to the great simplification

brought in the RF front end.

In [2] the proposed SFGPR architecture was analysed for what concerns the aliased images. The
necessity of the analysis performed was due to the wide bandwidth needed to be generated to achieve
high resolution. The mentioned intrinsic advantages achievable by moving GPR complexities from
the analogue domain into the digital one have the side effect to potentially “move” aliased images
into the useful intermediate frequency band if a suitable frequency plan was not performed in
advance. The analysis showed that a successful result is achievable with the aid of ad hoc software
tools and that the characteristics of the filtering to be performed both in the analogue domain (anti-
aliasing LPF at DDS output) and in the digital one (LPF at the quadrature downconversion output)
were easily achievable: results showed that the digital transition bandwidth can be increased from
0.5MHz to 1.5 MHz.

The achievement of the mentioned goals had been possible by moving SFGPR complexities
from the analogue domain into the digital one. In the next paragraph the design of the SFGPR’s
subsystems is presented and described in detail.

3. SFGPR DESIGN

The control of the overall SFPGR is performed by a PC where a Man Machine Interface (MMI)
allows the user both to control the GPR functionalities and to receive the data to be processed.
3.1. Tx Chain
The DDS of the transmitting chain (Figure 1) is clocked by a high sampling frequency generated
by the FGU.

Its value is high enough to allow the generations of all the sinusoidal tones inside the band of
interest by means of proper DDS registers programming by the digital section of the radar.

To allow the use of the greater part of the Nyquist band, the DDS performs also the SINC
compensation. The value chosen for the clock frequency is 1200 MHz; the band of frequencies to
be generated is: 100 MHz–450 MHz.

At the output of the DDS there is an antialias low pass filter to attenuate the generated image
frequencies. The out of band attenuation required for this filter depends on the dynamic range of
the GPR and on the partition of the attenuation made on this filter and on the ADC antialias filter.
As explained later, the ADC to be used in this design is a 10 ENOB, for this reason the overall out
of band attenuation to be partitioned between the two mentioned filters is at least 65 dB.
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The power amplifier at the end of the Tx chain set the power of the signal to be transmitted
in order to obtain, among the other contributions, the required maximum penetration depth and
dynamic range (DR) of the GPR.

3.2. Rx Chain

The first element of the Rx chain is the LNA (Figure 1) that substantially sets the noise level of
the receiver. Besides it and the other amplifiers, not shown in Figure 1 for sake of simplicity, set
the maximum level of the signal to be acquired to 0.5 dB less than the maximum acceptable level
at the input of the ADC. Before it there is a band pass filter to avoid aliasing and to reduce the
level of out of band frequencies as explained in the previous paragraph.

The ADC of this design undersamples the signal transmitted by the GPR and reflected by
targets. This choice eliminates the need of a mixer, with the relative LO signal generation, and
greatly simplifies the synchronization chain mentioned in previous paragraphs; in fact instead to
have an heterodyne receiver with IF at a fixed value, established by the LO offset frequency, the
ADC samples directly the radiofrequency signal in input to the Rx chain. This have the net effect
to greatly simplify the RF section of the GPR at the cost of an increased complexity of the digital
section. This increased complexity can be easily handled by means of modern FPGA without
increasing neither the budget of the radar nor its power consumption; on the contrary this choice
allows to save both of them.

Because whatever sampling frequency value should be chosen it is not sufficiently high to acquire
all the band transmitted by the GPR without introducing errors, it is mandatory to change its value
on a steps’ group basis. The result of this way to proceed is to have digital signals whose IF value
changes step by step and that, as described in the following, it shall be taken into account in the
digital section of the GPR by varying the frequency of the numeric oscillator of the digital IQ
demodulator to be implemented.

After a market survey as ADC candidate has been chosen the AD9211 by Analog Devices. It
is a 10 bit ADC characterised by an input bandwidth of 700 MHz and an aperture uncertainty
of 0.2 ps rms. Other possible candidates were both the AD9445 (14 bits resolution) and AD9446
(16 bits) both with input bandwidth greater than 500 MHz and with an aperture uncertainty of
60 ps rms. As it will be explained in the FGU paragraph, to guarantee a dynamic of 60 dB, the
jitter (rms value) of the sampling frequency should be less than 350 fs, with this value the aperture
uncertainty of the AD9211 does not alter the target dynamic achievable. The main aim of the design
of the GPR prototype presented in this paper is to demonstrate the validity of the new architecture
rather than pushing too much on the GPR performances and for this reason the performances
achievable with the AD9211 are more than satisfactory. Anyway by choosing one of the other two
ADCs indicated before, a trade-off process should be started by taking into account that an higher
dynamic is achievable by using ADCs with higher number of bit but the sampling frequency jitter
to be guaranteed in this case it has to be decisively lower.

An important subsystem of the digital section is the synchronism detector circuit described
in [1]. This detector circuit is needed in that the sampling frequencies are different between them
(on a step by step basis) and they are not integer multiple of the FPGA reference clock frequency;
so it is necessary a circuit that determine when both are phase aligned. It has been designed by
starting from phase detector circuits of digital PLLs [4] and adapted to the needs of the presented
design.

3.3. Digital Section

The samples acquired by the ADC are transferred to the FPGA to be stored and transferred to the
control PC for further processing (in this initial design the digital downconversion is performed on
the PC for sake of simplicity in that aim of this design is to start immediately with on field tests).

The number of samples to be acquired for each frequency step, as showed by the tuning per-
formed by means of software simulations, is in the order of 1000. To keep the “digital section —
Pc” interface as simple as possible the RS232@54kbaud is used; this requires about 6 seconds to
transfer the samples acquired in each complete frequency swept. The same sw tool used to perform
the simulations is adopted to perform the quadrature downconversion in the digital domain; the
local oscillator of this downconverter is chosen according to the frequency of the transmitted signal
and to the planned sampling frequency; its phase takes into account the possibility of spectral
inversion of undersampled signals also.

The main tasks to be performed by the FPGA are:
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Table 1: SFPGR values for frequency generation main parameters.

PARAMETER VALUE
F DDS 1200 MHz
F Start 100MHz

Step Frequency 14MHz
Number of Steps 21

Sampling Frequencies 44MHz/58 MHz

Figure 2: Simulated targets without taking into account any spurious frequency (reference line) and by
filtering all of them.

• Generation of the timing signals (e.g., start generation for the DDS, start acquisition signal
to the ADC and so on).

• Synchronism circuit (mentioned previously).
• Interface to/from MMI to receive commands and configuration parameters and to provide

acquired data.

3.4. FGU
As reported in the previous section this unit has the task to generate the frequencies reported below
with low jitter values:

• Sampling Frequency for the DDS (1200 MHz).
• Sampling frequency (variable) for the ADC: 42 MHz and 58 MHz digitally programmable.
• Reference frequency for the synchronism circuit and for the clock tree generation inside the

FPGA.

3.5. SFGPR Performances
In order to give an estimate of the GPR performances achievable, a ground with a relative dielectric
constant of 9 is considered. In this hypothesis and with the values shown in Table 1, the unam-
biguous range is about 3.6m and the depth resolution expected is about 17 cm. The values showed
in Table 1 are the set to be taken into account for the development of the presented SFGPR and
they constitute the result of the trial and error process performed.

Figure 2 shows the results obtained from one of the simulations performed: it was obtained by
simulating two targets with the same relative amplitude and at a “temporal distance” of, respec-
tively, 7 ns and 12 ns. The characteristics of the digital LPF considered for the simulations are:
Elliptic Filter type of 4th order; CutOff Freq 500 kHz; in band ripple 0.5 dB and out of band atten-
uation 40 dB. In Figure 2 two plots are reported to show the effectiveness of the filtering performed
on the “spurious” signals.

4. CONCLUSIONS

This paper presented the design of a new SFGPR architecture based on the analysis and architecture
previously proposed [1–3]. The details and the simulations results of the proposed design have been
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shown. These results show that the proposed SFGPR performs as foreseen.
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Abstract— Eddy current testing (ECT) system with high sensitive AMR sensor was developed.
The magnetic field resolution of the AMR sensor was about 12 pT/

√
Hz at the frequencies above

1 kHz. A 20 turn circular coil with the diameter of 3 mm was used to produce the excitation field.
A chamber type specimen made of copper alloy was prepared to simulate the cooling grooves of
the combustion chamber of liquid rocket. Artificial defects with the left wall thickness of 0 mm,
0.2mm, 0.4 mm, 0.6 mm. were made in the bottom of the cooling grooves. The width of the
defects was 0.2 mm and the lengths of the defects were 3 mm, 5 mm and 10 mm respectively. The
AMR sensor was located inside of the chamber and close to the inner surface of the chamber.
The scanning was realized by rotating the chamber with a motor. To reduce the influence of
lift off variance during scanning, a dual frequency excitation method was used. For the higher
frequency (20 kHz) eddy-current signal, due to the smaller penetration depth, it only measured
the surface condition and the variance of the lift off; for the lower frequency (2 kHz) eddy-current
signal, due to the bigger penetration depth, it also measured the defect signals except of the
surface condition and the lift of variance. By subtracting the eddy-current signals of the two
frequencies and choosing a proper subtraction factor, the influence of the lift-off variance could
be reduced. Using our dual frequency ECT system, all the artificial defects could be successfully
detected and the influence of lift-off variance could also be reduced well.

1. INTRODUCTION

The combustion chamber of liquid fuel rocket is made of Cu-Cr-Zr copper alloy. Inside of the
combustion chamber is the ultra high temperature gas of about 3000 K. Cooling grooves are made
in the wall of the combustion chamber and liquid hydrogen (20 K) flow in them for the cooling.
Due to the big thermal gradient, small cracks are easily generated in the wall of the combustion
chamber. For the recycling and safety checking, nondestructive testing of the combustion chamber
is necessary. The aim of this research project is to develop a high sensitive ECT (eddy current
testing) system to detect the small cracks in the copper alloy wall of combustion chamber We
once developed high sensitive AMR (anisotropic magneto resistive) sensor and used it in ECT
system [1]. With the AMR-based ECT system, we successfully detected the artificial defects in
aluminum plate [2] and copper alloy plate [3, 4], in which grooves and artificial defects were made
to simulate the wall of the combustion chamber of liquid fuel rocket.

In this report, we will illustrate the experiments and the results of the checking of a chamber
type specimen made of Cu-Cr-Zr copper alloy The scanning was realized by rotating the chamber.
To reduce the influence of the variance of lift off during scanning, dual frequency excitation method
was developed.

2. EXPERIMENTAL SETUP

Figure 1 shows the schematic block diagram of the experimental setup of ECT with AMR sensor.
AMR sensor of HMC1001 was used [5]. The coil was used to produce the AC magnetic field. Two
lock-in amplifiers and two frequencies were used in this ECT system. The penetration depth can be
estimated by formula δ = 1/

√
πfµσ, where δ is the penetration depth, f is the frequency, µ is the

permeability of the material and σ is the conductivity. For high frequency f2, the penetration depth
is small, surface condition and lift off have big influence to the output of V2. For low frequency f1,
the penetration depth is big. Both the inside and surface properties of the material can be detected.
If we subtract the output of V1 and V2, it is possible to reduce the influence of the variance of lift
off.
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Figure 1: Schematic block diagram of ECT system with AMR sensor.
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Figure 2: Chamber type specimen to simulate the combustion chamber of liquid rocket.

3. EXPERIMENT AND RESULTS

A chamber type specimen made of copper alloy was fabricated to simulate the combustion chamber
of liquid rocket. Figure 2 shows it. Grooves were made on it to simulate the cooling grooves of
the combustion chamber. From the bottom of the grooves, the wall thickness was about 1mm.
12 artificial slits with different length and depth were made under the bottom of some grooves to
simulate the defects. The width of the slits was about 0.2 mm. The lengths were 2 mm, 5 mm, and
10mm; and the left thickness of the wall at the positions of the slits were 0 mm (through), 0.2mm,
0.4mm, and 0.6 mm.

The conductivity of the copper alloy is about 5.8× 106 S/m. According to the thickness of the
chamber (1 mm), the low excitation frequency f1 of 2 kHz was used. The corresponding penetration
depth was about 1.5 mm. 20 kHz was used as the high excitation frequency and the penetration
depth was about 0.5 mm. The excitation coil was a 20 turn circular coil with the diameter of about
3mm. The AMR sensor was located inside the chamber and was kept static. The chamber was
rotated by a stepping motor for the scanning. The rotating speed was about 60 degree/second.

Figure 3 shows the scanning results for the slits with the left thickness of 0 mm (though) and
0.2mm. For slits with the left thickness of 0 mm, it was observed by the low excitation frequency
and the high excitation frequency. For the slits with the left thickness of 0.2 mm, the signals became
smaller when using high excitation frequency. During the scanning, the variance of the lift off was
about 0.2 mm, which caused the non-flatness of the output. After the subtraction of the outputs
of low frequency and high frequency, and choosing proper subtraction factor, it became flat. This
proved that the dual frequency method was effective to reduce the influence of the variance of lift
off.

Figure 4 shows the scanning results for the slits with the left thickness of 0.4 mm and 0.6 mm. For
the high excitation frequency, due to the small penetration depth, no slit signals could be observed.
After the subtraction of the outputs of low frequency and high frequency, the line became flat. This
also proved that the dual frequency method was effective to reduce the influence of the variance of
lift off.
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Figure 3: Scanning results for the slits with the left
thickness of 0 mm (though) and 0.2 mm.
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Figure 4: Scanning results for the slits with the left
thickness of 0.4 mm and 0.6 mm.

4. SUMMARY

Using dual frequency excitation method, the lift-off effect could be reduced. All the slit defects
could be successfully detected and the signal-to-noise ratio was good. The experimental results
proved that ECT method can be used to detect the defect in the combustion chamber of liquid
rocket.
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Abstract— With the increase of the availability of high quality data for Earth Observation
(EO), and SAR in particular, it is even more important to have advanced applications that can
exploit this great amount of data. Also it is important to have software (SW) tools that allow
scientists and engineers to process and analyze data, and to develop innovative applications.
“SAR WorkBench” (SWB) is a SW for the fast visualization/browsing, analysis and post pro-
cessing of multi-mission EO data. It was developed in the framework of one of the Italian Space
Agency (ASI) projects for COSMO SkyMed data exploitation and has, among others, some fea-
tures that are very peculiar like the Quality Analysis ones. SWB has a modular architecture and
it is extendible via plug-ins. It can be programmed in an high level programming language, close
to the ones scientists are used to, and do not requires expensive SW licenses.
In this paper, it is presented an overview of the SW and its architecture and some examples of
data analysis performed with SWB.

1. INTRODUCTION

In recent years there has been a significant increase in the availability of data for Earth Observation
(EO) and SAR in particular. The availability of high quality and low cost data will be further
increased with the launch of ESA SENTINEL missions. It is important, therefore, to have advanced
applications that can take advantage of this great amount of data and also have software (SW)
tools that enable scientists and engineers to process and analyze data, and to develop new and
innovative applications.

The panorama of scientific SW for EO (commercial and not) had a great evolution in recent
times as well, and it is in this context that the “SAR WorkBench” (SWB) SW is placed.

It was initially developed in the framework of one of the Italian Space Agency (ASI) projects
(ASI contract n.I/038/07/1 “ASI-GRID”) to overcome a lack of specific SW tools for COSMO
SkyMed (CSK) data in early stages of the mission, when other SW on the market were still not
ready to provide and adequate support. SWB is an application for the analysis and post processing
of multi-mission SAR data (but also supports non SAR EO data). It is modular and has a plug-in
architecture. Core modules provide functionalities for ingestion/data exchange, Quality Analysis
(QA) and basic data processing. SWB also provides a powerful viewer for fast visualization and
browsing of large sized EO products.

Currently exists a base set of plug-ins that provide specific capabilities (such as CSK RAW data
analysis) or allow SWB to interface external packages. As an example, it is already available a
plug-in that enables SWB to exploit some of the powerful processing capabilities of Orfeo ToolBox
(http://orfeo-toolbox.org). New extension modules for interferometry and polarimetry are planned.

One of the key features of SWB is that it is highly programmable. It can be extended writing new
plug-ins in a high level programming language (www.python.org) that has very good extensions for
scientific programming (www.scipy.org). The resulting environment is very close to what scientists
are used to but it do not requires expensive SW licenses.

2. SWB OVERVIEW

SWB is a desktop application for the management of multi-mission SAR data. It is modular and
has a plug-in architecture that makes it very flexible. The main modules include: the Graphical
User Interface (GUI), ingestion/data exchange, Quality Analysis (QA) and data processing.

The GUI component is mainly a multi-mission data viewer that includes facilities and graph-
ical interfaces for controlling other modules. It currently supports a large number of SAR mis-
sions: COSMO-SkyMed, TerraSAR-X, Radarsat 1/2, PALSAR, ERS 1/2, ENVISAT, etc.. It can
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also handle optical and multi-spectral data such as the ones from ENVISAT/MERIS sensor and
ALOS/AVNIR-2. The viewer has been designed to be extremely user-friendly. It provides a dataset
browser, that lists the open products, a main visualization area, a metadata viewer and a panel
indicating the geographical location of the image on a map. Through the GUI interface the user
can access the other modules available in SWB.

Besides allowing access to multi-mission data, the “ingestion and data exchange” sub-system also
enables the user to export data into standard graphic formats (GeoTIFF, JPEG, PNG) compatible
with wide spread software tools and in formats specific for the main GIS and EO applications
(NetCDF, etc.). This is fundamental for the integration of SWB into scientific and production
environments.

The Quality Analysis (see Section 6) component includes tools for measurement of Impulse
Response Function (IRF) parameters and for radiometric analysis. Also a specific extension module
has been developed for the analysis of CSK Level 0 data.

The data processing modules include a set of tools, also accessible via command line, for ba-
sic data manipulation (cropping, data type conversion, raster algebra, filtering, re-sampling, etc.)
and also tools that are specific for SAR data processing (complex data re-sampling and detection,
speckle filtering, geo-coding and ortho-rectification, etc.). It is important to stress that data pro-
cessing modules, and the underlying infrastructure, are designed to handle data products that are
potentially very large sized. They have built-in streaming capabilities and are able to perform (from
file to file) processing, splitting the data into chunks in order to reduce memory requirements.

SWB provides the base infrastructure for data access and a simple extension mechanism. Ex-
tensions can be written using an high level programming language, Python (www.python.org), that
provides an environment suitable for fast prototyping (see www.scipy.org) that is very similar to
wide spread commercial ones like IDLTM and Matlab R©. In this framework, it is quite simple to call
external programs and also integrate external tools and scientific libraries, e.g., written in C/C++
and FORTRAN. Being the entire framework based on a open source SW stack the user do not need
to buy expensive SW licenses in order to write its own extensions.

3. QUALITATIVE ANALYSIS AND INTERPRETATION OF THE AMPLITUDE SIGNAL

The SAR is an active sensor and use a coherent, polarized and monochromatic radiation in mi-
crowave band for imaging (X band for CSK). The information in the data is relative to how the
targets react to the specific wavelength and polarization used. For SAR data interpretation [1] it
is important to take into account both scattering phenomena and distortions due to acquisition
geometry. For example the layover effect gives a horizontal “laid-over” visual image of any vertical
target.

Sometimes the interpretation of SAR data is not obvious [1, 2] so the user needs to perform a
qualitative and visual analysis of the imaged scene. This kind of analysis consists in individualizing
specific targets on the scene and interpreting the data and the connected phenomena taking into
account the satellite configuration and acquisition characteristics. Maps or optical images are often
used for comparison and guidance.

SWB has been used to analyze images in various contexts, with specific attention to human
interest areas, such as metropolitan and agricultural areas, ports and coasts. In this case SWB
revealed to be very handy thanks to its fast browsing and viewing capabilities. The qualitative
analysis has been carried out using standard CSK products delivered by the CSK C-UGS (Civilian
User Ground Segment) of Matera (Italy).

The data set used for the analysis includes SCS (Single-look Complex Slant), DGM (Detected
Ground Multilook), GEC (Geocoded Ellipsoid Corrected) and GTC (Geocoded Terrain Corrected)
products acquired in Stripmap and Enhanced Spotlight acquisition modes. Fig. 2 shows an example
of the layover effect on a SAR image of New York. Skyscrapers appear to be in a horizontal position.
The high resolution of CSK and the strong targets’ response to the sensor allow the naked eye to
count the floors of each building.

4. CHANGE DETECTION ANALYSIS

Storing co-registering images, acquired at different times, in the different channels of an RGB
image (with opportune combination) produces a, so called, multi-temporal RGB product. This
kind of product can be used to detect changes in the imaged area. The targets or areas in which
scattering does not vary have the same value in each colour channel and hence are visualized in gray
tones. Regions in which scattering changes between acquisitions result to be colored in different
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Figure 1: High level SWB architecture. Figure 2: Skyscrapers in New York city.

(a) (b)

Figure 3: (a) Purification plant, (b) A1 highway in Tuscany — Italy.

fashions (non-grey). Such products can be easily generated, in many variants, by SWB starting
from co-registered products.

The high resolution of the CSK sensor makes it possible to appreciate a large number of details
and, in many cases, “to guess” the nature and shape of the target visualized even if it has a relatively
reduced size.

In the left hand side of Fig. 3, it is showed an example of visual change detection performed
using a multi-temporal RGB image. The picture also include the corresponding optical image. It
is the image of a purification plant near the urban area of Rome. It is made up of a set of circular
structures, each of which has a rotating arm. The arms were in different positions at the times in
which the three images used to produce the RGB were acquired and this is evident by the three
colored lines in the cistern circle.

5. MOVING TARGET EXAMPLES

The same kind of products described in the previous section can also be used for a visual moving
target detection [3]. Results shown in this section have been obtained using three stripmap images
in repeat-pass interferometric configuration of an area between Tuscany and Umbria (Italy).

The motion of a target in the satellite across-track direction causes an additional (linear) phase
term in the signal history and hence a displacement of the target in azimuth direction in the focused
SAR image [4]. The entity of the displacement can be expressed as follows:

∆AZ = −R · vLOS

vSAT
(1)

being R the slant range, vLOS component of the motion vector into the line-of-sight direction of
the sensor and vSAT is the sensor velocity.

The along track motion causes de-focusing of the target. A moving vehicle appears in a high
resolution multi-temporal RGB image like a small patch with a dominant color (red, green or blue)
near (it can be outside) the road path.
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The right hand side of Fig. 3 shows the A1 highway (in Tuscany — Italy) and various moving
targets for each of the three images used. In this case the possibility, provided by SWB, to display
geographic and image coordinates of the cursor position allowed an easy calculation of the vLOS

and, projecting in ground along the road path, to perform an approximated estimation of the actual
vehicle velocity.

6. SAR DATA QUALITY ANALYSIS

SWB provides a quality analysis tool (see Fig. 4), mainly targeted to engineers and scientists. It
can be used to measure a wide set of quality parameters on the SAR image including statistic
ones, parameters related to the IRF (geometric resolution, PSLR, SSLR, ISLR and IRF shape), to
the image geometry (geo-location accuracy, etc.) and radiometry. Also it is possible to perform
the spectral analysis of an image portion. This kind of functions can be very useful for in the
development phase of a new processing algorithms to track down bugs in the code and to perform
the tuning of various processing parameters.

7. SWB AND SAR INTERFEROMETRY

Although SWB currently does not have an integrated interferometric tool for co-registration (that
is a core step of the interferometric processing chain) other basic steps, like interferogram formation,
complex multi loocking and phase extraction, are already available in SWB libraries together to
visualization capabilities. This allow SWB to be an efficient helper tool to monitor the development
of interferometric SW chains. An example of SWB use in this context is provided in [5, 6].

Figure 4: Quality analysis tool of SWB.

(a) (b)

Figure 5: DORIS processed COSMO-SkyMed SAR data of the Abruzzo area. (a) Right descending pair, (b)
Right ascending.
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SWB in conjunction with an interferometric SW like DORIS [7] becomes a powerful analysis
tool able to fully exploit the great capabilities of the DORIS processor (see Fig. 5).

8. CONCLUSION

Although not feature complete like some other similar SW (commercial and free) SWB have proved
to be very useful in many contexts. Beyond features directly available in it, some of which very
peculiar like the QA, it is considered very important the possibility of SWB to integrate with
existing production and experimental environments thanks to its data exchange capabilities and
programmability. New features planned for SWB include a better support for applications in the
field of SAR interferometry and polarimety.
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High-gain and Light-weight Antenna for Radar System Using a
Horn Covered with Curved Woodpile EBG

S. Kampeephat, P. Krachodnok, and R. Wongsan
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Suranaree University of Technology, Nakhon Ratchasima, Thailand

Abstract— A high-gain and light-weight antenna using a horn covered with curved woodpile
Electromagnetic Band Gap (EBG) is presented. The proposed antenna has the advantages of high
gain, low profile, and low cost for fabrication. Moreover, it provides the moderately light weight
compare to the other antennas in radar system at present. Because of, it can use the small
mechanism system to rotate its antenna, as in the past. A Computer Simulation Technology
(CST) software has been used to compute the return loss, VSWR, radiation pattern, beamwidth
(−3 dB), and gain of the antenna. The bandwidth, at S11 (−10 dB), is between 8 to 12 GHz with
a gain more than 20 dB.

1. INTRODUCTION

The horns are widely used as antennas at UHF and microwave frequency, above 300MHz [1]. They
are used as feeders for larger antenna structures, as standard calibration antennas to measure the
gain of other antennas, and as directive antennas [2]. Their widespread applicability stems from
their simplicity in construction, ease of excitation, versatility, large gain, and preferred overall
performance [3]. In this paper, we extend the idea of planar EBG resonator to a curved form to
realize an EBG antenna. Similar configurations using metallic elements for EBG structures have
been studied and tested at microwave frequency [4, 5]. However, metallic elements are not preferred
at radar frequency due to their conduction losses by a small skin depth. In this paper, we design and
simulate a curved woodpile EBG based on low loss alumina materials at 10 GHz, and demonstrate
its use in a horn antenna for Short RangeRadar (SRR).

At first, the general approach will be presented which is including the configurations of a horn
antenna and a curved woodpile EBG structures as shown in Section 2. In Section 3, we apply this
approach into the results and discussion. Finally, the conclusions are given in Section 4.

2. HORN ANTENNA AND EBG CONFIGURATIONS

A horn antenna may be considered as a transformer from the impedance of a transmission line to
the impedance of free space, 377 Ω. A common microwave transmission line is waveguide, a hollow
pipe carrying an electromagnetic wave. The horn antenna consists of a flaring metal waveguide
shaped like a horn to direct the radio waves as shown in Fig. 1. The design of a horn antenna is
initiated by determining its aperture dimension as follow [3] The simulated result shows that the
gain at 10 GHz is 14 dB.

We apply a similar geometry as in the planar woodpile structure [6] to design the curved woodpile
EBG made of alumina rods (εr = 8.4, tan δ = 0.002) The parameters for the curved woodpile EBG
are the filament thickness or diameter (w), the inner (R1) and outer (R2) radii, the height (h),
the number of radial filaments (Nrad ), and the number of rings (Nring) of the curved, as shown in
Table 1. Fig. 2 shows geometry of the curved woodpile EBG.

Table 1: The design parameters of the curved woodpile EBG.

Woodpile EBG parameters Size
filament thickness or diameter (w) 0.133λ

inner radii (R1) 12λ

outer radii (R2) 12.27λ
height (h) 2.66λ

number of radial filaments (Nrad) 9
number of rings (Nring) 2



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27–30, 2012 1629

Figure 1: A horn an-
tenna.

R1 

R2 

h 

Figure 2: The geometry of the curved woodpile EBG.

Figure 3: A horn covered with curved woodpile EBG.
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Figure 4: The return loss.
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Figure 5: The VSWR.

Figure 6: The azimuth pattern.
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3. RESULTS AND DISCUSSION

The configuration of the model is shown in Fig. 3. It consists of a horn antenna, curved woodpile
EBG of alumina rods, and FR4 reflector. From Fig. 4, it can be clearly seen that the S11 are lower
than −10 dB, which are between 8 to 12 GHz. Fig. 5 shows the VSWR that is lower than 1.8. It
found that a curved woodpile EBG has low effect of S11 and VSWR. The azimuth pattern of the
proposed antenna at the center frequency band of 10 GHz has narrow beamwidth (−3 dB) of 3.7
degree, as shown in Fig. 6. The simulated result shows that the gain at 10 GHz is 20.47 dB.

4. CONCLUSIONS

In this paper, we present the design of a horn covered with the curved woodpile EBG covering
the 8 to 12GHz frequency spectrum. It has been shown that this design produces high gain, low
profile, and low cost for fabrication. Moreover, it provides the moderately light weight compared
to the other antennas in radar system at present. Therefore, this proposed antenna accords to the
requirements and appropriate for the radar system.
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Gain Improvement of Curved Strip Dipole Using EBG Resonator
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Nakhonratchasima 30000, Thailand

Abstract— In this work, the electromagnetic band gap (EBG) and metallic reflector plane are
used for cavity wall of a curved strip dipole. The reflection phase of cavity walls is important for
the cavity height (h) calculation, which has an effect on the antenna characteristic. The simulation
results found that the cavity height of 0.63λ is most direction gain of 9.3 dB. The HPBW in E-
and H-plane are 59.1◦ and 71.4◦, respectively. Moreover, the patterns have low side lobe, so we
can estimate that the structure volume is well designed. The proposed antenna covers bandwidth
of 2.2 GHz–2.85GHz that suitable for wireless communication and RFID system.

1. INTRODUCTION

With the rapid development of the wireless communication, the antenna is an important to develop
the radio identification (RFID) technology. This technology can be used for example in identi-
fication objects in warehousing supply chain management, service logistics, control, and author
automation process. The RFID system consists of the radio frequency transponder (tag), inter-
rogator (reader), and data processing system, which the communication between the tag and the
reader is achieved by modulated back scattering of the reader’s carrier wave signal. The antenna
is designed for the RFID system which have different requirement for diverse applications. To
design the antenna’s reader the traditional antenna type can be designed by the classic theory of
microstrip antenna [1, 2]. Because the RFID reader at 2.45GHz is applied for the electronic toll
collection on expressway, the antenna design has been sufficient gain, coverage aboard area, and
high power handing. The curved strip dipole antenna has some qualifications that are pertinent
point, its beamwidth is wide and its shape could be change easy [3]. However, the curved strip
dipole antenna has low gain. This argues, if we can design the antenna to work well due to bad
weather on motorway such as fog and heavy raining,it will have more efficiency for field radiating.
In previous paper [4], we proposed a short-end curved strip dipole antenna on conductor plane
for 2.45GHz that the HPBW is wider than straight dipole, which is necessary for the structure
that requires the simple in concept, simple feeder, and used for microwave frequency. Moreover,
there are many papers that presented radiating antenna with cavity wall which is composed of
electromagnetic band gap (EBG) and frequency selective surface (FSS) [5, 6]. The cavity wall has
a positively effect on direction, improving the antenna gain. In this paper, the EBG and conductor
plane are used for cavity wall of a curved strip dipole antenna. The proposed antenna designed
from extremely attractive solutions for check point at the high-way that collect fees from many cars
at 2.45 GHz is presented.

2. ANTENNA DESCRIPTION AND DESIGN GEOMETRY

The geometry of the curved strip dipole using EBG resonator with detailed dimensions is illustrated
in Fig. 1. The curved strip dipole antenna is designed to resonate around 2.45 GHz, which is the
microwave frequency used in RFID transportation application. The radiating is constructed of
metal plate (a 1-mm thick perfect conductor plate). It is mounted over an inexpensive polyvinyl
chloride (PVC) with the dielectric constant of 3.14. The thickness and the wide (w2) of PVC are
1-mm and 30-mm, respectively. The parameters of the antenna consists of the total length and the
wide of the curved strip dipole expressed by Ld and w1, respectively, and the radius of the curved
is a. The half wavelength of the curved strip dipole is Ld = πa. Furthermore, the analysis model of
the cavity wall consists of the metallic EBG and a conductor ground plane. The structure of EBG
has five metallic elements and uses a 9.3-mm rod thickness. The rod width (W ) is 9.3-mm and the
gap (g) width is 22-mm, which the EBG structure geometry is summarized in Table 1. Besides, the
overall dimensions of PEC ground plane is the overall size of EBG. Finally, the curved strip dipole
antenna is placed between the EBG and the conductor plane with cavity height (h2) of 76.8-mm,
which is shown in Fig. 2.
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Figure 1: Configuration of the curved
strip dipole using EBG resonator.

Figure 2: The reflection coefficient.

Table 1: The data of the curved strip dipole using EBG resonator.

Parameter Size (λ)
w1 0.082λ
w2 0.25λ
Ld 0.425λ
a 0.159λ
W 0.075λ
g 0.179λ
h1 0.248λ
h2 0.627λ
l1 1.141λ
l2 1.164λ

3. NUMERICAL SIMULATIONS RESULTS

The objective of this paper is to increased directive gain of the curved strip dipole for application in
RFID technology at 2.45 GHz. From optimized analysis, the good matching of this antenna could
be obtained. As the resulting, the curved strip dipole antenna has a low gain of 1.5 dB and the
HPBW in E-plane is 95.3◦. It has omnidirectional radiation pattern, so the power may be loss
to unnecessary place.In order to solve such problems, the cavity wall is used for improve the gain
of the curved strip dipole antenna. The first step consists in designing an EBG with a resonant
frequency corresponding to the microwave band around 2.45GHz. Fig. 2 is illustrated the reflection
coefficient phase of the upper and lower reflective wall by using the periodic boundary condition [7].
The cavity height has a relations with reflection coefficient of cavity wall, where is based on the
following reaction (1)

h =
c

2f

[
φPEC + φEBG

360o

]
(1)

where, the variables c, f , φPEC , and φEBG are the speed of light, resonant frequency, and the
reflection coefficient phase of PEC and EBG, respectively. Because the combination of phase
should be 2nπ, so the cavity height could be obtained. Fig. 3 shows the height variations versus the
frequency. It appears that a cavity height of 56.8-mm is proper resonant frequency which complies
with the requirements of RFID reader for ETC.

We can calculate the h parameter is 56.8-mm because the upper and the lower reflective wall
are simulated separately by using the periodic boundary condition. Fig. 4 shows the return loss at
h = 56.8-mm, which is mismatch between the curved strip dipole antenna and the cavity. In case
of the specialty dipole, the effect of reflection coefficient phase is not only in almost feed center but
also in two arms of dipole, the h parameter is adjusted the gain as shown in Table 2. The cavity
height of 76.8-mm has the most directive gain of 9.3 dB. In Fig. 4, we found that the proposed
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Figure 3: Calculation of cavity height.

Figure 4: Return loss.

Figure 5: Radiation pattern.

Table 2: The optimizing of cavity height.

h (mm) Gain (dB)
HPBW (degree)

E-plane H-plane
56.8 7.6 77.1 104.8
61.8 8.13 72.7 91.1
66.8 8.6 67.8 80.9
71.8 9.1 62.8 74.1
76.8 9.3 59.1 71.4
81.8 9.2 57.1 71.3
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antenna still exhibits a return loss batter than −10 dB in resonant frequency band. The E- and
H-plane radiation patterns at 2.45 GHz are shown in Fig. 5, which is directive. The patterns have
low side lobe, so we can estimate that the structure volume is will dimensioned.

4. CONCLUSION

The simulation results of curved strip dipole by using the cavity wall for improve the gain have been
presented in this paper. It is utilized to place at the RFID reader for checkpoint at high-way that
collects fees from many cars at 2.45 GHz. Then the modeling software (CST Microwave Studio),
it is successful to improve the gain of 9.3 dB because of the qualifications of cavity wall. The PEC
redirects half of the radiation into the opposite direction. In addition, the EBG wall increases
the gain and redirects the radiation too, as far as the radiation can be radiate to the user’s zone.
Moreover, it has been structure uncomplicated and inexpensive that demand on equipment for
wireless communication system. The band of frequency is covered 2.2–2.58GHz in microwave
frequency band.
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Abstract— Improvement in the feeding structure of the reflector based impulse-radiating an-
tenna (IRA) is attempted to reduce the input impedance of the conventional 200 Ω-conical plate-
fed IRA. A novel feeding structure known as asymptotic conical dipole (ACD) was designed to
get 100 Ω input impedance for reflector IRA. ACD-fed IRA has been analyzed using the Finite
Difference Time Domain (FDTD) method and the result obtained shows better gain than a con-
ventional conical taper-fed IRA. Moreover, a half ACD-fed IRA can give an input impedance of
nearly 50 Ω which can be readily used with most of the single ended instrumentation without
using a 50–200 Ω BALUN as commonly done with IRA.

1. INTRODUCTION

Impulse Radiating antennas are gaining lots of attention for ultra wide band Radar Applications
due to their large instantaneous bandwidth and pulse fidelity. The spherical wave that propagates
through the transmission line feed is converted to the plane wave by the parabolic reflector. One of
the commonly used IRA consists of a parabolic reflector fed by a conical transverse electromagnetic
(TEM) transmission line. The popularly known Impulse Radiating Antennas had [1–6] been de-
signed for 200 Ω input impedance wherein the conical plate transmission line feed used is of 400 Ω
as shown in Fig. 1.

Typically in an IRA two 400Ω conical plate lines are connected in parallel at the feed point to
get 200 Ω input impedance. The reason for choosing a 400 Ω line is to get a smaller cone angle for
the transmission line thereby reducing the aperture blockage and, in turn, a better antenna gain.
Most of the pulse generators have an unbalanced coaxial output with a 50 Ω source resistance.
To Connect 50 Ω voltage source to the 200 Ω input of IRA, a 50Ω to 200 Ω Balun is used. The
commonly used Balun [10] for IRA consists of two 100 Ω coaxial cable connected in parallel at
source end and in series at IRA feed end as shown in Fig. 2. The 100 Ω cables like RG-213 and
its equivalents are not commonly available, hence it limits the wide use of the IRA for different
applications.

This paper describes a novel design of feed transmission line of 200 Ω to get a 100 Ω IRA without
sacrificing the gain of the 200Ω Antenna. In Section 2 of the paper, the design formulas for this
novel feed are presented. The time domain analysis of IRA with novel feed arm and comparison
with conventional conical arm is discussed in Section 3. Discussion on the simulation results and
Conclusion is presented in Section 4 and Section 5 respectively.

2. FEEDING DIPOLE DESIGN

Two Asymptotic conical dipoles of 200 Ω impedance have been designed and connected in parallel
at the feed point to get a 100 Ω IRA. Equivalent charge method [9] has been used to generate the

Figure 1: Schematic of conventional IRA. Figure 2: Schematic of 50–200 Ω Balun.



1636 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

profile of the feeding dipole. In Equivalent Charge Method a hypothetical static charge distribution
is defined with the total charge being set equal to zero. This distribution is usually taken to be
rotationally symmetric about a particular axis (z-axis) with opposite charge reflected about the apex
on the symmetry plane (x-y plane). Two equipotential surfaces of equal and opposite potentials are
thus generated, which define two separate closed volumes. Both of these surfaces can be realized
by perfect conductors with appropriate total surface charge such that the potential distribution
external to the surface remains unchanged.

Let the equivalent line charge λ(z) on the z-axis is given by

λ(z) =

{
λ0 for 0 < z ≤ z0

−λ0 for 0 > z ≥ −z0

0 for z = 0 and |z| > z0

Potential distribution due to this equivalent charge distribution, at any point P (r, ϕ, z) in cylin-
drical coordinate is

φ =
λ0

4πε0
ln





[
z +

√
z2 + r2

]
[
z + zo +

√
(z + zo)

2 + r2

] [
z − zo +

√
(z − zo)

2 + r2

]





(1)

Now, two equipotential biconical Surface is defined as shown in Fig. 4. so that surface potential
function for an infinite biconical structure is given by

ϕ =
1

4πε0




∞∫

0

λ(z′)dz′
[
(z − z′)2 + ψ2

]1/2
+

0∫

−∞

λ(z′)dz′
[
(z − z′)2 + ψ2

]1/2


 (2)

After simplification the surface potential at any one surface can be written as,

φS =
λ0

2πε0
ln

[
cot

(
θ0

2

)]
(3)

where,

Θ0 = tan
(

θ0

2

)
(4)

Equating Eqs. (1) & (2) the contour of the equipotential surface (shown in Fig. 4. which is asymp-
totic to the bicone at the origin) can be defined as,

Θ−2
o =

[
z +

√
z2 + r2

]2

[
z + zo +

√
(z + zo)

2 + r2

] [
z − zo +

√
(z − zo)

2 + r2

] (5)
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Figure 5: Half Contour of ACD.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27–30, 2012 1637

So, Θ0 is a constant determined by desired asymptotic impedance given by any infinite biconical
surface [9]. For each value of z between zero and the antenna height h, there exists a unique value
for the element radius r. Eq. (5) was solved numerically using Newton-Raphson method to get the
contour of asymptotic element as shown in Fig. 5. The mirror image of this profile together with
the original gives the complete ACD surface.

3. ANTENNA DESIGN AND ANALYSIS

A Reflector based IRA was designed using 46 cm diameter parabolic reflector with focal length
18.4 cm as shown in Fig. 6. The feed arm for the IRA was designed using the contour obtained
in Fig. 5. These two 200 Ω asymptotic conical dipole connected in parallel at the input of the
IRA gives 100 Ω input impedance for the new IRA. Feed arms are placed at ±30 degree from the
vertical axis. For the conventional conical feed, approximately 40◦ flare angle is necessary to achieve
an impedance of 100 Ω. This results in the maximum width of arms to be 134 mm whereas the
maximum width of the ACD-fed arm is 41.8 mm occurring at a height of 11.2 mm (Fig. 7). Thus
for the same value of impedance, the aperture blockage is higher for the conventional fed arm as
compared to that of an ACD-fed arm. Moreover, conical arms become bulky for a smaller diameter
paraboloid and puts extra weight on the antenna. Various parameters for antenna design are listed
in Table 1. Solid model of new IRA with support structure is shown in Fig. 8.

ACD-fed IRA has been analyzed in time domain using finite difference time domain solver
XFDTD (v7.1). The excitation signal used for simulation of the antenna was Gaussian pulse
waveform of pulse width of 100 ps. Fig. 9 shows antenna gain at bore sight versus frequency. It
shows comparable gain for the new 100Ω IRA as obtained by the conventional 200 Ω IRA. The new
IRA response is flatter at higher frequencies and the peak gain of 28 dB is achieved at the highest
frequency of the simulation.

The real and imaginary parts of input impedance against frequency is plotted in Fig. 10. The
input impedance profile variation is acceptable for the frequency range. The return loss of the
designed antenna is under −10 dB for a range of frequency from 500 MHz to 15GHz as shown in
Fig. 11.

The excitation pulse used for the time domain analysis shown in Fig. 12. is Gaussian in nature.
The time domain characteristics of the farzone radiated field observed at bore sight of the antenna
is shown in Fig. 13. The radiated far field consists [2, 3] of prepulse of duration in orders of 2 F/c,
a main impulse, which is time derivative of the input excitation pulse and post pulse mainly due
to edge diffraction. The fractional bandwidth of the newly designed ACD IRA is 187% and is

Table 1: IRA parameters.

Parameter Value
Diameter 460 mm

Focal length (F ) 184 mm
fa = F/d 0.4

Input Impedance (Zin) 100Ω
Length of feed arm 184 mm

Figure 6: The ACD feed antenna.

(a) ACD Feed arm (b)  Conventional Feed arm

Figure 7: Comparison of the antenna arms.
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Solid Model of ACD-fed IRA 

Figure 8: Solid model of ACD-fed IRA.

Gain of New and Conventional IRA

Figure 9: Gain of new and conventional IRA.

Figure 10: Input impedance (Ω) vs frequency (GHz). Figure 11: Return loss (dB) vs frequency (GHz).

Figure 12: Excitation gaussian pulse (V) versus time
(ns).

Figure 13: Farzone electric field (V/m) versus time
(ns).

calculated using
2 (fh − fl)

fh + fl
× 100 (6)
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where fh & fl are higher and lower cutoff frequency respectively.

4. DISCUSSION

The premise behind choosing 400 Ω Conical TEM line in the conventional IRA was to have smaller
cone angle leading to small form factor and hence minimum aperture blockage. ACD has been used
in this work as feed, which allows achieving smaller impedance value with smaller cone angle and
smaller form factor. IRA with ACD-fed allows us to reduce the impedance to 100 Ω without either
any reduction in gain or any increment in the aperture blockage. The Gain of an ACD-fed IRA is
higher than conical feed IRA when compared higher when compared at corresponding frequencies.
The requirement of 50–200 Ω Balun in the conventional IRA restricts its wide application because
of non-availability of 100 Ω cables readily. This novel design can be used with differential source,
also the half ACD-fed IRA can be readily used with single ended 50 Ω pulse generators and other
measurement instrumentations.

5. CONCLUSION

The novel scheme of ACD-fed IRA is shown to give comparable or better performance than conical-
fed IRA in terms of gain, Impedance and time domain response. The proposed feed eliminates the
need of baluns and can be directly connected to either single ended or differential sources.
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Abstract— A half mode substrate integrated waveguide (HMSIW) H-plane horn antenna
with a dielectric load is proposed in this paper. A coaxial line is used as the feed in order
to avoid parasitic radiation and high conductor loss. The proposed antenna is simulated with
HFSS software and its radiation properties are investigated. Results illustrate that the proposed
antenna has marrow beamwidth in both E-plane and H-plane. A 1 × 4 array of the dielectric
loaded antenna is also designed in order to investigate the usefulness of the presented antenna
in an array. The antenna is designed for around 28GHz and all the simulations are done with
HFSS software.

1. INTRODUCTION

Recently the substrate integrated waveguide (SIW) technology has been widely used in the imple-
mentation of microwave devices and antennas [1–9]. Horn antenna is one of the antennas imple-
mented by this technology. Based on the authors’ knowledge, there are few works on SIW horn
antennas and no work is done on half mode substrate integrated waveguide (HSIW) horn antennas.
In [10] an integrated H-plane horn antenna is proposed. In [11] a dielectric load is added to SIW
H-plane horn antenna in order to have narrow beamwidths in both E-plane and H-plane. In [12]
a broadside horn antenna is implemented by SIW technology.

When only the mode TE10 is propagating in SIW waveguide, the maximum value of E-field is
located at the vertical center plane along the propagating direction and the center plane can be
considered as an equivalent magnetic wall. As a result, the HMSIW can be simply achieved by
dividing the SIW into two equal parts. But in horn antennas, in addition to TE10 mode the higher
order modes are slightly exist (the effect of higher order modes is more intensive if the length
of the horn is chosen improperly) so the above approximation (consideration of center plane as
an equivalent magnetic wall) is not yet valid and the antenna’s performance will be considerably
degraded if it is divided into two parts from the center line.

In this paper, a new HMSIW horn antenna is introduced in which, field distribution is approx-
imately half of the corresponding one in SIW horn antenna. The proposed antenna is fed by a
coaxial feed line unlike the previous works on HMSIW components witch are fed by micr ostrip
line. But, this kind of feeding suffers from parasitic radiation (witch may degrade the radiation
pattern of the horn antenna in E-plane) and high conductor loss in high frequencies, and so a
coaxial line is used as the feed in order to avoid these imperfections. A dielectric load is also added
to the proposed antenna in order to have narrower beam width in both E-plane and H-plane. The
proposed antenna is simulated with HFSS software and its radiation properties are investigated.
Simulation results confirm that the proposed antenna has marrow beam width in both E-plane and
H-plane. A 1× 4 array of the dielectric loaded antenna is also designed and simulated in order to
investigate the usefulness of the presented antenna in an array. The antenna is designed for about
28GHz and all the simulations are done with HFSS software.

(a) (b)

Figure 1: Geometry of dielectric loaded HMSIW horn antenna. (a) Front view. (b) Back view. W = 1 mm,
L = 1.8 mm, a = 5 mm, D2 = 14 mm, L1 = 7 mm, L2 = 10mm, L3 = 9.5mm, R1 = 0.216mm, R2 = 0.5 mm,
h = 1mm.
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Figure 2: Field distribution in the proposed dielectric loaded HMSIW horn antenna.

(a) (b)

Figure 3: Radiation properties of the proposed dielectric loaded HMSIW horn antenna. (a) Normalized
radiation pattern in E-plane and H-plane. (b) Return loss.

2. ANTENNA CONFIGURATION

The geometry of proposed antenna is illustrated in Fig. 1. In this scheme the half dielectric loaded
sectoral horn is integrated to a rectangular waveguide by a single substrate using SIW technology
and fed by a 50 Ω coaxial line. The width a, the thickness b, working frequency f and dielectric
constant εr are chosen so that only TE10 mode propagates in the waveguide. The spacing between
the centers of two neighbor vias W and the radius of each via R should satisfy the design rules
of SIW proposed in [9] and [13]. Based on the above considerations, the parameters a, b, W , R,
f and εr are chosen 5 mm, 2.5 mm, 1mm, 0.4 mm, 28 GHz and 4.8 respectively. In the simulation
process, the rectangular vias are used. The spacing between two neighbor rectangular vias is chosen
0.4mm (which is determined by W and R values: W-2R). The aperture length D2/2 is also 7mm.
The length L2 affects both the quadratic phase error on the aperture and the higher order mode
excitation in the horn [11]. The length of 10 mm is determined for L2 to get the acceptable quadratic
phase error and single mode on the aperture. The dielectric load contains a rectangular load and a
quarter of elliptic load. The length of the dielectric slab L3 is directly proportional to the antenna
gain however it should be properly chosen since the improper choice for L3 may result in beam
width increment in H-plane. Based in this consideration, the length of 9.5mm is determined for
the dielectric load. The parameter h, the height of the probe feed, affects the insertion loss at
the working frequency. By the full wave optimization, the value of 1 mm is determined to obtain
minimum insertion loss at 28GHz. The SIW horn shown in Fig. 1 is simulated and its results are
presented in next part.

3. SIMULATION RESULTS

3.1. Single Antenna

The proposed antenna is simulated and its performance is investigated. In Fig. 2 the field distri-
bution of the proposed antenna is depicted. It can be observed that the proposed antenna is a
half mode SIW horn antenna in witch the field distribution is approximately half of that in the
SIW horn antenna. Return loss and radiation patterns of the antenna are shown in Fig. 3. Results
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(a) (b)

Figure 4: Radiation properties of the small aperture dielectric loaded HMSIW horn antenna. (a) Normalized
radiation pattern in E-plane and H-plane. (b) Return loss.

(a) 

(b) (c) 

Figure 5: Simulation results of the designed array. (a) Configuration of array and its field distribution. (b)
Return loss. (c) Normalized radiation pattern in E-plane and H-plane.

illustrate that the performance of the proposed antenna is similar to those of a dielectric loaded
SIW horn antenna, while it has a different configuration with reduction in size.

3.2. Antenna Array

In order to construct the H-plane array of the proposed antenna, the aperture of each element in
H-plane should be within one wavelength. So, to use the proposed antenna in an array, the size
of its aperture D2/2 is reduced to 5mm which is smaller than one wavelength. The length of the
dielectric slab L3 is also chosen as 7 mm for the shortened aperture antenna. This small aperture
is simulated and its simulation results are plotted in Fig. 4. Comparison of Fig. 4(b) with Fig. 3(b)
shows that the impedance bandwidth is increased for the small aperture antenna. A 1× 4 array of
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the proposed antenna is designed and simulated. The configuration of the designed array and its
simulation results are depicted in Fig. 5.

4. CONCLUSIONS

In this paper a dielectric loaded coaxial fed HMSIW H-plane horn antenna is presented. Through
proper choosing of the geometrical parameters, the performance similar to a dielectric loaded SIW
horn antenna could be obtained while the proposed antenna introduces a different configuration
with reduction in size. In addition, the structure of the proposed antenna is very suitable in an
array.
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Abstract— Cylindrical helical antenna structures of various cross-sections have received exten-
sive analytical attention in the open literature, starting with the 1947 contributions of Kraus [2],
through those of Wong and Loh [4], to Adekola et al. [3, 6], to mention a few. One geometry that
has yet, to the best of our knowledge, to be treated is that of the helix, wound on a hyperbolic
cylinder, which is the focus of this presentation. Utilizing the circuit-geometric approach offered
by the method of moments, the paper models the hyperbolic helical antenna as a configuration
of two thin-wire elements, one or both of which may be excited. Analysis followed that described
elsewhere [3], and the computational results obtained for the configuration in which only one of
the two elements has a delta-gap excitation suggest that the hyperbolic helical antenna of this
type should be particularly suitable for applications requiring multi-lobed radiation patterns.

1. INTRODUCTION

Ever since the discovery of the circular-cylindrical helical antenna by Kraus [2], cylindrical heli-
cal antennas of other cross-sections have continued to receive attention from the global research
community. Notable contributions include those of Jones [5], who experimentally investigated the
performance characteristics of the rectangular helix, Knudsen [1], who provided a rigorous analysis
of the square helix, and Wong and Loh [4] with focus on the rigorous analysis of the elliptical
helix problem; and more recently, the specialized method of moments solution given by Adekola
et al. [3, 6]. A careful search of the literature suggests that the electromagnetic fields radiated by
the interesting configuration of the helix wound on a hyperbolic cylinder(consisting of two distinct
arms; one being a mirror reflection of the other), has yet to receive either analytical or experimental
investigative attention.

This paper examines the hyperbolic helix problem, and models it in terms of a two-element
configuration, in which either element or both elements may be excited; though in the analysis
presented, one element is excited at its geometrical centre while the other element is considered
a parasitic. The antenna is modelled as an electrically thin radiator and the versatile method of
moments is employed for the determination of the current distributions along the helical arms,
as well as the associated far-zone fields. Current profiles on both helical elements as well as the
radiated electromagnetic fields are computed and graphically illustrated. And the preliminary
numerical results presented here indicate that the antenna could be useful for multi-lobed radiation
applications.

2. THEORY

From Fig. 1, which depicts the cross section of a full hyperbolic helix, the geometry may be
parametrically described by the following equations:

x = ±a cosh t (1a)

and
y = b sinh t (1b)

where a and b represent the semi-axes, and the plus/minus sign indicates that the full hyperbola
has two branches, which are open-ended.

Clearly, the element of arc length along the hyperbola symbolized here by, ds admits represen-
tation in the form

ds =
√

dx2 + dy2 = b
√

1 + κ2 sinh2 t dt (2)
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Figure 1: Cross section of the hyperbolic helix located on the x-y plane.

provided that κ = 1+a2

b2 . When use is made of the fact that dz = ds tanα = b tanα
√

1 + κ2 sinh2 tdt,
we find that

z = b tanα

t2∫

t1

√
1 + κ2 sinh2 tdt = b tanα Ω(κ, t) (3a)

where

Ω(κ, t) =

t2∫

t1

√
1 + κ2 sinh2 tdt (3b)

whilst arc length (denoted by `) along the helical wire takes the representation

` = b sec α Ω(κ, t) (4)

It is then easy to see that

x = ±a cosh t

y = b sinh t t1 ≤ t ≤ t2
z = b tanα Ω(κ, t)

(5)

which expressions enable us to write the position vector from the origin of the coordinate system
origin to any feed point on the hyperbolic helix as:

r̄′ = ±a cosh t âx + b sinh t ây + b tanα Ω(κ, t) âz (6)

For the thin-wire, vector magnetic potential for the hyperbolic helix is given by

Ā =
µo

4π

t2∫

t1

â′tI(t)
e−jkoR

R
dt (7)

in which

â′t =
±a sinh t âx + b cosh t ây + b tanα Ω′(κ, t) âz√

a2 sinh2 t + b2 cosh2 t + b2 tan2 α [Ω′(κ, t)]2
(8)

In the far-field where

R = r − r̄′ · âr (9)
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with âr = cosϕ sin θ âx + sin ϕ sin θ ây + cos θ âz and r̄′ is as defined by Equation (6), we find that

R = r − [±a cosh t cosϕ sin θ + b sinh t sinϕ sin θ + b tanα cos θ Ω(κ, t)] (10)

Hence:

Ā =
µoe

−jkor

4π r

t2∫

t1


±a sinh t âx + b cosh t ây + b tanα Ω′(κ, t) âz√

a2 sinh2 t + b2 cosh2 t + b2 tan2 α [Ω′(κ, t)]2


I(t)

× exp [jko(±a cosh t cosϕ sin θ + b sinh t sinϕ sin θ + b tanα cos θ Ω(κ, t))] (11)

It then follows that

Eθ =
jωµoe

−jkor

4π r

t2∫

t1


±a sinh t cos θ cosφ + b cosh t cos θ sinφ− b tanα sin θ Ω′(κ, t) âz√

a2 sinh2 t + b2 cosh2 t + b2 tan2 α [Ω′(κ, t)]2


I(t)

× exp [jko(±a cosh t cosφ sin θ + b sinh t sinφ sin θ + b tanα cos θ Ω(κ, t))] (12a)

and

Eφ =
−jωµoe

−jkor

4π r

t2∫

t1


 ±a sinh t sinφ + b cosh t cosφ√

a2 sinh2 t + b2 cosh2 t + b2 tan2 α [Ω′(κ, t)]2


 I(t)

× exp [jko(±a cosh t cosφ sin θ + b sinh t sinφ sin θ + b tanα cos θ Ω(κ, t))] (12b)

An approximate solution for the unknown current distribution in these expressions is provided by
the method of moments as described by Adekola et al. (2011), through the matrix equation

[
[V i

m]

[V j
m]

]
=

[
[Zii

mn] [Zij
mn]

[Zji
mn] [Zjj

mn]

] [
[Ii

n]

[Ij
n]

]
(13)

3. COMPUTATIONAL RESULTS AND DISCUSSIONS

Numerical results were generated for the particular case in which the helical arm on the left is
excited at its geometrical centre by a 1 V delta-gap generator, while the right-arm helix is treated
as parasitic. The operating frequency is fixed at 3 GHz, and ratio b/a ranges from 1/4 to 1.

The current distributions obtained for both the excited and parasitic hyperbolic helical arms are
displayed in Figs. 2(a) and 2(b), respectively. It is observed that the peaks of the current curves
occur at the geometrical centre of the excited helical arm except when a equals b which corresponds
to the rectangular hyperbola helix.
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Figure 2: (a) Current distributions on the excited hyperbolic helical arm. (b) Current distributions on the
parasitic hyperbolic helical arm.
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Figure 3: (a) The electric field components on the ϕ = 0◦ plane: - - -: Eϕ — Eθ when b/a varies from 0.25
to 1.0. (b) The electric field components on the θ = 90◦ plane: - - -: Eϕ —: Eθ when b/a varies from 0.25
to 1.0.

However, the maxima of the current profiles are noticed at the centre of the parasitic hyperbolic
helix for all the ratios b/a considered. For the case b/a = 1/4, the current distribution decays
smoothly in exponential form to zero towards the open ends of the excited helical arm, while for
the other ratios b/a, the current undulates along the arm and die out at the arm ends. Conversely,
the currents on the parasitic helical arm undulate for all the ratios of b/a investigated. As expected,
the current magnitude of the excited helical arm far exceeds that of the parasitic element.

The electric field components are computed both in the vertical plane (ϕ = 0◦) and the horizontal
plane (θ = 90◦). Vertical plane patterns are shown in Fig. 3(a), and the horizontal plane patterns
are depicted in Fig. 3(b). Clearly, both patterns are characterized by several lobes which suggest
the suitability of the antennas for applications requiring multi = lobed radiation patterns.

4. CLOSURE

This paper has described, for first time, to the best of our knowledge, a moment-method analysis
of the hyperbolic helical antenna, with the primary focus on the radiation fields of the antenna.
The results obtained point to possible uses of the antenna for applications requiring multi-lobed
radiation. It may be remarked that for the case considered, only one of the helical arms is excited
at its centre while the other arm is considered as parasitic. Effects of feeding the two helical arms
simultaneously at their centres and also at the ends should be of interest, and are presently being
investigated.
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Abstract— In this presentation, we develop an analytical model, using the electric field integral
equation (EFIE) approach, for a folded zigzag thin-wire antenna, with the geometry of a circular-
loop. Following a treatment described elsewhere [1], for the bi-elliptical toroidal helical antenna,
the kernel of the integral expression for the magnetic vector potential for the problem is derived in
a matrix format, through which distinct contributions to the radiation field by the circular-loop
geometry and the zigzag emerge.
The computational results obtained for some input characteristics and the far-zone fields, for
an assumed uniform current distribution, indicate that choice of number of zigzag sections pro-
vides the important possibilities of varying antenna’s electrical length and controlling pattern
directivity. Similar conclusions were arrived at by Zainud-Deen et al. [2], who investigated the
performance features of zigzag antennas for portable radio equipment.

1. INTRODUCTION

In the open literature, various treatments of zigzag antennas were presented [2–4]. Employing
numerical technique for determination of current distribution by method of moment, the near and
far-fields patterns as well as the input impedance were determined for a portable radio equipment [2]
whilst constant gain was shown to exist over the communication satellite frequency band of 2.27–
12.25GHz when used as a feed element in a paraboloidal reflector antenna [3].

The treatments given in [2–4] relate to linear antennas designed to operate as wideband antennas
by folding them into zigzags form with logarithmic dependence between the zigzag sections which
are then referred to as algorithmic antennas. However, in this presentation the zigzag antenna is
folded to form a loop having a uniform zigzag length around the circumference as shown in Figure 1.
The antenna so form have an imaginary loop of radius b that run midway between the highest and
the lowest point of the zigzag section. The maximum length measured from the loop axis and
the highest or lowest point of the zigzag section is termed d. By employing the magnetic vector
potential (VMP) approach for a thin-wire antenna in which the current distribution is assumed to
be constraint along the axis of the antenna, the far-field radiation characteristics are determined
by employing the appropriate amplitude and phase approximation of R̄ appearing in the Green’s
function. The expressions for the electric fields is shown to be constituted of contributions from the
fields due to that of circular loop and of the zigzag sections after the integrand of the integration are
cast into a matrix forms as established elsewhere [1]. Other associated parameters such as poynting
vector and radiation resistance for different zigzag length and section number were determined
numerically. Comparisons were made with that of a circular loop in all cases.

The numerical results obtained when b = 0.2λ are graphically displayed in which the normalized
electric field patterns for all cases of zigzag lengths and sections have similar pattern to that of
a circular loop of comparable dimension. However, the radiation resistances show remarkable
difference to that of a loop. The resistances are fairly uniform over a wide range of frequencies.

2. THEORY

Figure 1 shows a circular zigzag loop antenna oriented in horizontal position with the centre coin-
cident with the origin of a Cartesian coordinate. An elemental source of length dl′ is situated at
point p(x′, y′, z′) a distance r̄′ from centre while the point p(x, y, z), a distance r̄ from the centre of
the antenna is the observation point or field point in which the field is sort out. The field and source
point are related to each other by R̄, being the separation between the field and source points.

Close observation of Figure 1 shows that source point can be described by

r̄′ = x̂
(
b + d cosNφ′

)
cosφ′ + ŷ

(
b + d cosNφ′

)
sinφ′ (1)

where N is the number of zigzag segment and b and d as already defined.
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Figure 1: The geometry of a Circular-loop Zigzag Thin-wire Antenna presented in a spherical coordinate
system.

Employing the VMP for thin wire in which the current is constraint to flow along the axis of
the antenna gives

Ā (r) =
µ

4π

∫ ′

l
I

(
l′
)e−jkR

R
dr′ (2)

where Ā(r) is the vector magnetic potential, I(l′) is the current distribution along the axis of the
antenna, µ is the permeability of the material, k is the propagation constant, dr′ is the small
elemental length of the wire as shown in Figure 1 and R is the separation between the source point
and the field point as shown in Figure 1. The prime coordinate depicts the source point while the
unprimed the field point.

By differentiating Eq. (1) with respect to φ′, the small elemental length appearing in Eq. (2)
can be obtained as

dr′ =
{−x̂

(
X ′ sinφ′ + Y ′ cosφ′

)
+ ŷ

(
X ′ cosφ′ − Y ′ sinφ′

)}
dφ′ (3)

where
X ′ = b + d cosNφ′ (3a)

and
Y ′ = dN sinNφ′ (3b)

Substituting Eq. (3) into Eq. (2) and noting the x-, y- and z-components of the VMP magnetic
potential are

Ax = − µ

4π

∫ 2π

0
I

(
φ′

) (
X ′ sinφ′ + Y ′ cosφ′

) e−jkR

R
dφ′ (4a)

Ay =
µ

4π

∫ 2π

0
I

(
φ′

) (
X ′ cosφ′ − Y ′ sinφ′

) e−jkR

R
dφ′ (4b)

Az = 0 (4c)

Applying the Cartesian to spherical transformation to Eqs. (4a)–(4c) result in

Ar =sin θ
µ

4π

∫ 2π

0
I

(
φ′

) {
X ′ sin

(
φ− φ′

)− Y ′ cos
(
φ− φ′

)} e−jkR

R
dφ′ (5a)

Aθ =cos θ
µ

4π

∫ 2π

0
I

(
φ′

) {
X ′ sin

(
φ− φ′

)− Y ′ cos
(
φ− φ′

)} e−jkR

R
dφ′ (5b)

Aφ=
µ

4π

∫ 2π

0
I

(
φ′

) {
X ′ cos

(
φ− φ′

)
+ Y ′ sin

(
φ− φ′

)} e−jkR

R
dφ′ (5c)



1650 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

Substituting Eqs. (3a) and (3b) into Eqs. (5a)–(5c), and then expanding, rearranging and re-
casting the result expressions into matrices form as established elsewhere [1], results in the following
compact matrix formatted expressions

Ar =sin θ
µ

4π

∫ 2π

0
I

(
φ′

)
{
b

[
0
1

]T

− d

[
N
−1

]T [
sinNφ′ 0

0 cosNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]
e−jkR

R
dφ′ (6a)

Aθ =cos θ
µ

4π

∫ 2π

0
I

(
φ′

)
{

b

[
0
1

]T

− d

[
N
−1

]T [
sinNφ′ 0

0 cosNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]
e−jkR

R
dφ′ (6b)

Aφ=
µ

4π

∫ 2π

0
I

(
φ′

)
{

b

[
1
0

]T

+ d

[
1
N

]T [
cosNφ′ 0

0 sinNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]
e−jkR

R
dφ′ (6c)

3. THE FAR FIELD DISTANCE BETWEEN THE SOURCE AND FIELD POINTS

From Figure 1, the distance between the source point and the field point can be expressed as

|R| ≈ r − r̂ · r′ (7)

where r̂ = x̂ sin θ cosφ + ŷ sin θ sinφ + ẑ cos θ and r′ is given in Eq. (1).
Upon substitution of the above expressions, Eq. (7) simplifies to

|R| ≈ r − (
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)
(7a)

And for the phase term appearing in the denominator, Eq. (7) becomes

|R| ≈ r (7b)

The electric fields and the VMPs in the far-field are related by the equation

Ē ≈ −jω
(
Ā− r̂ · Ā)

(8)

The components of the electric fields is easily deduce when Eqs. (6a)–(6c) are substituted into
Eq. (8) yielding

Er ≈ 0 (9a)

Eθ = −jωµ
e−jkr

4πr
cos θ

∫ 2π

0
I

(
φ′

)
{

b

[
0
1

]T

− d

[
N
−1

]T [
sinNφ′ 0

0 cosNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (9b)

Eφ = −jωµ
e−jkr

4πr

∫ 2π

0
I

(
φ′

)
{

b

[
1
0

]T

+ d

[
1
N

]T [
cosNφ′ 0

0 sinNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (9c)

4. METHOD OF SOLUTION

Observation of Eqs. (9a)–(9c) showed that all the parameters in the expressions can be completely
defined as they pertain to the physical geometry of the antenna except the current distribution
I(φ′). In this problem we are proposing the use of a uniform current distribution of the form

I(φ′) = Ioe
jωt (10)

where Io is a constant complex quantity. Meanwhile, for simplicity the ejωt is assumed but suppress
throughout the problem paper. The fields radiated by the antenna are thus obtained by substituting
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Eq. (10) into Eqs. (9b) and (9c). These simplify to

Eθ = −jkηCIo
e−jkr

4πr
cos θ

1
2π

∫ 2π

0

{[
0
1

]T

− ξ

[
N
−1

]T [
sinNφ′ 0

0 cosNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (11a)

Eφ = −jkηCIo
e−jkr

4πr

1
2π

∫ 2π

0

{[
1
0

]T

+ ξ

[
1
N

]T [
cosNφ′ 0

0 sinNφ′

]}[
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (11b)

In which the relationship ωµ = kη is utilized and that η (= 120π) is the intrinsic impedance of the
free space and C (= 2πb) is the circumference of the circular imaginary loop of radius b as stated
earlier. The quantity ξ (= d/b) is define as the ratio of the maximum zigzag length to that of the
loop.

Equations (11a) and (11b) can be recast into the form

Eθ = −jkηCIo
e−jkr

4πr

{
F lp

θ (θ, φ)− ξF zz
θ (θ, φ)

}
(12a)

or

Eθ = −jkηCIo
e−jkr

4πr
Fθ (θ, φ) (12b)

where
Fθ (θ, φ) = F lp

θ (θ, φ)− ξF zz
θ (θ, φ) (12c)

Provided that

F lp
θ (θ, φ) = cos θ

1
2π

∫ 2π

0

[
0
1

]T [
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (13a)

and

F zz
θ (θ, φ) = cos θ

1
2π

∫ 2π

0

[
N
−1

]T [
sinNφ′ 0

0 cosNφ′

] [
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (13b)

Hence,
|Fθ (θ, φ)| =

∣∣∣F lp
θ (θ, φ)− ξF zz

θ (θ, φ)
∣∣∣ (14)

Similarly, from Eq. (11b)

Eφ = −jkηCIo
e−jkr

4πr

{
F lp

φ (θ, φ) + ξF zz
φ (θ, φ)

}
(15a)

or

Eφ = −jkηCIo
e−jkr

4πr
Fφ (θ, φ) (15b)

where
Fφ (θ, φ) = F lp

φ (θ, φ) + ξF zz
φ (θ, φ) (15c)

Provided also that

F lp
φ (θ, φ) =

1
2π

∫ 2π

0

[
1
0

]T [
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (16a)
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and

F zz
φ (θ, φ) =

1
2π

∫ 2π

0

[
1
N

]T [
cosNφ′ 0

0 sinNφ′

] [
cos (φ− φ′)
sin (φ− φ′)

]

× exp
{
jk

(
b + d cosNφ′

)
sin θ cos

(
φ− φ′

)}
dφ′ (16b)

Hence, Eq. (15c)
|Fφ (θ, φ)| =

∣∣∣F lp
φ (θ, φ) + ξF zz

φ (θ, φ)
∣∣∣ (17)

Since the electric field radiation in the far field is related to magnetic field by the expressions [5]

H̄ =
r̂

η
× Ē (18)

where the parameters appearing in Eq. (18) are already defined in the literature, the corresponding
magnetic fields when Eqs. (12b) and (15b) are utilized in Eq. (18) yields

Hφ = −jkCIo
e−jkr

4πr
Fθ (θ, φ) (19a)

Hθ = jkCIo
e−jkr

4πr
Fφ (θ, φ) (19b)

5. NUMERICAL EVALUATION OF SOME ANTENNA PARAMETERS

The primary parameters required to evaluate the circular zigzag antenna parameters are obtained
in Eqs. (12b), (15b), (19a) and (19b) based on the assumption of a uniform current distribution
as stated earlier. With these developments, radial outward flow of complex power can be deduced
from the well known expression of the poynting vector expressed as [6]

Pr =
1
2

[
Eθ (θ, φ)H∗

φ (θ, φ)−Eφ (θ, φ) H∗
θ (θ, φ)

]
(20)

where the asterisk symbols (*) denote complex conjugate and Pr is the power radiated per unit
area.

Upon substitution of Eqs. (12b), (15b), (19a) and (19b) into Eq. (20), the power radiated per
unit area becomes

Pr = κ
[
|Fθ (θ, φ)|2 + |Fφ (θ, φ)|2

]
(21)

where κ = ηk2C2I2
o

32π2r2 as defined in Adekola, S. A. [7].
The total radiated power is obtained by integrating power per unit area obtained in Eq. (21)

over large sphere of radius r and is given as

WT =
∫ 2π

0

∫ π

0
Prr

2 sin θdθdφ (22)

or

WT = κr2

∫ 2π

0

∫ π

0

[
|Fθ (θ, φ)|2 + |Fφ (θ, φ)|2

]
sin θdθdφ (23)

As stated elsewhere [8], the radiation resistance is related to the total radiated power by expres-
sion

Rr (kb) =
2WT

I2
o

(24)

Substituting Eq. (23) into Eq. (24) and simplifying yields

Rr (kb) = 30π (kb)2
∫ 2π

0

∫ π

0

[
|Fθ (θ, φ)|2 + |Fφ (θ, φ)|2

]
sin θdθdφ (25)

where κr2 = 15π (kb)2 I2
o .
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6. RESULTS AND DISCUSSIONS

Two sets of results are shown here, namely: the radiation patterns and the radiation resistance
for three different zigzag number, N and length b. For the purpose of comparison, the figures
also include that of a circular loop also of radius b (when d = ξ = 0) in which deviation from it
is considered. For instant, Figures 2, 3 and 4 show that the fields have generally the same field
pattern as that of a circular loop but with slightly different directivity which increases with the
zigzag length. Figures 5, 6 and 7 compares the radiation resistance of the different configurations
of the antenna with that of loop as in the previous cases as a function of the electrical length Cλ

(= 2πb/λ). As the number of zigzag length and section is increased, the radiation resistances remain
fairly uniform over significant range of frequencies. For example, in respective of the number of
zigzag section, the radiation resistance for N = 10, 15 and 20 has the centre values of approximately
1,600Ω, 1,500 Ω and 1,200 Ω with approx. variation of ±480Ω, ±380Ω and ±200 Ω when ξ = 0.1,
0.3, and 0.5, respectively. The results correspond to a frequency ratio of 2.33 : 1, 3.67 : 1, 3.67 : 1
for N = 10, and 2.33 : 1, 5.67 : 1, 5.00 : 1 for N = 15 for which lower band of Cλ = 2.0 is observed
to be same for all values of zigzag section N .

θ 

Figure 2: The radiation pattern computed from
Eq. (17) for |Fφ(θ, φ)| when b = 0.2λ and ξ = 0.0
(loop) —, ξ = 0.1 – –, ξ = 0.3 - - -, ξ = 0.5 – · · –
and N = 10.

θ 

Figure 3: The radiation pattern computed from
Eq. (17) for |Fφ(θ, φ)| when b = 0.2λ and ξ = 0.0
(loop) —, ξ = 0.1 – –, ξ = 0.3 - - -, ξ = 0.5 – · · –
and N = 15.

θ 

Figure 4: The radiation pattern computed from
Eq. (17) for |Fφ(θ, φ)| when b = 0.2λ and ξ = 0.0
(loop) —, ξ = 0.1 – –, ξ = 0.3 - - -, ξ = 0.5 – · · –
and N = 20.
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Figure 5: The radiation resistance computed from
Eq. (24) when b = 0.2λ and ξ = 0.0 (loop) —, ξ =
0.1 – –, ξ = 0.3 - · -, ξ = 0.5 - - - and N = 10.
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Figure 6: The radiation resistance computed from
Eq. (24) when b = 0.2λ and ξ = 0.0 (loop) —, ξ =
0.1 – –, ξ = 0.3 - · -, ξ = 0.5 - - - and N = 15.
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Figure 7: The radiation resistance computed from
Eq. (24) when b = 0.2λ and ξ = 0.0 (loop) —, ξ =
0.1 – –, ξ = 0.3 - · -, ξ = 0.5 - - - and N = 20.

7. CONCLUSION

A new wideband antenna referred to as Circular-loop Zigzag Thin-wire Antenna, is proposed and
its characteristics were determined. The electric fields obtained are composed of the fields due to
contributions from the circular loop geometry and the zigzag section. The results of the fields are
compared with that of a circular loop and were discovered to have a striking resemblance for all
the values of zigzag length and section investigated. However, slight variations in the directivity
are noticeable such that there is relative widening of the pattern as one increase the zigzag length.
We find also that for the radiation resistance a uniform behavior over a range of frequencies is
obtainable, a finding that make the antenna a suitable choice for wideband application.
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Abstract— Using the quasi-static model earlier described elsewhere [1], this paper investigates
the characteristics features of the fields radiated in the ambient medium, by the insulated thin-
wire antenna, located in a dissipative dielectric medium. Accordingly, the dielectric insulation
carried by the thin-wire dipole antenna is modeled by a volumetrically distributed polarization
current, related to the distribution of current along the axis of the bare antenna, through the
equation of continuity. Approximate expressions are subsequently derived for the axial and
radial components of electric field intensity in the region occupied by the dielectric insulation,
through which the fields in the ambient medium are characterized. As a test for the validity
of the analytical results, computational results obtained from the expressions, for the case of
the symmetric insulated antenna (half-wave dipole in an air-filled glass tube) are compared with
those reported by Atlamazoglou and Uzonoglu [2], and the similarities in these results suggest
that the quasi-static model may be suitable for use as proposed by the paper.

1. INTRODUCTION

When part or all of a wire antenna is insulated by a dielectric layer, the antenna’s radiation
efficiency is known to significantly improve [2]. And in addition to this desirable property, the
insulated wire antenna has quite a few others [1, 3], which commend it for use in applications
including geophysical explorations and microwave hyperthermia, where it is required to ensure that
the conductor does not make contact with the ambient medium. One application that typifies the
analytical problem posed by applications of the type mentioned in the foregoing is the interstitial
or invasive hyperthermia application, for which a large percentage of the heating is localized within
the antenna’s near field; and as has been pointed out [2], this field is more difficult to model
than the near field. Previous analytical efforts include those described in the open literature by
Atlamazoglou and Uzonoglu [2], King et al. [4], and Casey and Bansal [3]. This paper presents
an analytical model similar to that proposed in [2], where a model developed by Richmond and
Newman [5], was adapted for use, in a Galerkin Moment-Method approach. Here the quasi-static
model proposed by [1] is utilized for characterizing the field within the dielectric insulation; the
results are then extended into the ambient medium through the boundary conditions on the axial
and radial components of the field in the dielectric layer. Computational results obtained for the
‘symmetrically insulated’ dipole antenna compare favorably with those reported in [2], to suggest
that this simplified approach should prove useful in a more rigorous analysis.

2. THEORY

Following the quasi-static theory described elsewhere [1, 6], the field in the dielectric region of the
coated wire antenna described by the illustration of Figure 1 has the two components given as

Eρ =
1

4πεd

∫

wire

σ(z′)ρdz′

(z′2 + ρ2)3/2
(1)

Ez =
−1

4πεd

∫

wire

σ(z′)z′dz′

(z′2 + ρ2)3/2
(2)

These field components, as described in [6], are restricted to the region occupied by the dielec-
tric insulation: and they are due to the quasi-static charge distribution symbolized in (1) by σ(z′),
which in turn, derives from the current distribution carried by the bare (thin) wire antenna struc-
ture, through the equation of continuity. When numerical results for the fields are available, the
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Figure 1: Coated thin-wire antenna.

corresponding components of the fields in the ambient medium are specified by boundary conditions
as:

E(Insulation)z = E(ambient)z (3)
εdE(Insulation)ρ = εambE(ambient)ρ (4)

where εd and εamb denote the dielectric constants of the insulation and ambient medium, respec-
tively. In the moment-method approach utilized here, the piece-wise linear functions, whose nth
member is described by (5) are employed as basis and testing functions;

Tn(z) =

{
z−z2n−1

z2n+1−z2n−1
, z2n−1 ≤ z ≤ z2n+1

z2n+3−z
z2n+3−z2n+1

z2n+1 ≤ z ≤ z2n+3
; (5)

3. COMPUTATIONAL RESULTS AND DISCUSSIONS

Analytical expressions for the field components specified by (1) and (2) can be shown to have nth
components given by:

Ezn =
−1

jω4πεd

[
1

z2n+1 − z2n−1

{
1

(
z2
2n+1 − ρ2

)1/2
− 1

(
z2
2n−1 − ρ2

)1/2

}

− 1
z2n+3 − z2n−1

{
1

(
z2
2n+3 − ρ2

)1/2
− 1

(
z2
2n−1 − ρ2

)1/2

}]
(6)

Eρn =
−1

jω4πεdρ2

[
1

z2n+1 − z2n−1

{
z2n+1(

z2
2n+1 − ρ2

)1/2
− z2n−1(

z2
2n−1 − ρ2

)1/2

}

− 1
z2n+3 − z2n+1

{
z2n+3(

z2
2n+3 − ρ2

)1/2
− z2n+1(

z2
2n+1 − ρ2

)1/2

}]
(7)

For numerical values, we utilized (3), (4), and (5), for the insulated wire antenna (half-wave
dipole) and ambient medium specified by the following parameters [2]: Conductor inner radius =
0.47mm; half-length of dipole = 3.1 cm; frequency of operation; εd = 1.373; thickness of insulating
shell = 0.33mm; and for the ambient medium (described by [2] as having the ‘electrical properties
of the human brain tissue’), we used εamb = (34.42−j15.49) [7]. The results obtained are displayed
in Figures (2a) and (2b) for Ez and Eρ, respectively.

And as can be seen from the illustrations, the curves follow the general pattern as those displayed
as Figure (3) in [2], for the same insulated dipole. We find that in the ambient medium, and for the
case of the axial component, the values obtained here are comparable with those reported in [2],
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(a) (b)

Figure 2: Magnitude of electric field intensity in the ambient medium. (a) Axial component. (b) Radial
component.

numerical values obtained here for the radial component are in general, larger than corresponding
values in [2]. Several factors may have contributed to this, the most critical of them being the
choice of relative permittivity for the ambient. The other possibilities of course include the nature
of the approximations inherent in both analytical models, with particular reference to how they
account for the dependence with ‘r’, of the radial component in the ambient medium.

4. CONCLUSION

We have in this presentation, described a model for the insulated dipole antenna in a dissipative
dielectric medium, using the quasi-static theory earlier proposed elsewhere [1, 6]. For the dielectric
insulation, a Schelkunnuff’s volume equivalent current was utilized as model, and by suggesting
that the associated field is a function of current distributed along the axis of the wire, a model
emerged for the field within the dielectric medium as being due to an equivalent static charge
distribution, related to the afore mentioned current distribution, through the equation of continuity.
The analytical results were then extended into the ambient medium, through the simple expedient of
imposing boundary conditions on the axial and radial components of the fields in region occupied by
the dielectric insulation. Computational results obtained for the symmetrically insulated half-wave
dipole described in [2], suggest that the model should prove useful in a more rigorous development
that we plan to explore.
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A Planar Resonator Antenna Using Folded Dipole with Reflective
Walls
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Abstract— A resonator antenna using a planar folded dipole with reflective walls is presented.
A planar antenna comprising two back-to-back folded dipoles printed on a dielectric substrate
and separated by a narrow rectangular ground plane is operated resonance frequency at 5.8 GHz.
A highly directive radiation pattern is created due to the angle-dependent attenuation of the
resonator antenna coupling to free space. The complete reflection phase for reflective walls is
investigated through cavity height calculation. The simulation results found that the cavity height
of 0.58α is most direction gain of 12.97 dB. Effect of reflective walls height on the performance
of the proposed antenna is also studied.

1. INTRODUCTION

Antennas having a highly directive radiation pattern can cover a large area and very attractive for
applications in wireless communications. For this purpose,several promising antenna designssuch
as the cylindrical patch array antenna [1, 2] and the planar back-to-back dipole antenna [3–7] have
recently been reported. However, the construction cost of the former design using cylindrical patch
radiators is usually high,because the patch radiators need to be made conformal to a cylindrical
ground surface.As mentioned above, for the paper design, the dipole antenna can easily be fabricated
by printing or etching on a planar dielectric substrate, leading to a low fabrication cost for the
antenna.On the other hand, the half-wave folded dipole antenna has low gain [8–12].

In this paper, we propose the planar resonator antenna using the folded dipole and reflective
walls. The antennas main characteristics, namely its gain and radiation pattern will be determined
by the properties of the reflective walls. However, efficient of these antenna can seem in term of
gain versus compactness.In fact, for gain greater than 12.97 dB which is effect of reflective walls on
the performance antenna is presented.

Parameters Size (λ)

w 0.348λ

L 1.315λ

l 0.305λ

Wg 0.096λ

Wa 0.096λ

t 1.5

s 1.5

g 1

d1 32.5

d2 19.7

Table 1: Design parameters of folded dipole antenna. Figure 1: Geometry of the folded dipoleantenna.
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Figure 2: The reflective walls. Figure 3: The radiation pattern of the folded dipole.

Table 2: The optimizing of cavity height.

h (mm) Gain (dB)
10.0 6.886
20.0 7.386
30.0 12.97

Figure 4: The reflection coefficient phase of upper reflective wall using folded dipole and plane wave.

2. ANTENNA DESIGN

A resonator antenna consists of a planar folded dipole and two reflective walls.We apply a similar
geometry as in the planar folded dipole structure [13], for the design of a resonator antenna at
5.8GHz. The folded dipole antenna,as shown in Fig. 1, is printed on FR4 substrate with the
dielectric constant of 4.5 and the thickness of 1.6mm, respectively. The optimizing of parameter is
illustrated in Table 1. The analysis model of reflective walls structure is illustrated in Fig. 2. The
upper reflective wall is printed on FR4 substrate with the width (w) and length (L). Concerning
the Partially Reflecting Surface (PRS), the structure has three metallic elements, the metallic line
and the wide are68 mmand 16.8mm, respectively, interspaced by 30.8 mm. The lower reflective
wall is a metallic sheet with the dimension of 68× 16.8mm.

3. SIMULATION RESULTS

The simulated results,as shown in Fig. 3, show that the gain of the folded dipole at 5.8 GHz is
5.691 dB and its radiation pattern is bidirectional. A mechanism to enhance the directivity of
radiating sources is to enclose its inside a cavity formed between an optimally design reflective wall
and a ground plane. The configuration of the model is shown in Fig. 2, the folded dipole is placed
between the upper reflective walland a ground plane.Because of the folded dipole, the metamaterial
reflective wall modifies the resonant condition of the cavity as shown in Fig. 4, increasing the
resonantfrequency. Table 2 and Fig. 5 shown the optimizing of cavity height to resonance at the
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Figure 5: The return loss.

 

Figure 6: The radiation pat-
tern of the proposed an-
tenna.

center frequency, it can be clearly seen that the S11 are lower than −10 dB at 5.8 GHz. The
bandwidth is covered between 5.07–6.13 GHz. The cavity height has effect of directive gain. The
simulated result shows that the gain at 5.8 GHz is 12.97 dB at the height of 30 mm.

4. CONCLUSION

This papers presented the design of planar resonator antenna at 5.8 GHz with modeling software
(CST Microwave Studio), it is successful to improve the gain of 12.97 dB because of the qualifications
of reflective walls. Therefore, the proposed antenna has high gain which demands on equipment
for wireless communication system.
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Reduction of EMI due to Antenna Radiation inside Complex PCB
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Abstract— In this paper, a reflector is adopted for modifying the radiation pattern of an
on-board PIFA to reduce the EMI effect due to complex PCB environment, which degrades the
performance of the PIFA, inside a wireless product. The measured results of TRP/TIS (total
radiation power/total isotropic sensitivity) for GSM module paneling in a wireless home security
system verifies the improvement of this proposed solution. The EM simulation tool, GEMS [1],
is applied to design and analyze the performance of antennas and 3D EM environment in this
work.

1. INTRODUCTION

For the PCB (printed circuit board) of a wireless product, there are always several wireless solutions
on it due to the need of versatile application. For examples, ISM band (868/433 MHz), GSM, WiFi,
Zigbee, Z-wave and so on. In addition to those HW (hardware) devices, brilliant ID (industrial
design) and ME (mechanical) design make EM environment complex for PCB, which complicate
and limit the performance of internal antennas. In this paper, we demonstrate that a GSM antenna
designing internally inside the case of a wireless home security product has better performance after
a copper strip is properly attached inside the case. The copper strip modifies the radiation pattern
of GSM antenna, and further decreases the reflected EM wave by complex PCB environment
from GSM antenna itself. That is, a simple reflection plane forming by copper strip reduces EMI
(electromagnetic interference) for the GSM antenna [2, 3].

This internal GSM antenna is designed in form of on-board PIFA (printed inverted-F antenna)
structure with the PCB of 2-layer FR4, 4.4 dielectric constant and 1.6 mm thickness [4–8], which
can operate the frequency ranges of E-GSM 900 (880 MHz ∼ 960MHz) and DCS 1800 (1710 MHz ∼
1880MHz) bandwidth. The passive performances (radiation efficiency, peak gain and pattern) and
active performances (TRP/TIS, total radiation power/total isotropic sensitivity) of this GSM PIFA
cooperating in a wireless home security product are measured by fast antenna measurement system,
SATIMO. The details will be presented and discussed in the following sections.

2. DESIGN OF ON-BOARD GSM PIFA

In this work, a wireless module is designed for upgrading a wired home security system toward
wireless system. For the purpose of easy-to-install for customers, an on-board GSM PIFA is designed
and implemented on the RF module. The picture of wireless home security product, which is
composed of RF module plugging into a wired home security deck, is shown in Fig. 1. The dimension
of GSM PIFA is described in Fig. 2. In order to deal with the EMI problem, a copper strip is
attached on the case to modify the radiation pattern, which is shown in the left down side of Fig. 1.

PIFA antenna 

Reflector (copper strip) 

Below the PCB 

Another side of PCB 

Figure 1: The GSM PIFA in a wireless home security product.
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3. MEASUREMENT AND DISCUSSION

The measured return loss, radiation efficiency, peak gain, XY-cut 2D pattern, XZ-cut 2D pattern
and YZ-cut 2D pattern of on-board GSM PIFA with/without copper strip are shown in Fig. 3,

Name W W1 W2 W3 W4 W5 W6 L L2      L3 L4 H 

Size 60 57 7 9 21 18 140 100 5  14 1.6 

Unit mm mm mm mm mm mm mm mm mm mm mm mm mm

   Note: L1 is the length of copper strip. 

6

L 1

8

Figure 2: The dimension of on-board GSM PIFA.
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Figure 3: Measured S-parameter of on-board GSM
PIFA.
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Figure 4: Measured radiation efficiency of on-board
GSM PIFA.
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Figure 5: Measured peak gain of on-board GSM PIFA.
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Fig. 4, Fig. 5, Fig. 6, Fig. 7 and Fig. 8, respectively. From those measured results, it can be observed
that the GSM PIFA with/without copper strip performs almost the same return loss (S11) but
different radiation efficiency, peak gain and radiation pattern. Furthermore, the TRP/TIS showing
in Fig. 9 and Fig. 10 reveal that the GSM PIFA with copper strip has much more compromised active
results (TRP = 27 dBm and TIS = 100 dBm for E-GSM 900, TRP = 24 dBm and TIS = 100 dBm
for DCS 1800) than that without copper strip, especially for TIS [9]. This is because the copper
strip serves as a reflector for modifying the radiation pattern of GSM PIFA while the distant
between copper strip and antenna is properly decided (∼ λ/8). Then the radiation pattern is
concentrated in front of the reflector, isolating the EMI noise from PCB and eliminating EM wave
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Figure 6: Measured XY -cut 2D pattern of on-board
GSM PIFA.
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Figure 7: Measured XZ-cut 2D pattern of on-board
GSM PIFA.
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Figure 8: Measured Y Z-cut 2D pattern of on-board GSM PIFA.
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Figure 9: Measured TRP of the wireless home security product.

Figure 10: Measured TIS of the wireless home security product.

power reflected by complex PCB environment behind the reflector. This is the reason why the
TIS can be substantially improved in E-GSM 900 band. Furthermore, TRP is generally enhanced
during the frequency band of E-GSM 900 and DCS 1800.

4. CONCLUSION

The comprehensive measurement and comparison of on-board GSM PIFA with and without copper
strip are presented. The passive measured results of GSM PIFA present that the radiation effi-
ciency and peak gain can be obviously enhanced while the copper strip, i.e., reflector, is attached.
Furthermore, the active measurement also verifies that the communication quality of this GSM-
based wireless home system product is effectively improved while the reflector is attached. Those
experiments reveal that the reflector made by a simple copper strip make great improvement in
GSM wireless communication quality due to the isolation of EMI noise from PCB and modification
of antenna pattern.
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Abstract— Least Mean Square (LMS) algorithm is probably the most widely used learning
algorithm for its robustness, simplicity, low computational cost. Most of the adaptive learning
algorithms including LMS suffer from its initial convergence rate when the no of input elements
(N) is too large. In this paper, we use a modified form of LMS algorithm having an adaptive
step size (µ) such that it will give a fast convergence irrespective of the no of input elements (N)
with a typical limiting error of 10−10.

1. INTRODUCTION

Adaptive algorithms such as Least Mean Square (LMS), Normalized LMS (NLMS), Recursive Least
square (RLS), Differential Steepest Descent (DSD), Accelerated Gradient Approach etc., take many
iterations to give satisfactory result when the number of input elements (N) is too large, because
they suffer from slow initial convergence. Variable length LMS [1, 2] is also introduced to improve
the initial convergence for N = 2p where p is any positive real integer. Our contribution in this
paper is to get the desired output signal {d(n)} within a very few iterations irrespective of N using
variable step size (µ) [3]. Mean Square Error (MSE) is used to compute the step size. This algorithm
can be used in adaptive beam forming systems to steer the beam of the resulting antenna or in any
adaptive signal processing system. We can use this proposed algorithm for weight adjustment of
any antenna or a system where the weights have to be found very fast.

2. LMS ALGORITHM AND NOTATION

Let the input vector X(n) = [X1(n), X2(n), X3(n) . . . XN (n)] and weight vector W (n) = [W1(n),
W2(n), W3(n) . . . WN (n)] produce the signal f(n) = W (n)X(n)T as shown in Fig. 1. The weight
vector W (n) in computed iteratively using error signal e(n) and noise signal N

′
(n) as





W (n + 1) = W (n) + ∆W (n)
∆W (n) = µe(n)X(n)
e(n) = d(n)− Y (n)
Y (n) = f(n) +

∑
M

N
′
(n)

(1)

where µ is learning rate, Y (n) and d(n) are output and desired signal respectively Equation (1)
is convergent for 0 < µ < 2/λmax, where λmax is the largest eigen-value of the input correlation
matrix [3].

3. NEW ADAPTIVE ALGORITHM

In Variable Length LMS (VL-LMS) kth stage is implemented by merging two stages of (k − 1)th
stage such that µk−1 > µk [1]. But choose of N = 2p limits its applicability. In this algorithm to
get the faster convergence rate we propose step size

µ = A/g(N) (2)

Figure 1: Block diagram of adaptive LMS algorithm.
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where A is a constant and g(N) is a polynomial of N of degree 1. We update µ(n) depending on
the value of MSE as:

{
µ(n) = µ(n− 1)−∆µ; for MSE(n) > MSE(n− 1)
µ(n) = µ(n− 1) + ∆µ otherwise (3)

Same thing is also valid for
√

MSE case.

3.1. Proposed Algorithm

1. Initialize randomly X(n) and initialize desired output d(n)
2. Initialize W (n) = 0
3. Compute output Y (n) and error e(n)
4. Update µ using (1)
5. Assign ∆µ = µ

6. While (MSE > limiting error)

a. Compute ∆W (n)

b. Update W (n)

c. Compute error e(n) and MSE

d. Update µ

(a) (b) (c)

Figure 2: Error as a function of iteration for (a) N = 247, (b) N = 7131, (c) N = 106.

Table 1: comparison of MSE and
√

MSE case.

No of input (N ) MSE < 10−10
√

MSE < 10−10

12 77 21

64 68 24

247 21 23

1729 19 27

6825 16 26

23456 16 21

106 17 24

4× 106 17 28
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Table 2: Comparison of various existing algorithms and new algorithm.

Value of Mean Square Error = E{e(n)2 } for N = 32
ith Iteration LMS [1] NLMS [1] VL-LMS [1] MSE as limit

√
MSE as limit

3 3.25 3.25 1 214 14.63
8 2.125 2.125 0.8875 0.704 0.839
12 2.016 2.016 0.8341 4.1× 10−9 2.8× 10−2

20 1.062 1.362 0.60625 8.92× 10−9 8.2× 10−11

50 0.6625 0.6625 0.4375 3.1× 106 0
75 0.4375 0.4375 0.0381 4.9× 106 0
80 0.325 0.325 0.0325 6.1× 10−11 0
250 3.25× 10−3 1.56× 10−3 4.375 × 10−4 0 0
350 5.5× 10−4 4.23× 10−4 3.81× 10−4 0 0
380 3.81× 10−4 3.81× 10−4 3.81× 10−4 0 0
600 3.81× 10−4 3.81× 10−4 3.81× 10−4 0 0

(a) (b) (c)

Figure 3: Plot of error vs iteration for (a) N = 32, (b) N = 12345, (c) N = 106.

4. RESULTS

To get fast convergence we found that g(N) = N and A = 0.1 give satisfactory results than other
form of polynomial. The limiting error is set to 10−10 using long format in MATLAB [4]. We have
used MSE and

√
MSE to compare it with limiting error and also to update the step size (µ). The

results are shown in Fig. 2 and tabulated in Table 1.

5. CONCLUSION

In Multi Split LMS (MS LMS) [2] or VL-LMS [1], N = 2p where p is any positive integer and N
is also small. The system takes a long time to give the desired result for large N [1–3]. We have
simulated up to N = 4×106. In our algorithm N drives the step size (µ) in such a way that we get
the desired result within very few iteration irrespective ofN . Due to memory limitation we could
not simulate this when N exceeds 4×106 but it will give the same faster convergence if we are able
to make these simulations possible by providing sufficient memory for the case when N is greater
than 4× 106.

The starting error for MSE case is much larger than
√

MSE case. Not only that, when N
is small (probably N < 200) generally we get a spike having large amplitude in the MSE case
as shown in Fig. 3(a). For medium N (probably N < 500) we may get that type of spike but
ultimately we get the convergence very fast compared to VL-LMS, MS-LMS, RLS etc. Besides
that, when N is large generally there is a possibility to get slow convergence for

√
MSE case as

shown in Fig. 3(b) but no of iteration n ≤ 500 for any value of N . To solve this problem,
√

MSE
and MSE cases can be efficiently utilized as:

{
error =

√
MSE for N < 1000

error = MSE otherwise (4)

In this new algorithm there is no constraint in choosing the value of N in contrast to the other
methods such as VL-LMS, MS-LMS etc., the values of N can be an arbitrary number (even or odd)
which is a salient feature of the proposed new algorithm.
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Table 2 compares the approximated values of MSE obtained by using various existing algo-
rithms [1] and the new algorithm. From Table 2 it is readily seen that for N = 32, LMS, NLMS,
VL-LMS converge after 380th iteration but MSE and

√
MSE take 80 and 20 no of iterations re-

spectively. If we use the same algorithm by replacing MSE = abs{e(n)} then it will be a new
algorithm (different from LMS algorithm) which results in very fast convergence irrespective of the
no of input elements (N) as shown in Fig. 3(c). Earlier works have been reported by taking limiting
error in the order of 10−4 or 10−5. But, here 10−10 is taken as limiting error. Hence our algorithm
gives fast convergence for any positive real values of N .
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Nonlinear Effects of Electromagnetic TM Wave Propagation in
Anisotropic Layer with Kerr Nonlinearity

Yu. G. Smirnov and D. V. Valovik
Penza State University, 40 Krasnay Street, Penza 440026, Russia

Abstract— The problem of electromagnetic TM wave propagation through a layer with Kerr
nonlinearity is considered. The layer is located between two half-spaces with constant permit-
tivities. This electromagnetic problem is reduced to the nonlinear boundary eigenvalue problem
for ordinary differential equations. It is necessary to find eigenvalues of the problem (propaga-
tion constants of an electromagnetic wave). The dispersion equation (DE) for the eigenvalues is
derived. The DE is applied to nonlinear media simulating nonlinear metamaterials. Comparison
with a linear case is made. In the nonlinear problem new propagating waves are discovered.
Numerical results are presented.

1. INTRODUCTION

Problems of electromagnetic wave propagation in nonlinear waveguide structures are intensively
investigated during several decades. Phenomena of electromagnetic wave propagation in nonlinear
media have original importance and also find a lot of applications, for example, in plasma physics,
microelectronics, optics, laser technology [1, 2].

2. STATEMENT OF THE PROBLEM

Let us consider electromagnetic wave propagation through a homogeneous anisotropic nonmagnetic
dielectric layer. The layer is located between two half-spaces: x < 0 and x > h in Cartesian
coordinate system Oxyz. The half-spaces are filled with isotropic nonmagnetic media without any
sources and characterized by permittivities ε1 and ε3, respectively. Assume that everywhere µ = µ0

is the permeability of free space (see Figure 1).
The electromagnetic field (E, H) depends on time harmonically with circular frequency ω and

satisfies the Maxwell equations

rotH = −iωεE, rotE = iωµH, (1)

the continuity condition for the tangential field components on the media interfaces x = 0, x = h
and the radiation condition at infinity: the electromagnetic field exponentially decays as |x| → ∞
in the domains x < 0 and x > h; where E and H are complex amplitudes.

The permittivity inside the layer is described by the diagonal 3×3-tensor ε̂, where only diagonal
elements εxx, εyy, and εzz are not equal to zero: εxx = ε2x + b|Ex|2 + a|Ez|2, εzz = ε2z + a|Ex|2 +
b|Ez|2; and a, b, ε1, ε2, ε3 are real numbers. It does not matter what a form εyy has. Since εyy

is not contained in the equations below for the TM case. It should be noticed that ε̂ describes
tensor Kerr nonlinearity. When a = b we obtain scalar Kerr nonlinearity. Chosen nonlinearity
satisfies the condition ∂εxx

∂E2
z

= ∂εzz
∂E2

x
. This equation is satisfied by almost every known nonlinear

Kerr mechanism, such as electronic distortion, molecular orientation, electrostriction, and Kerr
nonlinearities described within the uniaxial approximation is said in the paper [3]. The case when
ε2x = ε2z is studied in [4].

The solutions to the Maxwell equations are sought in the entire space.

0

h

z

x

ˆ

ε = ε3

ε = ε1

ε

Figure 1. The geometry of the problem.
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3. TM-WAVES

Let us consider TM waves E = (Ex, 0, Ez)T , H = (0,Hy, 0)T and Ex, Ez, Hy are functions of
three spatial variables. It is easy to show that the components of the fields do not depend on
y. Waves propagating along medium interface z depend on z harmonically. This means that the
fields components have the form Ex = Ex(x)eiγz, Ez = Ez(x)eiγz, Hy = Hy(x)eiγz, where γ is the
spectral parameter of the problem (propagation constant).

So we can derive from system (1) [5]

γ(iEx(x))′ − E′′
z (x) = ω2µεzzEz(x), γ2(iEx(x))− γE′

z(x) = ω2µεxx(iEx(x)). (2)

Let us denote by k2
0 := ω2µ0ε0 and perform the normalization according to the formulas x̃ = k0x,

d
dx = k0

d
dx̃ , γ̃ = γ

k0
, ε̃j = εj

ε0
(j = 1, 2, 3), ã = a

ε0
, b̃ = b

ε0
. Denoting by Z(x̃) := Ez, X(x̃) := iEx

and omitting the tilde symbol, from system (2) we obtain

− Z ′′ + γX ′ = εzzZ, −Z ′ + γX = γ−1εxxX. (3)

It is necessary to find eigenvalues γ of the problem that correspond to surface waves propagating
along boundaries of the layer 0 < x < h. We seek the real values of the spectral parameter γ such
that real solutions X(x) and Z(x) to system (3) exist1.

Functions X, Z are supposed to be sufficiently smooth due to physical nature of the problem

X(x) ∈C (−∞, 0] ∩ C[0, h] ∩ C [h, +∞) ∩ C1 (−∞, 0] ∩ C1[0, h] ∩ C1 [h, +∞) ;
Z(x) ∈C(−∞,+∞) ∩ C1 (−∞, 0] ∩ C1[0, h] ∩ C1 [h, +∞) ∩ C2(−∞, 0) ∩ C2(0, h) ∩ C2(h,+∞).

4. DIFFERENTIAL EQUATIONS OF THE PROBLEM

For x < 0, in accordance with the condition at infinity we get from (3)

X(x) = Aex
√

γ2−ε1 , Z(x) = Aγ−1
√

γ2 − ε1e
x
√

γ2−ε1 . (4)

For x > h, in accordance with the condition at infinity we get from (3)

X(x) = Be−(x−h)
√

γ2−ε3 , Z(x) = −Bγ−1
√

γ2 − ε3e
−(x−h)

√
γ2−ε3 (5)

We assume that γ2 > ε1, γ2 > ε3 otherwise it will be impossible to satisfy the radiation
condition. The constant A is defined from the transmission conditions and B is supposed to be
known (initial condition).

Inside the layer 0 < x < h system (3) can be rewritten in the normal form




dX

dx
=

2a

γ

ε2x − γ2 + bX2 + aZ2

ε2x + 3bX2 + aZ2
X2Z + γ

ε2z + aX2 + bZ2

ε2x + 3bX2 + aZ2
Z,

dZ

dx
= −γ−1

[
ε2x − γ2 + bX2 + aZ2

]
X.

(6)

System (6) has the first integral. It can be written in the following form

C = b2X6 + 2abX4Z2 + a2X2Z4 +
1
2

(
4ε2x − 3γ2

)
bX4 +

(
2ε2x − γ2

)
aX2Z2 +

1
2
γ2bZ4

+γ2
(
ε2x − γ2

)
X2 +

(
ε2x − γ2

)2
X2 + γ2ε2zZ

2, (7)

where C is the constant of integration.

1Indeed, in this case |E|2 does not depend on z. Since E = (Ex(x)eiγz , 0, Ez(x)eiγz) = eiγz(Ex, 0, Ez); therefore, |E| =

|eiγz | ·
p
|Ex|2 + |Ez |2. It is known that |eiγz | = 1 as =γ = 0. Let γ = γ′ + iγ′′. Then, we obtain |eiγz | = |eiγ′z | · |e−γ′′z | =

e−γ′′z . If γ′′ 6= 0, then e−γ′′z is a function on z. In this case the components Ex and Ez depend on z, but it contradicts to
the choice of Ex(x) and Ez(x). So we can consider only real values of γ.
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5. TRANSMISSION CONDITIONS

Tangential components of electromagnetic field are known to be continuous at media interfaces.
In this case the tangential components are Hy and Ez. It is known that normal components of
electromagnetic field have a finite jump at the interface. In this case the normal component is
Ex. It is also known that εEx is continuous at the interface. From these conditions we obtain the
transmission conditions for functions X, Z: [εX]x=0 = 0, [εX]x=h = 0, [Z]x=0 = 0, [Z]x=h = 0,
where [f ]x=x0 = lim

x→x0−0
f(x)− lim

x→x0+0
f(x) denotes a jump of the function f at the interface.

Let us denote by X0 := X(0+0), Xh := X(h−0), Z0 := Z(0+0), and Zh := Z(h−0) boundary
values of required functions X and Z at the interface inside the layer. From (4), (5) we obtain
X(0− 0) = A, X(h + 0) = B, Z(0− 0) = Aγ−1

√
γ2 − ε1, and Z(h + 0) = −Bγ−1

√
γ2 − ε3. From

transmission conditions we obtain Z0 = Aγ−1
√

γ2 − ε1, Zh = −Bγ−1
√

γ2 − ε3. The value Xh is
defined from the cubic equation [ε2x + bX2

h + aZ2
h]Xh = ε3B.

Using first integral (7) at x = h, we find the value CX
h := C|x=h from the equation

CX
h = b2X6

h + 2abX4
hZ2

h + a2X2
hZ4

h + 2−1
(
4ε2x − 3γ2

)
bX4

h +
(
2ε2x − γ2

)
aX2

hZ2
h

+2−1γ2bZ4
h + γ2

(
ε2x − γ2

)
X2

h +
(
ε2x − γ2

)2
X2

h + γ2ε2zZ
2
h.

In order to find the values X0 and Z0 it is necessary to solve the following system




ε1A =
[
ε2x + bX2

0 + aZ2
0

]
X0,

CX
h = b2X6

0 + 2abX4
0Z2

0 + a2X2
0Z4

0 + 2−1
(
4ε2x − 3γ2

)
bX4

0 +
(
2ε2x − γ2

)
aX2

0Z2
0

+ 2−1γ2bZ4
0 + γ2

(
ε2x − γ2

)
X2

0 +
(
ε2x − γ2

)2
X2

0 + γ2ε2zZ
2
0 .

6. DISPERSION EQUATION

Introduce the new variables τ(x) = ε2x+bX2(x)+aZ2(x)
γ2 , η(x) = γ X(x)

Z(x) τ(x). Using new variables
rewrite system (6)





dτ

dx
= 2

τη
(
γ2τ − ε2x

)

bη2 + aγ2τ2
×

(
bη2 + aγ2τ2

) (
bε2z − aγ2τ(τ − 1)

)
+

(
aη2 + bγ2τ2

) (
γ2τ − ε2x

)

γ2τ (bη2 + aγ2τ2) + 2bη2 (γ2τ − ε2x)
,

dη

dx
=

τ − 1
τ

η2 + ε2z +
(
γ2τ − ε2x

) aη2 + bγ2τ2

bη2 + aγ2τ2
,

(8)

and Equation (7)

γ2τ − ε2x

bη2 + aγ2τ2

[
η2

(
(γ2τ − ε2x)2 + ε2x(ε2x − γ2)

)
+ γ4ε2zτ

2
]

+
(γ2τ − ε2x)2

2(bη2 + aγ2τ2)2
[
(4ε2x − 3γ2)bη4 + 2(2ε2x − γ2)aγ2τ2η2 + γ6bτ4

]
= C, (9)

where constant C is equal to the constant C in (7).
It is clear that η(0) = γ X(0)

Z(0) τ(0), η(h) = γ X(h)
Z(h) τ(h). Taking into account that γ2X(x)τ(x) =

εX(x) it is easy to obtain that η(0) = ε1(γ2 − ε1)−1/2 > 0, η(h) = −ε3(γ2 − ε3)−1/2 < 0.
It is easy to see that the right-hand side of the second equation of system (8) is strictly positive

if γ2 < ε2x, a > 0, b > 0, ε2z > 0. This means that the function η(x) monotonically increases on
interval (0, h). Taking into account η(0) and η(h) we obtain that the function η(x) can not be
differentiable on the entire interval (0, h). This means that the function η(x) has a break point. It
is natural to suppose that the function η(x) on interval (0, h) has several break points x0, x1, . . .,
xN . The properties of function η(x) imply η(xi − 0) = +∞, η(xi + 0) = −∞, where i = 0, N .

Let 1
w := τ−1

τ η2+ε2z +(γ2τ−ε2x)aη2+bγ2τ2

bη2+aγ2τ2 , where w = w(η); τ = τ(η) is expressed from the first
integral. Taking into account our hypothesis we will seek to the solutions on each (semi)interval
[0 , x0), (x0, x1), . . ., (xN , h]. Introduce the notation T :=

∫ +∞
−∞ wdη. It can be proved that

0 < xi+1 − xi = T < h, where i = 0, N − 1. This implies the convergence of the improper integral.
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Finally we obtain

−
∫ η(0)

η(h)
wdη + (N + 1)T = h, η(0) = ε1(γ2 − ε1)−1/2, η(h) = −ε3(γ2 − ε3)−1/2. (10)

Expression (10) is the DE, which holds for any finite h. Let γ be a solution of DE (10) and
an eigenvalue of the problem. Then, there are eigenfunctions X and Z, which correspond to the
eigenvalue γ. The eigenfunction Z has N + 1 zeros on the interval (0, h).

It can be proved that the DE which holds for any real ε2x, ε2z, a, b has the form

−
∫ η(0)

η(h)
wdη ± (N + 1)T = h, η(0) = ε1

(
γ2 − ε1

)−1/2
, η(h) = −ε3

(
γ2 − ε3

)−1/2
. (11)

It is necessary to stress that in (11) the value γ2 can be greater than ε2x.
Expression (11) is the DE, which holds for any finite h. It should be noticed that for every

number N + 1 it is necessary to solve two DEs: for N + 1 and for −(N + 1).
Note 1. If there is a certain value γ2∗ , such that some of the integrals in DEs (10) or (11) diverge

at certain inner points this simply means that the value γ2∗ is not a solution of chosen DE and the
value γ2∗ is not an eigenvalue of the problem.

Note 2. It is necessary to emphasize that this boundary eigenvalue (transmission) problem
essentially depends on the initial condition Zh. The transmission problem for a linear layer does
not depend on the initial condition.

Note 3. It is possible to pass to the limit in DEs (10) or (11) when a = b as a → 0. Classic DE
for a linear layer results from this passage to the limit (see [4, 6, 7]).

7. NUMERICAL RESULTS

Dispersion curves (DC) calculated from Equation (11) are shown in Figures 2, 4.
In Figure 2, γ(h) is plotted. The first few DCs are shown. Solid curves for the nonlinear case

(solutions of Equation (11)); dashed curves for the linear case. The following parameters are used
for both cases: ε1 = 1.44, ε2 = 9, ε3 = 1, and for the nonlinear case a = 0.1, and E

(h)
z = 1. Dashed

lines are described by formulas: h∗ = 3.206 (thickness of the layer), γ = 1.2 (lower bound for γ),
γ = 3 (upper bound for γ in the linear case).

As it is known and it is shown in Figure 2, the line γ = 3 is an asymptote for DCs in the linear
case. It should be noticed that in the linear case there are no DCs in the region γ2 ≥ ε2. It can
be proved that function h ≡ h(γ) defined from Equation (11) is continuous at the neighborhood
γ2 = ε2 when a 6= 0 (see Figure 2). This is the important distinction between linear and nonlinear
cases.

In Figure 2 for h = 3.206 in the case of a linear layer there are 3 eigenvalues (black dots where
the line h = 3.206 intersects DCs). These eigenvalues correspond to 3 eigenmodes. In the case of a
nonlinear layer in Figure 2 are shown 5 eigenvalues (uncolored dots). These eigenvalues correspond
to 5 eigenmodes.

2

4

6

8

(a)

(b)

(c)

0 2 4 6 8 10h h*

γ = 3

γ = 1.2

γ

Figure 2.
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It is easy to see in Figure 6 that the less nonlinearity coefficient a is the more stretched DCs in the
nonlinear case. The maximum points of the curves h(γ) (in Figure 6 they are marked by asterisks)
move to the right. The parts of the DCs that locate below the maximum points asymptotically
tend to the DCs for the linear case as a → 0.

In Figure 3, eigenfunctions (fields) for the nonlinear problem are shown. Solid curves for X;
dashed curves for Z. The same parameters as in Figure 2 are used. For (a): γ = 2.994; for (b):
γ = 3.892: for (c): γ = 8.657, and h = 3.206 is used for all three cases. The eigenvalues are marked
in Figure 2.

It should be noticed that in the case of Kerr nonlinearity in a layer and TE waves there are
strong constraints on the value a depending on the value ε2 (for details see [8]). It is naturally to
suppose that there are some constraints in the case under consideration (see also [9, 10]).

As far as we know experiments to observe the new nonlinear eigenmodes were not carried out.
So the question if the modes corresponding to the new eigenvalues exist (in an experiment) stays
open!

In Figure 4 γ(h) is plotted. The first few DCs are shown. Solid curves for the nonlinear case
(solutions of Equation (11)); dashed curve for the linear case. The following parameters are used
for both cases: ε1 = 1, ε2 = −1.5, ε3 = 1, and for the nonlinear case a = 5.2, and E

(h)
z = 1. The

line h∗ = 1.71 is a thickness of the layer, γ = 1 is a lower bound for γ, γ = 3 is an upper bound for
γ in the linear case.

In Figure 5 eigenfunctions (fields) for the nonlinear problem are shown (solid curves for X;
dashed curves for Z). The same parameters as in Figure 4 are used. For (a): γ = 2.620, a = 0; for
(b): γ = 1.565; for (c): γ = 3.481, and h = 1.71 is used for all three cases. The eigenvalues are
marked in Figure 4.
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Figure 6.

In Figure 6 γ(h) is plotted for different values a: 1−a = 1; 2−a = 0.1; 3−a = 0.01; 4−a = 0.001;
5− a = 0.0001; 6− a = 0 (linear case). The following parameters are used for both cases: ε1 = 4,
ε2 = 9, ε3 = 1, and for the nonlinear case E

(h)
z = 1. Dashed lines are described by formulas: γ = 2

(lower bound for γ), γ = 3 (upper bound for γ in the case of linear medium in the layer). Curves
(solid) 1–5 are solutions of Equation (11), and curve 6 (dashed) is the DC for the linear case.
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Electromagnetic TM Wave Propagation through a Nonlinear
Metamaterial Layer with Arbitrary Nonlinearity

D. V. Valovik
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Abstract— Propagation of TM wave through a nonlinear layer is considered. The problem for
Maxwell’s equations is reduced to a nonlinear boundary eigenvalue problem. Dispersion equation
(DE) for propagation constants is derived. The DE can be used for analytical and numerical
study of the problem. Some numerical results are also presented.

1. INTRODUCTION

Problems of electromagnetic waves propagation in nonlinear waveguide structures are intensively
investigated during last decades. The article [1] is the first one, where the problems of electromag-
netic waves propagation in a layer and a circular cylindrical waveguide with Kerr nonlinearities
are considered in strict electromagnetic statement. At least from 1970-th till now these problems
attract attention (for bibliography see [2–5]). The problems of propagation TE and TM waves in
layers with Kerr nonlinearity have been solved in [2, 3], respectively. Then, in [6] the problem of TE
wave propagation in a metamaterial layer with Kerr nonlinearity is considered and many numerical
results are also presented. The articles [3–8] are devoted to the studies of TM waves in nonlinear
layers also for nonlinear metamaterials.

2. MAXWELL EQUATIONS AND STATEMENT OF THE PROBLEM

Let us consider electromagnetic waves propagating through a homogeneous isotropic nonmagnetic
dielectric layer. The layer is located between two half-spaces: x < 0 and x > h in Cartesian
coordinate system Oxyz. The half-spaces are filled with isotropic nonmagnetic media without any
sources and characterized by permittivities ε1 ≥ ε0 and ε3 ≥ ε0, respectively, where ε0 is the
permittivity of free space. Assume that everywhere µ = µ0 is the permeability of free space.

Electromagnetic field harmonically depends on time [1]: Ẽ(x, y, z, t) = E+ cosωt + E− sinωt,
H̃(x, y, z, t) = H+ cosωt + H− sinωt, where ω is the circular frequency; E+, E−, H+, H− are
real functions of three spatial variables. Below the time multipliers are omitted. Expressions
E = E++iE−, H = H++iH− are complex amplitudes and E = (Ex, Ey, Ez)T , H = (Hx,Hy,Hz)T .

Electromagnetic field (E,H) satisfies Maxwell equations

rotH = −iωε̃E, rotE = iωµH,

the continuity condition for the tangential field components on the media interfaces x = 0, x = h
and the radiation condition at infinity: the electromagnetic field exponentially decays as |x| → ∞
in the domains x < 0 and x > h.

The permittivity inside the layer is described by the diagonal tensor

ε̃ =

(
εxx 0 0
0 εyy 0
0 0 εzz

)
,

where εxx = εf + ε0f
(
|Ex|2 , |Ez|2

)
, εzz = εg + ε0g

(
|Ex|2 , |Ez|2

)
.

In the case of TM waves it does not matter what a form εyy has. As for TM waves the value
εyy is not contained in the equations below.

It is assumed that εf > max(ε1, ε3), εg > max(ε1, ε3) are constants parts of the permittivity ε̃.
The functions f , g are analytical1 and such that the relation ∂f

∂(|Ez|2) = ∂g

∂(|Ex|2) is satisfied (this

relation yields the total differential equation) [4].
The solutions to the Maxwell equations are sought in the entire space.

1Everywhere below when we consider an analytical function we mean that it is the analytical function of real variable.
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3. TM WAVE

Let us consider TM wave: E=(Ex, 0, Ez)T , H=(0,Hy, 0)T , where Ex =Ex(x, y, z), Ez =Ez(x, y, z),
and Hy = Hy(x, y, z). It is easy to prove that components of the electromagnetic field do not depend
on y. Waves propagating along medium interface z depend on z harmonically. This means that
the fields components have the form Ex = Ex(x)eiγz, Ez = Ez(x)eiγz, Hy = Hy(x)eiγz, where γ is
the propagation constant (the spectral parameter of the problem).

Substitute the latter into the Maxwell equations, normalize according to the formulae x̃ = k0x,
d
dx = k0

d
dx̃ , γ̃ = γ

k0
, ε̃i = εi

ε0
(i = 1, 2), ε̃f = εf

ε0
, ε̃g = εg

ε0
, where k2

0 := ω2µ0ε0, denote by Z(x̃) := Ez,
X(x̃) := iEx and omit the tilde symbol, we obtain

− d2Z

dx2
+ γ

dX

dx
= εzzZ, −dZ

dx
+ γX =

1
γ

εxxX. (1)

It is necessary to find eigenvalues γ of the problem that correspond to surface waves propagating
along boundaries of the layer 0 < x < h, i.e., the eigenvalues corresponding to the eigenmodes of
the structure. We seek the real values of spectral parameter γ such that real solutions X(x) and
Z(x) to system (1) exist2. Also we assume that max(ε1, ε3) < γ2 < εf . This two-sided inequality
naturally appears for an analogous problem in a layer with constant permittivity tensor.

Also we assume that functions X and Z are sufficiently smooth

X(x) ∈ C (−∞, 0] ∩ C[0, h] ∩ C [h, +∞) ∩ C1 (−∞, 0] ∩ C1[0, h] ∩ C1 [h, +∞) ;
Z(x) ∈ C(−∞, +∞) ∩ C1 (−∞, 0] ∩ C1[0, h] ∩ C1 [h, +∞) ∩ C2(−∞, 0) ∩ C2(0, h) ∩ C2(h,+∞).

Physical nature of the problem implies these conditions.
It is clear that system (1) is an autonomous one. System (1) can be rewritten in a normal form

(it will be done below). This system in the normal form can be considered as a dynamical system
with analytical with respect to X and Z right-hand sides (of course, in the domain where these
right-hand sides are analytical with respect to X and Z). It is known [9] that the solution X and
Z of such a system are analytical functions with respect to independent variable as well.

System (1) is the system for the anisotropic layer. Systems for the half-spaces can be easily
obtained from system (1). For this purpose in system (1) it is necessary to put εxx = εzz = ε,
where ε is the permittivity of the isotropic half-space.

4. SOLVING THE SYSTEM OF DIFFERENTIAL EQUATIONS

In the half-spaces x < 0 and x > h the permittivity ε̃ is a constant: ε1 or ε3 respectively. Taking
it into account for system (1) in both cases one obtains systems of linear differential equations.

In the domains x < 0 and x > h solutions of system (1) are

X(x) =A exp
(
x
√

γ2 − ε1

)
, Z(x) =γ−1

√
γ2 − ε1A exp

(
x
√

γ2 − ε1

)
, (2)

X(x) =B exp
(
−(x− h)

√
γ2 − ε3

)
, Z(x) =− γ−1

√
γ2 − ε3B exp

(
−(x− h)

√
γ2 − ε3

)
, (3)

respectively, where condition at infinity is taken into account; and γ2 − ε1 > 0, γ2 − ε3 > 0.
Constants A and B in (2) and (3) are defined by transmission conditions and initial conditions.

Inside the layer 0 < x < h system (1) takes the form

− d2Z

dx2
+ γ

dX

dx
= (εg + g)Z, −dZ

dx
+ γX =

1
γ

(εf + f)X, (4)

further the arguments of the functions f and g are omitted (if there is no misunderstanding).
System (4) can be rewritten in the form

dX

dx
=

γ2(εg + g) + 2(εf − γ2 + f)X2f ′v
γ (2X2f ′u + εf + f)

Z,
dZ

dx
=

1
γ

(γ2 − εf − f)X, (5)

2In this case |E|2 does not depend on z. Since E = (Ex(x)eiγz , 0, Ez(x)eiγz) = eiγz(Ex, 0, Ez); therefore, |E| = |eiγz | ·p
E2

x + E2
z . It is known that |eiγz | = 1 as Imγ = 0. Let γ = γ′ + iγ′′. Then, we obtain |eiγz | = |eiγ′z | · |e−γ′′z | = e−γ′′z . If

γ′′ 6= 0, then e−γ′′z is a function on z. In this case the components Ex, Ez depend on z, but it contradicts to the choice of
Ex(x) and Ez(x). So we can consider only real values of γ.
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where f ′u := ∂f(u,Z2)
∂u

∣∣∣
u=X2

, f ′v := ∂f(X2,v)
∂v

∣∣∣
v=Z2

(further these derivatives are understood in this

sense, while the other sense will not be pointed out).
Dividing the first equation in system (5) to the second one we obtain the ordinary differential

equation
(
2X2f ′u + εf + f

) dX

dZ
=

γ2(εg + g)Z + 2(εf − γ2 + f)X2Zf ′v
(γ2 − εf − f)X

. (6)

Equation (6) can be integrated (the equation can be transformed into a total differential equa-
tion) and the integral has the form

X2
(
εf − γ2 + f

)2 + γ2
((

εf − γ2
)
X2 + εgZ

2
)

+ γ2G ≡ C, (7)

where G = G
(
X2, Z2

) ≡ ∫
g

(
X2, s

)
ds

∣∣
s=Z2 and C is a constant of integration.

5. TRANSMISSION CONDITIONS

Tangential components of an electromagnetic field are known to be continuous at media interfaces.
In this case the tangential components are Hy and Ez. Normal components of an electromagnetic
field are known to have a finite jump at media interfaces. In this case the normal component is
Ex. It is also known that εEx is continuous at media interfaces. From these conditions we obtain
conjugation condition for functions X and Z

[εX]x=0 = 0, [εX]x=h = 0, [Z]x=0 = 0, [Z]x=h = 0, (8)

where [f ]x=x0 = lim
x→x0−0

f(x)− lim
x→x0+0

f(x).

Denote by X0 := X(0 + 0), Xh := X(h − 0), Z0 := Z(0 + 0), Zh := Z(h − 0). Formulae (8)
imply that Z0 = Z(0− 0), Zh = Z(h + 0). The constant Z(h + 0) is supposed to be known (initial
condition). So we obtain that A = γ√

γ2−ε1
Z0, B = γ√

γ2−ε3
Zh.

Then for x = h we obtain from (8) the equation on Xh

− Zhγε3(γ2 − ε3)−1/2 =
(
εf + f(X2

h, Z2
h)

)
Xh. (9)

If Zh > 0 (we assume it), then, as it is easy to see from (9), Xh < 0 (if εxx > 0).
Denote by fh := f(X2

h, Z2
h) and Gh := G(X2

h, Z2
h). Then, using first integral (7), substituting

x = h, we find the value Ch := C|x=h:

Ch = X2
h

(
εf − γ2 + fh

)2 + γ2
((

εf − γ2
)
X2

h + εgZ
2
h

)
+ Gh. (10)

In order to find the values X0 and Z0 it is necessary to solve the following system:
{

γε1√
γ2−ε1

Z0 = (εf + f0) X0;(
εf − γ2 + f0

)2
X2

0 + γ2
((

εf − γ2
)
X2

0 + εgZ
2
0

)
+ G0 = Ch,

(11)

where f0 = f
(
X2

0 , Z2
0

)
and G0 = G

(
X2

0 , Z2
0

)
.

System (11) is obtained by using formula (6) at x = 0 and first integral (5) at x = 0.
It is easy to see from the second equation of system (11) that the values X0 and Z0 can have

arbitrary signs. At the same time from the first equation of system (11) we can see that X0 and
Z0 must be positive or negative simultaneously (here the condition εxx > 0 is used).

6. DISPERSION EQUATION

Introduce the new variable η instead of X: X(x) = η(x)Z(x). Perhaps in every particular case
it is better to choose new variables in another way. We also assume that here and further f ≡
f

(
η2Z2, Z2

)
, g ≡ g

(
η2Z2, Z2

)
. Using this new notation system (2) takes the form

dZ

dx
= γ−1

(
γ2 − εf − f

)
ηZ,

dη

dx
= γ−1

(
χ + (εf − γ2 + f)η2

)
. (12)

where χ = γ2(εg+g)+2(εf−γ2+f)η2Z2f ′v
(2η2Z2f ′u+εf+f) ; here and further f ′u = ∂f(u,v)

∂u

∣∣∣
(η2Z2,Z2)

, f ′v = ∂f(u,v)
∂v

∣∣∣
(η2Z2,Z2)

.
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First integral (6) takes the form

Z2
[
(εf − γ2 + f)2η2 + γ2

(
εg + (εf − γ2)η2

)]
+ G

(
η2Z2, Z2

) ≡ C. (13)

Equation (13), in general, is a transcendental equation with respect to X, η. Its solution with
respect to a certain variable (X or η) can be analytically expressed only in exceptional cases.

The functions f and g are assumed such that the right-hand side of the second equation in
system (12) is positive. On the face of it, this condition seems too rigid. However it is not so. For
example, if f and g are polynomials with positive coefficients, then this condition is satisfied. It is
necessary to remember that the condition ∂f

∂(|Ez|2) = ∂g

∂(|Ex|2) constrains the forms of the polynomials

f and g.
Now it is possible to find the signs of the values η(0) and η(h). One can see from system (10)

that the values X0 and Z0 either positive or negative simultaneously. At the same time, from
formula (8) it is clear that the values Xh and Zh have opposite signs. Taking it into account we
obtain

η(0) =
X0

Z0
> 0 and η(h) =

Xh

Zh
< 0 (14)

and here X0 and Z0 can be found from system (10).
So the right-hand side of the second equation in system (12) is strictly positive. This means that

the function η(x) strictly increases on interval (0, h). Taking into account (14) we obtain that the
function η(x) can not be differentiable on the entire interval (0, h). This means that the function
η(x) has a break point.

Since the solutions X and Z of system (2) are analytical functions; therefore, the function η has
only discontinuities of the second kind. And the points where the function Z vanishes are these
discontinuities. Let the function η have a discontinuity at the point x∗ ∈ (0, h). It is obvious that
in this case η (x∗ − 0) → +∞ and η (x∗ + 0) → −∞.

It is natural to suppose that the function η(x) on interval (0, h) has several break points
x0, x1, . . . , xN . The properties of function η(x) imply η(xi − 0) = +∞, η(xi + 0) = −∞, where
i = 0, N . Denote by w := γ

(
χ + (εf − γ2 + f)η2

)−1, where w = w(η); Z = Z(η) is expressed from
first integral (13); and χ is defined earlier.

One can prove that the DE has the form

−
∫ η(0)

η(h)
wdη + (N + 1)T = h, (15)

where η(0), η(h) are defined by formulas (14), T :=
∫ +∞
−∞ wdη.

Expression (15) is the DE, which holds for any finite h. Let γ be a solution of DE (15) and
an eigenvalue of the problem. Then, there are eigenfunctions X and Z, which correspond to the
eigenvalue γ. The eigenfunction Z has N + 1 zeros on the interval (0, h).

0

h

z

x
ε = ε3

ε = ε̃

ε = ε1

Figure 1: The geometry of the
problem.
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Figure 2: (a) −α = 0.000001, β = 0.001; (b) α = 0.1, β = 0.01.
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As the left-hand side of the DE does not depend on h so it is easy to calculate with the DE.
Notice that improper integrals in DE (15) converge.
DE (15) can be generalized for the case when all used parameters such as εxx, εzz can pos-

sess arbitrary real values. The generalized DE has the form − ∫ η(0)
η(h) wdη + kT = h, where k =

±1,±2, . . . ,±(N + 1) (see also [10]).
Note 1. If there is a certain value γ2∗ , such that some of the integrals in DEs (15) diverge at a

certain inner points, then this simply means that the value γ2∗ is not a solution of chosen DE and
the value γ2∗ is not an eigenvalue of the problem.

Note 2. It is necessary to emphasize that this boundary eigenvalue problem essentially depends
on the initial condition Zh. The transmission problem for a linear layer does not depend on the
initial condition. If the nonlinearity function is a specific one, then in some cases it will be possible
to normalize the Maxwell equations in such way that the transmission problem does not depend on
initial condition Zh explicitly (it is possible for example for Kerr nonlinearity in layers and in circle
cylindrical waveguides). Stress the fact once more that the opportunity of such normalization is an
exceptional case. What is more, in spite of the fact that this normalization is possible in certain
cases it does not mean that the normalized transmission problem is independent of the initial
condition. In this case one of the problem’s parameter depends on the initial conditions.

7. NUMERICAL RESULTS

In the Fig. 2 the behavior of dispersion curves (DC) is shown. For both cases the following functions
and parameters f = g = α(X2+Z2)

1+β(X2+Z2) , ε1 = ε3 = 1, εf = εg = 4, Zh = 1 are used. The dashed curves
are DCs for the linear layer (when f ≡ 0 and g ≡ 0), the lines γ2 = 4 are asymptotes for DCs in
the linear case, solid curves are DCs for the nonlinear case (solutions of DE (15)). For comparison
with the TE wave case see [11].
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Abstract— The paper studies the wave equation of the electromagnetic field in the presence
of the gravitational field and the velocity curl. With the algebra of octonions, it is found that
there exist some weightlessness states in the two fields, and the amplitudes of the waves will
increase or decrease steadily. The study claims that the field potential has an influence on the
gravitational strength, the electromagnetic strength, and the weightlessness state, and impacts
finally the wave feature related to the rotational charged object.

1. INTRODUCTION

The validity of the wave equation is confined merely to one special status that there exists only the
electromagnetic field up to now. The people doubt whether the wave equation of the electromagnetic
field is still correct or not in the presence of the gravitational field and the velocity curl. The existing
theories do not explain why the wave equation should keep unchanged for the rotational charged
objects, and then do not offer relevant compelling reasons.

The algebra of quaternions was invented by W. R. Hamilton [1], subsequently the quaternion
was first used by J. C. Maxwell [2] to describe electromagnetic fields in 1861. The quaternion
space for the gravitational field is independent of that for the electromagnetic field [3]. Those two
quaternion spaces can be combined together to become an octonion space, which was invented by
A. Cayley [4] etc. Further the radius vector in the octonion space can be combined with the integral
of the field potential to become the compounding physical quantity, which can be used to rephrase
the wave feature of the electromagnetic field and of the gravitational field simultaneously.

In terms of the algebra of octonions, the study deduces the field equation and the wave equation
of the electromagnetic field and the gravitational field, and claims that the electromagnetic wave
and the gravitational wave are the transverse waves in a vacuum. The field potential will impact
the weightlessness state [5] as well as the wave radiation, and the fluctuation of field potential may
cause the field strength to deviate from the velocity curl slightly and frequently.

2. GRAVITATIONAL FIELD

The wave feature of gravitational field can be depicted by the quaternion. In the quaternion space
for the gravitational field, the coordinate is ri, the basis vector is Eg = (1, i1, i2, i3). The radius
vector is Rg = Σ(riii), the velocity is Vg = Σ(viii). The gravitational potential is Ag = Σ(aiii),
the gravitational strength is Bg = Σ(biii) = ♦ ◦ Ag, which covers two components, b = ∇ × a,
and g/v0 = ∂0a + ∇a0, with a = Σ(ajij). Herein the ◦ denotes the octonion multiplication, the
operator ♦ = Σ(ii∂i), and ∇ = Σ(ij∂j), with ∂i = ∂/∂ri. i0 = 1. r0 = v0t, v0 is the speed of light,
and t denotes the time. i = 0, 1, 2, 3. j = 1, 2, 3.

The integral of the gravitational potential, Xg = Σ(xiii), can combine with the Rg to become the
compounding radius vector R̄g = Rg + krxXg = Σ(r̄iii). And the velocity Vg and the gravitational
potential Ag can combine together to become the compounding velocity V̄g = Vg +krxAg = Σ(v̄iii),
or the compounding potential Āg = Ag + (1/krx)Vg = Σ(āiii). Similarly the velocity curl, Ug =
♦ ◦ Vg = Σ(uiii), and the strength Bg can combine together to become the compounding strength
B̄g = Bg + (1/krx)Ug = Σ(b̄iii). The gauge equation is b̄0 = ∂0ā0 +∇ · ā = 0, with ā = Σ(ājij).

2.1. Field Equation
The source density, S̄g = mV̄g, of gravitational field is defined from the B̄g,

(
B̄g/v0 + ♦

)∗ ◦ B̄g = −µS̄ = −µgS̄g + B̄∗g ◦ B̄g/v0, (1)

where m is the mass density. µ and µg = 4πG/v2
0 are the coefficients, with G being the gravitational

constant. And B̄∗g ◦ B̄g/(2µg) is the field energy density of gravitational field with the velocity curl.
∗ denotes the octonion conjugate.
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Further, the above can be separated into

∇ · b = 0, ∂0b +∇∗ × g/v0 = 0, (2)
∇∗ · g = −m/εg, ∂0g/v0 +∇∗ × b = −µgs, (3)

where εg = 1/(µgv0v̄0). s̄ = Σ(s̄jij). s̄i = mv̄i. ḡ/v0 = ∂0ā +∇ā0, b̄ = ∇× ā.
The above states that the compounding radius vector R̄g can be considered as the radius vector

in the quaternion compounding space, which is one kind of function space with the quaternion basis
vector Eg. And the Newton’s law of gravitation in the quaternion compounding space is similar to
that in the classical gravitational theory [6].
2.2. Wave Equation
In a vacuum space far away from the gravitational sources, there exist the s̄0 = 0 and the s̄ = 0,
and then the gravitational field equation is reduced to, ♦∗ ◦ B̄g = 0. Proceeding with the operator
∂0 and ∇, the wave equation about the components of field strength are obtained from the field
equation Eqs. (2) and (3) directly,

(Σ∂2
i )ḡ = 0, (Σ∂2

i )b̄ = 0. (4)

The above is the Laplace equation in the Euclid space, meanwhile it is the wave equation in the
quaternion space. And the two components of gravitational strength, b̄ and ḡ, are both possessed
of wave features, although their wave impact may be too tiny to be detected at present.
2.3. Transverse Wave
In the quaternion compounding space, for the gravitational wave with the angular frequency ω, the
gravitational strength should be a harmonic function cosωt. In order to operate handily and cover
more physics contents, it is convenient to substitute the function exp(−iωt) for the cosωt.

The gravitational strength ḡ and b̄ can be written as follows,

ḡ = ḡ(r̄) exp(−iωt), b̄ = b̄(r̄) exp(−iωt), (5)

combining this with Eq. (4), gives
{−(ω/v0)2 + Σ∂2

j

}
ḡ(r̄) = 0,

{−(ω/v0)2 + Σ∂2
j

}
b̄(r̄) = 0. (6)

Analyzing the field equation finds that the amplitude of gravitational strength will be increased
steadily or deceased continuously. And the field strength should be one hyperbolic cosine, cos(iα).
It will substitute the function exp(−iiα) for the cos(iα). Herein the wave vector k = Σ(ijkj), the
vector radius r̄ = Σ(ij r̄j), and iα is an imaginary angle. α = −Σ(kj r̄j), kj is the coefficient.

And then the gravitational strength ḡ(r̄) and b̄(r̄) are

ḡ(r̄) = ḡ0 ◦ exp(−iiα), b̄(r̄) = b̄0 ◦ exp(−iiα), (7)

where ḡ0 and b̄0 are constant vectors. exp {i(a + ib)} = cos(a + ib) + i sin(a + ib). a and b are all
real. i is the imaginary unit, with i2 = −1. i is the quaternion unit, with i ◦ i = −1.

Substituting the above in Eq. (6), the result is, −(ω/v0)2 + Σk2
j = 0. From the field equations,

∇ · ḡ = 0 and ∇ · b̄ = 0, we obtain

k · ḡ0 = 0, k · ḡ′0 = 0, k · b̄0 = 0, k · b̄′0 = 0, (8)

where ḡ′0 = ḡ0 ◦ i and b̄′0 = b̄0 ◦ i are two new kinds of gravitational waves.
The above states that the gravitational waves are transverse waves in a vacuum, including the

wave components, ḡ0 and b̄0, as well as two new wave components, ḡ′0 and b̄′0. And the amplitudes
of the ḡ′0 and b̄′0 equal to that of the ḡ0 and b̄0 respectively.

The field equations, ∇× ḡ = ∂b̄/∂t and ∇· ḡ = 0, can be written as, ∇◦ ḡ = ∂b̄/∂t. Expanding
the exp(−iiα), and considering the α is a variable, the above deduces

k× ḡ′0 + ωb̄0 = 0, k× ḡ0 − ωb̄′0 = 0. (9)

In the same way, from the field equations, v2
0∇× b̄ = ∂ḡ/∂t and ∇ · b̄ = 0, we get

k× b̄′0 + ωḡ0/v2
0 = 0, k× b̄0 − ωḡ′0/v2

0 = 0. (10)
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Table 1: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3

I1 I1 I0 −I3 I2 −i1 −1 −i3 i2

I2 I2 I3 I0 −I1 −i2 i3 −1 −i1

I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

The above means that the ḡ and b̄ can not be determined at the same time. When v̄i = 0, the
rotational object stays on the weightlessness state, and there is not the gravitational wave, that is,
the ḡ = 0, b̄ = 0, ḡ ◦ i = 0, and b̄ ◦ i = 0. In case v̄i 6= 0, the rotational object does not stay on
the weightlessness state, and there exist the gravitational waves in a vacuum, that is, the ḡ 6= 0,
b̄ 6= 0, ḡ ◦ i 6= 0, and b̄ ◦ i 6= 0. In some cases the rotational object may stay on some movement
states, including the ḡ = 0 and b̄ 6= 0, or the ḡ 6= 0 and b̄ = 0 etc.

3. ELECTROMAGNETIC FIELD

The wave feature of gravitational field and electromagnetic field can be described simultaneously
by the octonion space, which consists of two orthogonal quaternion spaces. In the quaternion
space for the electromagnetic field, the basis vector is Ee = (I0, I1, I2, I3), the radius vector is
Re = Σ(RiIi), the velocity is Ve = Σ(ViIi). The electromagnetic potential is Ae = Σ(AiIi), the
electromagnetic strength is Be = Σ(BiIi) = ♦ ◦Ae, which covers two components, B = ∇×A, and
E/v0 = ∂0A +∇◦A0, with A = Σ(AjIj) and A0 = A0I0. Herein the Ee is independent of the Eg,
with Ee = Eg ◦ I0.

In the octonion space, the octonion basis vector is E = (i0, i1, i2, i3, I0, I1, I2, I3), the radius
vector is R = Rg + kegRe, the velocity is V = Vg + kegVe. The field potential is A = Ag + kegAe,
the field strength is B = ♦ ◦ A = Bg + kegBe, with the keg being a coefficient.

The integral of field potential, X = Σ(xiii + kegXiIi), can combine with the R to become the
compounding radius vector R̄ = R+krxX = Σ(r̄iii+kegR̄iIi). The velocity V and the field potential
A can combine together to become the compounding velocity V̄ = V+ krxA = Σ(v̄iii + kegV̄iIi), or
the compounding potential Ā = A+ (1/krx)V = Σ(āiii + kegĀiIi). The velocity curl, U = ♦ ◦ V =
Σ(uiii + kegUiIi), and the field strength B can combine together to become the compounding
strength B̄ = B + (1/krx)U = Σ(b̄iii + kegB̄iIi). The gauge equation is B̄0I0 = ∂0Ā0 +∇ · Ā = 0,
with Ā = Σ(ĀjIj) and Ā0 = Ā0I0. Āe = Σ(ĀiIi), B̄e = Σ(B̄iIi) = ♦ ◦ Āe.
3.1. Field Equation
The compounding source S̄ is devised to describe the electromagnetic source, S̄e = qV̄e, and the
gravitational source S̄g simultaneously, and is defined from the compounding strength B̄,

(B̄/v0 + ♦)∗ ◦ B̄ = −µS̄ = −(µgS̄g + kegµeS̄e) + B̄∗ ◦ B̄/v0, (11)

where µe is the electromagnetic constant, with k2
eg = µg/µe. And B̄∗e ◦ B̄e/(2µe) is the field energy

density of electromagnetic field with the velocity curl. q is the electric charge density.
According to the basis vectors, the above can be decomposed further as follows,

♦∗ ◦ B̄g = −µgS̄g, ♦∗ ◦ B̄e = −µeS̄e, (12)

where the former equation is similar to Eq. (1) and is suitable for the gravitational field, while the
latter equation is for the electromagnetic field.

Further, the latter equation in the above can be rewritten as follows

∇ ·B = 0, ∂0B +∇∗ ×E/v0 = 0, (13)
∇∗ ·E = −qI0/εe, ∂0E/v0 +∇∗ ×B = −µeS, (14)
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where εe = 1/(µeV̄0v0). B̄ = ∇× Ā, Ē/v0 = ∂0Ā +∇ ◦ Ā0. S̄ = Σ(S̄jIj), S̄0 = S̄0I0, S̄i = qV̄i.
The above means that the compounding radius vector R̄ can be considered as the radius vector

in the octonion compounding space, which is one kind of function space with the octonion basis
vector E. And that the Maxwell’s electromagnetic equations in the octonion compounding space
are similar to that in the classical electromagnetic theory [7].
3.2. Wave Equation
In a vacuum far away from the electromagnetic sources, there exist the S̄0 = 0 and the S̄ = 0,
and then the electromagnetic field equation can be reduced to, ♦∗ ◦ B̄e = 0. Proceeding with the
operator ∂0 and ∇, we can obtain the wave equation about the components of field strength from
Maxwell equation directly,

(Σ∂2
i )Ē = 0, (Σ∂2

i )B̄ = 0. (15)

The above is the Laplace equation in the Euclid space, meanwhile it is the wave equation in
the octonion space. And two strength components of the electromagnetic field, Ē and B̄, are both
possessed of wave features, and can be detected indirectly at present.
3.3. Transverse Wave
In the octonion compounding space, for the electromagnetic wave with the angular frequency ω,
the field strength should be a harmonic function, cosωt, and can be chosen as exp(−iωt).

The electromagnetic strength Ē and B̄ can be written as follows,

Ē = Ē(r̄) exp(−iωt), B̄ = B̄(r̄) exp(−iωt), (16)

substituting the above in Eq. (15),
{−(ω/v0)2 + Σ∂2

j

}
Ē(r̄) = 0,

{−(ω/v0)2 + Σ∂2
j

}
B̄(r̄) = 0. (17)

Analyzing the field equation finds that the amplitude of the electromagnetic strength will be
increased steadily or deceased continuously. So the field strength is the hyperbolic cosine cos(iα),
and can be replaced by exp(−iIα). Herein the wave vector K = Σ(IjKj), iα is an imaginary angle.
α = −Σ(Kj r̄j), Kj is the coefficient.

And then, the field strength Ē(r̄) and B̄(r̄) are

Ē(r̄) = Ē0 ◦ exp(−iIα), B̄(r̄) = B̄0 ◦ exp(−iIα), (18)

where Ē0 and B̄0 both are the constant vectors. exp {I(a + ib)} = cos(a + ib) + I sin(a + ib). a and
b are all real. i is the imaginary unit, with i2 = −1. I is the octonion unit, with I ◦ I = −1.

Further substituting Eq. (18) in Eq. (17), we have the result, −(ω/v0)2 + ΣK2
j = 0. From the

field equations ∇ · Ē = 0 and ∇ · B̄ = 0, we obtain

K · Ē0 = 0, K · Ē′0 = 0, K · B̄0 = 0, K · B̄′
0 = 0, (19)

where Ē′0 = Ē0 ◦ I and B̄′
0 = B̄0 ◦ I are two new kinds of electromagnetic waves.

The above states that the electromagnetic waves are the transverse waves in a vacuum, including
the waves components, Ē0 and B̄0, as well as two new wave components, Ē′0 and B̄′

0. Moreover
the amplitudes of wave components, Ē′0 and B̄′

0, equal to that of Ē0 and B̄0 respectively.
The field equations, ∇× Ē = ∂B̄/∂t and ∇ · Ē = 0, can be incorporated into, ∇ ◦ Ē = ∂B̄/∂t.

Expanding the exp(−iIα), and considering the α may be any value, the above yields

K× Ē′0 + ωB̄0 = 0, K× Ē0 − ωB̄′
0 = 0. (20)

In the same way, from the field equations, v2
0∇× B̄ = ∂Ē/∂t and ∇ · B̄ = 0, we have

K× B̄′
0 + ωĒ0/v2

0 = 0, K× B̄0 − ωĒ′0/v2
0 = 0. (21)

The above means that the Ē and B̄ can not be determined simultaneously. When V̄i = 0, the
rotational charged object stays on the weightlessness state, and there is not the electromagnetic
wave, that is, the Ē = 0, B̄ = 0, Ē ◦ I = 0, and B̄ ◦ I = 0. In case V̄i 6= 0, the rotational charged
object does not stay on the weightlessness state, and there exist the electromagnetic waves in a
vacuum, that is, the Ē 6= 0, B̄ 6= 0, Ē ◦ I 6= 0, and B̄ ◦ I 6= 0. In some cases the rotational charged
object may stay on some states, including the Ē = 0 and B̄ 6= 0, or the Ē 6= 0 and B̄ = 0 etc.
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Table 2: The operator and multiplication of the physical quantity in the octonion space.

definition meaning

∇ · a −(∂1a1 + ∂2a2 + ∂3a3)

∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)

∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

∇ ·A −(∂1A1 + ∂2A2 + ∂3A3)I0

∇×A −I1(∂2A3 − ∂3A2)− I2(∂3A1 − ∂1A3)− I3(∂1A2 − ∂2A1)

∇ ◦A0 I1∂1A0 + I2∂2A0 + I3∂3A0

∂0A I1∂0A1 + I2∂0A2 + I3∂0A3

4. CONCLUSIONS
In the quaternion compounding space, the gravitational potential affects the gravitational waves,
ḡ, b̄, ḡ◦ i, and b̄◦ i in a vacuum. When the rotational object is on weightlessness state, there is not
the gravitational wave radiation. In case the rotational object does not stay on the weightlessness
state, there exists the gravitational wave radiation. The ḡ and the b̄ can be transformed into each
other, and it causes the fluctuation of the g and of the b, therefore the motion of the rotational
object will depart from the anticipation of the Newton’s law of gravitation.

In the octonion compounding space, the electromagnetic potential impacts the electromagnetic
waves, Ē, B̄, Ē◦ I, and B̄◦ I in a vacuum. When the rotational charged object is on weightlessness
state, and there is not the electromagnetic wave radiation. In case the rotational charged object
does not stay on the weightlessness state, there exists the electromagnetic wave radiation. The Ē
and B̄ can be transformed into each other, and it causes the undulation of the E and B, and the
motion of rotational charged object may deviate from the expectation of the Coulomb’s law.

It should be noted that the study for the influences of the field potential to the electromagnetic
wave equation of the rotational charged object examined only some simple cases in the presence
of the gravitational field and the velocity curl. Despite its preliminary characteristics, this study
can clearly indicate that the field potential impacts the wave equation and the weightlessness state
etc. For the future studies, the research will focus on some predictions about the fluctuation of the
electromagnetic wave of the rotational charged objects.
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Abstract— In this paper, optical neural router consisting of acousto-optic waveguide-type
switching devices is proposed and studied. As an algorithm to obtain the shortest path between
routers, we propose a method using neural learning. In this proposed device, switching of optical
input signal is carried out by controlling surface acoustic waves. Switching characteristics are
numerically simulated using FDTD method for an incident Gaussian beam. In this analysis, total
analysis space is divided into small subdomains and each subdomain is calculated successively to
simulate optical pulse propagation in long distance of hundreds times as long as wavelength.

1. INTRODUCTION

In packet transmission through broadband networks, the transmission efficiency decreases for heavy
traffic if route selection in each router is not properly carried out [1]. We propose an adaptive system
using optical neural routers for suitable route selection [2, 3].

As an algorithm to obtain the shortest path between routers, we propose a method using neural
learning. There are dynamic routing and static routing in conventional routing in the Internet. The
dynamic routing exchanges routing information which may not be necessarily efficient. Memories
and processing time increase when the control becomes complicated. On the contrary, the static
routing is not necessarily efficient because the routing tables have to be updated when the network
configuration is changed or a trouble occurs in the network.

In this paper, we propose a method using neural learning as an algorithm to find the shortest
route. We consider a router consisting of neuro devices and formularize it considering router
performance and transmission speed [4, 5]. Output packets from the router are determined by
controlling the neuro devices to minimize the time-of-arrival of the packets. Since the neural
network learns change of transmission capacity, flexible route selection can be expected in an
emergency. Optimum route selection algorithm considering various factors such as transmission
time can be realized by varying coupling weights among neurons.

We discuss optical neuro router consisting of multi-layered structure of acousto-optic (AO)
waveguide-type neuro switching devices. In the AO neuro device, transmission route is controlled
by applying r.f. electric signals for surface acoustic waves (SAWs) which have been determined by
learning. The AO switching device for optical neuro router is analyzed by FDTD method [6, 7]. In
this analysis, total analysis space is divided into small subdomains and each subdomain is calculated
successively to simulate optical pulse propagation along hundreds times as long as wavelength.

The multi-layered configuration of the optical neuro devices controlled by r.f. electric signals
obtained from learning gives fundamentals for optical neuro routers.

2. NETWORK WITH ROUTERS USING OPTICAL NEURO DEVICES

A lot of time and communication are required to comprehend whole of a complex network. We
divide a network into small networks containing routers, and derive the shortest route in each small
networks. An observation station of router is located in each network to comprehend the whole of
its belonging small network and to derive the shortest routes, as shown in Fig. 1(a).

We propose a basic model for deriving the shortest routes by using neural network. By re-
garding circuit network routers as neuro-type routers, we formulate the arrival time of packets
considering router performance and transmission rate. We assume a layered structure for the cir-
cuit network. Flexible route selection is expected in case of emergency because learning of change
of communication rate is adopted in neural networks.

We discuss derivation of the shortest routes using neural networks. We consider a neuro-type
router consisting of mutually connected circuit network as shown in Fig. 1(b). An input packet
passes router R

(s)
i , (i = 1, 2, . . . , m) at step s (s = 1, 2, . . .). The sum of input packets and the sum

of output packets in router R
(s)
i at step s are x

(s)
j , (j 6= i) and x

′(s+1)
i , respectively, which usually
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Figure 1: (a) Observation station of networks and (b) architecture of network with neuro-type routers.

have 0 or 1. The connection weight from router R
(s)
j at step s to router R

(s)
i at step s + 1 is w

(s)
ji .

Router R
(s)
i has a threshold value θi. Thus, the sum x

(s)
i of the input packets in router R

(s)
i at step

s is given by

x
(s)
i =

m∑

j=1

w
(s−1)
ji x

′(s−1)
j − θi. (1)

Then, the sum x
(s+1)
i of the input packets in router R

(s+1)
i at step s + 1 is given by

x
(s+1)
i = f




n∑

j=1
(i6=j)

w
(s)
ji x

′(s)
j − θi


 , (2)

where the input-output function f is a nonlinear function such as sigmoid function.
Next, we derive transmission time of a packet transmitted from router R

(s)
i at step s. The

transmission rate C
(s)
i from router R

(s)
i at step s is given by C

(s)
i = K

(s)
i x

(s)
i , where K

(s)
i is propor-

tional constants. Using the total transmission length l
(s)
i from router R

(s)
i to the next router, the

transmission time τ
(s)
i is given by τ

(s)
i = l

(s)
i /C

(s)
i . Processing time P

(s)
i in router R

(s)
i at step s is

assumed to be given as a function of R
(s)
i as P

(s)
i = g(R(s)

i ).
The transmission time T from each router to the next router at step n is given by

T =
m∑

i=1

(
τ

(n)
i + P

(n)
i

)
. (3)

Output packets are determined to minimize T . Under the above conditions, optimum connection
weight w

(s)
ji (i, j = 1, 2, . . . ,m) is found. The performance of router R

(s)
i for achieving objective

transmission time is also determined.
The algorithm to find shortest route is as follows: (1) At s = 0, initialize x

(s)
i , (2) update

connection weights, (3) find j using transition probability matrix Pij , (4) calculate x
(s+1)
j using

input-output function, (5) if x
(s+1)
j changes, set all of x

(s+1)
k having Pi,k 6=j > 0 to be zero, and (6)

set s = s + 1 and return to procedure (2).

3. PRINCIPLE OF ROUTERS USING OPTICAL NEURO DEVICES

In adaptive Y-branch router in neuro-type router structure, packets in the network are relayed at
multiple routers as shown in Fig. 2(a). Control signals in the routers using optical neuro devices
are determined to minimize the packet arrival time by learning as a routing algorithm. We consider
a Y-branch device having one input port and two output ports. When the stage number S is Smax,
the number of the output ports is 2Smax . In the ith router Ri, the 2S ports correspond to binary
number representation as shown in Fig. 2(b). The output port number n is written as

n = a
(i)
Smax−12

Smax−1 + a
(i)
Smax−22

Smax−2 + . . . + a
(i)
1 21 + a

(i)
0 20, (4)
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(a) (b)

Figure 2: (a) Optical neuro router consisting of multi-stage Y-branch and (b) network with mulitple routers.

Learning signal (Control signal)

Optical output

Optical input

(a) (b)

Figure 3: (a) Relation of control signal VS and a
(i)
S and (b) a model of optical neuro router.

where a
(i)
S = 0, 1. At the branch in Sth stage, the output a

(i)
S has a neuro characteristic. As shown

in Fig. 3(a), the control signal V
(i)
S at Sth stage in ith router is given by

a
(i)
S =

1

1 + e−α(V
(i)

S −V0)
, (5)

where a
(i)
S = 1 for V

(i)
S À V0 and a

(i)
S = 0 for V

(i)
S ¿ V0. The control signal V

(i)
S is determined

by learning statistical amount of network transmission efficiency. We consider the processing and
transmission time between router k and router l to be Tkl. Objective evaluation amount to minimize
Tkl is used in learning, and V

(i)
S is given by

min
V

(i)
S





∑

k,l

Tkl



 (6)

The output port for optical input at one port is determined by the control signal V
(i)
S (S =

1, 2, . . . , Smax). In the whole routers as shown in Fig. 3(b), we have

(aS−1, aS−2, . . . , a1, a0) = f(VS−1, VS−2, . . . , V1, V0), (7)

where f is the decision function as given by Eq. (5).

4. MODEL OF OPTICAL AO NEURO DEVICE

The basic structure of a collinear AO device is shown in Fig. 4(a). On a −Z-cut LiNbO3 substrate,
an embedded rib waveguide is formed by proton exchange (PE) as waveguide 1. On this waveguide,
a rib waveguide is formed from TiO2 to serve as waveguide 2. Since the PE region of waveguide
1 has a trapping effect on SAWs, optical waveguide 1 and its cladding region with a width of Wa
functions as a SAW waveguide. The interaction region with length lSW is a laminate of two rib
optical waveguides. Coupling between two fundamental modes, even and odd modes, in the coupled
waveguide is induced by the AO interaction.

In this paper, a device consisting of a two-dimensional waveguide as shown in Fig. 4(b) is
analyzed. For an optical wavelength of λ = 1.55µm, it is assumed that the refractive indices are
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(a) (b)

Figure 4: (a) Collinear AO device and (b) a two-dimensional model for FDTD analysis.

ns = n0 = 2.135, n1 = n2 = 2.211, and nm = 2.063. The device in Fig. 4(a) operates for the TM
wave whereas the analysis is carried out for the TE wave. For efficient AO interaction, the effect of
the AO coupling must be concentrated in only one of the waveguides. Therefore, the analysis here
assumes that the SAW-generated periodic refractive indices change only in waveguide 1.

5. FDTD ANALYSIS OF SWITCHING OF OPTICAL NEURO AO DEVICE

From the stability condition, we analyzed with ∆s = 0.05µm and ∆t = 0.1 fs. By discretization of
Maxwell’s equations, the electromagnetic field Ex(y, z, t) can be computed as Ex(i, j, n):

Ex(i, j, n) = Ex(i, j, n− 1) +
∆t

ε(i, j, n− 1)∆s

·[Hz(i, j, n− 1)−Hz(i− 1, j, n− 1)−Hy(i, j, n− 1) + Hy(i− 1, j, n− 1)] (8)

Hy(i, j, n) = Hy(i, j, n− 1)− ∆t

µ∆s
[Ex(i, j + 1, n− 1)−Ex(i, j, n− 1)] (9)

Hz(i, j, n) = Hz(i, j, n− 1) +
∆t

µ∆s
[Ex(i + 1, j, n− 1)− Ex(i, j, n− 1)]. (10)

The incident wave in the discrete form is given by

Ex(i, j, n) = E0(i)f(j, n) sin(ωn∆t− βj∆s), Hy(i, j, n) = H0(i)f(j, n) sin(ωn∆t− βj∆s), (11)

where f(t) denotes the envelope of an optical incident packet. The incident wave is excited in the
incident plane S0. Mur’s second-order absorbing boundary condition is used at S1, S2, and S3.

If there exists a SAW satisfying the phase match condition and the power, then mode conversion
occurs between the even and odd modes. We assume the variation of the refractive index of the
medium ∆n(S) = ∆n0 cos(Kz) to the medium in waveguide 1, where S is the SAW strain and K
is the SAW propagation constant. When the substrate is LiNbO3, ∆n ≈ 2 × 10−4 is expected for
10µm×100µm cross section of acoustic wave of 10 mW.

First, we assume ∆n0 = 0.01 to confirm switching along the whole AO device. The switching
depends on the shift of K from the Bragg condition ∆K = K − (βE − βO), where βE and βO are
the propagation constants of optical even and odd modes, respectively. When ∆K = 0, 100% mode
conversion is obtained for lSW = 250µm as shown in Fig. 5(a). The outputs depends on ∆K as
shown in Fig. 5(b).

Next, we discuss segmentation of FDTD analysis media to confirm mode conversion of an optical
pulse with ∆n0 = 5× 10−4. The interaction region is divided into segments of length ∆Z as shown
in Fig. 6(a). We consider a short optical pulse within ∆Z/2. The optical pulse propagation in
z
(i)
1 ≤ z ≤ z

(i)
3 is analyzed. After the tail end of the optical pulse passes the center z = z

(i)
2 , the

analysis is continued in the next region z
(i+1)
1 ≤ z ≤ z

(i+1)
3 . In this process, the optical pulse located

in z
(i)
2 ≤ z ≤ z

(i)
3 is copied to z

(i+1)
1 ≤ z ≤ z

(i+1)
2 spatially corresponding to the same medium. We

assume ∆Z = 300µm. When an even mode is incident, the optical fields at t = 10ps and 380 ps
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view of optical pulse propagation without and with SAW of ∆K = 0.

are shown in Fig. 6(b). Almost complete mode conversion is performed with lSW = 5 mm, which
corresponds to t = 380 ps.

6. CONCLUSION

Optical neuro routers in multi-stage structure consisting of waveguide-type optical neuro switch-
ing devices were proposed. As an algorithm to find shortest routes, neural learning method was
proposed. A waveguide-type collinear AO device was considered as the optical neuro switching de-
vice. Fundamental switching characteristics using the collinear AO device were analyzed by FDTD
analysis. We will investigate the detail algorithm to derive shortest routes in future.
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Abstract— For medical image diagnosis assisted by computers, computer tomography tech-
nologies using X-ray, optic and electromagnetic beam waves as incident waves have been rapidly
developed. Incident beam waves scan in transverse cross sections of biological organs to get
interior medical image information. Wave CT technologies are developed by inverse Fourier
transforms for beam wave attenuations along beam propagation axises. Beam transverse scan-
ning is based on spatial sampling theorem for transversely scanning of incident beam waves.
Similar principle in space as sampling theorem in time is expressed by eigen function expansions
of beam fields.

In spatial case, electric field may be expressed as super-position of local field sampling data,
using local eigen functions with spatial unit element distances. In free space, asymptotic Hermite
Gaussian functions for rectangular coordinates can show local beam eigen functions.

Based on spatial sampling theorem, precise image reconstruction theory of electromagnetic CT
method is shown, discussing scattering and mode couplings in virtual waveguide arrays.

1. INTRODUCTION

Medical image diagnosis using computer system is rapidly developed in recent years, and computer
aided image diagnosis and measurement are used in wide fields of societies including usual lives and
industrial activities [1–3]. In computer tomography technology, received detected waves are mainly
concerned with local absorption characteristics of propagation media and disturbed by scattering
characteristics [4–6].

Incident waves are scanned along transverse direction of measured media cross-sections and have
parameters of incident angles. Scanning incident waves have transversely small field distributions for
scanning directions vertical to beam propagation direction. Transverse beam scannings for spatial
information of measured media depend on spatial sampling theorem, considering transversely local
field distribution of lower and higher beam waves [7, 8].

In this paper, generalizing of sampling theorem in time domain, basic theory of spatial sampling
theorem for CT technology using beam wave eigen function systems, is discussed. For the spatial
sampling theorem of CT method, asymptotic Hermite Gaussian functions expressed in rectangu-
lar coordinates are discussed for local beam eigen functions in virtual waveguide array with unit
element spatial distances. For inhomogeneous target media, scattering fields disturb CT informa-
tion depending on attenuation characteristics. Fundamental theory of electromagnetic waves for
CT imaging is shown by electromagnetic boundary value problem, considering interaction fields of
scattering and attenuation. Statistical theory of electromagnetic wave is described for electromag-
netic wave propagation, attenuation and scattering in random inhomogeneous biological media.
Precise image reconstruction theory of electromagnetic CT method is discussed, based on scatter-
ings and mode couplings in inhomogeneous guided modes in virtual waveguide array consisting of
random biomedical media.

2. PROJECTION CHARACTERISTICS OF EM FIELDS IN RANDOM MEDIA

Figure 1 shows transmitted and scattered laser beam waves in bio-medical media for CAD and
optical scattering filter system. Propagation and scattering of electromagnetic waves in CT, are
studied by the Maxwell’s wave equation and integral field equation, as in Fig. 2.

Here, complex dielectric constants of bio-medical materials are ε∗ (r) = ε + σ/(jω). Incident
waves are linear polarization with z direction and t direction of propagation, vertical to z axis and
transverse s direction. Time factor is ejωt and electric fields satisfy the following wave equation
with ε∗ = ε∗1 + ∆ε∗ (r) and ∆ε∗ = ε∗1∆η in random media.

∇×∇×E− µε∗ω2E = 0 (1)
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Incident beam waves Einc are shown as

Einc (r) = E0 (r) e−jβ·r−jϕ(r) (2)

Using Green dyadic Γ (r, r′, ω) in free space, satisfying

∇×∇× Γ
(
r, r′

)− β2Γ
(
r, r′

)
= Iδ

(
r, r′

)
(3)

where β2 = ω2ε∗1µ, total electric fields are

E = Einc +
∫

Γ · Fdv′ (4)

where
F = µε∗1

∑∫
ω2∆η

(
ω′

)
E

(
ω − ω′

)
dω′

In Eq. (4), the second terms show reflected and scattered fields. Magnetic fields are

H = Hinc − 1
jωµ

∫
∇× Γ · Fdv (5)

When incident beam waves are transversely compact for the transverse s direction, and scanned
along the s direction, local sub-domains with propagation axis of t direction may be considered as
in Fig. 3. Measured regions can be divided into small sub-domains Di (i = 1, 2, . . . , N) with
propagation t direction, as shown in Fig. 4.

3. SPATIAL SAMPLING THEOREM AND WAVE EIGEN FUNCTIONS

In the time domain, sampling theorem shows for temporal function x (t) with limited spectrum
characteristics of |f | ≤ W ,

x (t) =
∞∑

i=−∞
x

(
i

2W

)
ϕi

(
t− i

2W

)
(6)
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where

ϕi

(
t− i

2W

)
=

sin 2πW (t− i∆t)
2πW (t− i∆t)

, ∆t =
1

2W
(7)

Sampling width ∆t = 1
2W , and i covers all region of (−∞,∞).

Sampling theorem in space shows for the electric field E is given by

E (r) =
∞∑

s̄=−∞
E(s) (rs)Ψ (r− s̄∆rs) (8)

using local function Ψ (r) for sampling distance ∆rs, where rs = r− s̄∆rs and discrete parameter s̄.
The local functions may be eigen functions with t propagation direction and transversely compact
distribution.

Spatial sampling theorem for electromagnetic fields in random media can be discussed for sub-
domains corresponding to virtual waveguide arrays with propagation t direction and s direction
as in Figs. 3 and 4. Sampling coordinates (s, t) are rotated from physical coordinates (x, y) with
rotation angle θ.

Total fields in random media are given by integral equations of Eq. (4) using Green’s dyadic,
when the incident wave is Einc. Transmitted fields can be studied by superposition of local fields
with sampling distances ∆rs, if total domain is divided into sub-domains corresponding to virtual
waveguide Ws of s̄ index.

These virtual waveguides Ws construct waveguide array with same parallel propagation axis
t. In each virtual waveguide, field can be represented by compact local functions. Following
spatial sampling theorem, incident electric field Einc can be written, using local functions Ψ (r) of
waveguide modes and srs0 = r− s̄∆rs

Einc =
m∑

s=1

E(s)
incΨ (r− s̄∆rs) (9)

where corresponding amplitude in each waveguide is E(s)
inc, and rs0 is unit vector of s direction.

4. BEAM EIGEN FUNCTION SYSTEM AND BOUNDARY VALUE PROBLEM

At incident input, beam eigen functions have constant phase values in the t propagation axis, and
local functions can be easily determined. However, in general space of propagation t > 0, phase
parameters have functions of projection coordinates (t, s), depending t coordinates as in Fig. 5.
Scattering and transmission of beam wave E(s)(r, ω) at interface in Fig. 6 can be asymptotically
studied for incident s = i and reflection s = r.

Beam wave fields in free space (I) are shown, in case of z propagation, using spectrum function
Ê(βx, βy) with wave spectrum βx, βy for x, y direction.

E(s) (r, ω) = E0

∞∫

−∞

∞∫

−∞
e−jβxx−jβyy−j

√
β2−β2

x−β2
yzÊ(s) (βx, βy) dβxdβy (10)
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Figure 5: Beam coordinates (x(s), y(s)) for incident beam
wave scanning.
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Here, spectrum function of integrand can be expanded as Hermite-Gaussian system for y polariza-
tion and i = x, y

Ê(s) (βx, βy) = iyψ̂x (βx) ψ̂y (βy) , ψ̂
(s)
x (βx) =

∑
m

a
(s)
mxφ̂m (βx), ψ̂

(s)
y (βy) =

∑
n

a
(s)
ny φ̂n (βy),

φ̂n (βi) = e
− 1

2

β2
i

α2
i Hn

(
βi

αi

)
1q

αi(2nn!
√

π)1/2
,

∞∫
−∞

φ̂nφ̂n′dβi = δnn′ (11)

Here, transverse spectrum βx and βy are small, compared with β, and

− j
√

β2 − β2
x − β2

y = −jβ

(
1− β2

x

2β2
− β2

y

2β2

)
− j

(
−1

8
β4

x

2β3
− 1

8
β4

y

2β3

)
(12)

Hence, incident beam wave in free space can be expressed by Hermite-Gaussian mode system, using
beam focusing parameter αs, as

E(s) (rt, z) =
∑

a(s)
mnφmφne−jβmn(x,y,z)z, E (rt, z) =

∑
s

E(s) (rt, z) (13)

where rt + ziz corresponds to r− s̄∆rs.

5. SPATIAL SAMPLING THEOREM USING BEAM WAVE EIGEN FUNCTION SYSTEM

When incident wave is the fundamental beam mode for z propagation, in two dimensional space
(x, z)

E(i) = E0iye−jβ(z+zi) 1√
1− jζ

e
− a2

i (x−xi)
2

2(1−jζ) (14)

Here, ζ = (z+zi)
β a2

i and beam spot size wi = 1
ai

.
In case of two dimensional space (s, t) for t propagation, the fundamental mode is

E (s, t) =
A√

1− jζ
e−jβte

− s2

s20(1−jζ) = A

(
s0

sb

)1/2

e−jβte
− s2

s2
b ejφb (15)

Here, ζ = 2t
βs2

0
, α2 = a2 = 2

s2
0
, sb = s0

√
1 + ζ2 and φb = tan−1 ζ − s2

s2
b
ζ.

When beam coordinates (x(s), y(s)) corresponding to amplitude factor and phase factor sb, φb

are defined, beam eigen functions are, for higher modes, using Hermite functions Hm and spectrum
functions

φ̂m = Cme
− 1

2

β2
s

α2
s Hm

(
βs

αs

)
,

Ψ
(
x(s), y(s)

)
= CmHm

(
y(s)

sb

)
e
− y(s)2

s2
b ej(mtan−1 ζ+jφb) =CmHm

(
y(s)

sb

)
e
− y(s)2

s2
b ejφb,m

(16)

Here, φb,m = φb + m tan−1 ζ.
Comparing with fundamental mode, phase factors of higher modes depend on propagation axis

t and coordinate x(s). For small ζ, ζ ¿ 1, projection coordinates (s, t) coincide beam coordinates
(x(s), y(s)). Beam eigen functions are effective functions for local functions.

Beam eigen functions have asymptotic characteristics of harmonic oscillation function, for large
s, y(s), as

Hm

(
y(s)

sb

)
∼= 2

m+1
2 m

m

2 e−
m

2 e
1
2

y(s)2

s2
b cos

(
√

2m + 1
y(s)

sb
− mπ

2

)
(17)

Hence, spatial sampling width |∆rs| is y(s) = π
2 sb. The maximum mode index is given by maximum

spatial frequency M of fields.
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6. MODE COUPLINGS AMONG WAVEGUIDES AND IMAGE RECONSTRUCTION OF
CT

Among virtual waveguide arrays, rectangular and projection coordinates, (x, y) and (s, t) are related
as (

x
y

)
=

(
cos θ − sin θ
sin θ cos θ

)(
s
t

)
(18)

In virtual waveguide Ws, each field is expanded as, using spatial sampling characteristic and eigen
functions {Φ(s)

m }.

E(s) =
∞∑

m=0

a(s)
m (t)Φ(s)

m (rt),
∫

Φ(s)
m (rt)Φ∗(s)

n (rt)d2r(s)
t = δmn (19)

Transmission equation is shown as

dA
dt

= −ΓIA− jCA (20)

where amplitudes, and attenuation constants and phase constants of the m mode in Ws waveguide
are a

(s)
m , α

(s)
m and β

(s)
m , and A (t) , Ai (t) = α

(s)
m , Γ (t) , Γi (t) = α

(s)
m + jβ

(s)
m , C (t), Cij = C

(ss′)
mn . If

A0 = A (0), we have
A = A0e

− R `

0 (ΓI+jC)dt (21)

Hence, if the second terms of right hand side in Eq. (20) is expressed as f , intensities of the modes
in waveguide Ws for waveguide length `s,

∣∣∣a(s)
m (`s)

∣∣∣
2

= e−
R `s
0 γ

(s)
m (t)dt (22)

where

γ(s)
m (t) = 2α(s)

m (t) +
∞∑

n,m=0

S∑

s,s′=0

∑

u = s, s′

v, v′ = n, m

f
(
α(u)

v (t) , β(u)
v (t) , C

(u,u′)
v,v′ (t)

)
(23)

In Eq. (23), the first term shows attenuation effects, and the second term shows multiple reflections
and scatterings that have not been enough discussed and precisely shown in this paper, using spatial
sampling theorem for image reconstruction of CT. |a(s)

m (t)|2 are projection field data measured at
received output. Extending integral region [0, `s] to [−∞,∞]

Γm (ω) =
∫ ∞

−∞

{
− log

∣∣∣a(s)
m (t)

∣∣∣
2
}

e−jωsds =
∫∫ ∞

−∞
γ(s)

m (t) dte−jωsds

=
∫ ∞

−∞

∫ ∞

−∞
γm (x, y) e−jω(x cos θ+y sin θ)dxdy (24)
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Figure 7: Multiple scatterings and mode coupling in random virtual coupling.
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and using ω cos θ = ζ and ω sin θ = η,

γm (x, y) =
1

(2π)2

∫∫
Γm (ζ, η) ejζx+jηydζdη (25)

From measured data |a(s)
m |2 in virtual waveguide, their Fourier transform Γm(ω) and inverse Fourier

transform lead to γm(x, y). From γm(x, y), filtering scattered terms, we have exact absorption
characteristics that yield precise image reconstruction.

7. CONCLUSION

Spatial sampling theorem is discussed using local wave eigen functions that satisfy Maxwell’s equa-
tion and wave field equations. Local wave eigen functions are shown by using asymptotic Hermite-
Gaussian eigen functions satisfying field equations in free space. Based on spatial sampling theorem,
using local eigen functions, image reconstruction theory is shown by mode couplings among virtual
random waveguides.
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Abstract— The zonal harmonic expansion method is a special version of the spherical harmonic
method, applied for axisymmetric systems. It can be 100–1000 times faster than the more widely
known elliptic integral method and is more general than the similar radial series expansion. It has
not only high speed, but also high accuracy, which makes the method especially appropriate for
trajectory calculations of charged particles. Due to these properties, no interpolation is necessary
when the electric and magnetic field during particle trajectories is computed with the aid of the
zonal harmonic method.
The zonal harmonic field series formulas are convergent at field points within the central and
remote regions, which have spherical boundaries, and their center, the source point, can be
arbitrarily chosen on the symmetry axis. The rate of convergence of the field series depends on
the distance of the field and the source point; smaller distance for central field points and larger
distance for remote field points correspond to higher convergence rate. For a given field point, one
can improve the convergence properties of the zonal harmonic method by optimal choice of the
field expansion method (central or remote), of the source point, and of the source representation
method. The zonal harmonic method is applicable also for special three-dimensional magnetic
systems, whose components (coils or magnetic materials) are axially symmetric in their own local
coordinate systems.

1. INTRODUCTION

Electric and magnetic field calculation is important in many areas of physics: electron and ion
optics, charged particle beams, charged particle traps, electron microscopy, electron spectroscopy,
plasma and ion sources, electron guns, superconducting and air coils, etc.. A special kind of
electron and ion energy spectroscopy is realized by the MAC-E filter spectrometers, where integral
energy spectrum is measured by the combination of electrostatic retardation and magnetic adiabatic
collimation [1–3].

We present in our paper the zonal harmonic expansion method for electric and magnetic field
caclulations: explanation of the central and remote convergence regions, and electric potential and
field formulas for general axisymmetric electric systems (Section 2), magnetic field formulas for
general axisymmetric magnetic systems (Section 3), considerations about the practical application
of the method (Section 4), and conclusions (Section 5).

2. ELECTRIC FIELD CALCULATION

The electric potential of an arbitrary electric system in a source-free region (vacuum) can be gen-
erally written as an expansion of the spherical harmonics, which are proportional to the associated
Legendre polynomials Pm

n (cos θ) . In the special case of axially symmetric electric systems, the
absence of the azimuthal dependence reduces the problem to the simpler zonal harmonic expan-
sion. Defining an arbitrary reference point S on the symmetry axis (we shall call it a source point),
the central and remote solid zonal harmonics are the functions ρnPn(cos θ) and ρ−(n+1)Pn(cos θ),
where ρ is the distance between the source point and the field point, θ denotes the angle between
the symmetry axis and the line connecting the source and field points (Fig. 1), and Pn(cos θ) is the
Legendre polynomial of order n. Within a spherical region inside the electrodes (central region),
with the source point as the center of the sphere, the electric potential and field can be expanded
by central zonal harmonics:

Φ(z, r) =
∞∑

n=0

Φcen
n

(
ρ

ρcen

)n

Pn(u), (1)

Ez(z, r) = − 1
ρcen

∞∑

n=0

Φcen
n+1 · (n + 1)

(
ρ

ρcen

)n

Pn(u), (2)
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Er(z, r) =
s

ρcen

∞∑

n=0

Φcen
n+1

(
ρ

ρcen

)n

P ′
n(u). (3)

Here P ′
n(u) = dPn(u)/du denotes the first derivative of the Legendre polynomial of order n.

The radius of the sphere (ρcen: central convergence radius) is the minimal distance between
the source point and the electrodes (see Fig. 1). The parameters ρ, u and s can be written as:
ρ =

√
(z − z0)2 + r2, u = cos θ = (z − z0)/ρ, s = sin θ =

√
1− u2 = r/ρ.

In order to compute the Pn(u) and P ′
n(u) values for very high indices n, one can use the

recurrence relations A.11 and A.12 of Ref. [4].
The central electric source constants Φcen

n represent the electric field sources (electric charges and
dipoles) inside the central region. They depend on the electric sources (electric system geometry,
electrode potentials, dielectric permittivities), and on the given source point: Φcen

n = Φcen
n (z0). In

general, the Φcen
n source constants are proportional to the higher derivatives of the on-axis potential

function Φ0(z) at the source point S(z0, 0) (see Section 2.1 in Ref. [4]).
The well-known radial series expansion [6] is a special case of the more general central zonal

harmonic expansion. Namely, in the case of the radial series expansion the field point and the
source point have the same axial coordinate values: z = z0. Changing the coordinate z of the field
point, one needs different source constants for the radial series expansion, since for this calculation
method the field and source points should have the same axial coordinate values. In the case of the
zonal harmonic expansion, this complication is not present: one can use the same central source
constants for all field points which are inside the convergence sphere with radius ρcen and center
(z0, 0).

Defining the remote convergence radius ρrem by the maximal distance between the source point
and the electrodes, within the remote region outside the electrodes (at field points ρ > ρrem) the
potential can be expanded in remote zonal harmonics:

Φ(z, r) =
∞∑

n=0

Φrem
n

(
ρrem

ρ

)n+1

Pn(u), (4)

Ez(z, r) =
1

ρrem

∞∑

n=1

Φrem
n−1 · n

(
ρrem

ρ

)n+1

Pn(u), (5)

Er(z, r) =
s

ρrem

∞∑

n=1

Φrem
n−1

(
ρrem

ρ

)n+1

P ′
n(u). (6)

The coefficients Φrem
n (n = 0, 1, . . .) are the remote electric source constants: they represent the

electric field sources (charges) in the remote region. They depend on the electric sources and on the
given source point: Φrem

n = Φrem
n (z0). The remote zonal harmonic expansions correspond to the

r

cenρ

remρ

)0,( 0zS

),( rzF
 

E1

E2

θ

remote convergence region

central

convergence region

z

Figure 1: Electrodes E1 and E2, with field point F and source point S, and with the central (ρ < ρcen) and
remote (ρ > ρrem) convergence regions.
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multipole expansion of the electric potential and field, for axisymmetric systems. The first term in
each expansion corresponds to the charge, the second to dipole, the third to quadrupole, etc.. The
remote source constants Φrem

n are proportional to the axisymmetric multipole electric moments.
These central and remote expansion series are convergent only for ρ < ρcen and ρ > ρrem,

respectively. Let us define the convergence ratio Rc = ρ/ρcen for the central expansion and Rc =
ρrem/ρ for the remote one. The rate of convergence is fast if the convergence ratio is small, and
slow if Rc is close to 1; for Rc > 1 the series are divergent.

The central and remote electric source constants for a charged ring, a general axisymmetric
electrode and an axisymmetric dielectric can be found in Sections 3, 4 and 5 of Ref. [4].

3. MAGNETIC FIELD CALCULATION

Replacing the electrodes in Fig. 1 by coils, we get an example for an axisymmetric magnetic system.
Inside the central convergence region ρ < ρcen, the magnetic field components Bz and Br can be
expressed by the following zonal harmonic expansion:

Bz =
∞∑

n=0

Bcen
n

(
ρ

ρcen

)n

Pn(u), (7)

Br = −s
∞∑

n=1

Bcen
n

n + 1

(
ρ

ρcen

)n

P ′
n(u). (8)

The central magnetic source constants Bcen
n represent inside the central region the magnetic field

sources (coils and magnetic materials). They depend on the magnetic sources and on the given
source point: Bcen

n = Bcen
n (z0); In general, they are proportional to the higher derivatives of the

on-axis magnetic field function B0(z) at the source point z0 (see Section 2.1 in Ref. [5]).
In the remote region ρ > ρrem, the magnetic field can be written with the following remote zonal

expansion formulas:

Bz =
∞∑

n=2

Brem
n

(
ρrem

ρ

)n+1

Pn(u), (9)

Br = s
∞∑

n=2

Brem
n

n

(
ρrem

ρ

)n+1

P ′
n(u), (10)

The coefficients Brem
n (n = 2, 3, . . .) are the remote source constants: they represent in the

remote region the magnetic field sources (coils and magnetic materials). They depend on the
magnetic sources and on the given source point: Brem

n = Brem
n (z0); The remote zonal harmonic

expansions correspond to the multipole expansion of magnetic field for axisymmetric systems: the
first term in each equation corresponds to the magnetic dipole, the second to the quadrupole, etc..
The remote source constants Brem

n are proportional to the multipole magnetic moments.
The central and remote magnetic source constants for a circular current loop, a general axisym-

metric coil, and a general axisymmetric magnetic material can be found in Sections 3, 4 and 5 of
Ref. [5], respectively.

4. THE ZONAL HARMONIC EXPANSION IN PRACTICE

In order to use the zonal harmonic expansion for practical field calculations, the first step is to
obtain the sources of the fields. In the case of electric field, one has to compute the charge density
distribution on the surface of the electrodes and dielectrics, and the volume charge density in
the dielectrics. The most natural method for this purpose is BEM, but in principle one could
also use FDM or FEM. In the case of coils and permanent magnets the current densities and the
magnetization is known. The magnetization of magnetic materials can be computed using some
appropriate integral equation or finite element method.

The second step is the definition of the source points. They should be chosen in such a way
that the central zonal harmonic expansion is convergent within a large region inside the system.
The optimal distance between two neighboring central source points should be a few times smaller
than the central convergence radius at these points; otherwise, it could happen that the central
zonal method is not convergent at some points near the axis. In the case of a three-dimensional
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coil system, where each coil is axisymmetric within a local coordinate system (symmetry group),
the central source points should be defined in each symmetry group. The remote source points are
then defined at the center of each symmetry group.

After the source points have been defined, the code should compute the source constants at
all these points. The maximal source constant index nmax should be chosen a few hundred or
1000, depending on the requirements of the convergence ratio and of the accuracy of the field
computation. The source constant computation time is proportional to nmax, but this is typically
only a minute or less, and the source constants have to be calculated only once for a fixed magnetic
system configuration. In addition to the source constants, also the convergence radii for all source
points have to be computed. At the end, the source points, convergence radii and source constants
for all symmetry groups are saved to the hard disk, so that they could be used for field computation
later.

In the beginning of a field calculation, the source points, convergence radii and source constants
have to be read from the hard disk into the main memory. In order to compute the electric or
magnetic field at an arbitrary field point, the computer program first has to search for the best
source point, i.e., that source point for which the convergence ratio Rc = ρ/ρcen or Rc = ρrem/ρ is
minimal. If the neither the central nor the remote zonal harmonic expansion is convergent for the
best source point (Rc > 1), or the convergence is too slow (e.g., Rc > 0.98), the elliptic integral or
some other method has to be used for the field calculation.

At the end of this section, we compare the computational speed of the zonal harmonic method
with the elliptic integral calculation in the case of a practically interesting problem. With our
notebook (multiplication time: 0.5 ns) we have made a computation for the electric potential of the
KATRIN main spectrometer [3]. The charge density calculation with BEM and with a discretization
of 1800 subelements took about 20 seconds, the central source constant computation time with 600
source points and with nmax = 500 was 40 seconds. Then, using the elliptic integrals (summing
over all subelements), the computation time for the potential at a point near the middle of the
spectrometer was 7 ms. With the zonal harmonic expansion method, the computation time values
for the potential and field components at points with convergence ratios of 0.5, 0.8 and 0.9 were
2µs, 6 µs and 14µs, respectively. This example illustrates that for electric field and potential
calculations the zonal harmonic expansion method is by several orders of magnitude faster than
the elliptic integral method.

5. CONCLUSION

The zonal harmonic electric and magnetic field calculation method has several important advan-
tages. First, the field and source equations are separated: during the source constant computations
one has to use only the source point and source parameters (geometry, currents, magnetization),
but not the field point parameters; and during the field computation the source constants contain
already the whole information about the magnetic sources. As an important consequence, the field
calculation with the zonal harmonic method is much faster (in some cases even 1000 times) than
with the widely known elliptic integral method. Second, the zonal harmonic method has not only
high speed, but also high accuracy, which makes the method especially appropriate for trajectory
calculations of charged particles. Due to these properties, no interpolation is necessary when the
electric and magnetic field during particle trajectories is computed with the aid of the zonal har-
monic method. Third, it is more general and for practical applications more advantageous than the
radial series expansion method, which is more widely known in the electron optics literature than
the zonal harmonic method. In addition, the zonal harmonic field series formulas are relatively
easy to differentiate and integrate, in contrast to the elliptic integral formulas. Furthemore, the
low-order source constants can be helpful for system design optimization; for example, vanishing
low-order central source constants imply a homogenous magnetic field near the central source point.

We wrote several FORTRAN and C codes for electric and magnetic field calculations of axially
symmetric electrodes and coils. These codes have been used for electromagnetic design studies
and/or trajectory calculations connected with the aSPECT proton spectrometer [1], the WITCH
ion spectrometer [2], and various axisymmetric electrode systems of the KATRIN experiment [3]
(see the homepages [7, 8] for many diploma theses and dissertations of KATRIN). Based upon our
C codes, further electric and magnetic field simulation C and C++ codes have been written by
various students at the University of Münster, at MIT, and at KIT. The zonal harmonic method
presented in this paper has been included into the C++ simulation package KASSIOPEIA of the
KATRIN experiment.
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Dispersion Characteristics of Hyperbolic Waveguide for
Weak-guidance

D. Kumar, K. H. Mak, and H. Y. Wong
Multimedia University, Malaysia

Abstract— This paper presents results on the electromagnetic wave propagation in a new type
of dielectric optical waveguide of hyperbolic cross-section. The theoretical analysis essentially
requires the use of an elliptic coordinate system. The Mathieu and modified Mathieu functions
arise naturally in the representation of the electromagnetic field within a hyperbolic waveguide.
Field components in the different sections of the guide are deduced, and the eigenvalue equation
for the system is derived. The small difference in the refractive index classifies this as a case of
weak guidance.

1. INTRODUCTION

The purpose of this communication is to obtain the characteristic dispersion equation of a hyperbolic
waveguide. Nearly half a century has elapsed since Watkins [1] wrote his classic work on topics
in electromagnetic theory dealing with periodic transmission systems. Watkins himself cited the
works of Brillouin [2], Kornhauser [3], Mathers and Kino [4] as references.

The elliptic coordinate system [5] in Figure 1 is typically used in the analysis of optical waveg-
uides with elliptic cross section, where the triplet (ξ, η, z) represents the radial, angular and axial
coordinates, respectively. A structure of hyperbolic cross-section is a natural extension to the study
of elliptic waveguides since the coordinate system used possesses both radial and angular symme-
tries. A special case has already been considered by Deepak et al. [6] in their detailed treatment of
a similar waveguide with helical winding.

2. MATHEMATICAL PRELIMINARIES

The cross section of a simple hyperbolic waveguide is shown in Figure 2. For an elliptic waveguide,
the core-cladding cross-sectional boundary is represented by a curve of constant ξ = ξ0, i.e., an
ellipse. Conversely, the boundary for a hyperbolic waveguide is the hyperbola η = η0.

In Cartesian coordinates, the equation for this hyperbola can be written as

x2

q2 cos2 η
− y2

q2 sin2 η
= 1, (1)

where ±q are the locations of the foci and 2q cos η is the separation of the vertices along the x-axis.
The core-cladding refractive indices are n1 and n2, respectively. We consider the case of a weakly-
guiding, step-index waveguide, where the ratio (n1 − n2)/n1 is positive, but much smaller than 1.

Figure 1: Elliptic coordinate system. Figure 2: Cross-sectional view of hyperbolic waveg-
uide.
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The appropriate expressions are derived for the field components [7, 8] Ez1, Hz1, Ez2 and Hz2 of
the axial electric and magnetic fields, respectively. We also write the expressions for the tangential
(elliptic radial) electric field components Eξ1, Hξ1, Eξ2 and Hξ2. In this notation, the subscripts
“1” and “2” refer to the core and cladding regions of the guide, respectively.

3. ELECTROMAGNETIC FIELD COMPONENTS AT THE BOUNDARY

Since the hyperbola is symmetrical with respect to both the x-axis and y-axis, it is sufficient to
consider the part of the structure in the first quadrant only: η0 < η < π/2 represents the core
region and 0 < η < η0 the cladding region. The field components in both regions are presented
in the following sections (the reader may refer to the Appendix for notation used in relation to
Mathieu functions.)
3.1. Even Modes
In the core region (η0 < η < π/2),

Ez1 = K Seν(ξ, γ2
1)seν(η0, γ

2
1), (2a)

Hz1 = LCeν(ξ, γ2
1)ceν(η0, γ

2
1). (2b)

In the cladding region (0 < η < η0),

Ez2 = M Gekν(ξ,−γ2
2)seν(η0,−γ2

2), (3a)
Hz2 = N Fekν(ξ,−γ2

2)ceν(η0,−γ2
2). (3b)

3.2. Odd Modes
In the core region (η0 < η < π/2),

Ez1 = KCeν(ξ, γ2
1)ceν(η0, γ

2
1), (4a)

Hz1 = LSeν(ξ, γ2
1)seν(η0, γ

2
1). (4b)

In the cladding region (0 < η < η0),

Ez2 = MFekν(ξ,−γ2
2)ceν(η0,−γ2

2), (5a)
Hz2 = NGekν(ξ,−γ2

2)seν(η0,−γ2
2). (5b)

In Eqs. (2)–(5), K, L, M and N are arbitrary constants to be determined from the boundary
conditions. The tangential field components can be obtained by converting Maxwell’s equations
into elliptic coordinates:

Eξ1 =
i

ωn2
1ε0ql

L · Ceν(ξ, γ2
1)ce′ν(η0, γ

2
1)

+
iβ

ωn2
1ε0u2ql

[
βL · Ceν(ξ, γ2

1)ce′ν(η0, γ
2
1) + ωn2

1ε0K · Se′ν(ξ, γ
2
1)seν(η0, γ

2
1)

]
, (6a)

Hξ1 =
−i

ωµ0ql
K · Seν(ξ, γ2

1)se′ν(η0, γ
2
1)

− iβ

ωµ0u2ql

[
βK · Seν(ξ, γ2

1)se′ν(η0, γ
2
1)− ωµ0L · Ce′ν(ξ, γ

2
1)ceν(η0, γ

2
1)

]
, (6b)

Eξ2 =
i

ωn2
2ε0ql

N · Fekν(ξ,−γ2
2)ce′ν(η0,−γ2

2)

− iβ

ωn2
2ε0w2ql

[
βN ·Fekν(ξ,−γ2

2).ce′ν(η0,−γ2
2)+ωn2

2ε0M ·Gek′ν(ξ,−γ2
2)seν(η0,−γ2

2)
]
,(7a)

Hξ2 =
−i

ωµ0ql
M ·Gekν(ξ,−γ2

2)se′ν(η0,−γ2
2)

+
iβ

ωµ0w2ql

[
βM ·Gekν(ξ,−γ2

2)se′ν(η0,−γ2
2)− ωµ0N · Fek′ν(ξ,−γ2

2)ceν(η0,−γ2
2)

]
, (7b)

where u2 = k2n2
1 − β2, −w2 = k2n2

2 − β2, l = (cosh2 ξ − cos 2η)1/2, γ1 = uq/2 and γ2 = wq/2.
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4. THE EIGENVALUE EQUATION

The tangential components of the electric and the magnetic fields must satisfy the following equa-
tions at the boundary η = η0:

Ez1 = Ez2, Hz1 = Hz2, Eξ1 = Eξ2, Hξ1 = Hξ2. (8)

Applying the above boundary conditions, we obtain the homogeneous system of equations

KCeν(ξ, γ2
1)ceν(η0, γ

2
1)−MFekν(ξ,−γ2

2)ceν(η0,−γ2
2) = 0, (9a)

LSeν(ξ, γ2
1)seν(η0, γ

2
1)−NGekν(ξ,−γ2

2)seν(η0,−γ2
2) = 0, (9b)

K
iβ

u2ql
Se′ν(ξ, γ

2
1)seν(η0, γ

2
1)

+L

[
i

ωn2
1ε0ql

Ceν(ξ, γ2
1)ce′ν(η0, γ

2
1) +

iβ2

ωn2
1ε0u2ql

Ceν(ξ, γ2
1)ce′ν(η0, γ

2
1)

]

+M
iβ

ωw2ql
Gek′ν(ξ,−γ2

2)seν(η0,−γ2
2)

+N

[
iβ2

ωn2
2ε0w2ql

Fekν(ξ,−γ2
2)ce′ν(η0,−γ2

2)− i

ωn2
2ε0ql

Fekν(ξ,−γ2
2)ce′ν(η0,−γ2

2)
]

= 0. (9c)

K

[ −i

ωµ0ql
Seν(ξ, γ2

1)se′ν(η0, γ
2
1)− iβ2

ωµ0u2ql
Seν(ξ, γ2

1)se′ν(η0, γ
2
1)

]

+L
iβ

u2ql
Ce′ν(ξ, γ

2
1)ceν(η0, γ

2
1)

+M

[
i

ωµ0ql
Gekν(ξ,−γ2

2)se′ν(η0,−γ2
2)− iβ2

ωµ0w2ql
Gekν(ξ,−γ2

2)se′ν(η0,−γ2
2)

]

+N
iβ

w2ql
Fek′ν(ξ,−γ2

2)ceν(η0,−γ2
2) = 0. (9d)

Eliminating the constants K, L, M and N from this system yields the following 4× 4 determinant:

∣∣∣∣∣∣∣∣∣∣

Ceν(ξ, γ2
1)ceν(η0, γ

2
1) 0

0 Seν(ξ, γ2
1)seν(η0, γ

2
1)

iβ
u2qlSe′ν(ξ, γ2

1)seν(η0, γ
2
1)

(
i

ωn2
1ε0ql

(
1+ β2

u2

)
·Ceν(ξ, γ2

1)ce′ν(η0, γ
2
1)

)
(
−i

ωµ0ql

(
1+ β2

u2

)
·Seν(ξ, γ2

1)se′ν(η0, γ
2
1)

)
iβ

u2qlCe′ν(ξ, γ2
1)ceν(η0, γ

2
1)

−Fekν(ξ,−γ2
2)ceν(η0,−γ2

2) 0
0 −Gekν(ξ,−γ2

2)seν(η0,−γ2
2)

iβ
ωw2qlGek′ν(ξ,−γ2

2)seν(η0,−γ2
2)

(
−iβ2

ωn2
2ε0w2ql

(
1− β2

w2

)
·Fekν(ξ,−γ2

2)ce′ν(η0,−γ2
2)

)
(

i
ωµ0ql

(
1− β2

w2

)
·Gekν(ξ,−γ2

2)se′ν(η0,−γ2
2)

)
iβ

w2qlFek′ν(ξ,−γ2
2)ceν(η0,−γ2

2)

∣∣∣∣∣∣∣∣∣∣
= 0 (10)

Its resulting expansion provides the waveguide eigenvalue equation:

−β2

(2π/λ)cw4
Ceν(ξ, γ2

1)Seν(ξ, γ2
1)Gek′ν(ξ,−γ2

2)Fek′ν(ξ,−γ2
2)

ceν(η0, γ
2
1)seν(η0, γ

2
1)seν(η0,−γ2

2)ceν(η0,−γ2
2)

− 1
(2π/λ)2n2

2

Ceν(ξ, γ2
1)Seν(ξ, γ2

1)Gekν(ξ,−γ2
2)Fekν(ξ,−γ2

2)

ceν(η0, γ
2
1)seν(η0, γ

2
1)se′ν(η0,−γ2

2)ce′ν(η0,−γ2
2)
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− β4

(2π/λ)2n2
2w

4
Ceν(ξ, γ2

1)Seν(ξ, γ2
1)Gekν(ξ,−γ2

2)Fekν(ξ,−γ2
2)

ceν(η0, γ
2
1)seν(η0, γ

2
1)se′ν(η0,−γ2

2)ce′ν(η0,−γ2
2)

+
1

(2π/λ)2n2
1

Ceν(ξ, γ2
1)Seν(ξ, γ2

1)Gekν(ξ,−γ2
2)Gekν(ξ,−γ2

2)

ceν(η0, γ
2
1)seν(η0,−γ2

2)se′ν(η0,−γ2
2)ce′ν(η0, γ

2
1)

+
β2

(2π/λ)2n2
1

Ceν(ξ, γ2
1)Ceν(ξ, γ2

1)Gekν(ξ,−γ2
2)Gekν(ξ,−γ2

2)

ceν(η0, γ
2
1)seν(η0,−γ2

2)ce′ν(η0, γ
2
1)se′ν(η0,−γ2

2)
[
1/u2 − 1/w2

]

− β4

(2π/λ)2n2
1u

2w2
Ceν(ξ, γ2

1)Ceν(ξ, γ2
1)Gekν(ξ,−γ2

2)Gekν(ξ,−γ2
2)

ceν(η0, γ
2
1)seν(η0,−γ2

2)ce′ν(η0, γ
2
1)se′ν(η0,−γ2

2)

− β2

(2π/λ)cu2w2
Ceν(ξ, γ2

1)Ce′ν(ξ, γ
2
1)Gekν(ξ,−γ2

2)Gek′ν(ξ,−γ2
2)

ceν(η0, γ
2
1)seν(η0,−γ2

2)seν(η0,−γ2
2)ceν(η0, γ

2
1) (11)

− β2

u2w2
Fekν(ξ,−γ2

2)Seν(ξ, γ2
1)Se′ν(ξ, γ

2
1)Fek′ν(ξ,−γ2

2)

ceν(η0,−γ2
2)seν(η0, γ

2
1)seν(η0, γ

2
1)ceν(η0,−γ2

2)

+
β2

(2π/λ)2n2
2

Fekν(ξ,−γ2
2)Fekν(ξ,−γ2

2)Seν(ξ, γ2
1)Seν(ξ, γ2

1)

ceν(η0,−γ2
2)seν(η0, γ
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5. CONCLUSIONS

The characteristic equation (11) constitutes the central new idea of this investigation on the hyper-
bolic waveguide, which is a complex structure to study analytically. It is of interest to see that the
method used is able to make an appreciable simplification of this highly complicated problem. This
is also a starting point for numerical computations which the authors intend to submit in future
communication.
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APPENDIX

Table 1 summarizes the various types of Mathieu functions used in this paper.

Table 1: Mathieu function notation.

ceν(η0, γ
2
1)

seν(η0, γ
2
1)

Mathieu functions of the first kind.

ceν(η0,−γ2
2)

seν(η0,−γ2
2)

Mathieu functions of the second kind.

Ceν(ξ, γ2
1)

Seν(ξ, γ2
1)

Modified Mathieu functions of the first kind.

Gekν(ξ,−γ2
2)

Fekν(ξ,−γ2
2)

Modified Mathieu functions of the second kind.
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Abstract— In this article a complete design of the gyrotron is presented. Considering the goal
of 1 MW power and 120GHz frequency, first the mode selection and the interaction cavity design
are performed. The high order asymmetric mode TE22,6 is selected as the operating mode by
using the mode selection code GCOMS. The interaction cavity geometry is calculated on the basis
of selected operating mode and Particle-in-Cell (PIC) code is used for the beam-wave interaction
computation and power and frequency growth estimation. The electron beam source (generally
called Magnetron Injection Gun, MIG) is designed by using the EGUN and TRACK codes. The
spent electron beam energy is collected at the specially designed cylindrical waveguide type of
structure called collector. For the 120 GHz gyrotron, single stage depressed collector is designed
to improve the efficiency considering the maximum beam spread at the collector wall. Finally,
the RF window is designed for the effective transmission of the generated RF power. The overall
design data shows the 1 MW power generation at 120 GHz frequency.

1. INTRODUCTION

The gyrotron is a high power, high frequency millimeter wave source based on the phenomenon
called Cyclotron Resonance Maser (CRM) instability [1]. The device generates the coherent mil-
limeter and sub-millimeter wave radiation up to megawatt power level by the interaction between
the relativistic gyrating electron beam and the RF [2]. The device shows various potential applica-
tions at different frequencies and power levels in the field of plasma diagnostics, material processing,
THz spectroscopy, high density communication, weather monitoring, security etc. [3, 4]. The devel-
opment of the device was initiated by the plasma fusion community to fulfill the requirement of a
high power, high frequency radiation source required in the Electron Cyclotron Resonance Heating
(ECRH) in the magnetically confined plasma fusion. At present, the gyrotron is a signature device
in the field of ECRH [5]. The millimeter wave radiation of 120 GHz frequency with 1 MW or more
RF power is used in the TOKAMAK system for plasma fusion applications. Considering the impor-
tance of this frequency for the Indian plasma fusion system, an activity related to the development
of the high power, high frequency gyrotron is initiated. The design task for 120 GHz gyrotron has
been completed and reported in this article. The design study of various parts including electron
beam source, magnet system, mode selection, interaction cavity, beam dumping system and RF
window, is presented in the upcoming sections. Various commercial as well as in-house developed
computer codes are used in the designing and discussed in the successive sections.

2. INTERACTION CAVITY DESIGN

The first step in the gyrotron designing is the mode selection. The theory of the mode selection
is quit mature and on the basis of the developed theory and various mode selection parameters,
a computer code GCOMS is developed. GCOMS [6, 7]. Various high order modes, like, TE22,6,
TE28,4, TE28,6, TE24,6, etc, are analyzed considering the start oscillation current and ohmic wall loss
as minimum as possible because of high output power (> 1MW). The mode selection parameters
like space charge effect, start oscillation current, coupling coefficient, etc are also analyzed for these
modes. Finally, TE22,6 mode is selected as the operating mode (Fig. 1). The co-rotating electric
field of first radial maxima of the operating mode is selected as the electron beam launching position
for better beam-wave coupling. The optimized interaction cavity geometry is given in Table 1.

On the basis of the calculated interaction cavity geometrical parameters, the cold cavity anal-
ysis is performed by using the Particle-in-Cell (PIC) code MAGIC. The electron beam consist all
the initially estimated parameters is launched at the first radial maxima (Rb = 9.25mm) of the
operating mode in the interaction cavity during the simulations. Further, the beam parameters are
optimized by PIC code to obtain the maximum interaction efficiency. Finally optimized electron
beam parameters are shown in Table 2. Figs. 2 and 3 show the frequency and power growth with
respect to the time. 1.2 MW of output power is achieved at 120.36GHz frequency with 37.5%
efficiency.
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Table 1: Interaction cavity parameters.

Middle section length (L) 15 mm
Input taper length (L1) 12 mm

Output taper length (L2) 20 mm
Cavity radius (Rc) 18.2 mm

Input taper angle (θ1) 2.8◦

Output taper angle (θ2) 2.8◦

Operating mode TE22,6

Quality factor (Q) 700

Table 2: Optimized electron beam parameters.

Beam voltage (Vb) 80 kV
Beam current (Ib) 40A

Cavity magnetic field (B0) 4.82 T
Beam radius (Rb) 9.25mm

Velocity ratio of electron beam (α) 1.35–1.4

Figure 1: Electric field profile for the operating
mode.

Figure 2: Frequency growth with time.

3. MAGNETRON INJECTION GUN

On the basis of the cavity simulation results, a 3.2MW triode type electron gun having the beam
voltage (V0) = 80 kV, the beam current (I0) = 40 A and the transverse to axial velocity ratio of
the gyrating beam (α) = 1.4 is designed. The triode type MIG is chosen because of its additional
control on the electron beam properties. The initial gun parameters are obtained from the analytical
trade-off equations [8]. Optimization of the MIG geometry is performed by using the commercially
available code EGUN and in-house developed code MIGANS [9]. The main goals of the MIG
designing are the launching of electron beam at particular radial position (decided in cavity design,
Rb = 9.25mm) with minimum velocity spread (δβ⊥max < 5%) and an optimum velocity ratio
(1.2 < α < 1.5). Considering these goals, the geometry of cathode (emitter) and anodes, gap
between cathode and anodes, slant angle, slant length, magnetic field profile, magnetic field at
cathode center, modulating anode voltage, etc are optimized. Fig. 4 shows the electron trajectory
simulation results and magnetic field profile for the optimized MIG parameters using EGUN code.
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4. DESIGN OF BEAM DUMPING SYSTEM AND RF WINDOW

Single stage depressed collector is designed for the 120 GHz gyrotron to enhance the overall ef-
ficiency of gyrotron and to minimize the thermal loading on the collector wall. The use of the
depressed collector enhances the overall tube efficiency up to around 50% [10]. On the basis of pre-
vious experience of un-depressed collector designing [11], the design process is started considering
two goals: maximum beam spreading at collector wall and maximum collector efficiency. EGUN
trajectory code is used for the trajectory analysis. Extra three collector magnet coils are used to
spread out the electron beam at the collector surface. The position of magnet coils and number of
turns are optimized for efficient beam spreading at the collector wall and summarized in Table 3.
Fig. 5 shows the optimized collector geometry with the electron beam spreading. The spreading
is almost uniform with 281mm of spread length. For this spread length the calculated heat flux
is 0.48 kW/cm2, which is under the technical limit of heat flux for OFHC copper (1 kW/cm2). 32
beamlets are used in the EGUN simulations. The depressed potential of 45 kV is optimized consid-

Figure 3: Power growth with time.

Magnetic

field profile

Main anode

Modulating

anode

Electron

beam

Figure 4: MIG with electrode geometry, beam profile
and magnetic field.

Table 3: The collector magnet coils data.

Position Axial Radial Ampere turns
Magnet A 1054mm 180 mm 285
Magnet B 1194 mm 180mm 300
Magnet C 1312 mm 180mm 300

Figure 5: Collector geometry with the beam spreading. Figure 6: S11 and S21 with respect to the fre-
quency for CVD diamond window.
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ering the maximum collector efficiency. The collector efficiency is calculated by using the beamlets
data of current and potential obtained by EGUN output file. The calculated collector efficiency
is 58% which enhance the total tube efficiency up to 50% (considering the 5–8% RF loss in the
generated power at cavity).

The RF window is a very critical part of any vacuum tube as it separate the ultrahigh vacuum
environment inside the tube (> 10−7 torr) from the external system located in the normal pressure
environment. The window material must be very good in case of mechanical strength and pressure
gradient due to the separation of two very opposite environments. Among various window materials,
CVD diamond is selected as it shows remarkable mechanical and electrical properties [2]. The disk
thickness (d) is estimated by d = Nλ/(2ε

′1/2
r ), where N is an integer; λ is the free space wavelength

and ε
′
r is the permittivity. Finally, the S matrix analysis is performed for the calculated disk

thickness of 1.575 mm by using the computer tool CST-MS. Fig. 6 shows the reflection characteristic
of CVD diamond window used in the 120 GHz gyrotron.

5. CONCLUSION

The design of 120 GHz, 1MW gyrotron operating at TE22,6 mode is presented. The design study
shows more than 1 MW output power with 38.5% interaction efficiency and around 50% total tube
efficiency (including depressed collector efficiency).
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Abstract— Beam-wave interaction behavior of a disc-loaded gyro-TWT amplifier has been
investigated using PIC simulation with the help of a commercially available tool MAGIC. Here,
a second-harmonic 91.4 GHz single-stage disc-loaded gyro-TWT operating in the TE02 mode has
been simulated. Beam absent analysis has been presented for the device operation in the desired
mode and frequency using eigenmode solver. Beam present analysis has also been demonstrated
which yields an output power of 235 kW at 91.4 GHz with input power 450 W along with approx-
imately 10% efficiency.

1. INTRODUCTION

Among the gyrotron devices, the gyro-TWT has the potential as a high power wideband amplifier
in the millimeter and sub-millimeter wave range [1]. Gyro-TWTs find its applications in myriad of
areas, such as, high-resolution radars and high-information-density communication systems, high-
gradient linear colliders, atmospheric sensing, etc., lead its intensive research and development all
around [2–4]. Gyro-TWTs incorporate interaction between RF electromagnetic waves and space
charge cyclotron waves on the gyrating (periodic) electron beam in a smooth wall interaction
structure supporting a fast waveguide mode.

A large number of literatures have been published to demonstrate the design and analysis for the
gyro-devices using linear and nonlinear approaches. Nonlinear theory for a gyro-TWT employing
cylindrical structures has been presented in various works but is having restrictions in one way or
other. Some of them are valid only for gyro-TWT employing only cylindrical shape of interaction
structures and the mode of operation is restricted to TEmn modes [5, 6]. The approach for non-linear
analysis has been extended for a disc-loaded gyro-TWT that is expected to provide wide device
bandwidths and high gain. The beam-wave interaction mechanism in a disc-loaded gyro-TWT
amplifier has been investigated using PIC simulation with the help of a commercially available
tool MAGIC [7]. MAGIC is an electromagnetic PIC code, i.e., a finite-difference time-domain
code for the processes that involve interactions between space charge and EM fields. It simulates
the interaction between charged particles and EM fields as they evolve in time and space from
some defined initial configuration [7]. The beam absent and present cases have been taken for the
investigation.

2. PIC SIMULATION

In order to study the beam-wave interaction mechanism in a gyro-TWT employing a disc-loaded
cylindrical waveguide structure, firstly, the structure is simulated in beam absent case to identify
the desired mode of operation at desired frequency. Secondly, beam present case is undertaken and
simulated. Disc-loaded waveguide structure used in the simulation is shown in Fig. 1. The design
parameters have been selected for a second harmonic 91.4 GHz disc-loaded gyro-TWT excited in
TE02 mode [6]. Beam voltage and beam current is 100 kV and 25 A respectively. Axial DC magnetic
field is 1.78 Tesla and pitch factor 1.2 is considered. Wall radius (rw) is 5.07mm and beam guiding
center radius is 2.079 mm. Disc parameters; disc-hole radius, disc-periodicity and disc-thickness,
are 0.6rw, 0.4rw, and 0.1rw respectively.
2.1. Beam Absent Simulation
In the absence of beam, the behavior of disc-loaded gyro-TWT for the desired operating mode
and frequency is firstly observed. The contours of electric and magnetic fields in the transverse
plane of disc-loaded waveguide indicate that the desired TE02 mode is propagating in the structure
(Figs. 2(a) and (b)). The vector plot (Fig. 2(c)) for the electric field orientation in a disc-loaded
waveguide also confirms the presence of TE02 mode in device. Here, it is clear from Fig. 2 that the
radial variation is two and azimuthal variation is zero.
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2.2. Beam Present Simulation
A gyro-magnetic beam with a current of 25 Amp is introduced at the left end of the confining
interaction structure. The guiding center radius is 2.078 mm. The gyro emission produces a beam
center axis parallel to the externally applied magnetic field. Particles (electrons) are emitted from
a circle on the surface, which must be conformal with a spatial coordinate. The guiding center and
beam axes must be normal to the surface. Eight beamlets are considered in the present simulation
due to time and computer hardware limitations, however larger number of beamlets, usually, 32
or 62 in number should be taken for better simulation results. The number of particles in the
beam annulus is roughly the number of cells around the annulus emission zone. MAGIC code
determines the cell resolution on the emission surface and then creates the number of emission
sites that will provide a smooth distribution of density around the annulus of emission. All the
beamlets in waveguide before and after interaction are shown in Fig. 3. Additionally, the phase of
all particles is shown in Fig. 4 at a simulation time 110 ns after the beam-wave interaction. It is
clear that bunch formed in all the beamlets have constant phase relationship with each other.

The azimuthal bunching mechanism in a disc-loaded gyro-TWT at different time intervals is
shown in Fig. 4. Initially, electrons are uniformly distributed and they start to bunch as they drift
along the interaction region. Once the electrons are bunched, they may give up energy to an electric
field which reverses its direction in each half cycle of the cyclotron frequency in synchronism with
the Larmor gyration of the electrons. This makes possible is amplification of an electromagnetic
wave at the cyclotron frequency. Zoomed beamlets at the output port of the disc-loaded gyro-TWT
at 110 ns in transverse momentum space are shown in Fig. 5.

Figure 6(a) shows the frequency spectrum of azimuthal electric field which is obtained from
Fourier transform of the electric field. Obviously, it is characterized by a single-frequency compo-
nent, peaked at 91.4 GHz. This validates the frequency of operation of the gyro-TWT. The growth

Figure 1: 3-D view of disc-loaded circular interaction structure used in simulation.

(a) (c)(b)

Figure 2: Contour plot of (a) electric field and (b) magnetic field and (c) vector plot of electric field, in
transverse plane of a disc-loaded gyro-TWT.

(a) (b)

Figure 3: Cross section of all beamlets in waveguide (a) before interaction and (b) after interaction.
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(a) (c)(b)

Figure 4: Phase of all particles showing bunching mechanism in the Larmor orbit at (a) t = 1.75 ns, (b) t =
19ns, and (c) t = 110 ns.

      

     

X(mm)

Y(mm) 

Figure 5: Beamlets observed at the output port (end of RF interaction structure) of the disc-loaded gyro-
TWT at 110 ns in transverse momentum space.

(a) (b)

Figure 6: (a) Frequency spectrum of the azimuthal electric field, (b) RF output power versus time plot at
the output end of disc-loaded circular interaction structure used in the gyro-TWT.

of RF output power with time is shown in Fig. 6(b). The simulation results show that the output
power is 235 kW for the disc-loaded gyro-TWT amplifier for the taken set of design parameters.
In this plot, the fluctuations are also visible. By increasing the duration of simulation run and by
taking more number of beamlets, it would be possible to get more stable output power. But due to
the limitations of the available hardware resources, it could not be extended here beyond a certain
limit.
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Figure 7: Spatial growth of output power in a disc-loaded gyro-TWT.

The growth of output power versus the axial position of disc-loaded interaction structure of the
gyro-TWT is shown in Fig. 7 for both obtained through the large signal analysis [6] as well as
PIC simulation using MAGIC code. It can be seen from the above plot that there is a reasonable
match between the large signal analysis and PIC simulation results. There is a local variation in
simulation plot compared to analytical one for which the several reasons are attributed. One of the
major constraints is mesh resolution and size of the time step which should be carefully and wisely
taken. The mesh size should be taken in such a way that courant criterion must be fulfilled [7].
Also, particles which travel more than one cell size in one time step will decouple in particle integer
and coordinate space. In some outer boundaries, the time step must be less than the cell width
divided by the phase velocity. During our PIC simulation, the velocity-spread consideration has
not been involved and also the thermal effects have not been demonstrated.

3. CONCLUSIONS

Beam-wave interaction in a disc-loaded gyro-TWT amplifier has been investigated using PIC simu-
lation with the help of a commercially available tool MAGIC. For this purpose, typically a 91.4GHz
single-stage second-harmonic disc-loaded gyro-TWT operating in the TE02 mode has been selected
for investigation. Simulations have been performed in both the electron beam absent (cold) as
well as electron beam present (hot) cases. In order to ensure the device operation at the desired
mode and frequency, beam absent eigenmode simulation has been performed. Further, for the
beam present simulation, the electrons has been considered as uniformly distributed in azimuthal
direction in the form of gyrating beamlets and their evolution along the interaction length in the
presence of RF has been observed in time domain. Electrons start to bunch as they drift along
the interaction region. Once the electrons are bunched, they transfer their energy to electric field
which reverses its direction in each half cycle of the cyclotron frequency in synchronism with the
Larmor gyration of the electrons. This makes possible amplification of an electromagnetic wave at
the cyclotron frequency. The Fourier transform of time varying field conformed the exact frequency
of operation in beam present case. Bunching phenomena in phase plot is explicitly observed along
interaction length. PIC simulation demonstrates a disc-loaded gyro-TWT of high output power
and wideband along with appreciable gain. For this typically selected disc-loaded gyro-TWT, the
saturated RF output power of 235 kW at 91.4 GHz with input power 450 W with approximately
10% efficiency has been obtained. Spatial power growth results obtained through PIC simulation
has been also validated with the non-linear analytical values and found in fair agreement.
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Abstract— The design of weakly tapered interaction cavity for 0.3 THz, 3 kW gyrotron oper-
ating at the second harmonic is presented in this paper. The symmetric low order mode TE0,6

is selected as the operating mode. The interaction cavity geometry and beam parameters are
optimized for the operating mode by using the Particle-in-Cell (PIC) electromagnetic simulation
approach. The operating mode is selected by using the code GCOMS, in which various mode se-
lection parameters and start oscillation current are calculated. Further, the power and frequency
estimation are performed to finalize the cavity and electron beam parameters.

1. INTRODUCTION

The research in the field of THz radiation (300 GHz–3THz) is getting big thrust due to the several
remarkable and innovative applications in the field of fundamental material research, medical sci-
ence, security, sensing, etc.. There is a lack of efficient sources, detectors, transmission systems, etc.,
in the THz band, also called THz gap [1, 2]. Several applications, like NMR spectroscopy, material
processing, etc., required high power (from tens of watt to few kW) in the THz band. The gyrotron
is a perfect device as a radiation source to fulfill the demand of high power at THz band [3, 4]. The
required magnetic field in the gyrotron operation directly depends on the frequency and inversely
on the harmonic. In THz band, the magnetic field becomes very large at the fundamental harmonic
operation of the device, so the higher harmonic operation (s = 2) is selected to reduce the magnetic
field in the design of 0.3 THz gyrotron. The gyrotron is designed for the RF power more than 1 kW
which is required in several applications like the high frequency ceramic sintering, high resolution
spectroscopy, etc. [5]. The mode competition becomes severe at higher harmonic operation as the
fundamental harmonic (s = 1) mode also compete due to the lower start oscillation current. A
careful investigation of the start oscillation current and coupling coefficient is performed for several
modes to avoid the high mode competition. The symmetric low order mode TE0,6 is selected as
the operating mode. The interaction cavity geometry and beam parameters are optimized for the
operating mode. The beam-wave interaction simulations are performed for the higher harmonic
operation by using the Particle-in-Cell code MAGIC. The results confirm more than 3 kW of power
at 300 GHz frequency at second harmonic. In this article the design of the interaction cavity and
beam-wave interaction computation for 0.3 THz, 3 kW CW gyrotron is presented. The design goals
of the gyrotron are summarized in Table 1.

2. COLD CAVITY AND BEAM-WAVE INTERACTION ANALYSIS

The geometrical parameters of the interaction cavity are decided on the basis of the operating mode.
The operating mode selection depends on various parameters, like, space charge effect, ohmic wall
loss, coupling factor between electron beam and RF, etc.. It is found that the TE0,6 mode is an
appropriate choice as a most favorable operating mode for the 300 GHz, 3 kW gyrotron operating
at second harmonic operation [6]. Beam-wave interaction simulations are carried out in PIC simu-
lator MAGIC [7]. The code has been used successfully in the beam-wave interaction computation

Table 1: Design goals of 0.3THz gyrotron.

Frequency (f) 300 GHz
Output power (Pout) ≈ 3.0 kW

Efficiency (η) ≥ 10%,without energy recovery
Ohmic wall loss < 2 kW/cm2

Voltage Depression (Vd) < 10% of Vb
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for low power as well as high power fusion gyrotron [8]. An initial estimation of the electron beam
parameters, like, beam voltage, beam current, electron velocity ratio and magnetic field are car-
ried out by using the normalized parameters (F , µ, ∆). Finally, calculated and optimized cavity
geometrical parameters and electron beam parameters are summarized in Table 2. Figs. 1–3 show
the results of beam-wave interaction simulations. Fig. 1 shows the contour plot of electric field
intensity at the cross sectional top view of interaction cavity Fig. 2 shows the RF power growth
with respect to time with 15% of interaction efficiency. The power growth becomes stable around
20 ns. Fig. 3 shows the frequency spectrum (gain versus frequency) and maximum gain is achieved
at the frequency 301.89 GHz.

Figure 1: Contour plot of electric field at the cross sectional top view of interaction cavity.

Figure 2: Power growth with respect to time for
second harmonic operation.

Figure 3: Frequency spectrum in the interaction cav-
ity for second harmonic.

Table 2: Final optimized cold cavity design parameters and electron beam parameters of interaction cavity.

Cavity Radius (Rc) 3.12mm
Middle section length (L) 9.00mm
Input taper length (L1) 6.00mm

Output taper length (L2) 12.00mm
Input taper angle (θ1) 2.8◦

Output taper angle(θ2) 5.0◦

Diffractive Q value 1547
Beam current (Ib) 1.3A
Beam voltage (Vb) 20 kV
Velocity ratio (α) 1.3

Cavity center magnetic field (B0) 5.58T
Beam launching position (Rb) 0.486 mm
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3. CONCLUSION

The presented design of a 0.3 THz gyrotron interaction cavity shows the feasibility of 3 kW of output
power. Symmetric mode TE0,6 is selected as the operating mode for second harmonic operation.
To check the stability of the operating mode, the eigenmode and cold cavity analysis are carried
out. Around 3.5 kW output power is achieved at 301.89 GHz frequency. The beam parameters are
optimized considering around 15% interaction efficiency as Vb = 20 kV, Ib = 1.3A, B0 = 5.58T and
α = 1.3, respectively.
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Abstract— In present paper, the detailed study of stagger tuning has been carried out for
multicavity gyroklystrons. The present analysis is based on the point-gap model for gyroklystrons
in which the size of the cavities assumed much smaller than the drift sections. Therefore, we can
assume that the effect of electron ballistic phase bunching took place only in the long drift sections
whereas the electron energy modulation taking place in the short cavities. These assumptions help
us to obtain the necessary equations for studying the effect of stagger tuning in gyroklystrons. The
results obtained here for two and three cavity gyroklystrons clearly demonstrate the bandwidth
enhancement, decrease in gain and overall increase in gain-bandwidth product due to stagger
tuning.

1. INTRODUCTION

The gyroklystron is a fast-wave electron-beam device which combines the multi-cavity klystron
configuration with the cyclotron resonance maser instability energy extraction mechanism of gy-
rotron. The operation is similar to conventional klystron except that electron bunching occurs
in the transverse direction rather than in axial direction and the overmoded cavities are utilized.
This scheme makes them to be used at higher frequencies with larger cavity dimensions. There are
numerous applications of gyroklystrons, like radars, linear colliers, plasma heating, spectroscopy,
etc. Like klystrons, gyroklystrons are also capable of producing high gain, high power amplifica-
tion even in the millimeter wave frequency range however with limited bandwidth. Stagger tuning
of RF cavities techniques as successfully applied in conventional klystrons to increase the device
bandwidth can also be applied for gyroklystron [1, 2].

The basic concept involves in increasing the bandwidth of gyroklystron is slightly detuning the
resonant frequencies of gyroklystron cavities. This method is known as the stagger tuning and
widely used in the conventional multicavity klystrons for the enhancement of bandwidth. However,
this increase in bandwidth is at the cost of decrease in gain. The aim of the present paper is to
study the some tradeoff in gain and bandwidth for the multicavity stagger-tuned gyroklystrons.

2. ANALYSIS

The equations of motion for weakly relativistic electrons in each cavity of gyroklystron, under the
assumption of no space charge effect and zero velocity spread can be described by the following two
interdependent expressions in terms of momentum (p), phase (ϑ) and distance (ζ) in normalized
form as [3]:

dp

dζ
= pn−1Re

(
Ff(ζ)einϑ

)
(1)

dϑ

dζ
−∆ + 1− p2 = pn−2Re(iFf(ζ)einϑ) (2)

Here, p = p⊥/p⊥0 is the normalized electron momentum, ϑ = (ωi/ni) t − θ is the difference be-
tween the electron phase θ and the phase of the resonator field, ζ =

(
β2
⊥0

/
2βz0

)
(ω0z/c) is the

normalized axial coordinate, ∆ =
(
2
/
β2
⊥0

)
(1− nωc0/ω) is the frequency detuning parameter and

F =
(
E0β

n−4
⊥0

/
B0c

) (
nn−1

/
2n−1n!

)
Jm±n(k⊥rb) is the normalized field amplitude.

The susceptibility χ is the quantity which determines the interaction of electron beam with the
cavity mode and it is defined as [4]

χ =
−iσ

ω
(3)

where σ is the medium conductivity. This susceptibility can be calculated after solving Equa-
tions (1) and (2) as [4]

χ = −2i

F

∫ µ

0
f∗

(
1
2π

∫ 2π

0
(pe−iϑ)ndϑ0

)
dζ (4)
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Here, µ is the normalized length of the cavity and ϑ0 is the initial phase of the electrons equally
distributed at the entrance of the first cavity from 0 to 2π.

The balanced equation used here for obtaining the amplitude and phase of the cavity field as
F = |F1|eiψ1 for the input cavity are:

|F1|2 =
A2

(1− I01χ′′)2 + (δ1 + I01χ′)2
and tanψ1 =

δ1 + I01χ
′

1− I01χ′′
(5)

where χ′ and χ′′ are the real and imaginary part of the susceptibility. A2 is the intensity of the
signal in the input cavity which is related to the driver power as

A2 = 4I01
PdrQ1,T

Pb⊥Qcpl
(6)

Here I01 is the normalized beam current parameter for the input cavity, Q1,T is the total quality
factor and Qcpl is the coupling quality factor of the input cavity. Pdr is the driver power and Pb⊥
is the electron beam power associated with the electron gyration.

For other cavities these equation can be written as

I0χ
′′ = 1 and I0χ

′ = −δ (7)

Here δ is the normalized detuning between the operating frequency and the cold cavity frequency,
δ = (ω − ωs)/(ω/2Q). Here Q is the loaded quality factor of the cavity.

With the help of the above balance equation, the gain of the gyroklystron can be simply written
as

G (dB) = 10 log

(
|FN |2
A2

)
(8)

For the case of multicavity gyroklystrons, it is better to write this ratio of field intensities as the
products of ratios characterizing the gain in each stage

|FN |2
|FN−1|2

|FN−1|2
|FN−2|2

. . .
|F1|2
A2

(9)

Here each ratio in the above chain can be expressed in terms of the balance equations discussed in
Equation (7). Since we are studying the stagger tuning in which δi can be different for each cavity.
So, we can calculate the bandwidth in terms of normalized frequency detuning.

2.1. Two-cavity Gyroklystron
The gain of two cavity gyroklystron for studying the effect of frequency detuning on the gain can
be expressed as [3, 4]

G = G(const.) −G(var.) (10)

Here the first term,

G(const.) = 20 log
{

2I02µdr

(1 + I01) (1 + I02)

}
(11)

is independent of frequency detuning, while the second term is the variable part of the gain and it
depends on frequency detuning.

Gvar = 10 log





q2

4J2
1 (q)

[
(1 + I01)

2 + δ2
1

] [
(1 + I02)

2 + δ2
2

]

(1 + I01)
2 (1 + I02)

2



 (12)

The expressions for G(const.) and Gvar are normalized in such a way that when bunching parameter
q → 0 and frequency detuning in both the cavities is zero, the variable term vanishes.

To simplify further, let us assume that both cavities have equal quality factor and also the nor-
malized current parameter in both the cavities is same. Also, by defining some of the parameters like
mean frequency of two cavities, ω0 = (ω1 + ω2) /2, the stagger tuning parameter, ξ = 2Q (ω2 − ω1) /
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ω0 (1 + I0) and detuning of signal frequency with respect to ω0, δ = (ωs − ω1) /(ω0/2Q) (1 + I0) we
can write the small signal gain as

G
(var.)
SS = 10 log

{[
1 + (δ − ξ/2)2

] [
1 + (δ + ξ/2)2

]}
(13)

After analyzing the above equation at its extremum points, we find that the variable gain has a
local maximum at δ = 0 and two symmetric minima at δ = ±

√
ξ̄ − 1 where ξ̄ = ξ2/4.

The bandwidth of the gyroklystron can be determined by using Equation (12) and can be written
as

BW (ξ) =
[
ξ̄ − 1 +

√
2 (1 + ξ2)

] 1
2 (1 + I0) /Q (14)

For ξ̄ ≤ 1, and

BW (ξ) =
[
ξ̄ − 1 + 2

√
ξ̄

] 1
2

(1 + I0) /Q (15)

for ξ̄ ≥ 1. The maximum value of ξ̄ obtained is 3+
√

8 that corresponding to maximum bandwidth.
The ratio of the gain-bandwidth product in the presence of stagger tuning to that its absence

is given by

Φ =
BW (ξ) G (ξ)

BW0G0
=

BW (ξ)
BW0

[
1− ∆G

G0

]
(16)

where, ∆G = 20 log
(
1 + ξ̄

)
is the gain at δ = 0 and G0 = Gconst..

2.2. Three-cavity Gyroklystron
Using the same approach as we did for the two cavity gyroklystron the gain of a three cavity
gyroklystron can be expressed as

Gss = G(const.)
ss −G(var.)

ss (17)

where,

G(const.)
ss = 20 log

{
4I02I03µ

2
dr

(1 + I01) (1 + I02) (1 + I03)

}
(18)

and
G(var.)

ss = 10 log
{(

1 + Q̄δ2
) [(

1 + δ2 + ξ2
)2 − 4ξ2δ2

]}
(19)

where, Q̄ = (1 + I0)2Q̃/(1 + Q̃I0)2 where, Q̃ = Q1/Q2 = Q1/Q3. Q1, Q2 and Q3 are the quality
factor of first, second and third cavity respectively. Now as we did for the two cavity gyroklystron,
the Equation (19) has been solved at its extremum points to obtain the value of ξ2 for getting the
bandwidth of three cavity gyroklystron. The maximum value of ξ2 is obtained 36.8 at Q̄ = 1/4.
The bandwidth and the gain bandwidth product of the three cavity gyroklystron can be easily
obtained by using the same equation as we used for the two cavity gyroklystron.

3. RESULTS AND DISCUSSION

To get the gain and bandwidth relation for two cavity gyroklystron the Equation (13) has been
solved at its extremum which gives us the value for detuning parameter for maximum and minimum
gain. These obtained values of detuning parameter are further used in calculating the bandwidth of
the two cavity gyroklystron by making use of Equations (14) and (15). The same technique is also
used for three cavity stagger tuned gyroklystron. In Figure 1 the variable part of small-signal gain
for two cavity stagger-tuned gyroklystron has been plotted as the function of frequency detuning
for various values of stagger-tuning parameter. In Figure 2 the normalized bandwidth has been
plotted for two cavity stagger-tuned gyroklystron as the function of stagger-tuning parameter. For
the case of two cavity stagger tuned gyroklystron we have obtained maximum 5 times increase
in bandwidth as compared to the two cavity gyroklystron with no stagger tuning (ξ = 0). The
gain degradation for two cavity stagger-tuned gyroklystron is obtained around 17 dB as shown in
Figure 3. In Figure 4 the normalized gain-bandwidth product is obtained nearly two times larger
as compared to the two cavity 30 dB gain gyroklystron without stagger tuning.

In Figure 5 the variable part of small-signal gain for three cavity stagger-tuned gyroklystron has
been plotted as the function of frequency detuning for various values of stagger-tuning parameter.
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Figure 1: Variable part of small signal gain in the
two-cavity stagger-tuned gyroklystron.

Figure 2: Normalized bandwidth for two-cavity
stagger-tuned gyroklystron.

Figure 3: Gain-degradation for two cavity stagger-
tuned gyroklystron.

Figure 4: Normalized gain-bandwidth product for
two-cavity stagger-tuned gyroklystron.

Figure 5: Variable part of small signal-gain in the
stagger-tuned three cavity gyroklystron.

Figure 6: Normalized bandwidth, for three-cavity
stagger-tuned gyroklystron.

In Figure 6 the normalized bandwidth has been plotted for three cavity stagger-tuned gyroklystron
as the function of stagger-tuning parameter. The results obtained for three-cavity stagger tuned
gyroklystron shows nearly 10 times more bandwidth as compared to the three cavity gyroklystron
without stagger tuning (ξ = 0). The gain degradation for three cavity stagger-tuned gyroklystron
is obtained around 32 dB as shown in Figure 7. The results obtained here are also used to calculate
the bandwidth of a two cavity 35 GHz gyroklystron [5]. The specification of this gyroklystron are
beam voltage = 70 kV, beam current = 8.2 A, α = 1.43 and beam radius = 2.6mm. Both the
cavities are operated at TE011 mode with input cavity quality factor = 188 and output cavity
quality factor = 191. We have obtained the normalized current for the output cavity = 0.18 and
the device bandwidth = 0.39%. The reported bandwidth is 0.36% [5].
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Figure 7: Gain-degradation for two-cavity stagger-
tuned gyroklystron.

Figure 8: Normalized gain-bandwidth product for
two cavity stagger-tuned gyroklystron.

4. CONCLUSION

The study of stagger-tuning has been carried out for the two and three-cavity gyroklystron operating
at the fundamental harmonic. The influence of stagger-tuning parameter on gain and bandwidth
has been presented for both the cases. The results obtained here show that in case of a stagger-
tuned two-cavity gyroklystron, the bandwidth can be increased nearly 5 times as compared to
without stagger tuning with the degradation in gain around 17 dB. In case of three-cavity stagger-
tuned gyroklystron, bandwidth is two times larger as compared to the two cavity stagger-tuned
gyroklystron with the degradation in gain around 32 dB. The stagger tuning of the gyroklystron,
improves device bandwidth with decrease in gain. Moreover, it is interesting to notice that the
overall increase in the gain-bandwidth product of the device is observed. Therefore, the stagger
tuning technique, like in klystrons, can be used for the performance improvement of gyroklystrons.
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Abstract— In this article, the results of beam-wave interaction and power and efficiency growth
for 670GHz, 300 kW gyrotron are presented. The beam parameters and the interaction cavity
geometry calculations are performed for the selected operating mode TE25,10. The detail of
mode selection process is also presented. The mode competition is studied in terms of the start
oscillation current and coupling coefficient. TE22,11 and TE25,10 are found as the most competing
modes to the operating mode. The magnetic field at the cavity center is calculated directly from
the frequency and detuned up to an optimum value to achieve the maximum efficiency. MAGIC
code is used in the power and frequency calculations. The electron beam is launched at the first
co-rotating maxima of the operating mode during the MAGIC simulations to obtain maximum
beam-wave interaction efficiency. The results show more than 300 kW power at 670 GHz frequency
at TE25,10 mode.

1. INTRODUCTION

Terahertz radiation (300GHz–3 THz) is emerging as a thrust research area due to its various re-
markable applications described in detail in review articles by P. H. Siegel [1] and T. Idehara
et al. [2]. A new application of terahertz radiation for the detection of concealed radioactive ma-
terials is proposed by Granatstein and Nusinovich at 670 GHz frequency [3–5] and by Choi at
400GHz frequency [6]. The detection of radioactive materials is based on the phenomena of air
breakdown by focused terahertz radiation. In the presence of radioactive material in a container,
the density of electrons increases several folds in air and initiate the breakdown in the presence
of electromagnetic radiation of terahertz frequency region, which is not possible in the absence of
extra electrons produced by some radioactive material. A detail calculation and physics of this
phenomenon is described in Ref. [3]. The results presented in Refs. [3–5] show the frequency of
670GHz with 200–300 kW power and few µs pulse length is suitable for the radioactive material
detection application.

Gyrotron has been established as a powerful source of millimeter and terahertz radiation. The
gyrotrons as the source of millimeter wave (∼ 1MW power) are used widely in the plasma fusion
research [7]. The gyrotrons of terahertz frequency range and moderate power level (tens of watts
to few kilowatts) are used in DNP/ NMR spectroscopy and developed by several research groups
around the globe [2, 7]. Theses gyrotrons operate at higher harmonics to reduce the magnetic field at
cavity center (B = fγ/28 s). Present status of the design and development technology for gyrotron
shows the capability to generate high power radiation in terahertz band. Considering the power
requirement at 670GHz frequency for the radioactive material detection application, the work on
the development of 670GHz gyrotron is started recently at University of Maryland [5]. As the
required power level is quite high in case of gyrotrons for radioactive material detection compared
to the gyrotrons used in spectroscopic applications, thus fundamental harmonic operation is suitable
as the efficiency decreases for higher harmonics. Another problem for the higher harmonic operation
for 670GHz gyrotron is the high mode competition as the higher order mode is required to keep
the ohmic wall loss minimum.

In this article, the results of power and frequency growths for 670GHz gyrotron are presented.
This feasibility study for the RF power generation around 300 kW at 670 GHz frequency using
TE25,10 mode is carried out for the simple cylindrical open resonator cavity. TE25,10 is a popular
mode in the gyrotron community and has been used in the designing of high power, high frequency
fusion gyrotrons. Here, in case of 670GHz gyrotron with the output power around 300 kW, TE25,10

mode is analyzed again in terms of mode selection parameters, like, space charge effect, ohmic wall
loading, start oscillation current, etc., by using in-house developed code GCOMS [8, 9]. Particle-
in-Cell (PIC) numerical approach is used in the beam-wave interaction simulations. Parametric
analysis is also performed considering the power and efficiency as main parameters. The design
goals for the 670 GHz gyrotron are summarized in Table 1.
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Table 1: Design goals of gyrotron.

Frequency 670GHz
Power ≈ 300 kW

Efficiency > 30%*
Beam Voltage 65–74 kV

Velocity ratio (α) 1.25–1.4

*Without depressed collector

Figure 1: Start oscillation current curves with re-
spect to magnetic field.

Figure 2: Coupling coefficient with respect to the
ratio of beam radius to cavity radius.

2. MODE SELECTION AND ESTIMATION OF POWER AND FREQUENCY GROWTH

High order modes are suitable for 670GHz gyrotron due to the requirement of high RF power
(≈ 300 kW). Various mode selection parameters like ohmic wall loading, voltage depression, limit-
ing current, etc., are calculated for several higher order modes by using the GCOMS. The mode
competition in terms of start oscillation current and coupling coefficient is analyzed for the high
order modes. Finally TE25,10 is selected as the operating mode. The electron beam is launched
at the first radial maxima of co-rotating electric field of the selected operating mode for the max-
imum beam-wave coupling. The start oscillation current curves for the operating mode and its
neighboring competing modes are shown in Fig. 1. Figure shows TE22,11 and TE25,10 are the most
competing modes to the operating mode (-ve sign represents the counter-rotating electric field).
Further, Fig. 2 shows the most strength coupling position for various modes including the operating
mode. It is clear from the Fig. 2 that the sufficient space (represented by two black vertical line)
exist in the beam launching position where other competing modes do not show maximum coupling
strength. The interaction cavity geometrical parameters are summarized in Table 2.

On the basis of initially designed interaction cavity, the electron beam parameters are optimized
considering 300 kW RF power at 670 GHz frequency as the main parameter. Particle-in-Cell code
MAGIC is used for the simulations of power and frequency growth. PIC code has been used
successfully in the interaction cavity designing and power growth estimation for gyro-amplifiers
and fusion gyrotrons such as 140 GHz gyrotron, 170 GHz gyrotron, etc. [10, 11]. Simple cylindrical
interaction cavity consisting an input taper section, a straight middle section and an output taper
section is made with very fine meshing in the PIC code. The gyrating electron beam (perpendicular
to axial velocity ratio of electrons, α = 1.3) is launched at the co-rotating electric field of first radial
maxima (1.88 mm) of the selected operating mode. The electron beam transports along the cavity
length under the influence of very high magnetic field (B0 = 26.34 T) and transfer a fraction of
its perpendicular kinetic energy to the RF at the middle section. Figs. 3 and 4 show the typical
plots of frequency and power growths with respect to time. The growths become stable at 100 ns.
Results show 310 kW RF power at the frequency of 670.15 GHz. The beam current (Ib) and beam
voltage (Vb) are optimized as 14A and 70 kV, respectively.
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Figure 3: Frequency growth with respect to time
(Ib = 14 A, Vb = 70 kV, B0 = 26.34T).

Figure 4: Powergrowth with respect to time (Ib =
14A, Vb = 70 kV, B0 = 26.34T).

Table 2: Interaction cavity geometrical parameters.

Middle section length (L) 4.5 mm
Cavity radius (Rc) 4.5 mm

Input taper angle (θ1) 4◦

Output taper angle (θ2) 4◦

Input taper length (L1) 4 mm
Output taper length (L2) 4 mm

3. CONCLUSION

The results presented in the article shows more than 300 kW RF power at TE25,10 mode for 670 GHz
gyrotron used in the detection of concealed radioactive material. A preliminary design of simple
cylindrical interaction cavity is also presented. The beam-wave interaction simulations are per-
formed for the first harmonic to avoid the high mode competition. The power and frequency
growths become stable around 100 ns. The results show more than 300 kW power at 670 GHz
frequency.
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Abstract— A non-linear cylindrical waveguide taper with given end diameter and length is de-
signed for a raised cosine shape profile. Nonlinear taper has been analyzed for the transmission
and reflection coefficient using mode matching technique. This taper design has been optimized
further using artificial neural network technique for the maximum power transmission and min-
imum mode conversion in the desired mode of operation and operating frequency. Scattering
parameters are calculated in terms of design parameters of taper and then the optimized for
both the transmission (S21) and reflection (S11) coefficients using particle swarm optimization
technique for best fitness value, which is found to be > 97% and < 2%, respectively in a typical
design case of TE03 mode cylindrical waveguide taper with modified raised cosine shape pro-
file. Final optimized nonlinear taper has been also simulated using commercial simulation code
‘CST Microwave Studio’. Simulated values for the reflection and transmission coefficients for the
optimum design have been found in close agreement with the analytical results.

1. INTRODUCTION

The requirement of non-linear taper arises at the output stage of high-power microwave/millimeter
wave active devices, e.g., klystron, gyrotron, accelerator or any other system and act as the RF
interface line between the device and system with maximum power transfer and minimum mode
conversion [1–5]. The presence of a taper section inevitably introduces unwanted parasitic modes.
In the present paper, a non-linear cylindrical waveguide taper excited in the TE mode for its appli-
cation in high-power CW gyrotron as a output taper connected at the end of RF interaction cavity
has been analyzed using mode matching technique and optimized using an ANN technique [4, 5].
For the non-linear taper raised cosine profile has been taken since this function provides uniform
contour at both the ends. This profile provides good impedance matching, low reflection as well as
low mode conversion for a relatively smaller taper length.

The mode matching technique involves matching of the total modal field at each junction be-
tween uniform sections so that conservation of power is maintained [3]. From this process, the
amplitudes of the separate modes at the output of a junction have been deduced in terms of the
amplitudes of the mode spectrum at the input junction. Each junction along the length has its own
scattering matrix. The matrices for all junctions have been be cascaded and an overall scattering
matrix for the total taper length has been formed. The coefficients of the overall scattering matrix
contain the input reflection coefficient (S11) and the output transmission coefficient (S21). Then the
optimization of taper has been performed by optimizing the coefficients of the S-parameter using
particle swarm optimization (PSO) tool, which is used to solve nonlinear function and optimizes
multi variables at a time, for a given operating frequency and mode. PSO has been used here to
achieve optimized tradeoff between matching of desired resonant frequency and minimizing the re-
flections in the desired mode of operation. The optimized taper is also simulated using commercial
tool ‘CST Microwave Studio’ and simulated values are found in close agreement with the analytical
result.

2. SCATTERING MATRIX FORMULATION OF CYLINDRICAL WAVEGUIDE TAPER

Mode matching technique is applied for the formulation of scattering matrix for cylindrical waveg-
uide taper [3]. The nonlinear taper is divided into large number of step discontinuity maintaining
the same axis. Waveguide with arbitrary radius but the common area between the two guides must
be identical to the cross section of the smaller waveguide. As the electromagnetic fields defined left
of the junctions and right of the junctions as the sum of normal modes of respective waveguides.
The electric E and magnetic H field expressions at the left (subscript L) and right (subscript R) of
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the junction, considering M modes in left side of junction and N modes in right side of junction,
can be written as [3]:

For left side of the junction:

EL or HL =
∑

M
m=1[Am exp {−γmz}+ Bmexp{−γmz}]eLm (1)

ER or HR =
∑

N
n=1[Cn exp {−γnz}+ Dnexp{−γnz}]eRn (2)

Here, the numbers of modes M and N have to be chosen large for the convergence. exy and hxy

represent the normalized vector functions for the yth mode on the x side of the junction.
In the circular waveguide, eigenmodes for the TEmn mode can be calculated on either side of

junction using the relation

emn = (
√

εm/
√

π(γ
′2
mn −m2)Jm{γ′mn})

×
[
(m/r) sin (mθ) J ′m{γ′mnr/a}r̂ + (γ′mn/a) cos (mθ) J ′m{γ′mnr/a}θ̂

]
. (3)

For m = 0, εm = 1 and for m 6= 0, εm = 2. Also,
hmn = z × emn.

For both side of junctions, the normalization of eLm and hLm enables to write
∫

SL
(eLm × hLm) · ds = Rmm, (4)

and from the orthogonality of waveguide mode, when m 6= n, matching Equation (4) equals to
zero. Matching the electric field and magnetic fields over the common apertures between the two
regions, one can write:

EL = ER inside SL, ⇒ EL × hRm = ER × hRn inside SL

or, one can modify Equation (4) as
∫

SL
(EL × hRn) · ds =

∫

SR
(ER × hRn) · ds.

Since, electric field is null on the metal surface, making up the surface SR and SL, the integral limit
on the right hand side may be modified:

∫

SL
(EL × hRn) · ds =

∫

SL
(ER × hRn) · ds. (5)

Using the properties
M∑

m=1

(Am + Bm)Pmn = (Cn + Dn)Qnn, (6)

where
Pmn =

∫

SL
(eLm × hRn) · ds, and Qnn =

∫

SR
(eRn × hRn) · ds.

The other boundary condition required is the continuity of magnetic field intensity:

HL = HR within SL.

Following a similar line of reasoning
∫

SL
(eLm ×HL) · ds =

∫

SL
(eLm ×HR) · ds ⇒ Rmm(Am −Bm) =

N∑

n=1

Pmn(cn −Dn), (7)

where
Rmm =

∫

SL
(eLm × hLm) · ds.

Equations (6) and (7) may be rearranged into a more compact matrix form, giving:

(A + B)[P ] = (C + D)[Q] (8)

(A−B)[R] = (D − C)[P ]T . (9)
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These two Equations (8) and (9) are simplified into a scattering matrix relating the normalized
output vector B and D to the normalized input vector A and B. The S11 and S21 coefficients of
the matrix are thus obtained in terms of [P ], [P ]T , [R], and [Q] as:

[S11] =
[√

R
] (

[R] + [P ]T [P ]
)−1 (

[R]− [P ]T [P ]
) [√

R
]−1

, (10)

[S21] = 2
[√

Q
] (

[Q] + [P ] [P ]T
)

[P ]
[√

R
]−1

. (11)

This is the calculation for a single junction. As the cascading of small sections discussed previously,
one can get the scattering matrix of the overall taper. Here, we require only the transmitted power
for a given incident at input to the output in desired mode. So, calculation for transmission
coefficient S21 is sufficient for the analysis. The cascading equation for two junctions a and b can
be written as:

[Sc
21] =

[
Sb

21

] [
[I]− [Sa

22]
[
Sb

11

]]−1 [
Sb

21

]
. (12)

3. RAISED COSINE SHAPE PROFILE

Keeping the basic raised cosine nature and arbitrary profile equation, a modified arbitrary profile
taper with input radius (a1), output radius (a2) and length (L) can be taken as:

a(z) = ((a2 − a1)/2) b−1 + 2 (z/L)s + (1/π) sin (π (−1 + 2 (z/L)s))c+ ((a2 − a1)/2) (13)

Here, S is the shape factor and keeping all parameters constant one can generate any possible shape
by varying S = 0 to 100.

4. PARAMETER SELECTION IN PSO

In the standard particle swarm optimization (PSO), instead of using generic operators, each particle
adjusts its mission according to its own mission experience (local best) as well its companion’s
mission experience. Each particle is treated as a point in a D-dimensional space [X].

The ith particle is represented as Xi = (xi1, xi2, xi3, . . . , xiD). The best previous position giving
best fitness value of ith particle is recorded as Pi = (pi1, pi2, pi3, . . . , piD). The velocity of ith particle
is represented as Vi = (vi1, vi2, vi3, . . . , viD). The index of best particle among the population
is denoted by g. The velocity and position of each particle are updated according to following
relation [5]:

vid = w∗vid + c∗1 rand( )∗
(pid − xid)

∆t
+ c∗2 Rand( )∗

(pgd − xid)
∆t

, xid = xid + vid (14)

Here, w = inertia factor, c1 = self-confidence, c2 = swarm confidence, (pid−xid)
∆t = particle memory

influence, (pgd−xid)
∆t = swarm influence, and rand ( ) and Rand ( ) are two random function in the

range [0, 1].

5. BASIC NUMERICAL COMPUTATION AND OPTIMIZATION

For circular waveguide operating TE mode, first for each section and for each mode Eigenvalue γn as
the roots of Bessel functions, self coupling power coefficient (Rii) of the left hand side of junction, self
coupling power coefficient (Qjj) of the right hand side of junction, and cross coupling coefficient (Pij)
are computed. Modes are added till converging results which is used for the scattering coefficients for
that single junction. Secondly, repeating the steps scattering matrix of second section is computer.
Third, the overall matrix is obtained by cascading these two sections. Process is repeated till all
sub-sections are cascaded to form the overall scattering matrix of the total taper length. Finally
the aperture modal coefficient [D] and input reflection coefficient [B] is computed to get S21.

Inertia factor, is dependent on iteration w using (16), (17), iterated from 0.4 to 0.9. c1 and
c2 values remain constant throughout the optimization and taken between 1.5 to 2. Here, we are
kept them equal and value is 1.5. Tolerance will come in action when S21 calculation in the two
consecutive iterations has such less difference that the process undergoes saturation and taken
out of the loop. Tolerance (stopping criteria) is taken as 10−6 %. Particle swarm optimization
technique involves a swarm size, each particle has provided the five parameters values or position
randomly in their range and each having variation or velocity (change in position in unit time)
within the range using analysis technique transmission coefficient for desired mode is calculated
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for whole swarm. Swarm size is taken as 20. Selection of maximum S21 out of the swarm size and
corresponding particle’s design parameters are considered as gbest. Each particle has its own S21

and in consecutive iterations the design parameters corresponding to the higher S21 for each particle
gives pbest. This gbest and pbest along with the PSO parameters gives the update in variation or
velocity and thus update in value or position after each iteration. This process goes on upto the
desired iteration or at some stopping criteria.

The taper design expression (15) consists of four parameters, i.e., length of taper, input radius,
output radius and shape factor and from design point of view, we need the fifth parameter, number
of sub-sections. A typical example case of output taper for the 42 GHz, 200 kW, CW gyrotron
under development is taken. For this nonlinear cylindrical taper TE 03 mode operation input radius
= 13.99mm, output radius = 42.5 mm, length = 350mm, number of sections = 350 have been
selected as input constraints. Here, keeping these dimension as constant, it has been found that for
every time we are using same optimization steps, one get different set of design parameters giving
maximum S21 because of random nature involve in the process. It is found that variation of shape
factor is critical parameter and affects most the mode conversion issue.

At instant of the position matrix 20 × 1, result converges which is the optimum shape factor
S = 0.5331. Figure 1 is showing the variation range of shape factor considered and optimum
taper profile obtained by using particle swarm optimization. Figure 2 show the improvement of
transmission coefficient S21 and reflection S11 with increase in number of iterations. It is found
that ∼ 100 iteration is sufficient for obtaining the converging result.

6. RESULTS AND CONCLUSION

A cylindrical nonlinear taper with raised cosine shape profile has been designed using modal match-
ing method. For a typical parameter set taken as the input, particle swarm optimization technique
described in the previous section has been applied and the optimum profile obtained with the shape
factor S = 0.5331 giving the S21 = 98.90% at frequency 42 GHz (Figure 2).

Figure 1: Raised cosine nonlinear taper shape profile with the variation of its shape factor.
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(a) (b)

Figure 3: The S Parameter plots of PSO optimized taper in (a) CST Microwave Studio, (b) comparison
with the analytical values.

Table 1: Transmission coefficient of different modes
of PSO optimized taper.

Transmitted Coefficient S21

Mode Number % Power
TE 01 0.039
TE 02 0.730
TE03 98.90
TE 04 0.199
TE 05 0.000
TE 06 0.000
TE 07 0.000

Table 2: Comparison of results with two different
approaches.

Approach S11 S21 in TE03 mode
Analytical 0.67% 98.90%
Simulation 2.22% 96.61%

A non-linear cylindrical waveguide taper design has been presented using mode matching tech-
nique. A raised cosine shape profile taper is selected for a typical case of TE 03 mode of operation
with a fixed input, output radii and taper length. Particle swarm optimization technique has been
applied to optimize the taper design for the maximum transmission and minimum mode conversion
at the desired mode of operation for best fitness value. For the typical test case taken, the reflection
(S11) and transmission (S21) have been achieved as 0.67% and 98.90%, respectively. This design
has been also validated using commercial simulation code ‘Microwave Studio’ and the results are
found in good agreement with the analytical values.
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Abstract— In the present paper, a systematic analysis has been presented for designing a
PBG cavity operating in a higher order mode. In particular, a 35 GHz photonic band gap cavity
has been designed for TE341 mode of operation and eigenmode analysis has been presented to
ensure the device operation in desired mode with all possible mode competition. Two dimensional
structure of triangular lattice has been used for modelling of PBG cavity. In order to obtain the
structure band gap information, dispersion characteristics has been calculated using standard
Yee cell based finite difference time domain (FDTD) method. With the global band gap, mode
map has been calculated to demonstrate the occurrence of all possible modes in the PBG cavity.
The usefulness of mode map has been illustrated to design the RF cavity using PBG structure
replacing the conventional tapered wall cylindrical waveguide cavity used in gyro devices to
achieve the single mode operation.

1. INTRODUCTION

Photonic band gap (PBG) structures have proven wider research interest due to its fascinating
frequency and mode selective property for the propagation of the electromagnetic wave through
it. Thus, promising performances are achieved in the devices utilizing PBG structures [1]. PBG
structures are periodic structures using dielectric or metallic inclusions or sometimes combination of
both. The propagation of electromagnetic waves is restricted in the forbidden region, which is known
as photonic or electromagnetic band gap. On the other hand, in the allowed region, waves propagate
without any attenuation. The PBG structures have potential application in microwave, millimeter-
wave and infrared devices, such as, antennas, waveguides, filters, resonators, planar reflectors,
integrated circuits, etc. [1–3]. Moreover, PBG structures find their use in the communication
purpose such as in optical fibers, lasers etc. PBG structures are also successfully implemented in
gyro-devices, high gradient accelerators, backward wave oscillators (BWO) and, traveling wave tube
(TWT) amplifiers [3–6]. Dielectric PBG structures have found various applications even though
metal photonic band gap (MPBG) structures are more suitable for certain applications specifically
in vacuum electron beam devices. The dielectric materials exhibit the problem of breakdown and
charging which limits the application in vacuum electronic devices [2, 6]. On the contrary, such
phenomena do not take place in MPBG structures due to their excellence conductibility. Their
nearly perfect reflector property minimizes absorption related problems. The operating temperature
of vacuum electron beam devices is too high to sustain the device using dielectric PBG structure
with sufficient mechanical strength. MPBG structures fulfill these requirements.

Gyrotron is an attractive electron beam device providing high power microwave and millimeter
waves with good efficiency. In order to increase the structure dimension and reduce the DC magnetic
field requirements, gyrotrons are often operated at the higher order modes. However, higher order
mode operation causes overmoding of RF cavity due to the increase in density of nearby modes [3].
Such, mode competition problems can be reduced by using PBG structures.

In this paper, the design and simulation of MPBG cavity operating in a higher order TE341 mode
is presented. Dispersion characteristics of the two dimensional PBG structure of triangular lattice
is calculated using standard Yee’s cell based finite difference time domain (FDTD) method for the
TE mode of propagation. FDTD is used due to its various advantages over the other existing
methods. The global band gap diagram of the structure has been calculated for the different
value of rod radius to lattice constant ratio. Using this global band gap diagram and waveguide
concept for operating frequency, mode spectrum is observed for all possible modes in the cavity. A
proper design point is chosen for the PBG cavity to operate in a higher order mode with reduced
mode competition. The designed PBG cavity is simulated using high frequency structure simulator
(HFSS) for eigenmode analysis. The confinement of desired TE341 mode at 35GHz operating
frequency is observed. Eigenmode analysis is performed in a range of frequency to investigate all
possible modes existing in the cavity. Comparison of transverse dimension of the PBG cavity and
conventional cavity is also demonstrated.
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2. PBG STRUCTURE MODEL

A triangular lattice PBG structure, which provides better azimuthal symmetry, is chosen for the
realization of the gyrotron RF interaction cavity. The triangular lattice and its reciprocal lattice
are shown in Figs. 1(a) and 1(b), where r is the metal rod radius and a is the lattice periodicity.
The irreducible Brillouin zone is shown by shaded portion, where Γ, X and M are symmetry points.
Eigen values along the sides (Γ-X, X-M, and M-Γ) of Brillouin zone are determined to yield the
dispersion diagram. The cross section of PBG cavity is shown in Fig. 1(c) where R is the defect
radius, which is created by removing some finite number of rods at the centre. This defect serves
as RF interaction structure of the desired resonant frequency. Structures dimension is adjusted in
such a way that the resonant frequencies of desired mode must be in the bandgap and possibly all
other competing modes lying in the pass band of the lattice.

3. ANALYTICAL APPROACH

3.1. Dispersion Curve
Photonic band structure or dispersion curve of metal PBG structure has been calculated using finite
difference time domain method (FDTD) based on rectangular Yee cell with a modified unit cell [7, 8].
FDTD method involves several fundamental steps as the spatial definition of the system with an
appropriate distribution of physical parameter, proper termination of the calculation domain, i.e.,
the boundary conditions, electromagnetic fields calculation at each spatial discretization point and
timestep, an exciting source and final post processing to calculate the band structure [8]. In a
two-dimensional (2D) case, time-dependent Maxwell’s equations can be discretized in space and
time which gives updating field equations for TE mode case and can be given as:

En+1
x (i, j)=

(
2ε(i, j)−∆tσ(i, j)
2ε(i, j) + ∆tσ(i, j)

)
×En

x (i, j)+
(

2∆t

2ε(i, j) + ∆tσ(i, j)

)
×H

n+1
2

z (i, j)−H
n+ 1

2
z (i, j−1)

∆y
(1)

En+1
y (i, j)=

(
2ε(i, j)−∆tσ(i, j)
2ε(i, j) + ∆tσ(i, j)

)
×En

y (i, j)−
(

2∆t

2ε(i, j) + ∆tσ(i, j)

)
×H

n+ 1
2

z (i, j)−H
n+ 1

2
z (i−1, j)

∆x
(2)

E
n+ 1

2
z (i, j)=H

n− 1
2

z (i, j) +
(

∆t

µ(i, j)

)
×

(
En

x (i, j + I)−En
x (i, j)

∆y
− En

y (i + 1, j)− En
y (i, j)

∆x

)
(3)

Here, ε and µ are the permittivity and permeability of the medium. i and j are the grid point
in the discretized space. A modified unit cell is descretized with uniform grids with ∆x and ∆y
length of each cell in x and y direction [7]. The time t is also discretized with time increment ∆t
and n is an integer denoting time instant. The time evolution of the fields can be obtained by
these time-stepping equations with a specified initial field distribution in the computation domain.
Stability limit is also determined by choosing a suitable time step ∆t. The field has to satisfy the
Bloch theory which results the periodic boundary condition as:

E(j, N) = E(j, 1)× exp{−ia(kx +
√

3ky)/2} (4)
E(N, j) = E(1, j)× exp{−iakx} (5)

     

(a) (b) (c)

 

R 

Metal 

Rods Defect 

Figure 1: (a) Metal PBG of triangular lattice. (b) Reciprocal lattice and irreducible Brillouin zone (shaded
portion). (c) Cross section of PBG cavity made from triangular lattice of metal (copper) rods.
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where, N denotes number of grid points. kx and ky are the wave vector in the x and y direc-
tion respectively with proper sign convention. The field values at several discretization point is
recorded to detect all the possible transmission modes and Fourier transform of these fields yields
the frequency spectra. The peaks of the spectral distribution correspond the location of the eigen
frequencies of the structure and hence dispersion diagram has been obtained [9].
3.2. Mode Spectrum in PBG Cavity
Gyrotron oscillator involves interaction between the gyrating electron beam and RF wave support-
ing by the structure in TE mode so only TE mode has been considered for further observation. The
operating frequency is close to cut-off of the interaction structure, therefore defect radius of PBG
cavity can be approximated as similar to the cylindrical waveguide by the following equation [10],

R =
cxm,n

2πfr
(6)

where, c is velocity of light, fr is resonant frequency of interaction structure and xm,n is zeros of
Bessel function derivative j′n(x).

Calculating approximate PBG cavity radius created by 7 rods removal in terms of r and a, the
normalized frequency (f = afr/c) of particular mode can be obtained with the following relation

xm,n = (
√

3− r/a)2πf (7)

This equation yields the mode spectrum in the PBG cavity.

4. RESULTS AND DISCUSSION

4.1. Photonic Band Structure
The unit cell of triangular lattice is meshed with 30×26 uniform rectangular grids For the ratio r/a
is 0.2, the calculated dispersion diagram with only few lowest eigenmodes are shown in Fig. 2(a)
for the TE mode. This band structure is in close agreement with the result obtained through non
orthogonal (NFDTD) analysis by Qiu et al. [9]. For a range of r/a, the global band gap is observed
and is demonstrated in global band gap diagram (Fig. 2(b)). In the global band gap diagram,
no global bad gap exists before r/a equal to 0.2. The lowest global band gap occurs between the
second and third modes of the dispersion diagram which occurs at r/a ≥ 0.35. Second global TE
band gap occurs between the third and fourth modes, having lower ratios of r/a than those for the
lowest global TE band gap. A third global band gap region occurs for r/a ≥ 0.35 and normalised
frequency ≥ 1.6. This global band gap of higher normalized frequency can be used to design the
PBG cavity operating in a higher order mode.
4.2. Mode Map Calculation in the Global Band Gap
Using the higher order global band gap region of normalized frequency ≥ 1.6 (Fig. 2(b)) and the
resonant frequency of the cavity with the relation given in Equation (7), mode spectrum in the

(a) (b)

Figure 2: (a) Band structure of the 2-D metallic triangular lattice for TE mode of operation (r/a = 0.2) and
(b) its global band gap diagram.
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PBG cavity is calculated. This plot illustrates occurrence of all possible TE modes confined in the
PBG cavity in accordance with global band gap of structure. Shaded portion demonstrates almost
single mode of operation with TE341 mode around the ratio r/a 0.34.

4.3. PBG Cavity Design and Simulation

For the PBG cavity design, ratio r/a and normalised frequency is chosen 0.345 and 1.670 respec-
tively from mode map for the TE341 mode. The axial length of the cavity is taken 8 wavelengths.
For 35 GHz resonant frequency, rod radius is 4.9 mm and lattice constant is 14.3 mm. The designed
cavity is simulated in 33–36 GHz range of frequency using eigenmode solver of high frequency
structure simulator (HFSS). A well confined TE341 mode at 34.1 GHz is found which electric field

Figure 3: Mode map of PBG cavity formed by removing 7 rods (shaded portion is used for cavity design).

(a) (b)

Figure 4: Electric field of TE341 mode in (a) PBG cavity and (b) cylindrical cavity using HFSS.

Figure 5: Electric field intensity in PBG cavity for TE151 mode obtained from HFSS.
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distribution is shown in Fig. 4(a). The difference in the resonance frequency is observed in simula-
tion compared with the calculated value since the field slightly penetrates into the rod region and
radius considered analytically is smaller than actual one. The analogous TE341 mode in cylindrical
cavity at same 35GHz resonant frequency is shown in Fig. 4(b). The radius of cylindrical cavity
is 19.9 mm and of PBG cavity is 71.7mm. Hence transverse dimension of PBG cavity is quite
larger than conventional cylindrical cavity. In simulation, only nearby TE151 mode at 34.8 GHz is
observed (Fig. 5). The observed Ohmic Q-factor from the simulation for TE341 mode is 13778.

5. CONCLUSION

In this paper, a 35 GHz photonic band gap cavity made of triangular lattice of metallic rods has
been designed and simulated. The PBG cavity is designed with proper selection of the periodic
structure dimension in such a way that least nearby mode appears for the fundamental mode
of operation. Dispersion curve obtained from FDTD method shows good agreement with that
obtained by NFDTD method. Complete global band gap information is observed with the help of
global band gap diagram. Mode map is an important figure to demonstrate the occurrence of all
possible modes in the global band gap for the PBG cavity. This helps to choose design parameter
of PBG cavity to operate possibly in single mode. A well confined TE341-like mode is observed at
34.1GHz resonant frequency in the PBG cavity. The difference in resonant frequency is noticed
which is due to the fields slightly penetrate into the rods region and radius consider in design is
somewhat smaller than the actual one. Only nearby TE151 competing mode is found confined in
the PBG cavity. The transverse dimension of PBG cavity is much larger compared to conventional
cylindrical cavity.
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Abstract— A triple-band electromagnetic bandgap (EBG) structure for antenna applications
is presented in this paper. The idea proposed in this the paper is etching several properly shapes
in the metal surface of the uni-planar compact EBG (UC-EBG) cell to introduce three bandgaps
separately. These bandgaps are represented by three different equivalent circuits, from which
the resonant frequencies can be estimated. An in-house developed computational code based
on FDTD method was used to analysis the dispersion properties of the structure. Formulas for
investigating the central frequencies of the three bandgaps are also presented corresponding to
the equivalent circuits. An array with size of 4 × 5 of EBG cell was numerically simulated and
experimentally measured to verify the accuracy of the bandgaps.

1. INTRODUCTION

EBG structures are periodical cell composed of metallic or dielectric elements. Unique feature
of EBG structures is to create the forbidden band of frequencies in which surface waves cannot
propagate. When the antenna operates in the frequency band of this prohibition, it will improve
significantly enhanced features, such as increasing the antenna gain and reducing the back radiation.

There have been many proposed EBG structures with applications in different frequency bands.
Overall, there are two types of EBG is very widely used today is mushroom-type EBG [1] and
uni-planar EBG [2]. These structures are more compact size compare to the other EBG structure,
such as the dielectric rods and holes. Besides miniaturization the EBG structure by modifying the
vias or the shape of patch [3–6], the researchers also are developing multi-band EBG structure for
antenna applications. There have been many studies on multi-band EBG structure. However, most
of which are dual-band EBG structure [7–9]. There are very few studies proposed triple-band EBG-
band [10, 11]. These models mainly use metal plates with grounding vias that makes it difficult for
manufacturing. Thus, a challenge was set for researchers to generate the uni-planar EBG structure
with multi-band.

In this paper, we propose a triple-bandgap uni-planar EBG structure, which can be considered
as kind of distorted uni-planar compact EBG. By etching the square split rings and L-shaped on the
patch of the structure, it has created the equivalent elements L, C. As the results, three complete
bandgaps are created, including the frequency bands from 3.125 to 4.65 GHz (39.2%), from 4.936
to 5.285 GHz (6.83%), and from 6 to 7.42 GHz (21.16%). The structure is applicable to suppression
of the surface wave propagating in all directions and can be used for multi-band applications such
as dual/triple antennas. The dispersion properties of the proposed EBG structure are evaluated
by simulations and experiments.

2. EBG STRUCTURE DESIGN AND ANALYSIS

An EBG structure can be described as a lumped element circuit with distributed capacitors and
inductor. This electrical LC-circuit forms frequency selective surface impedance. From the UC-
EBG as shown in Figure 1(a), the gaps between the conductor edges of two adjacent cells introduce
equivalent capacitance C. In addition, the narrow strips, connected the two patches, introduce
equivalent inductance L. Thus, it can be described using the equivalent LC circuit, as shown in
Figure 1(a). The center frequency fC of the bandgap is defined as follows [12]:

fc =
1

2π
√

LC
(1)

The establishments of the bandgaps depend on the creation of components capacitors and in-
ductors. These elements can be combined together into the equivalent circuit to determine the
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Figure 1: (a) Conventional UC-EBG structure. (b) Novel triple-bandgap EBG structure.

(a) (b)

Figure 2: Equivalent circuit of the triple-bandgap UC-EBG. (a) The first bandgap. (b) The second and the
third bandgap.

corresponding center frequency of the bandgap. In the proposed structure, these bandgaps can be
represented by three different equivalent circuits.

From the conventional UC-EBG structure as shown in Figure 1(a), the straight lines are trans-
formed into the meandered lines for connecting two adjacent cells. These lines introduce the equiv-
alent inductances, while the gaps between the conductor edges of two contiguous lattices introduce
the equivalent capacitance C1. In this design, parasitical capacitances CP , which are produced by
zigzags of the meandered lines, will allow to increase the total capacitance of the equivalent circuit,
and hence move down the first bandgap of the structure lower frequency region. This bandgap
is formed similar as the principle of conventional UC-EBG. The other bandgaps are created by
introducing more equivalent capacitance C and inductance L in the proposed structure.

The equivalent circuit is described in Figure 2(a). The frequency of the first bandgap can be
determined as follows:

fc1 =
1

2π

√
L1

[
C1 +

(
1

Cp
+ . . . + 1

Cp

)] =
1

2π

√
L1

(
C1 + 2n

Cp

) (2)

Note that n denoted the number steps of the meandered line. In the proposed EBG structure,
the value of n is 4.

In four pad corners, square split ring resonators (SSRR) are embedded to obtain the second
bandgap. The total capacitance with SSRR consists of two parts, in which one part is the coupling
capacitance CC between the outer and the inner rings, and the other one is produced by the electric
charges accumulates at the split (r).

In Figure 2(b), the equivalent capacitances C21 and C22 engendered by the voltage gradients
between SRR gap (k). Moreover, the split of the inner ring with gap r is introduced the equivalent
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capacitance C23. The electric current, which is denoted by dashed arrows, flowing along the core
(width e) will form the equivalent inductance L2. The coupling capacitance CC can be estimated
by the following equation [13]:

CC =
[
0.06 + 3.5× 10−5(rout) + rin

]
(3)

Then the coupling capacitance shoud be divided into four equal counter parts named C0 for
SRR four sides [14], thus:

C0 =
1
4
[0.06 + 3.5× 10−5(rout + rin)] (3a)

Here rout and rin represent the radius of the outer and the inner circumcircle of the SRR ring.
It is vital to estimate the capacitances at the inner split, but it is difficult because of the intense

electromagnetic brink effects. So they are estimated as the following approaches:

Cinner split = 3ε0µ/r (3b)

Note that, ε0 is the permittivity in vacuum.
The equivalent capacitances of the SRR in the proposed EBG structure are estimated as follows:

C21 = 3C0; C22 = C0 and C22 = Cinner split (3c)

Thus, the central frequency of the second bandgap of the equivalent circuit shown in Fig. 3(b):

fc2 =
1

2π
√

L2(C22 + C21 + C22)
(3d)

At last, two L-shaped slots are etching symmetry at the central pad of the structure. The slot width
v introduces equivalent capacitance C3 and the square pad connecting two slots can be resulted in
equivalent inductance L3. As a result, it can be described by another equivalent circuit that defines
the third bandgap independently with the other bandgaps.

fc3 =
1

2π
√

L3(2C3)
(4)

3. RESULTS AND DISCUSION

3.1. Surface Wave Bandgap
The proposed EBG structure is showed in the Figure 1(b), which is printed on a FR4 dielectric
slab with dielectric constant of 4.4 and thickness of 1.6mm. The periodic spacing a = 12 mm is
chosen, the length of conductor edges is x = 4.2mm and the gap g between conductor edges of two
adjacent cells is 0.5 mm. The SRR include the outer and inner rings, which have the same width
e = 0.3mm, was connected by two strip lines with width k = 0.35mm. The split of the inner ring is
r = 0.35mm, which is similar to the gap k between the rings and the width v of two slots etched in
the center pad. The other parameters are chosen as follows: b = 2.6 mm, c = 4.3mm, l = 1.5 mm,
s = 0.35mm, w = 0.35mm, i = 0.35 mm.

In the FDTD simulation, we are trying to identify the eigen-frequencies for specific wave numbers
(kx, ky). The FDTD simulation is repeated for thirty different combinations of kx and ky in the
horizontal axis of the Brillouin triangle, and the resonant frequencies of surface waves are extracted
and plotted in Figure 3. Each point in the modal diagram represents a certain surface wave mode.
Connecting the modes with similar field distributions together, we obtain dispersion curves of the
EBG structures. The first mode starts at zero frequency and the eigen-frequency increases with
the wave number. When it reaches a turning point at 3.125 GHz, it decreases as the wave number
is further increased.

It is also noticed that the field for the first mode is TM dominant. The second mode starts to
appear at frequency higher than 4.65 GHz. It is clear that no eigen-mode exists in the frequency
range from 3.125GHz to 4.65 GHz. Thus, this frequency region is defined as a surface wave band
gap. No surface waves can propagate in the EBG structure inside this frequency band gap. Here
the second mode is TE1 mode. Two remainder bandgaps are determined by the higher TE modes.
The second bandgap spans from 4.936 to 5.285 GHz with central frequency of 5.11 GHz. Finally, it
is observed that the third bandgap is centered at 6.71 GHz with a bandwidth spreading from 6 to
7.42GHz.
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Figure 3: Dispersion diagram of triple-bandgap EBG structure.
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Figure 4: (a) Photograph of a 4×5 proposed EBG array, (b) simulated and measured of a 4×5 EBG patches
array of the proposed EBG structure.

Table 1: Frequency bands of the proposed EBG structure.

Results of methods
Range of frequencies

Fist Bandgap [GHz] Second Bandgap [GHz] Third Bandgap [GHz]
Dispersion Diagram 3.125–4.625 4.936–5.285 6–7.42

S21 simulated 2.98–4.695 4.94–5.38 5.76–7.78
S21 measured 2.56–4.58 4.975–5.57 5.9–7.81

3.2. Experimental Result

To verify the accuracy of the bandgap, a different simulation method is used [15]. A 4× 5 lattice
of the EBG cell, which is mounted on a grounded dielectric slab, is connected with 50Ω micro-
strip lines at both ends. This array acts as a filter in which the transmission coefficient S21 of the
structure used to determine the frequency ranges of the bandgap. The bandgap bandwidth defined
with S21 is below −20 dB. The top side and the measurement setup of the structure are shown in
Figure 4(a).

The experimentally measured of coefficient S21 of the array is performed by Anritsu 37369D
network analyzer. As can be observed from Table 1, the simulation results by means of dispersion
diagram and transmission coefficient S21 is consistent each other. Experimental measured coefficient
S21 is similar to simulation result. The results of transmission coefficient S21 is shown in Figure 4(b).
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4. CONCLUSION

A triple-bandgap UC-EBG structure has proposed in this paper. The complete triple-bandgap
has been created by simply distorting the conventional UC-EBG. The band-stop properties of the
structure have investigated by using the in-house developed computational tool based on the FDTD
method. The bandwidths of the bandgaps are determined simultaneously from the dispersion
diagram and transmission coefficients S21. Experimental measurement of a 4× 5 array of EBG cell
is consistent with simulation results. Thus, EBG structure is promising for use with the planar
antennas operating at multiple frequency bands.
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Abstract— In this paper, the design and simulation of a single layer meta-surface filter, having
the simple geometry, has been demonstrated. The filter is made up of sub-wavelength metallic slot
apertures which are periodic in a two dimensions, essentially forming a meta-surface. The filter
is realized by fabricating the apertures using micro structured gold film on an ultra-thin silicon
nitride substrate. Since, the substrate thickness is much smaller than the free space wavelength
of the incident electromagnetic wave so there are no unwanted Fabry-Perot resonances which are
inescapable in thick substrates. Ultra-thin substrate also facilitates achieving higher transmitted
amplitude because of extremely low dielectric loss. The design of the filter was analyzed using
finite element method (FEM) and was optimized for attaining the better out of band attenuation.
Insertion loss of less than 0.5 dB has been achieved in the numerical simulation at the resonant
frequency of the 1 THz.

1. INTRODUCTION

Frequency Selective Surfaces (FSS) have been analyzed and designed in detail in the past because
of their potential application as absorbers, antenna radomes, filters and polarizers [1–7]. Frequency
selective surfaces may be realized by a two dimensional array of metallic patches or its complement
metallic apertures, as stated by the Babinet’s principal, fabricated on the substrate. Incident
electromagnetic wave on these FSS gets reflected or transmitted, for the patches and apertures
respectively, in the resonant region of the unit cell. Single or multiple metallic layers of these
structures may be used to construct FSS in order to get the desired spectral response. Such
structures have been investigated in detail in antenna theory for over a long time. Various numerical
simulators based on Method of Moments (MoM), Finite Element Method (FEM), Finite Domain
Time Difference (FDTD) are available not to verify the theoretical design for FSS only but also to
optimize it to achieve desired specifications as well [8].

More recently, Terahertz frequency band has acquired the attention of researchers because of its
potential applications in medical, security and communication system. More efforts are being put
to fill this band which was not possible in the past due to technology limitations. These structures,
described above to construct FSS, are easy to fabricate in microwave frequencies because of signif-
icantly large dimensions of a unit cell. However, in terahertz frequency band, the size of elements
in the FSS is of the order of micrometers, making these structures much more difficult to fabricate
in the past. Advances in fabrication technology over the last few years have allowed construction
of periodic structures with unit cell sizes less than one micrometer. Construction of FSS filters for
the terahertz, and even for optical frequency band is no longer difficult to fabricate. Technology
advancement has opened a gateway for the researcher to design, analyze and characterize these
FSS even at the optical frequencies.

Free standing slot apertures are not possible to fabricate in terahertz frequencies because of
mechanical issues associated with it. In this paper, we have proposed a simple design of single layer
of slot shaped apertures perforated in gold film fabricated on ultra-thin silicon nitride membrane,
having a thickness of 1um, in order to avoid the major disadvantages associated with the thick
substrate. Thin silicon nitride membrane is supported by a thick silicon frame to make it able to
sustain external stresses. Using thick substrates, it is very hard to eliminate the effect of Fabry-
Perot Resonances [9]. Moreover, dielectric loss, associated with thickness [10], becomes larger which
contributes to the insertion loss of the FSS. Since power is very precious at higher frequencies
especially in terahertz, where devices like amplifiers are not readily available, proposed design finds
its applications into ultra-low loss filters, absorbers and polarizers, etc..

2. DESIGN

The design of a free standing rectangular aperture, commonly known as “slot antenna”, is simple.
Where, the larger dimension of the aperture is equal to λ0/2 and λ0 is the free space wavelength
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of the incident field. Design of the metallic aperture unit cell was complicated by the thickness of
the substrate. Resonant frequency is inversely proportional to the thickness of the substrate which
gets saturated after the certain thickness of substrate [11]. However, resonant frequency is much
sensitive to the thinner substrate. Because of the higher dielectric constant of the silicon nitride
membrane (i.e., εr = 7.5), aperture dimensions and unit cell size is reduced. Larger dimension Lslot

is recalculated by using the following equation.

Lslot =
λ0

2√εeff
(1)

where, εeff is the effective dielectric permittivity, and may be approximated by using the following
equation at the interface between air (εr = 1) and dielectric (silicon nitride, εr = 7.5).

εeff =
1 + εr

2
(2)

By using the above equations, initial value for the length of slot aperture, Lslot was found to be
73µm. While the other dimension of the slot Wslot was set to 8µm.

3. SIMULATION

Numerical simulation for the meta-surface was performed using a commercial simulation engine
Ansoft HFSS v13. The said simulator solves the given 3D electromagnetic problem using Finite
Element Method (FEM).

Simulation model included the unit cell fabricated on an ultra-thin silicon nitride membrane of
1µm thickness and bounded by a parallel plate waveguide with PEC and PMC boundary conditions
assigned to the sides. Such boundary conditions in the simulation depict the behavior of infinite
array of the unit cell in this case. This was done to realize the practical scenario in which there
would be a hundreds of metallic apertures excited by the THz radiation incident on them.

Two wave ports, on either sides of the model, were assigned to calculate the transmitted com-
ponent. Wave ports are assigned on the interface to provide a window that couples the model
device to the external world. Simulator engine assumes that each wave port is connected to a
semi-infinitely long waveguide that has the same cross-section and material properties as the port.

In a numerical simulation based on FEM, transmission characteristic for different thicknesses
of the bared silicon nitride substrate was calculated to verify that there exists no resonance at the
resonant frequency for the thickness of 1µm and results are plotted in Figure 2(a). The design of the
meta-surface was optimized to achieve the desired frequency response, the optimization variables
were the dimensions Lunit cell and Wunit cell of the unit cell and the length of the slot aperture, Lslot

while keeping all other geometrical dimensions constant. This optimization process countenanced
to obtain a filter that satisfied the design specifications. The dimensions of the optimized filter

(a)
(b)

(c)

Figure 1: (a) Unit cell of the FSS is demonstrated. (b) Table illustrates the dimensions of different variables
shown in (a). (c) Figure represents the meta-surface by periodically repeating the unit cell in two dimensions.
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(a) (b)

Figure 2: (a) Simulated results for the transmission through the Si3N4 substrate for different thickness
values. (b) Simulated results for transmission characteristic of the designed meta-surface.

resulted: Lslot = 123µm, Lunit cell = 160µm and Wunit cell = 120µm keeping aperture width and
metal thickness constant. Simulation was performed for a wide frequency range from 0.1 THz to
2.5THz and insertion loss of less than 0.5 dB is obtained as depicted in Figure 2(b). Spikes in
the spectral response beyond 2 THz, in Figure 2(b), are due to the higher modes generated in the
parallel plate waveguide.

4. CONCLUSION

A meta-surface has been designed and simulated to work as a band pass filter with a resonance
frequency at 1 THz. Meta-surface was constructed using a two dimensional array of slot shaped
apertures perforated into thin gold film which is deposited on an ultra-thin silicon nitride membrane
of 1um in thickness. Initial values for the geometry of unit cell were calculated theoretically and then
optimized using numerical simulation based on Finite Element Method (FEM). Simulated results
depicted the minimum insertion loss of better than 0.5 dB in the pass band with no Fabry-Perot
Resonance observed because of using electrically thin silicon nitride membrane in the simulation.
The device based on this simulation would be fabricated and the measured results will be published
in future.
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Abstract— Circular polarisers are used to convert linear- into circular-polarisation, and vice
versa. This is achieved by introducing a phase-shift of 90◦ between two orthogonal polarisations
passing through the device. These devices can be designed using slabs of birefringent mate-
rial with the appropriate thicknesses (Quarter-Wave Plates). An interesting alternative solution
consists of designing planar metallic grids with sub-wavelength geometries that exhibits differ-
ent behaviour along two orthogonal axes. In this work we present a broadband dielectrically
embedded quasi-optical polariser built using photolithographic techniques. The device was ex-
perimentally tested using a Vector Network Analyser working in W-band (75–110GHz). The
presented results are in excellent agreement with finite-element analysis simulations: across a
30% bandwidth the transmission along the two axes and the very flat differential phase-shift are
respectively: TC = 0.92, TL = 0.95 and ∆ϕLC = 89.3± 1.5◦.

1. INTRODUCTION

Circular polarisers are devices that can convert linear polarisations into circular polarisations, and
viceversa. These devices can be used for example in antenna systems to let the receiver/transmitter
be-sensitive-to/irradiate circularly polarised signals still using normal orthomode transducers in
front of their detectors/sources. The simplest way to build a millimetre wave polariser is by using
birefringent materials. For example, a slab of sapphire cut with the ordinary and the extraordinary
birefringent axes along its surface and its thickness tuned to provide a differential phase-shift of
90◦ between the two orthogonal axes. However, the high costs and the limited dimensions of
the commercially available birefringent materials have driven to alternative solutions based on
metamaterials. These materials can be designed using sub-wavelength periodic metallic structures.
The development of Frequency Selective Structures (FSSs), started many decades ago, aimed to
the realisation of filters working in spectral regions where the required natural materials where not
available. At that time using the same techniques low frequency polarisers have been built using
different recipes: Shatrow[1] and Lerner [2].

The realisation of these devices is based on accurate photolithographic techniques that allowed
recently to build a photolithographic Half-Wave Plate (HWP) working in W-band [3]. This first
device was based on an air-gap solution where the different grids were kept at specific distances by
means of thin metallic spacers. However, these structures are inherently very delicate and more
robust solutions are highly desirable. A first attempt to solve the problem has been to embedd
the HWP grids into a dielectric material [4] in the way millimetre wave mesh filter are commonly
realised [5]. The recipe used in this case was still of the Shatrow type, so requiring many grids with
the associated uncertainties in the overall performance. We present here a quasi-optical polariser
(a Quarter-Wave Plate) realised dielectrically embedding the grids and using a Lerner type recipe
that allows reduction of the number of grids by a factor 2 and that exhibits excellent performance.

2. CONCEPT

The polariser design suggested in [1] by Shatrow consisted of two orthogonal stacks of capacitive
and inductive grids independently interacting with two orthogonal polarisations. The two stack
of grids provide phase-shifts with opposite signs and are almost transparent for the orthogonal
polarisation. The device is designed with a certain number of grids and distances able to provide
a differential phase-shift between the two orthogonal polarisations close to 90◦ across a wide band.
A photolithographic W-band HWP was realised more recently using a Shatrow type design [3]: in
spite of the good performance achieved, this type of air-gap devices are very delicate expecially in
cases where large diameters are required. A dielectrically embedded design still using a Shatrow
type recipe was presented later [4]: the big number of grids, equal to 12, was probably responsible
for the measured phase errors of the order of 20–30◦.
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The polariser design presented in this work is based on a Lerner type recipe [2]. Here the
capacitive and inductive geometries are realised on the same grid, so reducing the total number of
grids by a factor two compared to the Shatrow types. A sketch of a single cell is highlighted in
Fig. 1. Radiation polarised along the capacitive ‘C-axis’ will interact with the parallel dashed copper
lines, that in transmission line terms can be represented with capacitive lumped admittances. The
orthogonal polarisation, along the inductive ‘L-axis’, will interact with continuous parellel copper
lines, that can be represented with inductive lumped impedances. The opposite behaviours of
the capacitive and inductive axes is reflected in the phase shift that they introduce on the two
polarisations having opposite signs.

Cascading more of the above grids, and keeping their axes aligned, it is possible to design devices
exhibiting cumulative differential phase-shifts close to 90◦ over wide bandwidths. In addition,
across the same bandwidth the other requirement is to keep the trasmissions high along both axes.
This is not a simple task considering that the device will be embedded into a dielectric material
(polypropilene in our case) that will inherently introduce reflections at its surfaces. However,
optimising the grid geometry parameters and tuning the grid distances it is possible to keep the
intensity tranmsission above 90% over 30% bandwidths without using anti-reflection coatings.

3. MODELING

Frequency Selective Surfaces can be modelled using transmission line circuits where the grids are
represented by shunted lumped element admittances [6]. There is plenty of literature providing the
analytical expressions for calculating the grid admittances for a wide variety of different geometries.
Unfortunately, transmission line codes based on these expressions in many cases can provide only
first order approximations and in addition, when the quantity of interest is the phase, their results
can be very inaccurate.

A more accurate method to model FSS is to de-embeed the grid admittances using Finite
Element Analysis (FEA) commercial software, such as Ansoft HFSS [7]. The same transmission
line codes used before can be fed now by much more realistic and accurate numerical admittances.
The new codes can be very accurate and the resulting phase errors can be reduced down to a
few degrees. These codes, that can be written with any programming language, allow very fast
computation and the possibility to optimise a complex device spanning over the many different
geometrical parameters. Once obtained an appropriate ‘recipe’ that meets the requirements, a final
FEA fine-tuning of the whole device is required to reduce the phase error below 1◦.

The polariser presented here is designed to work in W-band (75–110 GHz). In order to achieve
differential phase-shift of the order of 90◦ the minimum number of grids resulted to be equal to
three. A sketch of the equivalent transmission lines used to model the device is reported in Fig. 2.
A final recipe was found running an optimisation targeted to achieve axis transmissions greater

Figure 1: Lerner type geometry adopted for the polariser design.

Figure 2: Transmission line equivalent circuits for the polariser C- and L-axes.
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than 90% and differential phase-shift within 90± 1◦ across a 30% bandwidth. The simulated axes
transmission, phase-shifts and differential phase-shift are reported respectively in Figs. 4, 5 and 6.
We note the flatness of the phase across the band.

4. MANUFACTURE AND EXPERIMENTAL TESTS

The polariser was manufactured using photolithographic techniques. Three thin polypropylene
substrates were coated with a thin film of copper using evaporation methods. They were then
wet etched in order to achieve the required metallic geometry shown in Fig. 1. The three grid-
substrates were then interspaced with plain polypropylene substrates with thicknesses dictated by
the optimised recipe obtained from the modelling discussed above. Particular attention was paid
to guarantee the proper alignment of the grids in order to avoid the emergence of cross-polarisation
effects in the final device. The stack of grids and substrates was then mechanically pressed and
heated to the polypropylene bonding temperature inside a vacuum oven. A polariser prototype is
shown in Fig. 3 together with some of the grid geometry details.

The RF characterisation of the polariser was carried out using a Rohde and Schwarz ZVA40
Vector Network Analyser equipped with two WR10 heads. The VNA waveguide ports were con-
nected to corrugated horns in order to generate gaussian beams and be able to test the polariser in
free space. Eccosorb panels were used all around the optical setup to minimise the spurious reflec-
tions and standing-waves. The polariser was tested by sending linearly polarised radiation along

Figure 3: W-band polariser prototype (20 cm diameter and 2 mm thickness) and grid details.

Figure 4: Polariser transmissions along the axes: simulations and measurements.

Figure 5: Polariser transmission phase-shifts along the axes: simulations and measurements.
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Figure 6: Polariser differential phase-shifts simulations and measurements.

the C- and L-axes and measuring the transmitted complex field in terms of S21. The measured
transmission intensities are reported and compared with the modelling results in Fig. 4. From the
arguments of the complex transmissions it was possible to extract the phase-shifts introduced by
the two axes, plotted and compared with the simulations in Fig. 5. Finally, the overall differential
phase-shift introduced by the polariser, obtained by subtracting the phase-shifts along its axes, is
compared with the modelling results in Fig. 6. It is clear from Figs. 4, 5 and 6 the very good agree-
ment between simulations and experimental data and the excellent performance of the polariser in
terms of differential phase shift. In summary, across a 30% bandwidth, specifically between 75 and
101 GHz, the axes transmissions and differential phase-shift are respectively: TC = 0.92, TL = 0.95
and ∆ϕLC = 89.3± 1.5◦.

5. CONCLUSIONS

A W-band quasi-optical polariser based on a Lerner type design has been manufactured using
photolithographic techniques. The experimental measurements, carried out using a Vector Network
Analyser, showed excellent agreement with the finite element analysis simulations. Averaged across
a 30% bandwidth (75–101GHz) the polariser transmissions along the axes and their differential
phase-shift were respectively: TC = 0.92, TL = 0.95 and ∆ϕLC = 89.3± 1.5◦.
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Abstract— We present the design, fabrication and beam pattern characterization of a nylon-
made q-plate that generates ±2 charged OAM states at millimetre wavelengths. This q-plate
is optimized to work around 100 GHz but the same design can be scaled to work at other fre-
quencies in the millimetre-wave range. The simple manufacturing method used here allows a
cheap and fast q-plate production. The designed plate can create a point defect on the phase
front structure of a fundamental Gaussian beam with the associated optical vortex and annular
intensity pattern. The q-plate has been experimentally characterized using a millimetre-wave
Vector Network Analyzer and beam scanning test set-up.

1. INTRODUCTION

Recent years have seen a growing interest in the research field of optical beams with complex
wave front structures. This new area of research began when it was discovered that the angular
momentum of a photon is not just limited to its intrinsic angular momentum: the usual Spin
Angular Momentum (SAM) associated with circular polarization of the field. These new-style
beams (also called optical vortices) carry an additional and different form of angular momentum:
the so-called Orbital Angular Momentum (OAM) [1].

An optical vortex is a point defect where the value of the phase is not defined, since the value
of the field is zero. This causes the wave front of the defect to have an helical structure around
the propagation axis [2]. The OAM is the consequence of the phase-front being no longer parallel
to the transverse plane. The total phase shift around the axis of the vortex is a multiple l of 2π,
where l is defined as the topological charge and can have any integer value from −∞ to +∞, with
the positive and negative sign determining clockwise or anticlockwise direction. Since the Poynting
vector is defined to be perpendicular to the equiphase wave front, in waves with optical vortices it
spirals around the beam propagation axis [1].

OAM eigenstates have an azimuthal phase dependence of the form exp(ilϕ) giving rise to the
intertwined helical phase fronts. Photons of such a beam carry an OAM equal to l~ [1]. Optical vor-
tices have applications in disparate fields such as: non-contact manipulation of matter, laser trap-
ping and tweezers, sub-wavelength resolution nano-optics, biological cell handling, microfluidics,
nanofabrication, atom trapping, control of Bose-Einstein condensates, astronomical observations
and quantum informatics [3].

The most commonly used form to represent the field’s amplitude of these beams carrying OAM
is given, in cylindrical coordinates, by the Laguerre-Gaussian (L-G) modes:

ul
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where r is the distance from the optical axis of the beam, ϕ is the azimuthal angle, z is the distance
from the beam waist w0 along the optical axis, Ll

p(x) are the generalized Laguerre polynomials,
w(z) is the beam radius, R(z) is the wavefront radius of curvature and Ψ is the Gouy phase,
i.e., the additional longitudinal phase delay [4]. The L-G modes (1) properly represent both the
characteristic far field annular intensity pattern and the azimuthal phase dependence [1], and are
solutions of the paraxial wave equation.

Beams with helical wave fronts can be produced by lasers operating in Laguerre-Gaussian regime
or with devices such as cylindrical lenses [1, 6], computer-generated holograms [6], spiral phase-
plates [7, 8], q-plates or, in the radio domain, with special configurations of antennas/horns [9].
Our aim is to develop new q-plates to efficiently manipulate OAM states in the millimeter-wave
region.
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2. Q-PLATES

In order to transform a constant phase wave front into one with azimuthal dependence it is necessary
to design a device that acts differently across its surface and specifically that introduces different
phase shifts depending only on the azimuthal angle ϕ. It is well known that a circularly polarized
beam passing through an HWP will emerge with opposite circular polarization and with a phase
shift equal to twice the angle between the HWP birefringence axis and the electric field direction
when entering the HWP. While an homogeneous HWP introduces the same phase shift across its
surface, an inhomogeneous HWP with the birefringent axis changing direction across its surface
would introduce different localized phase-shifts. In order to create OAM states it is possible to
design an inhomogeneous HWP with the axis direction only dependent on the azimuthal angle ϕ:
a q-plate.

The overall pattern of a q-plate will define which ∆l will be added into the incoming circularly
polarized beam, that may or may not possess OAM already. This is due to the SAM changing
sign, as the plate locally acts as a HWP, and its momentum difference being totally or partially
transformed into OAM, depending on the plate design [10]. Note that being the SAM and OAM
changes related, the polarization sign of the incoming beam controls the helicity sign of the output
wave front [10].

Natural birefringent crystals have their birefringent axis fixed in direction and cannot be used to
design q-plates. However, these plates can be realized using artificial birefringent materials where
the local orientation of the axis, parallel to the surface, can be designed in the desired direction [10].
Using this technique, we have produced a q-plate for millimetre wave applications using the design
parameters q = 1, α0 = π/2 defined and discussed in [10]. With this q-plate, a circularly polarized
beam will be transformed into one with opposite circular polarization and in addition it will have
acquired a phase factor exp(ilϕ) with helicity l = 2, i.e., an helical wavefront with orbital angular
momentum 2~ per photon. The exchange in angular momentum (SAM), from −~ to +~ or vice
versa, provides the 2~ of momentum that is transferred to the photons.

3. Q-PLATES DESIGN AND MANUFACTURE

As mentioned above, a q-plate can be imagined as an inhomogeneous birefringent plate where
the ordinary and extraordinary axes, lying on the plate surface, change their orientation across
it. The usual way to generate birefringent materials starting from normal dielectrics is to cut
sub-wavelength parallel grooves across it. Light crossing these materials will experience different
refractive indices depending on its polarization being parallel or perpendicular to the grooves.
This difference will also create differential phase-shifts that can be quantified using Finite-Element
analysis software, such as Ansoft HFSS [11]. With this technique it is possible to design quasi-
optical retarders starting from dielectric slabs and machining parallel grooves with appropriate
geometries across their surfaces. The differential phase-shift introduced by the device will depend
on the grooves depth and width. The device will be inherently narrow-band being the desired
phase-shift achieved at a specific frequency (and its harmonics).

It is possible to adopt the above technique to manufacture q-plates. Using the design parameters
discussed in the previous section, we have realized a q-plate optimized to work at 100 GHz. This
l = ±2 q-plate is equivalent to an Half-Wave Plate with variable birefringent axes orientations:
across the plate they follow directions parallel and perpendicular to concentric rings. In practice,
this implies cutting circular concentric grooves, as shown in Fig. 1. The q-plate disc is 1 cm thick
and has a diameter of 11 cm. The dielectric material used is Nylon, with a refractive index n = 1.73

Figure 1: Q-plate CAD model and manufactured prototype.
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Figure 2: Finite-Element simulations of the q-plate.

Figure 3: Beam profile HFSS simulations: the fundamental Gaussian beam taken as a reference is compared
with the same beam going through the q-plate positioned at 3, 5 and 10 cm from the horn antenna aperture.

at 100 GHz and room temperature [12]. The artificial birefringent material was optimized using
3D electromagnetic field Finite-Element analysis software [11]: the grooves have a width wg =
0.5mm and a depth dg = 8.2 mm required to achieve the π phase-shift at 100 GHz. Unfortunately,
commercially available milling tools of such width cannot reach the required depth and, in order
to keep low manufacturing costs, we decided to cut half-depth grooves on both sides of the disc,
keeping the same overall phase-shift effects.

It was not possible to simulate the whole q-plate using Finite-Element analysis: the q-plate
model, tens of wavelengths in size, creates a huge tetrahedral mesh at the computational limits of
present PCs. However, it was possible to simulate the central part of it, as shown in Fig. 2, to verify
the transformation of an incoming 100 GHz circularly polarized Gaussian beam into a beam with
l = ±2 charged OAM. Simulated beam profiles obtained changing the distance between a Gaussian
beam source and the q-plate are reported in Fig. 3 together with the original fundamental Gaussian
beam.

4. Q-PLATE CHARACTERIZATION

The q-plate was characterized using a Rohde & Schwarz Vector Network Analyzer (VNA) equipped
with W-band heads (75–110GHz). The VNA produces and detects linearly polarized radiation
propagating in rectangular waveguides. Therefore, in order to generate the circular polarised
Gaussian beam required by the q-plate, a rectangular-to-circular waveguide transition, a waveguide
polariser and a corrugated horn were added on the VNA transmitter. The receiver head, positioned
in the far field of the source, was equipped with another corrugated horn and another transition.
In order to perform beam pattern measurements, a rotary stage was used to rotate both the VNA
transmitter and the q-plate around the horn phase centre. The rotating system could cover an
off-axis angle of +/− 35◦ in order to scan the main beam. The zero position corresponded to the
situation where the source and the q-plate were aligned with the receiver. In order to minimize
reflections of diffracted radiation outside the optical path, pyramidal Eccosorb was used to cover
the metallic surfaces surrounding the optical path.

The VNA allows the measurement of the complex scattering S-parameters of the system. Both
beam intensity and phase profiles could be reconstructed as a function of the off-axis angle. Mea-
surements were recorded across the whole W-band although only the 100 GHz frequency, for which
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Figure 4: Model (dashed lines) and experimental data (solid lines) of the original Gaussian beam and the
beam after passing through the q-plate placed at 10 cm from the source.

the q-plate is designed, was analysed. Beam measurements were initially taken without the q-plate
to characterize the reference Gaussian beam that had an equivalent beam waist radius of about
5.5mm. The q-plate was then inserted at a fixed distance (10 cm) from the source and the beam
characterized again. Fig. 4 shows the comparison between the experimental and the modelled re-
sults both for the reference Gaussian beam and for the beam passing through the q-plate. The
transmission magnitude, calculated from the S12 parameter, is reported as a function of the off-axis
angle at the fixed frequency of 100 GHz. The data are normalized to the central value of the beam
without q-plate. The characteristic central null and the annular shape are visible in the intensity
profile, in good agreement with the modelled beam.

5. CONCLUSION

We designed, manufactured and tested a dielectric q-plate, optimized to work around 100 GHz. The
q-plate was realized using a dielectric slab that was machined with sub-wavelength grooves on its
surfaces. The very simple pattern of the grooves, concentric rings, was designed to imprint l = ±2
orbital angular momentum states on circularly polarized Gaussian beams. The modelling was
performed using electromagnetic Finite-Element analysis software (HFSS) and the measurements
carried out using a millimetre wave Vector Network Analyzer. The good agreement between the
experimental and the modelling results proved the possibility to generate millimetre wave OAM
states with q-plates that can be manufactured very cheaply and within very short timescales. On
the modelling side, it will be possible to improve the results performing more accurate simulations,
now limited only by the computational power of the PC used.
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Abstract— Metamaterials are artificially made sub-wavelength structures arranged in periodic
arrays. They can be designed to interact with electromagnetic radiation in many different and
interesting ways such as allowing radiation to experience a negative refractive index (NRI). We
have used this technique to design and build a quasi-optical Half Wave Plate (HWP) that exhibits
a large birefringence by virtue of having a positive refractive index in one axis and a NRI in the
other. Previous implementations of such NRI-HWP have been narrow band (∼ 1–3%) due to the
inherent reliance on needing a resonance to create the NRI region. We manufacture a W-band
prototype of a novel HWP that uses the Pancharatnam method to extend the bandwidth (up
to more than twice) of a usual NRI-HWP. Our simulated and experimentally obtained results
despite their differences show that a broadening of a flat region of the phase difference is possible
even with the initially steep gradient for a single plate.

1. INTRODUCTION

Electromagnetic metamaterials are artificially created sub-wavelength structures and are known for
their use in creating a negative refractive index (NRI), an effect first demonstrated in 2000 [1].

Wave plates are used to alter the polarisation of radiation passing through them. Rotating HWPs
are used to rotate linear polarisations at twice their mechanical rotation speed. Conventionally
made from birefringent materials such as sapphire or quartz, wave plates can also be constructed
out of metal mesh grids [2]. Such constructions are advantageous due to the costs and limited
dimensions of the available birefringent materials at these frequencies and the ability to scale
the designs to work at other frequencies. Their use is becoming increasingly important in Cosmic
Microwave Background Radiation experiments where the detection of the weak B-mode polarisation
is the current goal in observational cosmology.

The phase difference, ∆φ, between the two polarisations of radiation of frequency, f , after
passing through a wave plate of thickness, d, is given by

∆φ =
2πdf

c0
·∆n (1)

where c0 is the speed of light in a vacuum and ∆n is the difference in the refractive indices of the
birefringent materials two orthogonal axes. By designing a metamaterial with a geometry that has
a NRI along one axis and a positive index along the other we are able to create a wave plate with
very high birefringence: this allows the creation of relatively thin wave plates.

Previous implementations [3, 4] of metamaterial wave plates that have used NRI were narrow
band in nature due to the NRI region only occurring in the narrow resonance band and the high
gradient of the phase difference in this band.

In this paper we seek to show how the functional bandwidth can be increased by utilisation
of the Pancharatnam method [5] that has been successfully used in the past with birefringent
materials [6].

2. CELL GEOMETRY AND DESIGN

Metal mesh structures can be modelled by isolating a single cell that is in practice reproduced
periodically in a two-dimensional array. The electromagnetic properties of the cell can be optimised
using finite element analysis software, such as HFSS [7], imposing periodic boundary conditions
around it. To create the required 180◦ phase difference we based our design on a dog bone geometry
(also referred to as “I” or “H” in the literature). The metal grid is made of a 2µm thick evaporated
copper layer, supported by a polypropylene (ε = 2.2) substrate. The HWP unit cell consists of a
triplet of dog bones, with only the middle one embedded in the substrate. All the dimensions are
given in the caption to Figure 1. The cell dimensions were optimised at 92.5GHz, the centre of
the W-band, in order to have transmissions and differential phase-shift along the axes respectively
satisfying: |Sx,y

21 |2 ≥ 0.8 and ∆φ = arg(Sx
21)− arg(Sy

21) = −180◦.
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The transmission properties of the optimised unit cell are shown in Figure 2. Around 92.5 GHz
the gradient of the phase difference is very steep. The spectral region where the phase difference is
within −180◦±3◦ is extremely narrow, providing an operational fractional bandwidth of only 0.3%
(92.8–93.1GHz). In this region the transmissions in the x- and y-axes have mean values of 0.81
and 0.84 respectively. The refractive indices along the x- and y-axes are shown in Figure 3. These
were calculated starting from the HFSS reflection and transmission coefficients and adopting the
extraction methods discussed in [8, 9]. The refractive index, being a property of a bulk material,
can only truly be defined for a set of regularly cascaded metamaterials. As each of our plates is
only a single cell thick we have taken the effective thickness to be equal to the physical thickness
to provide an indicative value of the refractive index. The true refractive index values would be
smaller in magnitude as the effective thickness extends beyond the substrate surface to where the
reflected radiation has a planar wave front. We see that a NRI band exists for x-polarized radiation
above 89.6 GHz whilst in the y-axis the refractive index is constant.

(a) (b)

Figure 1: (a) Face on view of a unit cell. (b) Side on view of the dog bone triplet cell. The dimensions are:
h = 300 µm, w = 556 µm, l = 591 µm and t = 260 µm. The copper is 35 µm wide and 2 µm thick.

 (a) (b)

Figure 2: (a) Transmissions along the x and y axes of the one Dog Bone Triplet (DBT) cell. (b) Phase
difference between the x and y axes produced by a single DBT unit cell.

 
(a) (b)

Figure 3: (a) Refractive index of the dog bone triplet along the x-axis. (b) Refractive index along the y-axis..



1758 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

3. MODELING

Whilst modeling of a single cell’s transmission spectra in HFSS can be carried out comfortably,
modelling of a cascaded set of cells is a very CPU and memory intensive process. In addition,
the Pancharatnam recipes that we want to adopt are based on stacks of rotated plates. Given the
geometry of the cell, when rotated it would not be possible to make use of the periodic bound-
ary conditions provided by HFSS. In this case we turned to transmission line modeling which can
produce accurate results provided the cells are far enough such that inter-cell interactions can be
considered negligible. The S-parameters for a single cell are converted into the ABCD (Trans-
mission) parameters [10] and the air gaps between the cells are represented using the propagation
matrices for a transmission line. The Pancharatnam method was then implemented as had been
done in previous papers [6] using three plates. The distance and angle between the successive plates
was optimised to get the broadest possible bandwidth where the phase difference was flat and the
transmission on both axes were as high and equal to each other as possible.

The resultant values came to be 1.3 mm for the air gaps and angles of 30◦, −29◦ and 30◦ for
the plates with respect to the final HWP equivalent fast axis. This increased the bandwidth from
0.3%, for the single plate, to 6.6%, between 88.8 GHz and 94.9 GHz. This shows that despite the
phase difference’s initially steep gradient for a single cell, marked improvements can be achieved
using the Pancharatnam method: a bandwidth more than a factor 20 wider. The transmissions
in this region vary between 0.36 and 0.72 in the x-axis and 0.36 and 0.73 in the y-axis, with the
two axes showing similar transmission values to each other. The simulated transmission and phase
differences of this HWP are shown as dashed lines together with experimental data in Figure 4.

4. MEASUREMENTS

To create the dog bone triplets, the single dog bone grids were made using photolithographic
techniques. The plate required three grids to be made and layered atop one another with the
appropriate thickness of polypropylene sheets between them. Three of these plates were made and
mounted onto aluminium rings that acted as support and provided the necessary air gaps.

Measurements were taken using a Rhode & Schwarz ZVA40 vector network analyser connected
to two WR10 heads and corrugated horns to provide Gaussian shaped beams of W-band radiation.
Eccosorb was used to cover the surfaces in the setup to reduce unwanted reflections. The trans-
mission measurements along the two axes were taken individually and compared to the simulated
data.

The experimentally obtained transmissions and phase differences are shown as solid lines in
Figure 4. Compared to the simulated transmission data, the measured transmission data shows
a small red shift in frequency but otherwise the two show comparable concurrence. The phase
difference also shows good correlation below 87 GHz. This, unfortunately, does not continue such
that it reaches −180◦. Instead, a flattening of the phase difference at −150◦ is achieved between
87GHz to 93.5GHz providing a flat region of bandwidth 7.2% in size. The difference between the
simulation and experimental data is due to fabrication errors in the grids. Simulations have indeed
showed that minor deviations in the air gap thicknesses and the plates’ rotations would not impact
on the HWP’s ability to produce a phase difference that reached −180◦. On the other hand, the
comparison of the model and the measured data of the individual plates showed that two of them

 
(a) (b)

Figure 4: (a) The transmission on the x and y axes of the simulated and manufactured HWP. (b) The phase
difference.
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Figure 5: The measured and simulated phase difference for the best performing plate.

suffered from deviations above 85 GHz in their phase difference. For example at 93GHz where the
expected phase difference is −181◦ these two plates had phase differences of −164◦ and −124◦. The
best performing plate achieved −176◦ and its measured phase difference is shown in Figure 5. It is
interesting to note that the average of these values equals −155◦, close to the measured value of the
flat region of the final HWP. In all of the plates, above ∼ 95 GHz, the measured phase difference
ceases to decrease and instead flattens out. This could explain the lack of the dip the measured
phase difference makes above 95 GHz in the full HWP.

So whilst the experimental results do not exactly match the simulations for manufacturing
reasons, it can be seen that a broadening of a flat region in the phase difference can be achieved
using the Pancharatnam method, even with highly birefringent wave plates.

5. CONCLUSIONS

We have created a novel HWP that utilises a highly birefringent metamaterial plate with refractive
indices of different signs in each axis and cascaded three of them using the Pancharatnam method
to increase their bandwidth. The simulated data showed an increase in bandwidth from 0.3%
(92.8–93.1GHz) for a single plate to 6.6% (88.8–94.9 GHz) for the whole device: about a factor
20 wider. The experimentally measured data shows a flattening in the phase difference at 150◦
between 87 GHz to 93.5 GHz. Whilst not a good match with the simulation this does show that in
principle this method can achieve a flattening of the phase difference even with highly birefringent
wave plates. An attempt to account for the differences between the simulation and experiment was
made by studying the transmissions of the individual plates. It is found that the likely cause for
the discrepancy in the final HWP’s performance is due to fabrication errors in the individual grids
themselves. Future HWP prototypes will be manufactured using grids selected on their performance
in order to achieve the predicted results. Even better performances could in principle be achieved
by designing single NRI plates with broader bandwidths, i.e., with geometries showing gentler phase
difference slopes.
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Millimetre Waves Photolithographic Polariser Beam Impact
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Abstract— Quasi-optical polarisers can be used to create circularly polarised beams from
linearly polarised fields. These devices can be designed using planar metallic grids with sub-
wavelength structures that behave differently along two orthogonal axes. On the one hand, their
design is usually based on transmission-line codes that implicitly assume plane waves and normal
incidence conditions. On the other hand, in real practical situations, these devices are used with
Gaussian beams. In this work, we experimentally study the effects of a dielectrically embedded
polariser made with photolithographic techniques on the Gaussian beam of a horn. The impact of
the polariser on the beam is measured using a W-band (75–110 GHz) Vector Network Analyser.

1. INTRODUCTION

Polarimeters often include polarisation modulators. For general antenna applications one might
want to modify the polarisation status of the transmitter, or of the receiver, such as rotating the
linear polarisation with a Half Wave Plate modulator (HWP) or transforming a linearly polarised
wave into a circular polarised wave or vice-versa with a Quarter Wave Plate (QWP). One impor-
tant application is in astronomical instrumentation where an array of polarimeters can be used in
conjunction with a modulator that will modify the polarisation of the astronomical source under
study. So far, modulators operated in the millimetre wave domain were based on birefringent ma-
terial. However, in the last few years similar modulators have been developed based on metallic
mesh grid technology [1, 2]. We present the work performed to characterise the impact on a horn
beam shape due to a millimetre wave photolithographic QWP located in front of the horn aperture.
The development of this new QWP is described in a companion article [2] presented at the same
PIERS conference.

2. EXPERIMENTAL SET-UP

The beam of a horn is usually characterised by a minimum of four angular beam response cuts,
three co-polarisation cuts: the E-cut (for which the angle between the E-field and the vertical line
is φ = 0 deg and the cut will be performed along a horizontal axis), the H-cut (φ = 90deg), the
diagonal cut (φ = 45 deg) and the cross-polarisation cut for φ = 45 deg. For our purpose, two
circularly-symmetric corrugated horns, for which the beam pattern showing a low level of cross-
polarisation has been well-characterised and modelled [3], have been used in conjunction with a
Vector Network Analyser (Rhode and Schwarz ZVNA-40 with W-band extensions) in order to assess
the impact on the E, H and diagonal cuts due to the QWP located in between the horns. For a far-
field horn beam pattern measurement, the horns are mounted on each of the VNA heads separated
by at least the far-field distance (22 cm for this instance but horn separation is about 50 cm in our
set-up). The VNA output waveguide is rectangular, setting the direction of the E-field. The horn
is matched through a rectangular to circular transition. One horn is left still, while the horn under
test is being rotated (angle θ — see Figure 1) around its phase centre. This measurement has been
repeated in an identical way for each of the cuts that are presented in this paper.

The QWP is located 5 cm in front of the aperture of the horn being rotated. The QWP can be
rotated around its optical axis, changing its orientation with respect to the E-field emitted by the
horn. The inductive (L-axis) and capacitive (C-axis) axes [2] can be aligned respectively to the
incoming E-field direction (Figures 1 and 2).

While the VNA W-band extensions have the full bandwidth 75–110 GHz, the corrugated horns
that have been used in our measurement system have a cut-on frequency of 83 GHz. Moreover the
QWP has a transmission optimised for frequencies up to 100 GHz [2]. Therefore beams amplitude
and phase have been characterised across the band 83–110GHz, but expecting to have the best
results across 83–100 GHz as for frequencies above 100GHz the standing waves due to higher QWP
reflections will not only affect the beam amplitude but mainly the phase measurements.
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Figure 1: Beam pattern measurement set-up. Two identical corrugated horns are connected to the VNA
(75–110GHz). The QWP is located in between the horn apertures in order to measure the free-space
S-parameters. The system under test (QWP + horn) is rotated around the horn phase centre.

Figure 2: Orientation of the QWP for the beam pattern measurements. The QWP axes are aligned relatively
to the E-field direction in order to measure the impact of the QWP on the various beam-cuts.

(a) (b)

Figure 3: E-cut beam intensity patterns versus off-axis angle θ at a frequency of 86 GHz. (a) dB scale. (b)
linear scale. For the horn only (dashed black), with the QWP and the horn when the C-axis (red) or L-axis
(blue) is aligned parallel to the linearly polarised E-field. The differences between the horn beam pattern
and the C-axis beam pattern (red dashed) or L-axis beam pattern (blue dashed) are also plotted.

3. EXPERIMENTAL RESULTS

3.1. Beam Intensity Shape

Sub-sets of beam amplitude measurements are shown in Figures 3, 4 and 5. These represent the
characterisation of E-cut beams performed on the horn only and on the horn with the QWP located
in front of its aperture when the linearly polarised E-field of the horn is either parallel to the QWP
L-axis or C-axis. Identical measurements have been performed for H and diagonal beam cuts. The
figures show the beam intensity measurements in dB and linear scales. The dB scale also shows
the difference between the beam with and without the QWP normalised to the maximum defined
as:
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(a) (b)

Figure 4: Similar to Figure 3 but for a frequency of 98 GHz.

(a) (b)

Figure 5: Similar to Figure 3 but for a frequency of 108 GHz.

Table 1: Average QWP differential phase-shift across the main beam.

H-cut E-cut
85GHz averaged for −19◦ ≤ θ = 19◦ −85.7± 1.7◦ −88.0± 1.0◦

98GHz averaged for −15◦ ≤ θ = 15◦ −89.0± 2.0◦ −88.3± 1.5◦

Difference (dB) = 10 log
( |IQW P (θ)−IHorn(θ)|

IHorn(θ=0)

)
where I(θ) is the intensity of the beam at an off-axis

angle θ.
These sets of data are normalised and do not show the losses due to the QWP, which has an

average transmission of TC = 0.92 and TL = 0.95 for each axis across the band 75–101 GHz [2], but
present the impact on the beam shape for three spot frequencies across the measured bandwidth.

We can see that even at frequencies higher than 100 GHz below which the QWP is optimised, the
impact on the beam is lower than 15 dB (corresponding to a maximum variation of 3%) according
to the definition of the difference we have adopted. This value includes the effect of standing waves
between the QWP and the horn that can be seen more clearly in Figure 5 right: the red curve
(E-field parallel to C-axis) is showing a structure for |θ| < 5 deg which is probably due to these
standing waves (QWP transmission of about 0.6 at 108 GHz). Standing wave reduction through
time domain analysis is being investigated in order to reduce these effects.

3.2. Phase Difference Across Beam
Analysis of the phase variation has also been performed from the beam phase measurements.
Figure 6 gives the E-cut phase variation with the off-axis angle θ at the horn phase centre for a
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Figure 6: Off-axis phase E-cut beam patterns at 98 GHz. Dotted black: Horn only. Phase pattern of horn
+ QWP with L-axis (blue) or C-axis (red) aligned along E-field. Green: differential phase-shift between L
and C axes.

Figure 7: E and H cuts differential phase-shift for two frequencies.

frequency of 98 GHz. The dotted black line is the phase measurement for the horn only while the
red and blue are the same measurements but with the QWP located in front of the horn aperture
with either its C-axis or L-axis respectively aligned with the linearly polarised E-field of the horn.
While Figure 6 from [2] gives the on-axis differential phase-shifts measurement across the whole
W-band, the green line of Figure 6 in the present paper represents the off-axis phase difference
between the C-axis and the L-axis phase measurements for one frequency (98 GHz).

Through the same analysis, Figure 7 gives the off-axis differential QWP phase-shift for both E
and H cuts and for two frequencies, 85 and 98 GHz. The differential phase-shift has to be compared
to the average experimental value of 89.3±1.5◦ across the spectral band 75–101GHz [2]. Averaged
across the major part of the main beam, the plots of Figure 7 lead to the values presented in
Table 1.

4. CONCLUSION

The impact of the addition of a recently developed millimetre wave photolithographic Quarter Wave
Plate on the beam pattern of corrugated horn has been measured both in amplitude and phase. We
have found that the introduced systematic effect is very low across the measured 17% bandwidth
(84–100GHz) with a low frequency limit set by our test equipment. We would expect similar low
systematic effects down to 75 GHz. The maximum intensity beam pattern difference with the beam
of a corrugated horn normalised the on-axis maximum is less than 3% across the measured spectral
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band. The differential phase-shift introduced between the inductive and capacitive axes of this
QWP is about 88 degrees with a variation across the main beam limited to about +/−2 degrees.
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Maxwell’s Transfer Functions
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Abstract— For antennas and propagation we require the total transfer function between the
transmitter and the receiver over the operating band of frequencies. The classical EM equations
need to be transformed into transfer functions conveniently defined by time and spatial domain
Laplace Transforms. Transfer functions equations can define all the parameters of an antenna
such as, near field stored energy and fields, coupling to other antennas and surfaces, and far-field
array patterns.

1. INTRODUCTION

In free space as they stand, Maxwell’s equations are not causal. There are no explicit sources and
sinks and no ‘time-line’ showing progressive decay or building up of the fields represented in the
equations. However spatial and time domain Laplace Transforms may be applied to Maxwell’s
equations to make good these deficiencies. Observed physics demands that we also include two
(newly discovered?) sets of physical laws, those of ‘Electro-Magnetic (EM) Coupling’ and of ‘Process
Capture’ [2]. Coupling is defined between two points in space for any physical parameters, in this
case for EM fields etc.. Essentially it is a more representative replacement for the dyadic Green’s
function often used to solve Maxwell’s equations. These (new) laws define the near-field ether
that is induced by any antenna or physical object. The local ether is defined by local values of
ε and µ. Amongst other things Process Capture defines the spatial region or frame in which any
particular coupling factor is dominant. (Frames for different or partially coupled processes may be
overlapping). When this is done we arrive at Maxwell’s Transfer Functions.

The route to the transfer functions is through the “Physical EM (PEM) Model of Electromag-
netism” put forward at PIERS 2011 in Marrakesh [1]. This model is based on multiple filamentary
transmission lines in space carrying electric and magnetic displacement currents. Such a rep-
resentation removes any need for any arbitrary and artificial gauge, such as the Lorenz gauge.
Electro-Magnetic Coupling defines the profile of the ‘evanescent wave’, local ether, and the stored
energy that surrounds any current. It is found (initially experimentally) to be inversely propor-
tional to the square root of frequency. This finding is a major link between electromagnetics and
quantum theory and the rest of physics [1, 2]. Another outcome is that it explains why ‘small’
antennas do not scale with frequency but with the square root of frequency. Small antennas cannot
therefore be scale modelled. All these factors are compatible with the proposed set of EM transfer
functions equations. It means that the proposed equations are inextricably well linked to the rest
of physics [1].

“Maxwell’s Equations” were created about six years after his death by FitzGerald, Heaviside,
and Lodge — Along with key contributions from Hertz [3]. That is why Maxwell’s name is given
to the proposed set of equations, “Maxwell’s Transfer Functions”— MTFs.

2. THE CLASSICAL MAXWELL EQUATIONS

Equations (1) to (6) are the classical differential form of Maxwell’s Equations with some small
additions and alterations made to ensure better compliance with observed physics. For example,
the magnetic charge and displacement current, ρM and JE are taken to be non-zero. Real (surface)
currents JR are combined with the electric displacement current JE in Equation (4). We have also
included the magnetic surface current JMS in Equation (3) to facilitate the analysis of ferrite rod
antennas. All field symbols implicitly include the phase factor, e−jωt+φ where the phase shift φ has
specific values for each field at each point in space. The classical equations then are:

divD = ∇ ·D = ρE (1)
divB = ∇ ·B = ρM (2)

−curlE = −∇×E =
∂B

∂t
+ JM (3)

curlH = −∇×H =
∂D

∂t
+ JR + JE (4)
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D = εE where ε > ε0 generally in the near-field (5)
B = µH where µ > µ0 generally in the near-field (6)

It is important to note that the inequalities in the ‘constitutive relations’ of Equations (5) and
(6) are what are found in practice in the near-field of an antenna. This is the consequence of the
existence of the ‘local ether’ that surrounds any antenna or physical object [1].

Also note in Equation (3) that the quantity ∂B/∂t is, and effectively defines, a magnetic dis-
placement current. Similarly in Equation (4) note that the quantity ∂D/∂t is, and effectively
defines, an electric displacement current.

3. REDEFINITION OF FIELDS FOR PARTITIONING OF MAXWELL’S EQUATIONS

It is convenient to partition and factorise Maxwell’s equations to deliver separate travelling wave
and evanescent wave solutions [1]. We redefine the four fields, E/jk and H/jk as vector potentials,
and D and B as vector charges. For a travelling wave in homogenous space away from any physical
objects we observe that E and D are aligned, as are H and B, and these pairs are at right angles
to each other. This gives rise to the classical Poynting vector as Pz = Ex × Hy where Pz is a
vector representing power flow (density) in the z wave direction. These are the directions assigned
to the vector potentials and vector charges. The displacement currents are ‘bi-vectors’. One of the
bi-vector directions is the (two-way) axis of flow of the current. This is also aligned with the power
flow direction. For electric displacement current the second bi-vector direction is the (alignment)
direction of the E field. These new definitions of the symbols leave the Maxwell equations, as in
expressed in Equations (1) to (6), unchanged in appearance.

Note that field directions (polarisations) and the power flow direction in space in practice all
vary slowly and never abruptly. This fact is exploited in the PEM model based on filamentary
transmission lines in space [1].

We can now extend the properties of the classical Poynting Vector to define local stored energy
and local spatial Q in the near-field region. The in-phase component of the Poynting vector <[E×H]
is the transported energy density. The quadrature component =[E×H] is the stored energy density
which defines the extent of the ‘near-field’. The stored energy =[E ×H] is also = D · E + H · B.
The Local Q is defined as the ratio of stored energy density to transported energy density:

Qlocal =
=[E ×H]
<[E ×H]

(7)

The above redefinition of the symbols without apparently altering Maxwell’s equations is what
allows the solutions to be factorised into traveling and evanescent wave parts as presented in
Reference [1].

4. CAUSAL EM EQUATIONS AS A CONSEQUENCE OF EM COUPLING

It is the EM coupling factor κ (kappa) that allows Maxwell’s equations to be transformed into
‘causal’ equations where sources create fields and fields supply energy to sinks. A transmitting
antenna is a source and a receiving antenna is a sink. As in circuit theory the coupling factor
κ is defined to be dimensionless. It represent a phase shift φ proportional to time delay, and an
attenuation that has been discovered to be inversely proportional to distance r times the square root
of frequency f [2]. For units of metres and with the best measured estimate so far of fc = 14 MHz
we find:

κ =
1
2π

(
fc

f

)1/2 1
r
e−jφ (8)

This is the coupling factor that is the main determinant of the properties of antennas as sources
and sinks.

For reasonably uniform local space anywhere away from the surface of the antenna we find that
the asymptotic causal coupling between the fields in Maxwell’s equation is not the 100% that has
implicitly been assumed since the equations were originally constructed. In fact a value of around
κ0 = 1/2π is what has been found experimentally. Thus experimental measurement validates any
theory that predicts κ0 = 1/2π.

Some of the supporting evidence in addition to evidence in Reference [2] are the findings: (a)
that small tuned loop size scales inversely as the square root of frequency, (b) that the small tuned
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loop asymptotic antenna Q is about 248 = (2π)3 and (c) small tuned loops can easily have measured
efficiencies of > 90%, as predicted by (c) and by observation that high power small tuned loops do
not overheat and self-destruct as they would if they were inefficient.

A consequence of a coupling factor that is less than one is that sink strength is always less
than source strength. This means that Maxwell’s equations are not reversible and should really
be expressed as causal (cause and effect) transfer functions. We find that only the constitutive
relations in Equations (5) and (6) need to be made into two pairs of unidirectional causal equations
as given in Equations (9a) to (10b). This enforces causality into all the Maxwell equations. The
‘becomes equal to’ sign ‘:=’ is unidirectional and is used in Equations (9) and (10).

D := κεE, (9a)

E := κ
D

ε
(9b)

B := κµH, (10a)

H := κ
B

µ
(10b)

5. IMPOSITION OF CONSERVATION OF ENERGY ON MAXWELL’S EQUATIONS

The physics requirement of conservation of energy imposes further changes on the formulation of
Maxwell’s equations. The div and curl operators, ∇· and ∇×, have to be redefined. The RSS rule
has to be applied to its components. Also the Phasor RSS addition rule has to be imposed on
the additions in Maxwell’s equations that relate to D, B, the displacement currents and spatial
charges. RSS stands for ‘Root Sum of the Squares’. The Phasor RSS rule combines the components
taking relative phases into account. To indicate this we replace addition signs by the (proposed)
RSS addition sign ‘⊕’. RSS Integrals are required to combine components of D and B. The
conventional (scalar addition) rules are used for the additions of potentials and for E or H. We
therefore conclude that E and H are essentially potentials and are fundamentally different from D
and B. As an example we redefine the div operator as the square root of the Laplacian:

(∇·) = (∇2)1/2 =

[(
∂

∂x

)2

+
(

∂

∂y

)2

+
(

∂

∂z

)2
]1/2

(11)

Phasor RSS addition is more complicated because the components are assumed to have different
phases so that reinforcement or cancellation of components can occur. We have to consider solutions
to Maxwell’s Equations where the parameters are not fields but power and stored energy. To do
this we can combine solutions for E and D for electric waves and their energy, and solutions
for H and B for magnetic waves and their energy. Towards the far field away from an antenna
the energy progressively converts in a balance of electric and magnetic energy. For a plane wave
this should correspond to E/H = Z0 = 120π = 377 ohms. The RSS symbol also flags up the
problem of combining waves from different sources. This problem is addressed automatically in the
transmission line PEM model [1], the associated paper [4] and in Section 7 below.

6. THE CAUSAL MAXWELL’S EQUATIONS

Putting κ = κ0 = 1/2π, we can now set out the causal Maxwell equations as:

divD = ∇ ·D = ρE (12)
divB = ∇ ·B = ρM (13)

−curlE = −∇×E =
∂B

∂t
⊕ JM (14)

curlH = −∇×H =
∂D

∂t
⊕ JR ⊕ JE (15)

D := κ0εE (16a)

E := κ0
D

ε
(16b)
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B := κ0µH (17a)

H := κ0
B

µ
(17b)

In the all the Equations (12) to (17b) the sources are on the right and the sinks are on the left.
Like the original Maxwell equations these equations describe the physics of what is happening at
a single point in space. In this case sources and sinks are all at the same point. We can therefore
see that the field pairs are not 100% coupled. In fact, as mentioned. we find by measurement
and deduction that the coupling is κ0 = 1/2π. This is an important discovery and obviously has
far-reaching consequences.

7. MAXWELL’S TRANSFER FUNCTIONS

To obtain Maxwell’s Transfer functions we can convert the coupling factor κ to represent the
coupling between any two points in space. The coupling factor κ becomes a dyadic. We can then
for example compute the capacitance C and inductance L between two small wires at two different
points in space. The wires can represent parts of an antenna or filaments of displacement current
in space [1]. We then have the two impedances, 1/jωC and jωL, and these are current to voltage
transfer functions. We also have the two admittances, jωC and 1/jωL, and these are voltage to
current transfer functions.

It is easier to solve Maxwell’s equations if they are first factorised into traveling wave and
evanescent wave parts [1]. This implies establishing local cylindrical coordinates with the z-axis
along the direction of power flow and at right angles to the direction of power flow. We can then
set out the partitioned equations as follows with the equation number suffixes z and r, representing
the components for the traveling and evanescent waves respectively. In this case, we remove all the
external sources J and ρ, we replace ∂/∂x etc. by propagation constants jkx etc.. Note that then
Equations (18) and (19) become equivalent:

divD = ∇ ·D = j
(
k2

z + k2
r

)1/2
D = 0 (18)

divB = ∇ ·B = j
(
k2

z + k2
r

)1/2
B = 0 (19)

curlEx =
∂Ex

∂y
= jkEx and

∂By

∂t
= jωBy = jκµHy to give : −jkδEx = jκµHy (20)

curlHy =
∂Ex

∂y
= jkEx and

∂By

∂t
= jωBy = jκµHy to give : − jkδEx = jκµHy (21)

δDx := κεEx ⊕ (22a)

δEx := κ
Dx

ε
(22b)

δBy := κµHy ⊕ (23a)

δHy := κ0
By

µ
(23b)

Equations (19) to (23) are Maxwell’s Transfer Functions in terms of impedances and admittances.
The sinks are on the left and sources on the right. The δ sign shows that these equations can be
integrated to sum all the contributions to the parameter on the left. The coupling κ is now a dyadic
and therefore a function of the distance between two relevant points in space. The ⊕ sign warns
where RSS integration should be used. (RSS integration is the square root of the integral of the
quantity squared. Phasor RSS integration takes phase into account also.)

For these we find four loosely coupled (κ0 = 1/2π) travelling wave equations for E, D, H, and
B of the form:

∂2X

∂z2
= −εµ

∂2X

∂t2
all four equations having velocity, cEM = 1/

√
εµ (24)

The partial coupling of 1/2π means that the initial impedance E/H close to an electric or magnetic
field source can be one of the two values respectively 2πZ0 = 2400 or Z0/2π = 60. Beyond the
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Goubau Distance rG = (14/fMHz)
1/2 the impedance rapidly approaches Z0 = 120π = 377 ohms in

both cases. The evanescent wave profile solution of the Maxwell (Transfer Function) Equations are
then derived by applying Equation (8). We then obtain the profile for vector potentials such as E
and H [1]:

X =
[
1− e

−( 1
r )
“

fc
f

”1/2]
e−jφ (25)

where fc = 14 MHz, and φr is the (4-valued) phase along a standing wave.
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Novel Analytic EM Modelling of Antennas and Fields

M. J. Underhill
Underhill Research Ltd., UK

Abstract— The Physical EM model presented at Piers 2011in Marrakesh is the basis for an
analytic EM and antenna modelling method that requires no matrix inversion. ‘Analytic Region
Modelling’ is therefore very fast and efficient and scalable to problems of high complexity. A
Mathcad implementation of the methodology is presented with some illustrative examples.

1. INTRODUCTION

1.1. Summary of Method

Analytic Region Modelling is based on two newly observed physical laws, ‘process capture’ and
‘electro-magnetic (EM) coupling’ [1]. These laws define ‘process regions’ in space, in which only
one physical or electromagnetic process is dominant. The third law that is strictly obeyed (by
the new laws) is ‘energy conservation’. This is particularly useful for establishing the overlapping
boundaries between process regions where the processes are partially coupled progressively through
space.

The Physical EM model presented at Piers 2011 in Marrakesh [1] leads to analytic formulas
for the various possible EM processes that can take place in a process region. It also is used to
establish the impedances and excitation currents and potentials at every point on the antenna
conductors. This is done analytically with no matrix inversion, thus removing any need for Method
of Moment (MoM) or Finite Element (FE) computation. Because no matrix inversion is required,
‘Analytic Region Modelling (ARM)’ is therefore very fast and efficient and scalable to problems of
high complexity.

We can also include the classical antennas far-field (interference) pattern formation formulas,
if desired with any lossy ground effects (within the Goubau Height) as illustrated in the examples
below.

1.2. The Local Ether Four Transmission Line Model of EM

The Physical EM Model (PEM) in [1] is an underlying basis for ARM. It is a two low-pass and
high-pass pairs of co-located transmission lines in a ‘local ether’. One LP/HP pair represents
conventional and electric displacement current, with electric vector potential. The other represents
magnetic displacement current and magnetic vector potential. The local ether is the region of the
stored energy of an antenna. The local ether is a new definition of the near field region.

Importantly this transmission line model is also usable for the antenna conductor surfaces.
Surface and wire impedances are thereby established.

1.3. Process Capture

‘Process capture’ is a fundamental law originally seen in small tuned loop antennas for the various
radiation and loss resistances [2]. We then deduce that overlapping distributed processes combine
at any co-local point according to the RSS (Root-Sum-of-the-Squares) law. The strongest process
‘captures’ and suppresses the weaker ones. Over a short (coupling) distance the suppression is
progressive.

1.4. Analytic Process Regions

Process Capture allows ‘process regions’ to be defined in each of which there is only one dominant
process and in which the local ether properties of permittivity, permeability, velocity and accel-
eration are well defined. The process region is thus a relativistic ‘frame’, but with the advantage
that the bounded volume and position of the frame can be defined in space [1]. (If the frame has
no acceleration and is uniform over a sufficient size, the Michelson-Morley experiment holds only
within the confines of the frame. In the overlap region of two frames having different accelerations
the Michelson-Morley Doppler shifts are predicted not to cancel perfectly.) Process regions are
relevant to all of physics.
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1.5. Process Region Boundaries
There is power flow density continuity across the region boundaries. This links across the region
boundaries from one region to another. At the region RSS process combining has to be used. Any
losses are in general considered to be distributed, so power loss is a gradient and does not negate
power continuity.

1.6. Electro-Magnetic Coupling
‘EM coupling’ is the process that until now has been omitted from Maxwell’s equations. Both
the Physical Electro-Magnetic (PEM) model [1] and Maxwell’s Transfer Functions (MTFs) make
good this omission. Additional self-stable evanescent wave solutions become possible requiring no
external boundary conditions or external boundary surfaces. The self-coupling replaces the need
for an external boundary condition. Thus EM coupling is useful for finding the stored energy and
surface wave profile formulas, for use in analytic region modelling (ARM).

In fairly uniform space the coupling between fields (as in Maxwell’s Transfer Functions) is
κ11 = κ0 = 1/2π.

The EM coupling factor κ (kappa) is found by experiment to be proportional to the inverse
square root of the frequency. This means that antennas do not ‘scale’ perfectly in practice. Scale
modelling is not always effective. This effect is most obvious in the estimation and measurement
of the near-field. The far field is much less affected. This 1/

√
f scaling is incorporated in ARM

particularly for modelling fields, stored energy and power flow in the near field region.
There is a critical (Goubau) radial distance rG from a (wire) source at which the stored energy

density starts to decay rapidly. With distance from source r in units of metres we find that at the
critical frequency fc of approximately 14 MHz rGW is one metre. For an extended surface source
as associated with a surface wave the critical distance rGS is larger by a value about π, but to be
confirmed by further experiments (on antenna to ground absorption height). We therefore have:

rGw =
(

fc

f

)1/2

=
(

14
fMHz

)1/2

(1)

rGS = πrGW = π

(
fc

f

)1/2

=
(

140
fMHz

)1/2

(2)

Coupling κ11 is also the evanescent standing wave profile. The standing wave phase factor is e−jkr

so that for a wire:

κ11 =
1
2π

[
1−e

−1
r

“
fc
f

”1/2]
e−jkr where k=2π/λ, and e−jkr =cos kr−j sin kr (de Moivre’s Theorem) (3)

An evanescent wave is a standing wave in the direction(s) at right angles to the direction of
power flow. A standing wave is most realistically represented by an in-phase and quadrature
component as shown in Equation (3). We find that these should be considered as separate entities
as explained in [1, 4]. Note how the phase of the in-phase component coskr is zero for the first
quarter wavelength then it switches rapidly to π for the next half wavelength and thereafter it
switches adding π radians of phase shift every additional half wave of distance r. The quadrature
component sin kr switches phase at the quarter wave points between the cos kr switching points.

In free-space formula (1) confirms that the co-local (r = 0) electro-magnetic (EM) coupling
between the fields H and D/ε, and between H and B/µ is not 100% but is κ = 1/2π. (The value
1/2π was first mooted in 2002 in reference [3] with respect to the coupling of fields into field sensors
and to the need for calibration in situ.) This means that Process Regions of different processes can
overlap, and the transfer of one process to another is progressive in the direction of power flow.
Thus the positions of the process boundaries are not the same for transmission and reception by
the antenna. There is ‘hysteresis’. ARM propagation formulas take care of this.

Partial EM coupling also means that magnetic and electric antenna modes can exist in the same
volume with coupling arguably somewhere between 1/(2π)2 and 1/(2π)4. This is low but non-zero
coupling.

1.7. The Theory of Transmission and Reception for ARM
A displacement current in an in-phase potential will radiate power so that the current attenuates
away from the source of the current. A displacement current in an out-of-phase potential will
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receive power, and the current increases in the direction towards the sink of the current. With
these definitions the power transmitted or received at any point on an antenna surface may be
calculated. Note that there can be conversion between electric and magnetic quantities and they
must be taken into account both separately and together. All this is fully computable analytically.

1.8. Direct Theory of Reception

Antenna ‘aperture’ for signals received by a wire (dipole) antenna is orders of magnitude greater
than the wire area presented to the signal flux. Thus an antenna acts as a lens wherever an antenna
has an RF aperture greater than its physical aperture. The antenna modifies ε and µ and creates
a ‘local ether’ around the antenna with a refractive index greater than one. It has an evanescent
wave profile as found by application of the coupling profile Equation (3) above. The power flow
lines for reception may then be found directly and analytically from the profiles.

1.9. Stored Energy in Space

The stored energy is the product of the displacement current and the quadrature potential. The
stored energy of standing waves can be obtained by separation into forward and reflected waves.
This is computable analytically within the near-field region, as are the following:

1.10. Stored Energy Capacity, Local Q and Antenna Q

The local Q is the stored energy in a small volume divided by the transported energy flowing
through that volume. The local Q is the stored energy capacity. The antenna Q is 2π times the
total stored energy of an antenna divided by the transmitted or received energy per cycle.

1.11. Multi-mode Antennas

For analytic modelling of antennas usually one transmission line per antenna element is sufficient.
Multi-mode antennas such as the loop-monopole usually require additional transmission lines for
each operative mode. The various transmission lines are partially coupled. This is all computable
analytically.

1.12. Analytic Region Modelling

With the above definitions, three dimensional analytic expressions for all physical quantities sur-
rounding an antenna, over a surface, in a waveguide, etc. may be obtained. The physical quantities
can include, all fields, potentials, displacement currents, power flow (Poynting) vectors, spatial
impedances and Qs, etc. Process capture allows finite regions to be represented in compact form
with very few terms. No matrix inversion is required. The accuracy of the model in given cases
may be considerably improved by a few practical measurements to calibrate the model.

2. IMPLEMENTATION OF ANALYTIC REGION MODELLING

ARM models the physics of antennas and propagation. The space containing the antennas and
the propagation paths is divided into overlapping regions. Because of process capture the physical
process in each region can be represented by a simple analytic formula.

Mathcad is chosen for implementing the formulas of ARM. It is not the only possible choice. But
it is preferred for its visual layout of formulas and good 3D and 2D plotting capabilities. Rotation
of 3D antenna plots is a particularly useful facility. Three Mathcad examples of ARM are now
given.

3. AR MODELLING OF THE STRING-ARROW MODEL OF A PHOTON

In reference [4] a photon in free space is shown to be a cylindrical ‘arrow’, travelling at the speed of
light, of radius = (fc/f)1/2 where fc obtained from Goubau single wire non-radiating transmission
line and surface wave measurements as ∼ 14 MHz. The photon length is c/2δf where 2δf is the
photon line bandwidth. The cross–section of the photon is similar to the distribution of energy
that surrounds the Goubau line. It is a number of interlaced layers of two complementary types
e.g., cos(kr) and sin(kr) of radial distance r. The edge of the energy distribution of the photon is
sharp and possibly it is this that makes the photon stable and non-dissipative.

Figure 1 is an ARM representation of the cross section of the energy of a photon or on a Goubau
single wire transmission line. For a visible photon the radius of the string arrow profile is about
300 wavelengths corresponding to 4× 300 = 1200 layers interlaced at quarter wavelength intervals.
A plot of this rather than the 16 or so layers in figure 1 would require the change of only one
parameter in the analytic formula.
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(a) (b) (c)

Figure 1: Representation of Goubau line or photon layer magnitudes. Red is maximum to the right and blue
is minimum to the left. (a) is for ‘sine’ layers. (b) is for ‘cosine’ layer. (c) is magnitude of total energy.

(a) (b)

(c) (d)

Figure 2: (a) Radiation from the antenna ends. (b) 4.5λ wire antenna pattern using the Kraus/Balanis
formula. (c) An ARM pattern of 4.5λ top left. (d) End-fed 4.5λ travelling wave wire at low frequency.

The plots in Figure 1 are Mathcad 3D plots in cylindrical coordinates rotated so that the
structure may be seen. The plots represent the in-phase, quadrature and magnitude parts of
Equation (3) respectively. This example shows that once the analytic formulas are known the
pictorial representation may be chosen as desired.

4. AR MODELLING OF ANTENNA PATTERNS

Figure 2 shows ARM can combine two or more antenna radiation modes for a simple antenna and
how the plots compare with the classical idealised plots.

5. ARM OF EFFECT OF GROUND LOSS ON LOW HEIGHT ANTENNA PATTERNS

In Figure 3 the assumption is that the loss for a low angle (to the horizon) signal is x/ sin θ =
xCosecθ in dBs. It is proportional to the path length in the shaded area below the Goubau height
in Figure 3. It is actually independent of the Goubau height and exact profile of loss. These can
be derived from Equation (3) if desired.

The maximum ground loss figure of 24 dB was chosen because it is within the region of measured
loss differences between two loop 82m perimeter horizontal loop antennas, one at 2m height and
one at 15 m height, for NVIS (vertical) signals at 3.7MHz over (wet) clay soil.
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Figure 3: (c) Ground Loss Scenario for small antenna. (b) Pattern of short vertical whip or small horizontal
(tuned) loop over perfect ground. (a) Far-field Radiation Pattern for total vertical path coupled ground loss
values between 1dB (outer red plot) and 24 dB (inner green plot).

6. CONCLUSION

‘Process capture’ means that the number of significant modes and processes for any antenna or
array even including environmental and propagation is quite small, showing that ‘Analytic Region
Modelling’ (ARM) is easily extensible to compute and simulate complex EM scenarios. Thus ARM
could well be the future of most, if not all, Antennas, Propagation and EM modelling.

REFERENCES

1. Underhill, M. J., “A physical model of electro-magnetism for a theory of everything,” PIERS
Online, Vol. 7, No. 2, 196–200, 2011.

2. Underhill, M. J. and M. Harper, “Simple circuit model of small tuned loop antenna including
observable environmental effects,” IEE Electronics Letters, Vol. 38, No. 18, 1006–1008, 2002.

3. Underhill, M. J. and M. Harper, “Small antenna input impedances that contradict the chu-
wheeler Q criterion,” Electronics Letters, Vol. 39, No. 11, May 23, 2003.

4. Underhill, M. J., “The phase noise spectrum and structure of photons?” Proc. 16th EFTF-
2010, 8 pages, Noordwijk, Netherlands, April 13–16, 2010.



1776 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

A New View of Spectral Analysis of Linear Systems
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Abstract— There are many scientific and technological areas where Signals & Systems Theory
(SST) plays a fundamental role. There are also many references which treat this field, especially in
connection with communication and circuit theory and with the important application concerning
discrete signals and systems. While the usual point of view is valid for practical purposes, it
uses to avoid many concepts which become fundamental in the generalization of the analysis of
physical problems: a general representation different from the usual time-frequency domains, the
description in terms of vector spaces and the algebra associated, the description of the Dirac delta
and other generalized signals in terms of the distributions theory, etc. The most important aim
of obtaining a Generalized Signals & Systems Theory (GSST) is to connect the usual Signals &
Systems Theory with important mathematical representations that lead to obtain more general
representations that may be rigorously applied to model general physical problems (EM radiation
and scattering problems in our particular case). This generalization is based on defining any
problem under the theory of infinite dimensional spaces of signals and systems and the subsequent
representations based on the GSST scheme.

A particularly important analysis under the GSST is the so called Generalized Spectral Analysis.
The description of this particular generalization will be the main goal of the present paper and
can be summarized as follows. Once the infinite dimensional vector space algebra is defined —
distance, vector spaces, norm and scalar product — each signal can be described as a generalized
linear combination. By choosing a set of basis functions, it is possible to reconstruct the signal
in terms of the generalized linear combination with the basis functions weighted by a set of coef-
ficients which are obtained through the minimization of the distance between the original signal
and this generalized linear combination. Usually, each coefficient is obtained as the projection of
the signal over each element of the base if the set of infinite basis functions is orthogonal with
respect to the scalar product. Different convergence criteria usually appear from this particular
analysis.

From this point of view, a generalized transformation can be defined when dealing with a gene-
ralized set of basis functions; its particularization to specific sets become specific transforms; for
instance, if exponentials with imaginary arguments are chosen as the set of basis functions in the
continuous variable signal space, the generalized transform becomes the well known Fourier trans-
form. These functions are eigenfunctions of any linear invariant system and their corresponding
eigenvalues — spectrum of the system — are the Fourier transform of the impulse response. The
generalization of these concepts for linear non invariant systems where the sets of basis functions
are not eigenfunctions of the systems together with the definition of a generalized transform leads
to the concept of a generalized spectral analysis which widely open the scope of the traditional
spectral analysis specially when dealing with time-space physical problems, usually invariant in
time domain but non invariant in space. The complete description of this generalization will be
provided in the present paper.

1. INTRODUCTION

Signals and Systems Theory (SST) plays a fundamental role in the educational and professional
background of electrical engineering as well as in other scientific areas. Many authors present this
theory following a similar scheme, [1–3] for instance. However, there are many important concepts
avoided in these references and go over the physical or mathematical interpretation associated to
them. This lead to many conceptual problems, such as the definition of many distributions as
the Dirac delta — which is essential for the right understanding of the SST —, the analysis in
time-frequency domains only or simply the study of linear invariant systems, leaving out many
important linear non invariant systems.

The final aim of our work is to develop a Generalized Signals and Systems Theory (GSST) where
the representation and interpretation of any physical problem can be studied as a particular case
under the framework of infinite dimensional vector spaces together with the theory of distributions.
This procedure makes possible to generalize the important concepts associated to transformations
and spectral analysis of systems leading to a generalized transform (GT) and a generalized spectral
analysis of systems (GSAS) which include the spectral analysis of linear invariant and non-invariant
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Figure 1: Summary of the GSST scheme which supports the generalized spectral analysis. Dashed lines
identify generalized linear combination operators with coefficients those crossed by the lines.

systems under any kind of transformation. Their description will be the main purpose of the current
paper.

This scheme is being used nowadays in both undergraduate and postgraduate courses, not
only to present the basic SST but also to introduce important concepts in electromagnetic theory
such as the integral representations of Maxwell equations as well as a generalized version of the
Green’s function theory. Also, many research activities are directly involved with this scheme,
especially those involving Rigged Hilbert Spaces (RHS) [4], and the continuation of real time-space
radiation/scattering EM problems to their complex time-space version [5]. A summary of the
GT and the GSAS based on the GSST will be presented in next sections, avoiding most of the
mathematical developments and focusing only in the most important concepts associated to the
scheme.

2. SUMMARY OF THE GSST

The proposed GSST scheme may be summarized as follows; Fig. 1 shows the schematic represen-
tation of this theory. In order to facilitate the well understanding of this scheme, only the most
important mathematical concepts will be included. An exhausted development of the theory may
be found in [6–9].

2.1. Initial Algebraic Definitions

The first step for the construction of the theory is to consider an initial vector space of signals
FK which elements are denoted by a(τ), and where internal and external compositions laws are
required. The independent variable may represent either discrete or continuous variable (τ ≡ n ∈ Z,
τ ≡ x ∈ R); in practical cases, x may be time, space, or any other physical magnitude. As a
future aim, it is intended that τ may be a complex variable. The dimension of the space may
be finite, or infinite — numerable or continuous —, but the usual case in practical problems
corresponds to an infinite continuous variable, which requires introducing some important remarks
which make the differences to the regular finite dimensional case. Carrying out the definition of
the distance d(◦, ◦), norm ‖◦‖ — which usually measures the energy of the signals — and scalar
product 〈◦, ◦〉, the algebraic structure of the space is completed. These definitions determine not
only the way of measuring within the space, but also have influence in the definition of certain
important distributions such as the Dirac delta.

The way used to identify subsets within the space is through the definition of a new parameter
µ. It can identify finite, infinite-countable or infinite-continuous subsets of functions which will be
denoted by u(τ ;µ). It is important to remark that µ is initially an identification parameter and in
later stages usually corresponds to the so-called spectral variable, so the initial meaning gets easily
lost. This fact is emphasized by the use of the semicolon instead of the typical comma which denotes
two variable functions although the final set of functions may be interpreted as discrete-type or
continuous-type surfaces.
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2.2. Linear Combinations and Generalized Transforms
Using the composition laws required in a vector space, any element a(τ) ∈ FK may be represented
in terms of a generalized linear combination — represented by a general operator LC(µ) — of a
set of basis functions e(τ ; µ) ∈ FK weighted by a set of coefficients α(µ), Fig. 1. The generalized
analysis of α(µ) requires the study of the distance, which leads to the following set of equations:

a(τ) = LC(µ) [α(µ)e(τ ; µ)] , (1)

d
{
a(τ),LC(µ) [α(µ)e(τ ; µ)]

} → 0 ⇒ α(µ). (2)

The pair of Eqs. (1)–(2) describes a generalized transform, where α(µ) is the direct transform of
a(τ) in the base e(τ ;µ) and a(τ) is the inverse transform of α(µ) in the same base. The general re-
presentation in (1)–(2) takes into account that the operator LC(µ) may describe both discrete sums
either continuous integrals (Riemann or Lebesgue), and also functional representations connected
to the theory of distributions.
2.3. Real Domain Characterization of Systems
If the set of basis functions chosen are e(τ ; µ) = e(τ ; τ ′) = δ(τ − τ ′), it is possible to represent the
output of any linear system described by an operator Flin as,

a(τ) = LC(τ ′)

[
a(τ ′)δ(τ − τ ′)

]
, (3)

b(τ) = Flin[a(τ)] = LC(τ ′)

[
a(τ ′)Flin[δ(τ − τ ′)]

]
= LC(τ ′)

[
a(τ ′)h(τ ; τ ′)

]
. (4)

The set of functions h(τ ; τ ′) = Flin [δ(τ − τ ′)] are denoted as the set of impulse responses of the
system and the LC(τ ′) operator in (3)–(4) must be interpreted under the theory of distributions
if the real variable is continuous (τ ≡ x ∈ R). In this case, (3)–(4) can be seen as a particular
case of (1)–(2) being the spectral variable µ ≡ τ ′. The relation between ordinary functions and
distributions are currently investigated under the RHS Theory [4].
2.4. Spectral Domain Characterization of Systems
The transformation of a(τ) represented as in Eq. (1) may be described in terms of the transformation
of the set of basis functions through the system as,

b(τ) = Flin [a(τ)] = Flin

{
LC(µ) [α(µ)e(τ ; µ)]

}
= LC(µ) {α(µ)Flin [e(τ ; µ)]} , (5)

When the set of basis functions belongs to the subspace of eigenfunctions of the operator Flin,
Eq. (5) reduces to,

e(τ ; µ) ∈ Eig {Flin} → b(τ) = LC(µ) {α(µ)λ(µ)e(τ ; µ)} , (6)

where the coefficients λ(µ) are the eigenvalues associated to each function e(τ ; µ). For instance, the
set e(τ ;µ) = e(x; ξ) = ejξx used in the Fourier transform are always eigenfunctions of any linear
invariant system and then Eq. (6) describes the usually called spectral representation of a system;
notice that the Fourier transform basis functions are not eigenfunctions of a linear non invariant
system. Thus, if e(τ ; µ) /∈ Eig {Flin}, a generalized spectral analysis may be defined [8, 9].

3. GENERALIZED SPECTRAL ANALYSIS

The usual spectral analysis is performed under the study of the eigenvalues of a system, λ(µ). In
this case, the output signal in the e(τ ; µ)-spectral domain reduces to the product α(µ)λ(µ). When
the basis functions do not belong to the subspace of eigenfunctions of the operator Flin (for instance,
when the system is not invariant under Fourier analysis or the spectral analysis is performed under
other transformation different from the Fourier one) a generalized spectral analysis is required. This
analysis will not be in terms of eigenvalues but in terms of a set of functions depending on the
system and the e(τ ;µ)-transform under analysis. This set of functions will be denoted by H(µ;µ′)
which means the transformation of the set of impulse responses h(τ ; τ ′), first with respect to the
real variable τ and then with respect the parameterization variable τ ′. The output signal in the
spectral domain will be determined as follows,

β(µ) = KLC(µ′)

{
α(µ′)H∗(µ;µ′)

}
, where (7)

H(µ; µ′) = Tτ

[
Tτ ′

[
h(τ ; τ ′)

]]
(8)
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Table 1: Particularization of the generalized spectral analysis for some usual transforms.

Linear System Linear Invariant System
Fourier Transform G(ξ) = 1

2π

∫∞
ξ′=−∞ F (ξ′)H(ξ;−ξ′)dξ′ G(ξ) = F (ξ)H(ξ)

Hilbert Transform G(x′) =
∫∞

y′=−∞ F (y′)H(x′; y′)dy′ G(x′) = F (x′) ∗ h(x′) = f(x′) ∗H(x′)

Bessel Transform (order ν) Gν(ξ) =
∫∞

ξ′=0
F (ξ′)Hν(ξ; ξ′)dξ′ No expression

Fourier Series Expansion b(m) = X0

∞∑
m′=−∞

a(m′)h(m;−m′) b(m) = a(m)H(m)

and the subscript * denoting that the set of functions H(µ; µ′) will depend on the set of basis func-
tions which specify the transform. Table 1 shows some particular results for different transforms.
Actually, the general expression of H∗(µ; µ′) is given by,

H∗(µ;µ′) = LC($)

[
H(µ;$)LC(τ ′)e(τ

′; $)e(τ ′; µ′)
]
. (9)

By direct comparison of the real and spectral domain representations of the output signal, Eqs. (4)
and (7), it can be noticed that there is a formal relationship of the expressions in those domains;
in both cases, the output signal depends on the input in the corresponding domain and a set of
functions depending on the system and, in the case of the spectral domain, also on the e(τ ;µ)-
transformation under analysis,

b(τ) = LC(τ ′) [a(τ ′)h(τ ; τ ′)] ↔ β(µ) = KLC(µ′) {α(µ′)H∗(µ; µ′)} (10)

If the basis functions are eigenfunctions of the system, H∗(µ; µ′) becomes as in (11), reducing to
the usual analysis.

H∗(µ; µ′) =
1
K

λ(µ′)δ(µ− µ′), (11)

4. CONCLUSION

This paper presents a brief summary of a Generalized Spectral Analysis based on a Generalized
Signals and Systems Theory scheme. This analysis takes into account linear invariant and non
invariant systems — in both continuous and discrete variables — under any kind of transformation.
This is especially important because many physical problems — for instance, those concerning
spatial domain, such as the radiation and scattering of EM waves, and others in time, such as
modulations — are non invariant. A very important particular case of this generalization connects
directly with the Green’s functions theory and is also being important to understand the relation
between functions and distributions through the RHS theory. More details about GSAS may be
found in [9].
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Complex Parameterization of the Lossy Transmission Line Theory

E. Gago-Ribas and M. Carril-Campa
Electrical Engineering Department, University of Oviedo, Spain

Abstract— The usual transmission line theory (TLT) found in the specialized literature often
deals with its analysis for the ideal case (lossless case) or the low losses approximation, the
last one obtained from a mathematical point of view. The present paper deals with a rigorous
methodology that lets to address the TLT for the general lossy case in a very understanding
and visual way. This methodology is based on analyzing the theory from the point of view of
performing a rigorous analysis of the complex transformations (complex parameterization of the
lossy transmission line theory, CTLT) which define the mathematical parameters involved in
the physical description of the behavior of a transmission line with losses under time harmonic
regime. From this point of view, the usual lossless case becomes a particularization of the
general results in the CTLT analysis; by the way, the low losses approximation may be fully
understood under this generalization as well as other interesting particular cases such as the
non dispersive lossy case. One of the main important properties associated to the CTLT comes
from the fact that they may be graphically represented by analytical curves which, in many
cases, correspond to very interesting mathematical curves running from basic circumferences to
Cassini ovals, for instance. This leads to a set of graphs that may be summarized as follows:
(1) “Universal” characterizations of the behavior of both the basic parameters (characteristic
impedance and propagation constant) as well as the wave parameters (impedance, admittance
and reflection coefficient) involved in the transmission line theory, with all the parameterizations
described by well-known analytical curves, and (2) Graphical parameterizations of losses and
important physical interpretations directly induced by the geometrical properties of these curves,
many of them not easily available from the usual mathematical approach. The large number of
physical interpretations appearing from the graphical analysis may be exemplified by the following
examples: (i) the usual Smith Chart becomes a particular case (when losses become null) of a
Generalized Smith Chart. In fact, the new Generalized Smith Chart is only one of the several
complex parameterizations that will be presented in the paper; (ii) the description of all the
possible values of the characteristic impedance and propagation constant in terms of losses and
the subsequent identification of all the transmission lines with a fixed value of a basic parameter
(for instance, all the transmission lines with the phase of the characteristic impedance fixed to
a specific value); (iii) from the practical and designing points of view it is possible to determine
whether a solution is possible or not given some specific design constraints and, in case a solution
is indeed possible, describing the range of transmission-line-wave-parameter values associated to
such solution and the understanding of which parameters are susceptible of variation to resolve
possible design errors, allowing optimization approaches to their solution. All these aspects are
particularly relevant, both from the educational point of view, and from the standpoint of TL’s
based circuit design. Also, the difficulty of resolving some of the equations associated to the lossy
TLT can be substantially reduced by using the geometrical properties associated to the CTLT
methodology. In this sense, the paper will emphasize the concepts and physical interpretations
that can be extracted from this methodology. This fully analytical methodology has also been
implemented into a software tool that will be introduced also in the present paper.

1. INTRODUCTION

The literature covering the transmission line theory (TLT) and waveguides deals often with its
analysis for the ideal case without losses, addressed if at all, using a low losses approximation,
the latter without a rigorous analysis of its real meaning, see for example, [1–3]. Not addressing
rigorously the TL theory for the general lossy case may be due probably to the fact that transmission
systems require losses as low as possible to minimize its effects in the process of signal propagation.
While this is true, a rigorous analysis of the general case with losses reveals that both the ideal
lossless case as well as the low-losses regime (defined under the usual conditions R ¿ ωL and
G ¿ ωC) are better explained and justified as special cases of the general case. In this sense,
the general analysis allows for the parameterization of the effect of losses in the behavior of the
parameters which determine the final solution to a TL problem with specific boundary conditions.
As an example, it may be advanced that among all the parameters involved, the most critical
one in the final behavior of a lossy TL is the phase of the characteristic impedance. In fact,
the generalization of the Smith chart to the lossy line will depend precisely on this parameter.
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Furthermore, the previously mentioned parameterization can also predict the ultimate behavior
of the problem and even detect physical phenomena associated with losses that may be of great
practical interest. All these aspects are particularly relevant, both from the educational point of
view, and from the standpoint of TL’s based circuit design. One of the difficulties associated with
studying the theory of TL’s from the general viewpoint is the complexity in analyzing the equations
describing the model. This complexity can be substantially avoided by using the complex analysis
presented in this paper (CTLT), providing also with general graphical descriptions that are capable
of be ‘physically’ interpreted and also that can be used to obtain final solutions by using visual
geometrical procedures.

2. SUMMARY OF THE CTLT

Based on the well-known general scheme presented in Fig. 1, the most important parameters —
both the basic and the wave parameters — will be summarized in the present section. All the
results that will be presented in this paper have been obtained analytically; the corresponding
analyses will be avoided due to space restrictions but most of them can be found in [4]. All the
complex analyses concerning these parameters will be based on the knowledge of R, L, G and C.
Tables 1–2 summarize the most important expressions of the well-known basic and wave parameters
together with some important generalization parameters (r, g and c) which let to clearly separate the
effects due to the losses in the conductors and the losses in the dielectrics. Also, the normalizations
described in these tables become fundamental to determine universal curves describing the behavior
for a complete set of TL’s; for instance, any TL that satisfies the condition c = cte. will be described
by the same complex curve in a particular complex plane. With these general considerations in
mind, it is possible to obtain the so-called complex analysis which must be understood as the
analysis of any quantity on its own complex plane.

Figure 1: General scheme representing the usual equivalent circuit per unit length of a lossy transmission
line.

(a) (b)

Figure 2: Frequency parameterizations of the complex planes Z0n1 and γn1 in terms of r and g.
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Table 1: Definition and normalizations of the basic parameters in the CTLT.

Basic TL Parameters

Z0 =
p

(R + jωL)/(G + jωC) Characteristic impedance (complex)

Z0sp =
p

L/C (R = G = 0) Lossless characteristic impedance (real)

Z0n1 = Z0/Z0sp 1st normalized characteristic impedance

Z0n2 = Z0/|Z0| 2nd normalized characteristic impedance

γ =
p

(R + jωL)(G + jωC) = α + jβ Propagation constant (complex)

{α
β} = 1√

2

qp
(R2 + ω2L2)(G2 + ω2C2)± (RG− ω2LC) Attenuation and phase constants

γbp = αbp + jβbp = [R/2Z0sp + GZ0sp/2] + jω
√

LC Propagation constant (low losses approximation)

γsp = jβsp = jω
√

LC (R = G = 0) Lossless propagation constant (purely imaginary)

γn1 = γ/βsp 1st normalized propagation constant

γn2 = γ/αbp 2nd normalized propagation constant

Generalization parameters

r = R
ωL

g = G
ωC

c = r
g

= R/L
G/C

= 1
Z2

0sp

R
G

(a) (b)

Figure 3: Frequency parameterizations of the complex planes Z0n1 and γn2 in terms of c.

2.1. Basic TL Parameters

Table 1 summarizes the most important expressions, generalization parameters and normalizations
concerning the analysis of the basic parameters in the CTLT. The complex analysis of the basic
parameters may be summarized as follows (recalling that all the analytical expressions may be
found in [4]).

2.1.1. Fixed Frequency Analyses

these analyses are of special interest because they allow to understand the physical behavior of the
TL with respect to the lossless case. The analytical curves obtained from this analyses are shown
in Fig. 2 by considering the normalized complex planes Z0n1 and γn1 parameterized in terms of r
and g.

2.1.2. Frequency Analyses

In this case, the universal curves are obtained by considering the normalized planes Z0n1 and γn2

as shown in Fig. 3 — notice that the last one has to be normalized with respect to the attenuation
constant under low-losses approximation — and the parameterizations are performed in terms of c.
For instance, the value c = r/g = 1 identifies the non-dispersive case (lossy TL’s with characteristic
impedance and phase constant equal to those in the ideal lossless case).
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2.2. Wave Parameters
Based on the behavior of the basic parameters, it is possible to study the relationships among wave
parameters seen as complex transformations. This will result in the parameterization of certain
curves of interest in the wave parameters complex planes; for instance, the usual Smith chart, [5],
is simply the transformation of the curves Re {Zn} = cte = a ∈ [0,∞) and Im {Zn} = cte = b ∈
(−∞,∞) into the complex ρ-plane for the lossless case. The parameterization of these curves in
the ρ-plane is given by functions that depend on ρ′ = Re {ρ}, ρ′′ = Im {ρ}, and the constants
a and b. These curves may be represented by using the notation hZa(ρ′, ρ′′; a) and hZb(ρ′, ρ′′; b).
The generalization of this procedure applied to the lossy case leads to the results summarized in
Table 2. Note that all the parameterizations in Table 2 are described by analytical circumferences.
As an example, we can highlight the parameterization that leads to the Generalized Smith chart, [6],
described by the following pair of equations,

Z ′n = a : hZa(ρ′, ρ′′; a) →
(
ρ′ − a

a+c0

)2
+

(
ρ′′ + s0

a+c0

)2
=

(
1

a+c0

)2
, (1)

Z ′′n = b : hZb(ρ′, ρ′′; b) →
(
ρ′ − b

b+s0

)2
+

(
ρ′′ − c0

b+s0

)2
=

(
1

b+s0

)2
. (2)

Notice that all the curves depend on the phase of Z0. Fig. 4 shows an example for all the TL’s
with ϕZ0 = 20◦.

3. AN EXAMPLE OF THE APPLICATION OF THE CTLT

Using the graphical parameterizations arising from the CTLT, it is possible to geometrically analyze
a large number of interesting problems. One of these examples is summarized in this section. The
problem consists on studying analytically which are the possible values of the reflection coefficient
at the load, ρL, when the losses on the dielectrics and/or the conductors vary. Fig. 5 shows the
particular example of the geometrical location of ρL when the losses in the dielectric -represented
by parameter g-increases (this study implies that parameter r = 0). The scheme shows how
the values of ρL may be analytically obtained by a geometrical construction which implies the
generalized Smith chart among other parameterizations summarized in Table 2. The analytical
curves obtained from the geometrical construction are not included here due to size restrictions but
they can be obtained from the authors and some publications under preparation. Notice also that
the physical implications of losses just become evident from this point of view.

Table 2: Definition and normalizations of the wave parameters in the CTLT.

ϕZ0 ∈
(−π

4 , π
4

)
c0 = cos (ϕZ0) s0 = sin (ϕZ0)

Normalized impedance plane Normalized admittance plane Reflection coefficient plane

Zn = Z
|Z0| = ejϕZ0

1+ρ
1−ρ Yn = Y

|Y0| = e−jϕZ0
1−ρ
1+ρ ρ

Z ′n = a ∈ [0,∞) gZa(Y ′
n, Y

′′
n ; a; s0, c0) hZa(ρ′, ρ′′; a; s0, c0)

Z
′′
n = b ∈ (−∞,∞) gZb

(Y ′
n, Y

′′
n ; b; s0, c0) hZb

(ρ′, ρ′′; b; s0, c0)

|Zn| = m ∈ [0,∞) gZm(Y ′
n, Y

′′
n ; m; s0, c0) hZm(ρ′, ρ′′; m; s0, c0)

ϕZn = p ∈ [−π/2, π/2] gZp(Y ′
n, Y

′′
n ; p; s0, c0) hZm(ρ′, ρ′′; p; s0, c0)

fYa(Z ′n, Z
′′
n ; a; s0, c0) Y ′

n = a ∈ [0,∞) hYa(ρ′, ρ′′; a; s0, c0)

fYb
(Z ′n, Z

′′
n ; b; s0, c0) Y

′′
n = b ∈ (−∞,∞) hYb

(ρ′, ρ′′; b; s0, c0)

fYm(Z ′n, Z
′′
n ;m; s0, c0) |Yn| = m ∈ [0,∞) hYm(ρ′, ρ′′;m; s0, c0)

fYp(Z ′n, Z
′′
n ; p; s0, c0) ϕYn = p ∈ [−π/2, π/2] hYp(ρ′, ρ′′; p; s0, c0)

fρa(Z ′n, Z
′′
n ; a; s0, c0) gρa(Y ′

n, Y
′′
n ; a; s0, c0) ρ′ = a ∈

[
−1
c0

, 1
c0

]

fρb
(Z ′n, Z

′′
n ; b; s0, c0) gρb

(Y ′
n, Y

′′
n ; b; s0, c0) ρ′′ = b ∈

[
−c0
1−s0

, c0
1+s0

]

fρm(Z ′n, Z
′′
n ; m; s0, c0) gρm(Y ′

n, Y
′′
n ; m; s0, c0) |ρ| = m ∈

[
0, c0

1∓s0sgn(ϕZ0)

]

fρp(Z ′n, Z
′′
n ; p; s0, c0) gρp(Y ′

n, Y
′′
n ; p; s0, c0) ϕρ = p ∈ (−π, π]
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Figure 4: Generalized Smith chart for lossy TL’s with ϕZ0 = 20◦. This complex parameterization corresponds
to the one summarized in the shaded cells of Table 2.

Figure 5: Geometrical parameterization of ρL with r = 0 and varying g.

4. CONCLUSIONS

The complex analysis methodology outlined in this paper allows a clear and intuitive way to gen-
eralize the analysis of the lossy TL’s. The most important aspects to detach can be summarized
as follows: (i) the graphical-analytical parameterizations under the CTLT, (ii) the possibility of
obtaining analytical solutions by geometrical means, and (iii) the physical prediction capabilities
associated to the CTLT and their application in the design of high-frequency circuits, for instance.
Finally, it is important to remark that the CTLT is currently being completed by analyzing new
problems, identifying mathematical explicit curves associated to the actual ones and its possible
extension to real guided-wave problems.
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Abstract— The electromagnetic fields due to lightning channel are considered as effective
factors to induce voltage on the power systems. The shape of electromagnetic wave associated
with lightning channel depends highly on return stroke current wave shape and the parameters of
lightning channel and its geometry. This paper considered on the relation between channel base
current parameters based on Heidler function as a realistic current function and the wave shapes
of magnetic flux density. Furthermore, some general functions were proposed by considering
their effects The results showed that the proposed equations are in very good agreement with the
calculated values using direct methods They could also predict the magnetic flux wave shapes
versus different channel base current parameters under similar geometrical and lightning channel
conditions. The estimated magnetic flux density waveshapes can be applied to Rachidi model for
evaluation of the induced voltage due to indirect strike.

1. INTRODUCTION

The indirect effect of lightning on the power lines can be contemplated as an appealing issue on
insulation level of power systems. In a situation when lightning strikes the ground surface [1]or any
tall objective case [2], the electromagnetic fields generated by lightning channel will be propagated
on the air by the speed of light. Therefore, by coupling between electromagnetic fields and power
systems, the induced voltage will be created [3, 4] Accordingly, the electromagnetic fields associated
with lightning channel would be an interesting objective for predicting and protecting the lightning
induced voltages. Several methods are considered for the calculation of electromagnetic fields due
to lightning channel in the time [5] and Fourier domains [1], but in all of them the channel current is
the source of field. The channel current can be categorized into two parts: the channel base current
and the current along lightning channel. The first part can be simulated by channel base current
functions. The most important channel base current functions can be expressed by the Bruce and
Golde function [6], the Pierce and Cianos function [7] and Heidler function [8] Whereas, the current
along lightning channel can be predicted by four important current models as follows [9]: the Gas-
Dynamic models, the Current distributed models, the Electromagnetic models and the Engineering
models Therefore, the electromagnetic fields due to lightning channel are directly related to the
channel base current function and current models. Moreover, in order to propose the general
equations for the prediction of the magnetic flux density waveshapes versus channel base current
parameters changes, the relation between parameters of magnetic flux density waves shape and
the parameters of channel base current function should be considered. The predicted magnetic
flux density waveshape can be applied into the Rachidi’s coupling model [10] for the estimation
of lightning induced voltage (will not be considered in this study). This study focuses on the
Hiedler current function as a realistic channel base current function. The Modified Transmission
Line Exponential decay model (MTLE) as a branch of engineering models [1] is applied in the
present study as well The basic assumptions in this study are expressed, i.e., the lightning channel
is perpendicular on the ground surface, the ground conductivity is infinity and the observation
point is located above the ground surface

2. RETURN STROKE CURRENT

Several functions are taken into account for the channel base current. The widely used functions
can be expressed by the Bruce and Golde [6] function, Pierce and Cianos [7] function and the
Heidler function [8]. The Bruce and Golde function and the Pierce and Cianos function have an
issue of accuracy due to the derivative of current with respect to time, i.e., non-zero value at time
equal to zero although this factor (di/dt) is very much affected in calculating the electromagnetic
fields. It should be noted that, the Heidler current function has been extended into two current
functions proposed by Diendorfer-Uman [11] and Nucci [12], respectively. However the focus of
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Figure 1: The geometry of lightning channel.

this study is on using the original Heidler current function as expressed by Equation (1) where
η = exp[−(Γ1/Γ2)(nΓ2

Γ1
)

1
n ].

I (0, t)=
I0

η

(
t

Γ1

)n

1 +
(

t
Γ1

)n exp
(−t

Γ2

)
(1)

In addition, different engineering current models are considered on the current wave shape along
lightning channel. The engineering current models can be classified into two parts: the current
generation models (CG) and the current propagation models (CP) [13] In the current generation
models, it is assumed that the source of current travels upward along lightning channel and the
downward current is injected along lightning channel. Whilst in the current propagation models,
the source of current and the lightning channel are assumed to be at the channel base on the ground
surface resembling a transmission line In this study, the MTLE current model based on CP current
group is used as presented by Equation (2) where z′ is the temporary charge height along lightning
channel; I(z′, t) is the return stroke current at height of z′ along the lightning channel; I(0, t) is
the return stroke current at channel base; v is the return stroke current velocity; c is the speed in
open space; λ is a constant factor that is typically 2000 m [1].

i(z′, t) = i(0, t− z′/v) exp(−z′/λ) (2)

3. LIGHTNING ELECTROMAGNETIC FIELD

The electromagnetic fields due to lightning channel can be estimated by the dipole method. The
electromagnetic field’s components associated with a vertical lighting channel based on geometry
of problem from Figure 1 can be obtained from Equations (3), (4) and (5) [14] for vertical and

horizontal electric fields and magnetic flux density, respectively where R =
√

r2+(z−z′)2Ez(r, z, t)
is vertical electric field, Er(r, z, t) is the horizontal electric field, Bϕ(r, z, t) is the magnetic flux
density, z is height of observation point, z′ is the vertical space variable, ε0= 8.85×10−12, µ0 =
4π × 10−7, β = v/c, χ =

√
1

1−β2 , A1 =
√

(βct− z)2 + ( r
χ)2, A2 =

√
(βct + z)2 + ( r

χ)2, Hu =

βχ2{−(βz − ct) − A1}, Hd = −βχ2{−(βz + ct) + A2}. This study assumes that the ground
conductivity is perfect. It is important to mentioned, all electromagnetic fields in the time less
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than R(z′ = 0)/c are equal to zero [5]

Ez(r, z, t) =
(

1
4πε0

) ∫ Hu

Hd

(
2(z − z′)2 − r2

R5

∫ t

0
i

(
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)
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cR4
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c2R3

∂i
(
z′, t− R

c

)

∂t

)
dz′ (3)

Er(r, z, t) =
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4. MAGNETIC FIELD BEHAVIOR AGAINST CURRENT FUNCTION PARAMETERS

The magnetic flux density wave shape can be characterized using four important parameters such
as: Bmax, tmax, t50%−50%, t10%−90% as shown in Figure 2 where Bmax, tmax consider the maximum
value of magnetic flux density and the relevant time, respectively; t50%−50% expresses the time
period between two point with Bmax

2 value on the magnetic flux density wave shape and t10%−90%
considers on the time period between two points with values of 0.1Bmax and 0.9Bmax on the magnetic
flux density wave shape [15]. Note that, the current parameters in Figure 2 are obtained from
Table 1 [8, 16] and return stroke current velocity is set on the 1 × 108 m/s, while the observation
point is located at ground surface with 100 m distance from lightning channel and the MTLE model
with λ = 1500m is used for current model.

The behavior of magnetic flux density parameters versus Γ1 changes (in the return stroke current
function) is investigated and the results are tabulated in Table 2 while the current parameters are
obtained from Table 1 (excluded Γ1) and the channel and the observation point parameters are set

Table 1: Return stroke current parameters based on Heidler function.

I0 (kA) Γ1 (µs) Γ1 (µs)
11 0.072 30

Figure 2: Characterization of magnetic flux density wave shape.
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Table 2: The proposed fitness functions for Γ1 changes in current function.

Fitness function P1 P2 P3 P4 P5

Bmax = P1 × ΓP2
1 3.31× 10−5 0.03107 - - -

tmax = P1Γ
4
1 + P2Γ

3
1

+P3Γ
2
1 + P4Γ1 + P5

4.288× 1018 −1.225× 1013 1.126× 107 −1.145 2.693× 10−6

t50%−50% = P1Γ
3
1

+P2Γ
2
1 + P3Γ1 + P4

−8.88× 1012 1.577× 107 −4.212 2.477× 10−5 -

t10%−90% = P1Γ
4
1 + P2Γ

3
1

+P3Γ
2
1 + P4Γ1 + P5

3.533× 1018 −9.839× 1012 9.031× 106 −1.988 1.109× 10−6

Table 3: The proposed fitness functions for Γ2 changes in current function.

Fitness function P1 P2 P3 P4

Bmax = P1Γ3
2 + P2Γ2

2 + P3Γ2 + P4 1.683× 107 −2675 0.1468 1.738× 10−5

tmax = P1 × ΓP2
2 0.0001071 0.3576 - -

t50%−50% = P1Γ2 + P2 0.7271 2.498× 10−6 - -
t10%−90% = P1Γ2

2 + P2Γ2 + P3 −133.5 0.01639 6.047× 10−7 -

Table 4: The proposed fitness function for I0 changes in current function.

Fitness function P1 P2

Bmax = P1I0 + P2 1.801× 10−9 −1.113× 10−9

with similar condition as in Figure 2 Therefore, the general functions that took into account the
variations of those four important parameters of the magnetic flux wave and Γ1 are proposed and
listed in Table 2, together with the value of coefficients for each general functions derived.

On the other hand, the effect Γ2 on the parameters of magnetic flux density wave shape can
be considered using Table 3 whereby when the current parameters (excluded Γ2) are applied from
Table 1 other channel and observation point parameters will be similar to the plot in Figure 2.

In addition, effects of I0 parameter on the magnetic flux density parameters are also considered
in this study. Therefore, the fitness function and related constant coefficients for I0 that affect
on the Bmax values are indicated in Table 4. It shows that the fitness function of Bmax versus I0

changes has a linear trend.
The proposed fitness functions can easily predict the magnetic flux density wave shapes versus

different channel base current parameters. Also, the results illustrated that all current parameters
are affected on the maximum value of magnetic flux density. The reflection on different magnetic
flux density wave shapes due to different channel base current parameters can be valuable informa-
tion for electrical power designers in checking insulation coordination of power lines under different
current conditions in order to set an appropriate protection level for the line. Note that, the mag-
netic flux density obtained can easily be used for the estimation of lightning induced voltage on
the lines using Rachidi model [10].

5. CONCLUSION

In this study, the most important channel base current functions and different engineering current
models were considered. The magnetic flux density wave shape was characterized and the channel
base current parameters that affect on the magnetic flux density wave shape were investigated
with the use of the Heidler current function and MTLE current model. The results demonstrated
a good conformity between the proposed fitness functions and the calculated values for the fast
determination of magnetic flux density wave shapes and lightning induced voltages using Rachidi
model against different current parameters.
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Abstract— Optical property of inland eutrophic water varies spatially and temporally corre-
sponding to change of concentrations of water components. The same water type classified by
optical property may have uniform character which may make water components deriving algo-
rithm simpler and accuracy. Our purpose of this study is to elaborate water type classification
scheme for inland eutrophic waters according above water reflectance, and compare the difference
of absorption properties between different water types. Field measurements were carried out in
August 2006, November 2006, 2007 and 2008, April, June, July and September 2009 in Taihu
Lake, Chaohu Lake, Dianchi Lake and Sanxia Gorges Reservoir (China). The waters were clas-
sified into six optical water types (type A, B, C, D, E and F) by comparing peak and trough of
remote sensing reflectance (Rrs) between 500–750 nm. All of the samples in Dianchi Lake belong
to type A water, while other water bodies have several types at the same time. When parame-
terized aCDOM and aNAP by power function, the slope of CDOM SCDOM could be clustered into
two groups, i.e., one group for type A and one for type B, C, D, E and F; there is no signifi-
cant difference of SNAP between different water types. Absorption coefficients of phytoplankton
were calculated by absorption coefficient of 440 nm and 675 nm using quadratic function and the
coefficients varied in different water types.

1. INTRODUCTION

Nowadays, the reflectance spectrum is widely used for evaluating water quality, such as estimating
chlorophyll, suspended matter, Secchi depth, and turbidity of the water. Numerous models on water
components inversing have been put forward for different regions. Different models are necessary
because remote sensing algorithms have local and seasonal characteristics, and the algorithms,
developed for certain water bodies cannot be used for other waters [6]. Optical property of inland
eutrophic water is complex because it is strongly affected by terrigenous inputs. That also makes
the relationship between remote sensing information and water component concentration such as
chlorophyll a concentration, CDOM, etc. uncertainty in different water bodies, and sometime
even in the same water body. If inland eutrophic waters can be identified to some typical water
types and these types have approximately stability optical properties, then more stable correlation
between remote sensing information and optical constituents can be built. This will be significant
for increasing evaluation accuracy of water components. In this paper, we investigated four different
eutrophic water bodies in China, i.e., Taihu Lake, Chaohu Lake, Dianchi Lake and Sanxia Gorges
Reservoir. Our purpose is to elaborate water type classification scheme for inland eutrophic waters
by above water reflectance, and compare their absorption properties hoping that we can develop
water constituents’ deriving algorithm based on the classification in future.

2. MATERIAL AND METHODS

2.1. Study Area
In situ investigations were conducted in four eutrophic water bodies of China, i.e., Taihu Lake,
Chaohu Lake, Dianchi Lake and Sanxia Gorges Reservoir. Both Taihu Lake and Chaohu Lake
are among five major freshwater lakes located in east of China. Taihu Lake has a water area
of 2338 km2 and an average depth of about 1.9 m located between 30◦56′–31◦33′N and 119◦53′–
120◦36′E; Chaohu Lake is deeper and smaller than Taihu Lake with average depth of 3 m and
water area of 760 km2 located between 30◦28′–31◦43′N and 117◦16′–117◦51′E. Dianchi Lake is the
sixth freshwater lake located in west-east of China (24◦40′–25◦02′N and 102◦36′–102◦47′E). It has
an average depth of 5.12 m and a water area of 294 km2. Since 1980s, with rapid developing
economy, water eutrophication has becoming a serious environmental problem in these three lakes
with annually blooming algae. After the building of Sanxia Dam in 2006, water quality has been
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arousing attention with algal blooming in recent years. The Dam transferred about 640 km length
of Yangzhi River to a huge gorge which may bring out new ecological problem. So that the water
environment of these four eutrophic waters have been becoming the focus of much attention in
China.

2.2. In Situ Measurements
The in situ experiments were conducted on August 16–17, 2006, October 24–November 4, 2006,
November 8–21, 2007, November 10–21, 2008, April 17–28, 2009 for Taihu Lake (usually more
than 60 sample stations were measured, but just 15 sample stations of Meiliang Bay in north part
of Taihu Lake were measured in August 2006), June 13–16 for Chaohu Lake (32 sample stations),
September 19–20 for Dianchi Lake (25 sample stations) and July 22–24 for Sanxia Gorges Reservoir
(25 sample stations). At last, the total of 333 samples were used in this paper eliminating those
presented the same reflectance spectra as plant because of thick alga floating.

Water samples and reflectance measurements were collected between 10:00 and 14:00 h local
time and when wind speed was lower than 5 m/s. Surface water samples (2.5 L) were collected at a
depth of 0.5 m below the surface immediately after reflectance measurement. Then the samples were
stored in a cooler with ice in the dark, and taken back to the laboratory for analyzing concentration
and absorption coefficient at the end of the day.

3. RESULTS

3.1. Rrs Character of Different Classes
The waters were classified into 6 types according to measured Rrs. The four inland waters have
different types (Table 1).

3.2. Absorption Character of Different Classes
Remote sensing reflectance of water surface is strongly influenced by absorption and back scatter-
ing of water body [4, 7]. So that absorption properties of water components are greater contrib-
utors to surface reflectance. Water absorption is generally subdivided into four additive compo-
nents [1, 2, 8, 9], i.e., absorption coefficients of pure water (aw), CDOM (aCDOM), phytoplankton
(aph), NAP (aNAP) and particulate (ap).

Contributions of pure water, non-pigment, phytoplankton and CDOM to water absorption are
shown in Figure 1. In type A, phytoplankton is always dominant factor of absorption, then the
non-algal particulate. The latter has greatest contribution from 400 nm to 550 nm in type B, C, D,
E and F waters.

3.3. Absorption Coefficients Parameterization for Different Classes
3.3.1. CDOM Absorption Coefficients Parameterization
CDOM absorption coefficient can be parameterized by formula (1).

aCDOM(λ) = aCDOM(λ0) exp[SCDOM(λ0 − λ)] (1)

where aCDOM(λ) is the CDOM absorption coefficient at wavelength λ (m−1); λ0 is the reference
wavelength (nm), often 440 nm; SCDOM is the spectral slope of the aCDOM(λ) spectrum (nm−1), and
the mean values in type A, B, C, D, E and F are (0.0109± 0.0004) nm−1, (0.0155± 0.0013) nm−1,

Table 1: Proportion of water classification in different water bodies/%.

@
@

@
@

@@

Water

type

Water

body

Dianchi

Lake

(Sep.

2009)

Chaohu

Lake

(Jun.

2009)

Taihu

Lake

(Aug.

2006)

Taihu

Lake

(Nov.

2006)

Taihu

Lake

(Nov.

2007)

Taihu

Lake

(Nov.

2008)

Taihu

Lake

(Apr.

2009)

Sanxia

Gouges

Reservoir

(Jul. 2009)

A 100 23 92 20 10 6 6 0

B 0 26 0 3 0 6 0 0

C 0 32 0 55 42 38 40 17

D 0 19 8 14 38 28 16 0

E 0 0 0 8 10 21 34 37

F 0 0 0 0 0 1 4 46
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Figure 1: Absorption contributions of pure water, CDOM, NAP and phytoplankton in different water types.

(0.0143±0.0003) nm−1, (0.0146±0.0007) nm−1, (0.0128±0.0007) nm−1 and (0.0151±0.0010) nm−1,
respectively.

3.3.2. Non-pigment Particulate Absorption Coefficient Parameterization

The NAP absorption spectra are similar to those of CDOM, which suggests that these two com-
ponents may share some common chromophores [1]. The following expression is often fitted to the
aNAP(λ) spectra:

aNAP(λ) = aNAP(λ0) exp[SNAP(λ0 − λ)] (2)

where aNAP(λ) is the NAP absorption coefficient at wavelength λ (m−1); λ0 is the reference wave-
length (nm), often 440 nm; and SNAP is the spectral slope of the aNAP(λ) spectrum (nm−1).

The SNAP mean values in type A, B, C, D, E and F are (0.0111 ± 0.0003) nm−1, (0.0112 ±
0.0001) nm−1, (0.0110±0.0001) nm−1, (0.0112±0.0001) nm−1, (0.0114±0.0001) nm−1 and (0.0118±
0.0003) nm−1, respectively, taking 440 nm as reference wavelength.

3.3.3. Pigment Absorption Coefficient Parameterization

Phytoplankton absorption characteristics are affected by many factors, such as algae species, pig-
ment cell cyst, and growth cycle [3]. By comparing the different algorithms, it indicates that
quadratic model is more suitable for these eutrophic waters. Self-relationships between aph(λ)
(λ ∈ [400, 700]) and aph(400), aph(440), aph(480), aph(550), aph(625) and aph(675) were detected
thereafter. Both aph(440) and aph(675) have strong relationship with other wavelengths, but
usually aph(440) has stronger relationship than aph(675) at 570 nm and below. So that when
wavelength <= 570 nm, we use aph(440) to build quadratic model for simulating phytoplankton
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absorption coefficient of other wavelength, while when wavelength > 570 nm, aph(675) was used to
model aph(λ).

4. CONCLUSION

We classified Taihu Lake, Chaohu Lake, Dianchi Lake and Sanxia Gorges Reservoir water into
six water types by comparing peak and trough between 500–750 nm. The different water bodies
belong to different water types, and most water bodies have several types, i.e., three water types
were observed in Sanxia Gorges Reservoir, four types were found in Chaohu Lake, and two types
in August 2006 in Meiliang Bay of Taihu Lake were classified while the whole lake had four types
in Novermber 2006.

Type A, B, C and D have two peaks at 540–590 nm and 690–720 nm. Type A has deepest trough
at 650–690 nm with highest mean concentration of chlorophyll a. With increasing concentration of
total suspended matter and decreasing concentration of chlorophyll a, Rrs of type E and F get the
maxima at near 590 nm, and decline fast after 690 nm. The variance of aph of different water type
is larger than other absorption coefficient.

When parameterize aCDOM and aNAP, SCDOM can be clustered into two groups, i.e., one group
for type A and one for type B, C, D, E and F; while 0.11 m−1 can be the same value SNAP for all
water types. Absorption coefficients of phytoplankton can be calculated by absorption coefficient
of 440 nm and 675 nm using quadratic function.

ACKNOWLEDGMENT

This research was supported by National Natural Science Foundation of China (No. 40971215),
National Science, Technology Support Project of China (No. 2008BAC34B05). We thank L. Wu,
X. Wang, K. Shi, R. Xia, Y. Yang, X. Jin, Y. F. Wang, H. Zhang, Y. F. Xu, X. Xu and Z. H. Liu
for their participation in the field experiments.

REFERENCES

1. Babin, M., D. Stramski, G. M. Ferrari, H. Claustre, A. Bricaud, G. Obolensky, and
N. Hoepffner, “Variations in the light absorption coefficients of phytoplankton, nonalgal par-
ticles, and dissolved organic matter in coastal waters around Europe,” Journal of Geophysical
Research, Vol. 108, No. C7, 3211, doi: 10.1029/2001JC000882, 2003.

2. Belzile, C., W. F. Vincent, C. Howard-Williams, I. Hawes, M. R. James, M. Kumagai, and
C. S. Roesler, “Relationships between spectral optical properties and optically active sub-
stances in a clear oligotrophic lake,” Water Resource Research, Vol. 40, 1–12, 2004.

3. Ciotti, A. M. and A. Bricaud, “Retrievals of a size parameter for phytoplankton and spectral
light absorption by colored detrital matter from water-leaving radiances at SeaWiFS channels
in a continental shelf region off Brazil,” Limnology Oceanograph: Methods, Vol. 4, 237–253,
2006.

4. Gordon, H. R., O. B. Brown, R. H. Evans, J. W. Brown, R. C. Smith, K. S. Baker, and
D. K. Clark, “A semi-analytic radiance model of ocean color,” Journal of Geophysical Research,
Vol. D93, 10909–10924, 1988.

5. Kirk, J. T. O., “Spectral absorption properties of natural waters: contribution of the soluble
and particulate fraction to light absorption in some inland waters of south-eastern Australia,”
Australian Journal of Marine and Freshwater Research, Vol. 31, No. 3, 287–296, 1980.

6. Kutser, T., A. Herlevi, K. Kallio, and H. Arst, “A hyperspectral model for interpretation
of passive optical remote sensing data for turbid lakes,” Science of the Total Environment,
Vol. 268, 47–58, 2001, doi: 10.1016/S0048-9697(00)00682-3.

7. Morel, A. and B. Gentili, “Diffuse reflectance of oceanic waters. II. Bidirectional aspects,”
Applied Optics, Vol. 32, 6864–6879, 1993.

8. Prieur, L. and S. Sathyendranath, “An optical classification of coastal and oceanic water
based on the specific absorption curves of phytoplankton pigments, dissolved organic matter,
and other particulate materials,” Limnology and Oceanography, Vol. 26, 671–689, 1981.

9. Roesler, C. S., M. J. Perry, and K. L. Carder, “Modeling in situ phytoplankton absorption from
total absorption spectra in productive inland marine waters,” Limnology and Oceanography,
Vol. 34, No. 8, 1510–1523, 1989.



1796 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

Automatic Detection Algorithms for Oil Spill from Multisar Data

Maged Marghany and Mazlan Hashim
Institute for Science and Technology Geospatial (INSTeG)

Universiti Teknologi Malaysia, 81310 UTM, Skudai, Johore Bahru, Malaysia

Abstract— The main objective of this work is to develop comparative automatic detection
procedures for oil spill pixels in multimode (Standard beam S2, Wide beam W1 and fine beam F1)
RADARSAT-1 SAR satellite data that were acquired in the Malacca Straits using two algorithms
namely, post supervised classification, and neural network (NN) for oil spill detection. The results
show that NN is the best indicator for oil spill detection as it can discriminate oil spill from
its surrounding such as look-alikes, sea surface and land. The receiver operator characteristic
(ROC) is used to determine the accuracy of oil spill detection from RADARSAT-1 SAR data. In
conclusion, that NN algorithm is an appropriate algorithm for oil spill automatic detection and
W1 beam mode is appropriate for oil spill and look-alikes discrimination and detection.

1. INTRODUCTION

Synthetic aperture radar (SAR) has been recognised as a powerful tool for oil spill detection. SAR
data have unique features as compared to optical satellite sensors which makes the satellite partic-
ularly valuable for spill monitoring [1, 9, 13]. These features are involved with several parameters:
operating frequency, band resolution, incidence angle and polarisation [10, 12]. A dark oil spill spot
on the ocean can be viewed every 1 to 3 days by virtue of the variable RADARSAT-1 SAR beam
modes and their variable incidence angles, which are considered the most advantageous parameters
of RADARSAT-1 SAR data [5, 12, 20]. The contribution of this work concerns with comparison
between Mahalanobis classifier, and artificial intelligence techniques. In fact, previous work have
implemented post classification techniques [4, 16, 18] or artificial neural net work [19, 20–22, 24]
without comparing with other techniques.

2. COMPARATIVE ALGORITHMS

2.1. Mahalanobis Classification
Mahalanobis classification procedures were adopted. This algorithm is based on a correlation
between variables by which different patterns can be identified and analyzed. It is a useful way
of determining similarity of an unknown sample set to a known one. It differs from Euclidean
distance in that it takes into account the correlation of the data set and is scale-invariant, i.e., not
dependent on the scale of measurement [5]. Formally, the Mahalanobis distant of a multivariate
vector is given as:

DM(v) =
√

(v − µ)T S−1(v − µ). (1)

where V = (v1, v2, v3, . . . , vn)t from group of values with mean µ = (µ1, µ2, µ3, . . . , µn)t and S,
is covariance matrix. In order to apply Mahalanobis classification procedures to different remote
sensing data, let v be the feature vector for the unknown input, and let M1, M2 be the two classes:
oil spill, and look-alike. Then the error in matching v against Mj is given by [v−Mj ], the Euclidean
distance. A minimum-error classifier computes [v − mj ] for j = 1 to 2 and chooses the class for
which this error is minimum.
2.2. AI Techniques for Oil Spill Automatic Detection
Following, Hect-Nielsen [6] and Topouzelis et al. [22] the ANN’s and the pattern recognition (PR)
technique, feed forward network with back-propagation algorithm are used in this study for both
static and dynamic security assessment. For this application, a multi-layer feed forward network
with error back-propagation has been employed [2, 21]. The major steps in the training algorithm
are: Feed forward calculations, propagating error from output layer to input layer and weight
updating in hidden and output layers [20, 5]. Forward pass phase calculations are shown by the
following equations between input (i) and hidden (j) [14, 22].

θj =
1

1 + e(
P

j wijθi+θj)
. (2)

θk =
1

1 + e(
P

k wjkθj+θk)
. (3)
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where θj is the output of node j, θi is the output of node i, θk is the output of node wjk is the
weight connected between node i and j, and θj is the bias of node j, θk is the bias of node k. In
backward pass phase, error propagated backward through the network from output layer to input
layer as represented in Equation (2). Following Topouzelis et al. [22]. The weights are modified to
minimize mean square error (MSE).

MSE =
1
n

∑
n
i=1

∑
m
j=a(dij − yij)2. (4)

where dij is the jth desired output for the ith training pattern, and yij is the corresponding actual
output. More details of the mathematical procedure are available in Michael [14]. Finally, the
receiver-operator-characteristics (ROC) curve and error standard deviation are used to determine
the accuracy level of each algorithm has been used in this study. In addition, ROC and error
standard deviation was used to determine the accuracy of feature detections in RADARSAT-1
SAR data. These methods have been described [12].

3. RESULTS AND DISCUSSION

The output results of Mahalanobis classification with different RADARSAT-1 SAR mode data are
shown in Figure 1. Initial results indicate obvious discriminations between oil spill, look-alikes and
low wind zone. Figure 1(a) and Figure 1(c) show that the oil spill has a large contrast to the
gray-values of surrounding pixels. In fact, the surrounding areas are homogenous, with a constant
gray-level. It is the most powerful classification methods when accurate training data is provided
and one of the major widely used algorithms [4, 24].

(a)

(b)

(c)

Figure 1: Mahalanobis classifier. (a) Wide mode (W1), (b) standard mode (S2) and (c) fine mode (F1) data.
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It is clear that neural network algorithm is able to isolate oil spill dark pixels from the surround-
ing environment. In other words, look-alikes, low wind zone, sea surface roughness, and land are
marked by white colour while oil spill pixels are marked all black. Figure 2(b) does not show any
class presence or existence of oil spill event. Further, Figure 2 shows the results of the Artificial
Neural Net work, where 99% of the oil spills in the test set were correctly classified. Three scenes by
the leave-one-out method presented an exact classification of 99% for oil spills (an approach based
on multilayer perceptron (MLP) neural network with two hidden layers). The net is trained using
the back-propagation algorithm to minimize the error function. 99% of oil spills are automatically
detected using the leave-one-out method. This study agrees with study of Topouzelis et al. [22].

The receiver-operator characteristics (ROC) curve in Figure 3 indicates significant difference in
the discriminated between oil spill, look-alikes and sea surface roughness pixels. In terms of ROC
area, oil spill has an area difference of 20% and 35% for look-alike and 30% for sea roughness and
a ρ value below 0.005 which confirms the study of Marghany et al. [10, 11]. This suggests that
Mahalanobis classifier and neural net works are good methods to discriminate region of oil slicks
from surrounding water features.

Figure 4 shows that W1 mode data has lower persentage value of standard error of 15 percent
in comparison to F1 and S2 mode data. This means that W1 mode perform better detection of oil
spills than F1and S2 modes. In fact, the W1 mode showed steeper incident angle of 30◦ than the
S1 and S2 modes. The offshore wind speed during the W1 mode overpass was 4.11 m/s, whereas
the offshore wind speed was 7m/s during the S2 mode overpass. Wind speeds below 6m/s are
appropriate for detection of oil spill in SAR data [19]. Therefore, applications requiring imaging
of ocean surface, steep incidence angles are preferable as there is a greater contrast of backscatter
manifested at the ocean surface [10, 11].

This study does not agree with Fiscella et al. [4] and Marghany and Mazlan [13]. In fact, the
Mahalanobis classifier provides classification pattern of oil spill where the slight oil spill can distin-

(a)

(b)

(c)

Figure 2: Neural network for automatic detection of oil spill from (a) W1, (b) S2, and (c) F1 mode data.
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Figure 3: ROC for oil spill discrimination from look-alikes and sea surface roughness.

Figure 4: % standared error for different modes.

guish from medium and heavy oil spill pixels. Nevertheless, this study is consistent with Topouzelis
et al. [20–22]. In consequence, the ANN extracted oil spill pixels automatically from surrounding
pixels without using thresholding technique or different segemntation algorithm [13, 18, 19].

4. CONCLUSIONS

This study used two methods of post supervised classification (Mahalanobis Classification), and
neural network (NN) for oil spill automatic detection. The study shows in terms of ROC area, it
could be inferred that oil spill, look-alikes and sea surface roughness were perfectly discriminated,
as provided by area difference of 20% for oil spill, 35% look–alikes and 30% for sea roughness. In
conclusion, the ANN algorithms is an appropriate algorithm for oil spill detection and while the W1
mode is appropriate for oil spill and look-alikes discrimination and detection using RADARSAT-1
SAR data.
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Abstract— This paper presents work done to utilize RADARSAT-1 SAR data to reconstruct
3-D of coastal water front. Three algorithms of velocity bunching, Volterra and fuzzy B-spline are
used to reconstruct 3-D coastal front. The velocity bunching algorithm modeled significant wave
height, Volterra algorithm simulated coastal current movement while fuzzy B-spline implemented
the significant wave height to reconstruct 3-D coastal front. The study shows the significant wave
height varied between 0.7 m to 1.3 m across the front. The front is dominated by strong tidal
current that ranged between 0.9m/s to 1.5 m/s. This front occurred in water depth of 20 m.
Additionally, fuzzy B-spline reconstructed 3-D front with smooth graphic feature. Indeed, fuzzy
B-spline tracked the smooth and rough surface. Finally, fuzzy B-spline algorithm can keep track
of uncertainty with representing spatially clustered gradient of flow points across the front. In
conclusion, the fuzzy B-spline algorithm can be used for 3-D front reconstruction with integration
of velocity bunching and Volterra algorithm.

1. INTRODUCTION

3D reconstruction of natural phenomena plays tremendous role to understand a complex system
such as the dynamic processes of coastal waters [1–6, 24]. SAR images can sometimes be used to
interpret frontal dynamics, including growth and decay of meanders [9, 17–19]. Recently, Jiang
et al. [8] exploited various remote sensing data. Satellite images obtained from the Advanced
Very High Resolution Radiometer (AVHRR), the Moderate Resolution Imaging Spectroradiometer
(MODIS), the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) and RADARSAT-1 SAR S1 mode
data to study coastal water plume and front which is also captured in S1 mode data [9, 12]. In
this paper, we address how 3D front can be reconstructed from single SAR data (namely the
RADARSAT-1 SAR) using integration of Volterra kernel [7], velocity bunching [20–23] and Fuzzy
B-spline models [16–18].

2. 3-D FRONT RECONSTRUCTION PROCEDURES

There are three algorithms involved for 3-D front reconstruction; velocity bunching, Volterra and
Fuzzy B-spline. Significant wave heights are simulated from RADARSAT-1 SAR image by using
velocity bunching model. Fuzzy B-spline used significant wave height information to reconstruct
3-D front. Moreover, front flow pattern is modeled by Volterra model.

2.1. Velocity Bunching Model

The velocity bunching modulation transfer function (MTF) is the dominant component of the linear
MTF for the ocean waves with an azimuth wave number (kx). According to Alpers et al. [2] and
Vachon et al. [13, 20–24], the velocity bunching can contribute to linear MTF based on the following
equation

Mv =
R

V
ω

[
kx

k
sin θ + i cos θ

]
(1)

where R/V is the scene range to platform velocity ratio, which is 111 s in the case of RADARSAT-1
SAR image data, θ is RADARSAT-1 SAR image incidence angel (35◦–49◦) and ω is wave spectra
frequency which equals to 2Π/K. According to Vachon et al. [22] the significant wave height Hs can
be obtained:

Hs = 0.6(ρζζ)0.5

[
1 + θ2/4

R/V

]
T0 (2)

where θ is the RADARSAT-1SAR incidence angle and Equation (4) is used to estimate the signif-
icant wave height which is based on the standard deviation of the azimuth shift σ.
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2.2. Volterra Model
In refereeing to Ingland and Garello [7], Volterra series can be used to model nonlinear imaging
mechanisms of surface current gradients by RADARSAT-1 SAR image. As result of that Volterra
linear kernel is contained most of RADARSAT-1 SAR energy which used to simulate current flow
along range direction. In reference to Ingland and Garello [7], the inverse filter G(vx, vy) is used
since the kernel H1y(vx, vy) has a zero for (vx, vy) which indicates the mean current velocity should
have a constant offset [7, 15, 24]. The inverse filter G(vx, vy) can be given as

G(vx, vy) =
{

[H1y(vx, vy)]−1

0 If (vx, vy) 6= 0,
otherwise (3)

The range current velocity [23] Uy(0, y) can be estimated by

Uy(0, y) = IRADARSAT -1 SAR ·G(vx, vy) (4)

where IRADARSAT -1 SAR is the frequency domain of RADARSAT-1 SAR image acquired by applying
2-D Fourier transform on RADARSAT-1 SAR image.

2.3. Fuzzy B-splines Method
Fuzzy B-spline concept has adopted from Anile et al. [2] and Anile [1] which shows excellent 3-D
reconstruction stated by Marghany et al. [17]. Considering significant wave height modeled by using
velocity bunching and radar backscatter cross section across front, fuzzy numbers are created. Let
us consider a function f : h → h, of N [10] fuzzy variables h1, h2, . . . , hn. Where hn is the global
minimum and maximum values of significant wave heights. Additionally, the following must hold
for each pair of confidence interval which define a number: µ Â µ′ ⇒ h Â h′. The construction
begins with the same preprocessing to compress the measured significant wave height values into
an uniformly spaced grid of cells. Then, a membership function is defined for each pixel which
incorporates the degrees of certainty of radar cross backscatter. The 0 value suits to minimum
knowledge of significant wave heights, and 1 to the maximum of significant wave height. A fuzzy
number is then prearranged in the confidence interval set, each one related to an assumption level
µ [0, 1].

3. RESULTS AND DISCUSSION

The RADARSAT-1 F1 mode backscatter cross-section of front (Figure 1) has a maximum value of
−21.25 dB. It is known the maximum backscatter value of 0.33 dB is found across the brightness
frontal line. Moreover, the variation of radar backscatter cross-section is due to the current bound-
ary gradient. According to Vogelzang et al. [23], ocean current boundaries are often accompanied
by the changes in the surface roughness that can be detected by SAR. These interactions can cause
an increase in the surface roughness and radar backscatter [13, 17].

Figure 1: Backscatter variations in F1 mode data. Figure 2: 3-D front reconstruction with significant
wave height (Hs) and surface current variations
(Uy).
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(a) (b)

Figure 3: F1 mode data for (a) 3-D front and (b) coastal bathymetry.

Figure 2 shows 3-D front reconstruction with significant wave heights, and current variations
cross front. Figure 3 shows that significant wave variation cross front with maximum significant
wave height of 1.2m and gradient current of 0.9m/s. Clearly, 3-D front coincides with water depth
range between 10 to 20m (Figure 3). This indicates shallow water where the strong tidal stream
(Figure 2) that causes vertical mixing.

The visualization of 3-D front is sharp with the RADARSAT-1 SAR CHH band because of each
operations on a fuzzy number becomes a sequence of corresponding operations on the respective µ
and µ′-levels, and the multiple occurrences of the same fuzzy parameters evaluated as a result of the
function on fuzzy variables [2, 17]. In fact, the fuzzy B-spline depicts optimize a locally triangulation
between two different points [1, 4, 11, 14]. This corresponds to the feature of deterministic strategies
of finding only sub-optimal solutions usually which overcomes uncertainties. In this context, the
spatial cluster of gradient flow at each triangulation points can simulated (Figure 3). Consequently,
triangle-based criteria follow the rule of maximization or minimization, respectively, of the angles
of each triangle [14] which prefers short triangles with obtuse angles. Further, edge-based criteria
prefer edges are closely related. This study confirms the previous studies of Anile et al. [2]; Fuchs
et al. [14]; Marghany et al. [17]. Indeed, these studies have agreed that fuzzy B-spline algorithm is
an accurate tool for 3-D surface reconstruction from 2-D data.

4. CONCLUSION

In this study, three algorithms of velocity bunching, Volterra and fuzzy B-spline are involved to
reconstruct 3-D coastal front. The velocity bunching algorithm modeled significant wave height,
Volterra algorithm simulated coastal current movement while fuzzy B-spline implemented the sig-
nificant wave height to reconstruct 3-D coastal front. The study shows fuzzy B-spline reconstructed
3-D front with smooth graphic feature. In conclusion, the fuzzy B-spline algorithm can be used for
3-D front reconstruction with integration of velocity bunching and Volterra algorithm.
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Abstract— This work presents a new approach for 3-D object simulation using Differential
synthetic aperture interferometry (DInSAR). In doing so, new approach of using fuzzy B-spline
algorithm is implemented with phase unwrapping technique. Consequently, fuzzy B-spline is
used to eliminate the phase decorrelation impact from the interferograms. The study shows the
performance of DInSAR method using fuzzy B-spline is better than DInSAR technique which is
validated by a lower range of error (0.02± 0.21m) with 90% confidence intervals. In conclusion,
integration of fuzzy B-spline with phase unwrapping produce accurate 3-D coastal geomorphology
reconstruction.

1. INTRODUCTION

Interferometric synthetic aperture radar (InSAR or IfSAR), is a geodetic technique uses two or more
single look complex synthetic aperture radar (SAR) images to produce maps of surface deformation
or digital elevation [1–4]. Further, the precision DEMs with of a couple of ten meters can produce
from InSAR technique compared to conventional remote sensing methods. Even so, alternative
datasets must acquire at high latitudes or in areas of rundown coverage [6]. However, the baseline
decorrelation and temporal decorrelation make InSAR measurements unfeasible [5–11]. In this
context, Gens [12] reported the length of the baseline designates the sensitivity to height changes
and sum of baseline decorrelation. According to Roa et al. [7], uncertainties could arise in DEM
because of limitation InSAR repeat passes. In addition, the interaction of the radar signal with
troposphere can also induce decorrelation. This is explained in several studies [3, 8, 15].

A constant phase difference between the two images caused by the horizontally homogeneous
atmosphere was over the length scale of an interferogram and vertically over that of the topography.
The atmosphere, however, is laterally heterogeneous on length scales both larger and smaller than
typical deformation signals [9]. In other cases the atmospheric phase delay, however, is caused
by vertical inhomogeneity at low altitudes and this may result in fringes appearing to correspond
with the topography. Under this circumstance, this spurious signal can appear entirely isolated
from the surface features of the image, since the phase difference is measured other points in the
interferogram, would not contribute to the signal [3]. This can reduce seriously the low signal-to-
noise ratio (SNR) which restricted to perform phase unwrapping. Accordingly, the phases of weak
signals are not reliable. According to Yang et al. [11], the correlation map can be used to measure
the intensity of the noise in some sense. It may be overrated because of an inadequate number of
samples allied with a small window [9]. Weights are initiated to the correlation coefficients according
to the amplitudes of the complex signals to estimate accurate reliability [11]. The main contribution
of this study is to implement fuzzy B-spline with DInSAR technique. Three hypotheses examined
are: (i) Fuzzy B-spline which is based on triangle-based criteria and edge- based criteria can be used
as filtering technique to reduce noise before phase unwrapping; (ii) 3-D topography reconstruction
can be produced using satisfactory phase unwrapping by involving the fuzzy B-spline algorithm;
and (iii) high accuracy of deformation rate can be estimated by using the new technique.

2. DINSAR DATA PROCESSING

The DInSAR technique measures the block displacement of land surface caused by subsidence,
earthquake, glacier movement, and volcano inflation to cm or even mm accuracy [10]. According
to Lee [9], the surface displacement can estimate using the acquisition times of two SAR images
S1 and S2. The component of surface displacement thus, in the radar-look direction, contributes
to further interferometric phase (ϕ) as

φ =
4π

λ
(∆R + ζ) (1)
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where ∆R is the slant range difference from satellite to target respectively at different time, λ is the
RADARSAT-1 SAR fine mode wavelength which is about 5.6 cm for CHH-band. In practice, zero-
baseline, repeat-pass InSAR configuration is hardly achievable for either spaceborne or airborne
SAR. Therefore, a method to remove the topographic phase as well as the system geometric phase
in a non-zero baseline interferogram is needed. The three-pass approach has the advantage in
that all data is kept within the SAR data geometry while DEM method can produce errors by
misregistration between SAR data and cartographic DEM [9, 20]. However, this is not practical and
it is difficult to achieve from the system design for a repeat-pass interferometer. From Equation (1)
the displacement sensitivity of DInSAR is given as

∂φd

∂ζ
=

4π

λ
(2)

The phase difference and correlation coefficient of master and slave complex amplitude patches can
express as fuzzy B-spline by

Sp, q =

M∑
i=0

O∑
j=0

φ′Cijβi,4(p)βj,4(q)γ(j, k)

M∑
m=0

O∑
l=0

βm,4(p)βl,4(q)γ(j, k)
=

M∑

i=0

O∑

j=0

φ′CijSij(p, q) (3)

βi,4(p) and βj,4(q) are two bases B-spline functions, and {CijSij} is the bidirectionally control nets
with the curve points S(p, q) that are affected by {we(j, k)}. According to Yang et al. [9], the
weighted square error is defined as:

we(j, k) =
I∑

y=−1

I∑

x=−1

γ(j + y, k + x)|aI(j, k)x + bI(j, k)y + cI(j, k)− sI(j + y, k + x)| (4)

where γ(j, k) is the degree of the coherence, sI and I = (s,M) are donated both pixels’ locations at
j, k in slave and Master images while y, x donated the relative co-ordinates of adjacent pixel from
j, k and x, y ∈ {−1, 0, 1}. Finally, aI(j, k), bI(j, k) and cI(j, k) is the complex coefficients [15].

3. RESULTS AND DISCUSSION

Figure 1 shows the combination between coherence and the phase of the interferogram produced
from the RADARSAT-1 SAR F1 mode tandem pair of December 23, 2003, and March 26, 2005.

Figure 1: Combination between coherence and
phase of the interferogram produced from the
RADARSAT-1 SAR F1 mode tandem pair of De-
cember 23, 1999, and March 26, 2004.

Figure 2: 3-D fringes of deformation phase produced
from fuzzy B-spline of DInSAR.
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It in interest to find the interferogram fringes are corresponding with the high coherence area of
1, e.g., urban and sandy areas. In contrast, vegetation area and water zone of value less than 0.2
are coincided with absent of interferogram fringe absents. This occurs because of decorrelation. In
fact, the baseline decorrelation and temporal decorrelation make InSAR measurements unfeasible.

The topographic phase of Figure 3 was modulated into deformation of the interferomateric
phase of 3 November, 1999, 23 December, 2003 and March 26, 2005 to investigate deformation of
coastline geomorphology. This can be seen along the spit. The 3-D fringes are indicating the actual
pattern of deformation along the coastline specially the spit area (Figure 2). It is interesting to
find that the coastal geomorphology patterns have been exposed to tremendous changes since 1999
to 2005 (Figure 2). In addition, fuzzy B-spline able to produce fringe pattern in coastal water. It
may be these fringe patterns represent the direction of wave, current and wave-current interaction.
It is interesting to find that fuzzy B-spline can produce solid interferomatery and ocean dynamic
interferometry. In addition, Parviz [21] proposed new method name by Liqui-InSAR on aquatic
bodies in different locations all around the globe “the project C1P.8242” under the ESA affiliated
European Space Research Institute (ESRIN). Further, Parviz [21] can generate fringe patterns on
the water bodies with the temporal baseline of maximum 16 seconds. Nevertheless, fuzzy B-spline
generates DInSAR fringe patterns with a long temporal baseline. Moreover, the continues fringe
pattern from the land ocean show that the wide fringe patterns occurred on water body. This could
due to coastal hydrodynamic interaction between coastline, water flow from the mouth river and
ocean motion.

Figure 3 represents 3-D spit reconstruction using fuzzy B-spline with the maximum spit’s ele-
vation is 3 m with gentle slope of 0.86 m. Table 1 represents the bias (averages mean the standard
error, 90 and 95% confidence intervals, respectively. Evidently, the DInSAR using fuzzy B-spline
performance has bias of −0.05m, lower than ground measurements and the DInSAR method.
Therefore, fuzzy B-spline has a standard error of mean of ±0.034m, lower than ground measure-
ments and the DInSAR method. Overall performances of DInSAR method using fuzzy B-spline is
better than DInSAR technique which is validated by a lower range of error (0.02 ± 0.21m) with
90% confidence intervals.

Further, it can be noticed that fuzzy B-spline preserves detailed edges with discernible fringes.
Typically, in computer graphics, two objective quality definitions for fuzzy B-spline were used:
triangle-based criteria and edge-based criteria. Triangle-based criteria follow the rule of maximiza-

Figure 3: 3-D reconstruction of Spit using fuzzy B-spline algorithm of DInSAR.

Table 1: Statistical comparison between DInSAR and DInSAR-Fuzzy B-spline techniques.

Statistical Parameters
DInSAR techniques

DInSAR DInSAR-Fuzzy B-spline
Bias 2.5 −0.05

Standard error of the mean 1.5 0.034
90% (90% Lower Upper Lower Upper

confidence interval) 1.2 2.6 0.02 0.16
’95% (95% confidence interval) 0.98 2.35 0.03 0.21
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tion or minimization, respectively, of the angles of each triangle. The so-called max-min angle
criterion prefers short triangles with obtuse angles. Indeed, Figure 5 shows smooth interferogram,
in terms of spatial resolution maintenance, and noise reduction, compared to conventional meth-
ods [2, 5, 8, 10]. This result agrees confirms the studies of Anile et al. [13]; Marghany et al. [14];
Marghany and Mazlan [15].

4. CONCLUSIONS

This work has established the 3-D spit reconstruction from DInSAR using three C-band SAR
images acquired by RADARSAT-1 SAR F1 mode data. The fuzzy B-spline algorithm used to
reconstruct fringe pattern, and 3-D from decorrelate unwrap phase. The fringe pattern shows
the deformation of 0.4 cm along spit and 1.4 cm in urban area. In addition, the maximum 3-D
spit elevation is 3 m with the standard error of mean of ±0.034m. In conclusion, the integration
between the conventional DInSAR method and the FBSs could be an excellent tool for 3-D coastal
geomorphology reconstruction from SAR data the under circumstance of temporal decorrelation.
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Abstract— This paper deals with design and simulation analysis of a novel and compact
reconfigurable CPW fed slot antenna with frequency diversity. The basic antenna consists of
CPW fed slot antenna which operates at 5.8 GHz. The frequency reconfigurability is obtained by
connecting three slots through switches in basic antenna by using PIN diodes or RF MEMS. By
controlling the switches the antenna can be operated at six different frequencies namely 5.65 GHz,
5.3GHz, 4.42 GHz, 4.35 GHz, 3.95GHz, and 3.22 GHz which are suitable Wi-Fi, WiMAX, and
WLAN, RFID and other C-band applications. The compact aperture area of the antenna is
35mm×30 mm×1.5 mm and it is designed on a low cost FR4 substrate whose dielectric constant
εr = 4.3. The effect of antenna length, size, substrate, thickness, shape has been evaluated and
obtained good and acceptable 2D Radiation Pattern in elevation plane, gain, and efficiency.
Method of Moments based IE3D software has been used for simulations and the results are
presented.

1. INTRODUCTION

Antennas that can intentionally and reversibly change the distribution or character of their perfo-
rmance-governing electromagnetic fields are said to be reconfigurable antennas. These antennas
effectively allow the antenna volume to be reused as an antenna in a different form and this helps
in miniaturizing the entire device size [1]. Now a day’s radioelectronic systems employ multiple
antenna systems. Intelligent smart or adaptive antennas are the most suitable for today’s wireless
communication systems especially third and fourth generation systems. Instead of having multiple
antennas switched into multiple transceivers covering different frequency range, a single multi-
band tunable antenna set would provide reduction in size and minimize product complexity. The
idea of reconfigurable antennae is gaining great attention. As more wireless services are becoming
more common, the available radio spectrum is decreasing. Hence, it is not practical to dedicate one
antenna to each service; many of these services are ON at a time, while others may be required to be
available all the time. Many services means many antennas, and many standards means that more
antennas are needed in conventional case of multiple antennas while reconfigurable antennas use a
single antenna [2]. Reconfigurable Antennas commonly adapts their properties to achieve selectivity
in frequency, bandwidth, radiation pattern and polarization. These antennas are capable of multi-
band operation, adaptive beamforming, jamming/interference mitigation, polarization diversity,
low observability, and direction of arrival estimation [3].

Reconfigurable patch antennas are considered as promising paradigm for generating several an-
tenna modes using a single reconfigurable structure. The attraction of reconfigurable antennas
leads its introduction to applications such as military, besides commercial applications. Recon-
figuration of an antenna can be achieved through an intentional dynamic redistribution of the
currents of the antenna’s aperture. These changes are enabled through various mechanisms such
as switching, material tuning, and structural modifications [4]. The switching technology can be
implemented using PIN diodes, FETs which are classified as solid state switches. Recently due to
many attractive features of RF-MEMS over solid state switches, such as lower power consumption,
on resistance, insertion loss, parasitic capacitance and manufacturing cost, higher isolation, and
better intermodulation due to their linearity, RF MEMS switches are used in common.

Recently, the Co-Planar Waveguide (CPW)-fed antenna has been used as an alternative to
conventional antennae for different wireless communication systems due to its many attractive
features [5]. Miniaturization always indicates scientific progress. So efforts are always directed
towards reducing the size of the antenna. Another major drawback that prevails in the present
antenna systems is the frequency of operation. It is very important that the frequency of operation
of the antenna falls in the specific area of application.

The proposed reconfigurable antenna attempts to address these problems. In this paper, a brief
description of frequency reconfigurable antenna which includes antenna design and geometrical
layout is presented in Section 2 and finally the simulation results of return loss, radiation pattern
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are discussed in Section 3. Simulations are carried out using Zeland’s ‘Method of Moments’ based
commercial IE3D (Integral Equation 3-Dimensional simulator). IE3D simulator is preferred than
other RF CAD tools because of its high efficiency, high accuracy and low cost with windows based
graphic interface that allows interactive construction of 3D and multilayer metallic structures as a
set of polygons.

2. STRUCTURE AND DESIGN OF PROPOSED RECONFIGURABLE ANTENNA

The geometrical configuration of the proposed reconfigurable CPW fed patch antenna is shown
in Fig. 1. The designed antenna is etched on a single layer of FR4 dielectric substrate which is
35× 30mm2 in dimension. The antenna is symmetrical with respect to the longitudinal direction,
whose main structure is a T-shaped slot with Co-planar waveguide (CPW) feed line.The geometrical
parameters are adjusted carefully and finally the antenna dimensions are obtained as L1 = 30 mm,
L2 = 2 mm, L3 = 1.5 mm, L4 = 5 mm, L5=0.5 mm, L6=6 mm, W1 = 15.3mm, W2 = 3.6 mm,
W3 = 10 mm, W4 = 6 mm, εr = 4.3. The gap spacing between ground plane and CPW feed line is
g = 0.4mm. The thickness of the substrate is h = 1.5 mm.

Three switches are introduced in the structure namely S1, S2 and S3 which are connected
between four slots. Keeping switches in the structure means placing connection. In order to obtain
frequency diversity, the three switches are made ON and OFF in eight (2n where n = 3) different
combinations.

Figure 1: Geometry of the proposed reconfigurable antenna.

Figure 2: Comparison of return losses for various switch configurations.
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Figure 3: 2D elevation pattern at
5.8GHz.

Figure 4: 2D elevation pattern at
5.6GHz.

Figure 5: 2D Elevation Pattern at
5.3GHz.

Figure 6: 2D Elevation Pattern at
4.41GHz.

Figure 7: 2D Elevation Pattern at
4.32GHz.

Figure 8: 2D Elevation Pattern at
3.9 GHz.

3. INFERENCES FROM SIMULATED RESULTS AND DISCUSSIONS

To investigate the performance of the proposed antenna configurations in terms of achieving the
required results, a commercially available Moment Method based CAD tool-IE3D, was used for
required numerical analysis and obtaining the proper geometrical parameters as shown in Fig. 1.

The return loss for various switch configurations is compared in Fig. 2. The individual radiation
pattern which gives Eϕ polarization pattern in the elevation cuts (y-z plane and x-z plane) for
the antenna at different operating frequencies for different modes is also shown in Figs. 3–9. It is
observed from Fig. 2 that a return loss of −20 dB at 5.8 GHz with −10 dB band width of 1.52GHz
is obtained when all switches are OFF. This antenna is suitable for RFID/IEEE 802.11a WLAN
(5.725GHz–5.875 GHz). Applications. It depicts the return loss of −21.36 dB at 5.65 GHz with
−10 dB band width of 1.88 GHz is obtained when S1, S2 OFF and S3 ON. This antenna is suitable
for WLAN application. When S1, S3 OFF and S2 ON, a return loss of −21.55 dB at 5.3GHz with
−10 dB band width of 1.91 GHz is obtained and is suitable for WLAN application. It also shows
a −19.5 dB return loss at 4.42 GHz with −10 dB band width of 1.39 GHz with S1, OFF, S2, S3

ON. This antenna is suitable for C-band application. When switch S1 ON and S2, S3 are in OFF
condition, a return loss of −18.5 dB at 4.35 GHz with band width of 2.07 GHz is obtained. Return
losses of −22.26 dB and −20.34 dB at 3.95GHz and 3.22 GHz with −10 dB band width of 2.36 GHz
and 1.35GHz are obtained when switches S1, S3 are in ON and S2 in OFF condition; and S1, S2

ON and S3 are in OFF condition respectively. In all the modes desired antenna gain which is above
2 dBi and efficiency above 70% is obtained from simulation. The results are shown in Table 1.
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Figure 9: 2D Elevation Pattern at 3.22 GHz.

Table 1: Results.

Antenna Parameters Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7
Return Loss −19.9 dB −21.4 dB −21.5 dB −19.5 dB −18.5 dB −22.3 dB −20.3 dB

Operating Frequency 5.8GHz 5.65GHz 5.39GHz 4.42GHz 4.35GHz 3.9GHz 3.22GHz
Bandwidth 1.53GHz 1.88GHz 1.91GHz 1.4GHz 2.07GHz 2.36GHz 1.35GHz

Antenna Gain 2.75 dBi 2.72 dBi 2.65 dBi 5.29 dBi 3.12 dBi 2.1 dBi 3.64 dBi
Radiating Efficiency 70% 70% 71% 100% 70% 70% 93%

Application RFID WLAN WLAN C- Band Application

4. CONCLUSION

In this paper, a novel reconfigurable CPW fed slot antenna with frequency diversity is presented.
This antenna is compact in comparison to existing antennas. It operates at the frequency bands
5.8GHz, 5.65 GHz, 5.39 GHz, 4.42 GHz, 4.35 GHz, 3.95 GHz, 3.22 GHz which are all found suitable
for wireless communication applications such as WLAN, WiMAX, RFID, and typical C-band appli-
cations. When all switches are turned ON a dual band characteristic with return loss of −16.72 dB
at 6.68 GHz and −17.39 dB at 7.29 GHz; −10 dB band width of 408MHz and 225MHz are obtained.
In this case, cross polarization is greater than co-polarization. This mode is not suitable for any
practical application and hence not reported. The designed antenna meets the desired antenna
gain and efficiency at different operating frequency bands.
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Abstract— A new type of compact circularly polarized single feed microstrip antenna is pre-
sented. In order to achieve the specified characteristics Wallis sieve fractal geometry is employed.
Simulated results indicate that the proposed antenna gives a very good circular polarization with
minimum axial ratio very close to 0 dB at the center frequency of 2430MHz and impedance
bandwidth (at 10 dB reference) of 4.25%. The antenna provides almost constant gain of about
3.2 dBi over the frequency band of operation. This antenna can be used in WLAN, Bluetooth
and WiMAX, Wi-Fi etc at ISM band. The antenna can also be used for multiband opearation.

1. INTRODUCTION

Microstrip patch antennas are small size, low profile antennas. Circularly polarized microstrip
antennas find applications in different fields like WLAN, GPS, Mobile satellite, RFID applications
etc. It is required to design antennas with compact size without degradation in gain of the antenna
in the said applications. The circular polarization can be obtained by exciting two near degenerate
modes which are orthogonal to each other. The conventional method of getting circular polarization
is by the use of nearly square patch or square patch with diagonal slot. Those methods give 6 dB
axial ratio bandwidth not more than 1%. There are many methods reported in the literature with
single feed circularly polarized antennas using square patch. The first single feed CP antennas are
reported by P. C. Sharma and K. C. Gupta [2] using square patch with truncated corners and
square patch with inclined slot. But the obtained 6 dB axial ratio bandwidth is only 0.831% and
1.134% respectively with those antennas. M. L. Wong et al. [3] presented a different method to get
circular polarization mainly aiming for compact size by incorporating slots and adding tails to the
square patch. But with that method the impedance and 3 dB axial ratio bandwidths are 1.61% and
0.381% respectively. J. S. Rowand and C. Y. Ai [4] have proposed a compact design of single feed
circular polarized antenna by cutting a crossed slot on the circular patch backed by square shaped
ground plane with crossed slot. But the peak gain is very low which is in the order of 1.8 dBi and
3 dB axial ratio bandwidth is around 0.9%. M. Elsdon et al. [5] have published work on a single
feed star loaded patch antenna for circular polarization with 3 dB axial ratio bandwidth at 2.4 GHz
around 1.1%. The input impedance of the patch varies from 245 ohms to 705 ohms. Wen-Shyang
Chen et al. [6] have presented a novel compact circularly polarized square microstrip antenna. The
gain variation with that antenna is only 1.4 dBi to 3.5 dBi. Kin-Lu Wong and Jian-Yi Wu [7] have
proposed a single feed circularly polarized microstrip antenna by providing two pairs of narrow slits
in the x and y directions of the square patch. It is not clear whether the methods mentioned above
give 0 dB axial ratio at the center frequency.

However there is a need to design a circularly polarized antenna which provides 0 dB axial ratio
at the center frequency and should give at least 3 dB axial ratio bandwidth of 1%. Further the
antenna should be perfectly matched to the line. In the present paper a novel technique is used
to get circular polarization by the use of fractal antenna which not only has all the above qualities
but also compact in size.

2. ANTENNA GEOMETRY

The proposed wallis sieve fractal antenna to be operated at 2.5 GHz can be realized by introducing
slots on the square patch with size 6 × 6mm2 in iteration 1, 6 × 6mm2 and 2 × 2mm2 slots in
iteration 2. The generation of the fractal Antennas is shown in Figures 1–4. Two cases have
been considered in this paper: first one is linearly polarized wallis sieve fractal antenna and the
second one is circularly polarized antenna. The size of the patch is 36× 36 and is printed on RT
Duroid substrate of thickness 1.6mm with relative permittivity of 2.75. The antennas are simulated
using Zeland IE3D electromagnetic simulator. For linearly polarized case the antennas are with
transmission line feeding at point (−18, 0) and keeping electrical length constant in both sides. In
this case the behavior of the antenna for three iterations is studied. The geometries of the antenna
are shown in Figures 1–4. The resonant frequency of the antenna is changed from 2493 MHz to
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                            Patch       substrate

Ground plane

Probe feeding 

Figure 1: Basic microstrip antenna side view.

Figure 2: Iteration 0 antenna. Figure 3: Iteration 1 antenna. Figure 4: Iteration 2 antenna.

2374MHz when the iteration is changed from zero to two as shown in Figure 4. The resonant
frequencies for the different cases are given in Table 1. All the antennas are of 36× 36mm2 size.

A square patch antenna with same size operates at a frequency of about 2493 MHz. By intro-
ducing slots on the iteration 0 antenna at four corners the resonant frequency can be altered in
iteration 1, and for iteration 2. This is very useful in designing circularly polarized antenna with
probe feeding.

The proposed antenna with iteration 2 gives axial ratio at the center frequency very close to 0 dB,
the 3 dB axial ratio bandwidth of about 2% and 10 dB impedance bandwidth of 4.25%. Circularly
polarized wave can be obtained by simply changing the probe feeding point to the point (−8.5,
3.6). Right hand circularly polarized wave and left hand circularly polarized wave can be obtained
by simply changing the feed point to the opposite direction of the same point. The variation of
impedance, return loss and axial ratio, VSWR with frequency are shown in Figures 5–8 respectively.

2.1. Iteration 0 Antenna
This antenna is generally a microstrip patch antenna with size 36 × 36mm2, feeding line is a
microstrip line with size 9× 0.8mm2. A simple microstrip patch antenna is known as the iteration
0 of wallis sieve fractal. For iteration zero the basic formulas for determining the length and width
of a microstrip patch antenna are used. These formulas as in [1] are given below for ready reference.

W =
c

2f0

1√
εr + 1

(1)

L =
c

2f0

1√
εeff

− 2∆L (2)

∆L = 0.412h
(εeff + 3)(w

h + 0.264)
(εeff − 0.258)(w

h + 0.8)
(3)

∆L = 0.412h
(εeff + 3)(w

h + 0.264)
(εeff − 0.258)(w

h + 0.8)
(4)

where W is the width, L is the length, ∆L is the length reduced from the antenna to reduce fringing
effects, and εeff is the effective dielectric constant. Using the above equations and calculating at
an operating frequency of 2.493 GHz the length and width turned out to be 36mm × 36mm as
indicated in Figure 2.

2.2. Iteration 1 Antenna
This antenna is normally a microstrip patch antenna with size 36× 36mm2 and having four slots
with dimension 6 × 6mm2, feeding line is a microstrip line with size 9 × 0.8mm2 as appeared in
Figure 3.
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2.3. Iteration 2 Antenna
The antenna designed is a microstrip patch antenna with size 36× 36mm2 and having four bigger
slots with dimension 6 × 6mm2 and smaller slots with dimension 2 × 2mm2, feeding line is a
microstrip line with size 9× 0.8mm2 as shown in Figure 4.

2.4. CP Antenna
This antenna is formally a microstrip patch antenna with size 36× 36 mm2 and having four bigger
slots with dimension 6×6mm2 and smaller slots with dimension 2×2mm2, fed with probe feeding
at point (−8.5, 3.6) as depicted in Figure 4. The same antenna can be used for multiband operation
by changing the substrate relative permittivity to 4.7.

3. RESULTS AND DISCUSSION

All the discussed antennas are simulated using Zeland IE3D electromagnetic simulator. It is ob-
served from Figure 5 that as the iteration increases the resonant frequency is being shifted towards
left. Simulation results of CP antenna are shown in Figures 6–9, it can be seen in Figure 8 that axial
ratio is 0 dB at resonant frequency. The presented antenna can be used for multiband operation

Table 1: Resonance frequencies of the proposed antenna for different cases in linear polarization.

Antenna Iteration fo (MHz) Return loss (dB)
Antenna 1 Zero 2493 −23
Antenna 2 One 2420 −24
Antenna 3 Two 2374 −26

Figure 5: S11 Characteristics of linearly polarized Wallis sieve fractal microstrip antenna.

Figure 6: S11 characteristics of
CP antenna.

Figure 7: Variation of input
impedance with frequency of CP
antenna.

 

Figure 8: Axial ratio vs fre-
quency.
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CP 

L P 

Figure 9: Return loss of multiband antenna, after changing CP antenna relative permittivity to 4.7.

and has the nature of giving linear polarization at certain resonant frequencies, circular polarization
at other frequencies when changing the relative permittivity of substrate to 4.7. The multiband
antenna is operating at 1.9 GHz, 3.5 GHz, 4 GHz, 5.6 GHz, 6.3 GHz, 6.7GHz, 7.2GHz, 8.2GHz,
and 9.1GHz respectively. In the multiband operation case antenna is giving linear polarization at
3.5GHz, 4GHz, 6.3 GHz, 6.7GHz, 7.2GHz, and 9.1 GHz whereas it is giving circular polarization
at 1.9 GHz, 5.6 GHz, and 8.2 GHz.

4. CONCLUSION

A compact circularly polarized fractal microstrip antenna is presented. The antenna provides axial
ratio very close to 0 dB at the center frequency and operates over a band width of 2% (3 dB AR
bandwidth) and 10 dB impedance bandwidth of 4.25%. It is established that by using a fractal
wallis sieve geometry, it is simple and easy to design circularly polarized antenna.
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Flat Lens Based on Aperture-coupled-patch FSS with Four-pole
Resonance Behavior

Yu Wang, Hiroyuki Deguchi, and Mikio Tsuji
Department of Electronics, Doshisha University, Kyotanabe, Kyoto 610-0321, Japan

Abstract— A 24-GHz flat lens antenna based on aperture-coupled microstrip patch element
with four-pole resonance behavior is discussed in this paper. A novel and simple structure
of multiple-layered frequency selective surface (FSS) element is proposed for lens antenna use.
Features of design are discussed, and results for transmission coefficient magnitude and phase
against frequency are presented. The principle of design is explained and the measurement result
for the radiation patterns are also shown in this paper to confirm the theory.

1. INTRODUCTION

Reflectors and lens are the most commonly used high-gain antenna in many applications [1] They
can transform the spherical wave illuminated from a primary source (such as horn) into plane
wave. Although reflectors are very efficient radiators, high surface accuracy is required. The
traditional lens is similar to the lens used in optical fields. However, with the development of the
PCB technology, flat lens with advantages of easier fabrication, thinner structure and lower profile
are more possible to implement and can be a better alternative for the traditional ones. In this
paper, flat lens are discussed and designed. The concept of flat printed lens can be described as
follows. An inhomogeneous array of printed conducting elements serves as a filter to the incident
wave and exhibits total transmission at the resonance points. Inhomogeneous array is desired here
for compensating the phase-delay so that spherical wave can be transformed into plane wave.

A lot of reports about the research on flat lens antenna have been presented before. Some
structures have been proposed in these reports to control the phase shift, such as patches with
delay lines [2–4], multiple layered FSS [5], and coupled resonance element [6, 7]. In order to obtain
multiple poles in pass-band, a kind of element combining slots with aperture-coupled patches was
also presented previously [7].

In this paper, a kind of aperture-coupled patches element for a 24-GHz lens antenna use is
proposed. A four-pole characteristic in pass-band can be obtained in this design. The details of
design and results will be explained in the later section.

2. DESIGN PRINCIPLE

Figure 1 shows the typical system of flat lens antenna. As shown in Fig. 1, lens is a device
that transforms the spherical wave out of primary source into plane wave after the incident wave
transmitted through the lens surface. In Fig. 1, Ri is the distance between phase center of primary
source and i’th cell on the lens surface. F is the focal distance which is decided for edge level
less than −15 dB. The aperture-coupled patch array is called by “Antenna-Filter-Antenna (AFA)”
array in some papers, because the single cell of such array can be regarded as an aperture-coupled
patch antenna.

Figure 1: Lens antenna.
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In order to transform the incident wave, the phase differences between each cell on the lens
need to be compensated. The desired compensating phase of each cell can be obtained by Equa-
tion (1) [6]:

ϕi =
2π

λ0
(Ri − F )± 2πN + ϕ0 (1)

Here, ϕ0 is the phase of central cell on the lens, ϕi is the desired phase of i’th cell, N is a integer
number chosen here just to make sure that 0 < ϕi ≤ 2π.

A novel structure of aperture-coupled element is proposed in this paper for lens use, shown as
Fig. 2. The proposed element consists of three layers of metal surface and two layers of substrate.
Both of the two outside metal surfaces are made of four identical microstrip lines in the vertical
and horizontal direction respectively, and the inside surface is made of four identical slots etched
on a metal plane. The parameter ‘a’ in Fig. 2 is a scale parameter which is introduced to control
the phase of FSS.

The frequency response of the proposed structure is shown in Fig. 3. It can be observed from
Fig. 3 that a four-pole pass-band is obtained by using the proposed structure. The first and second
resonance points are generated by the coupled patches, and the third one is generated by the inside
slots. As for the fourth resonance point, it is a similar phenomenon to Fabry-Perot (FP) resonance
which is decided by the thickness and permittivity of substrate.

In order to compensate the phase differences between each region on lens, the unit cell should
be ranged in an inhomogeneous array. The scale parameter ‘a’ which is marked in Fig. 1 can be
used to control the transmission phase of each unit cell. When ‘a’ changes, the transmission phase
will shift equably in the frequency band, which is shown in Fig. 4.

(a) Coupled patches (b) Inside slots

Figure 2: Geometry of proposed FSS element.

Figure 3: Frequency response of proposed structure
(a = 1.08).

Figure 4: Transmission phase shift against scale pa-
rameter ‘a’.
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3. RESULTS FOR LENS ANTENNA

A 15 × 15 array which consists of the proposed element is used here to make up the lens antenna
working at 24 GHz, which is illustrated in Fig. 5. The total thickness of the lens is 2mm, and the
electrical parameter of substrate is: εr = 2.8, tan δ = 0.003. The focal distance F which is marked
in Fig. 1 is 108.2mm for edge level less than −15 dB. Then the desired phase of each cell can be
calculated by using Equation (1). The scale parameter ‘a’ is chosen from 0.87 to 1.13 for S21 larger
than −1 dB and S11 less than −10 dB at 24GHz. The phase shift at 24GHz ranges from −178.6
degrees to −467.2 degrees when the scale ‘a’ changes from 0.87 to 1.13.

(a) Coupled patches array (b) Inside slots array

Figure 5: Designed flat lens antenna (size: 135 mm× 135 mm).

(a) 23.5 GHz (b) 24 GHz

(c) 24.5 GHz

Figure 6: Measured radiation patterns.
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The measured results are shown in Fig. 6. The gain of the standard horn which is used as the
primary source is 15.7 dBi, 15.9 dBi and 16.1 dBi at 23.5 GHz, 24GHz and 24.5 GHz respectively.
After equipping the lens, the gain is increased to be 23.4 dBi, 22.8 dBi and 23.3 dBi at these three
frequency points. These results confirm the guess that the spherical wave front is transformed into
plane wave front so that the gain is enhanced.

4. CONCLUSION

A novel and simple aperture-coupled patch element with four-pole pass-band is proposed in this
paper. Ranging such proposed element in an inhomogeneous array can make up a lens antenna.
The detail design principle is explained and the results for the proposed FSS and lens antenna are
shown as well. More details will be explained in the presentation.
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Abstract— A series of characterization studies of physical and electromagnetic parameters has
been carried out and presented in this paper. This study is focused in improving the perfor-
mance of the bandwidth of reflectarray antenna element. The physical parameter is considering
investigation on a variation of gap sizes of the element while for electromagnetic parameters is
considering investigation on a variation of substrate thickness and its permittivity. Figure of
Merit used in this paper is the phase range and phase slope to analyze the practicality of the
element and the bandwidth performance. The FoM is according to the analysis from reflection
phase and return loss versus frequency responses graph. The element is designed using computer
software CST Microstripes namely concentric split ring square element. This element is the com-
bination of a conventional annular ring and a novel square ring element, with the introduction
of a gap into the element at TE direction. As the results, both physical and electromagnetic
parameters are affects the performance of both phase range and phase slope of the element.

1. INTRODUCTION

High gain antenna is an inevitable requirement for most communication systems applications,
especially for long distance communication [1]. Typically, high gain antenna used is a parabolic
reflector antenna where it has a very good performance in term of a wide frequency range, simple
geometry and mature design methodology. However, this type of antenna has some difficulties in
mounting to some applications besides of high cost development due to its bulky size, large in
mass and curvy reflector structure. Therefore, the reflectarray antenna has emerged around 1960s
to improve this problem by introducing the flat reflective surface, which still retains the ability
to operate as a high gain antenna [2]. This antenna consists of the order of microstrip elements
arranged in the configuration array and printed on a grounded substrate material. A feed antenna
is placed in the right distance in front of the reflector surface [3].

The key of the reflectarray antenna to perform as the parabolic reflector antenna is to ensure the
reflection of each element is able to reflect the incident energy with a modified phase to form the
planar phase front [4]. Reflectarray antenna has advantages of simple flat reflector structure, light in
mass, low manufacturing cost and easy mountable to most of communication application especially
in satellite applications. It only suffers one disadvantage of its narrow bandwidth which mainly
caused by two factors which is its microstrip reflector element and unequal distance between the
antenna feed to the antenna surface [5]. Recently, it is observed the limited bandwidth performance
is also much impressed of the substrate material properties such as thickness, permittivity and loss
tangent [6].

(a) (b)

Figure 1: Configuration of a concentric split ring square reflectarray element. (a) Top-view. (b) Side-view.
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This paper presents the investigation on the physical interpretation and electromagnetic param-
eters affects to the element performance in term of phase range and phase slope. The objective is
to increase the phase range and reduce the phase slope. Phase range is the stability of the reflection
phase when the element size is changed which the higher value gives more stability. While, the
small phase gradient improves the bandwidth performance according to the definition of a small
phase gradient gives the expansion of bandwidth [3]. The optimum phase range is observed to
be larger than 300◦ while the phase slope is less than 0.3◦/µm. Besides that, return loss is also
observed not to be more than 3 dB to respect the reflector concept of antenna [7, 8].

2. METHODOLOGY

The element developed in this study is a combination of a conventional annular ring and the novel
single square element with the gap introduction in the element at TE direction, as shown in Figure 1.
Single layer structure is used instead of multilayer configuration since it is less costly and simple in
design geometry [9].

Referring to Figure 1, I is defined as the length of the square hole, R is the square ring radius
and O is the outer ring radius. Meanwhile, g is the gap, a is the periodicity of unit element and
t is the thickness value of reflectarray antenna elements. This element is designed and analyzed
using computer software tool CST Microstripes. Dual element combination is intended to achieve
dual frequency operation, while the introduction of the gap is to improve the bandwidth perfor-
mance of the reflectarray antenna [10]. This paper is investigating the physical and electromagnetic
parameter including the gap sizes, substrate thickness and substrate permittivity.

In order to investigate the gap sizes variation, the value is analyzed at g = 0.14mm, g = 0.28mm
and g = 0.56mm. The value is selected referring to studies in [10]. This paper is to configure out
which size of gap is suitable for a concentric split ring square element. To study gap variation
value, the periodicity is fixed at 10 mm, substrate permittivity at 3.54 and substrate thickness at
1.524mm. While for investigation on thickness of substrate material variation, the thickness of the
element and ground plane is set at t = 0.1mm and t = 0.5 mm, respectively. The value of the
substrate thickness is determined and analyzed at three values of t = 0.764mm, t = 1.524mm and
t = 3.044mm. These values are chosen based on the RF35 thickness provided by the manufacturer
which is available in the lab. To study substrate thickness variation value, the gap is fixed at
0.28mm, the periodicity is fixed at 10 mm and the substrate permittivity at 3.54.

As stated in [11], dielectric of substrate material is one of the factors which affect the bandwidth
performance, which is said as the bandwidth of the reflectarray antenna can be increased by using
a suitable dielectric material. Generally, bandwidth performance is inversely proportional with
dielectric permittivity, as the higher value of dielectric degrades the bandwidth performance [11].
This paper presented investigation on substrate permittivity at fixed value of εr = 1.5, εr = 3.54
and εr = 10. The values of this study are randomly selected using RF35 material. To study
substrate permittivity variation value, the gap is fixed at 0.28 mm, the periodicity is fixed at 10mm
and the substrate thickness is fixed at 1.524.

For all these analysis of physical and electromagnetic parameter, the outer ring radius is fixed
at the value of 3.56 mm, outer ring width at 0.4 mm, square length at 3.06 mm, square ring radius
at 3.06mm and substrate loss tangent at 0.0018. The parameter studied in this paper is referring
to the graph of reflection phase versus frequency responses. The phase range and phase slope
performance is observed to be larger than 300◦ and lower than 0.3◦/µm, respectively. In this study,
radiation pattern, antenna gain or antenna loss is not analysed since this paper focused on the
initial performance of a novel unit cell element instead of a whole antenna.

3. RESULTS AND DISCUSSIONS

Figure 2 shows the analysis results of the gap sizes for a concentric split ring square reflectarray
element. Referring to Figure 2, the larger size of gap, g = 0.56mm shows a smooth phase curve
with a less steep phase slope that will provide improvements to the bandwidth.

Return loss shown in Figure 2(b) is the lowest with the value of 0.47 dB only for larger size of
gap, in line with the less slope phase curve. While, return loss value is increasing for the smaller
gap size as g = 0.28mm, return loss is observed at 0.65 dB and for g = 0.14mm, return loss is
0.8 dB. The larger value of return loss will degrade the reflection performance, which leads to the
smaller bandwidth [6]. The smaller gap size is also results in difficulties of fabrication process.
However, the phase range is reduced for larger gap size compared to the smaller gap size, where the
larger phase range is a needed in practicality of a reflectarray element. Therefore, g = 0.28 mm was
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(a) (b)

Figure 2: Frequency responses of a concentric split ring square element for gap analysis.

(a) (b)

Figure 3: Frequency responses of a concentric split ring square element for substrate thickness analysis.

Table 1: Gap size analysis.

g (mm) Frequency (GHz) Return Loss (dB)
0.14 17.5 0.80
0.28 18.3 0.65
0.56 19.5 0.47

chosen as the gap size since it provides optimum performance for both phase range and phase slope.
Table 1 summarizes the analysis of variation gap sizes observed at second resonant frequency.

Figure 3 shows the analysis results of the substrate thickness for a concentric split ring square re-
flectarray element. Referring to Figure 3, the thicker substrate produces a lower resonant frequency
while the thinner substrate operates at higher resonant frequency.

Figure 3 shows three thickness value that have been analysed and it is shown that the thicker
substrate gives the less steep phase slope which provides improvements in bandwidth performance.
However, the phase range is also reduced due to the high loss in the substrate. It is observed
that the thinner substrate, t = 0.764mm will result in sudden changes to the phase around the
resonant 14.7GHz and slow around the element size is too small and too large. This abrupt
changes cause the distribution phase becomes very sensitive to fabrication errors. Thus, substrate
thickness t = 1.524 mm was chosen as the optimum thickness at both phase range and phase slope
performance. The return loss is observed at the value of 0.2 dB. This value is small and respects the
reflector concept of reflectarray antenna. Table 2 summarizes the analysis for substrate thickness
studies.
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(a) (b)

Figure 4: Frequency responses of a concentric split ring square element for substrate permittivity analysis.

Table 2: Substrate thickness analysis.

t (mm) Frequency (GHz) Return Loss (dB)
0.764 14.6 0.8
1.524 13.5 0.2
3.044 11.1 0.1

Table 3: Substrate thickness analysis.

εr Frequency (GHz) Return Loss (dB)
1.5 18.6 < 1
3.54 13.5 < 1
10 8.6 4

Figure 4 shows the analysis results of the substrate permittivity for a concentric split ring square
reflectarray element. It is shown in Figure 4 that the substrate with high permittivity (εr = 10)
produce a high gradient phase and reduce its bandwidth performance. This high permittivity leads
to more reflection in microwave energy which causes high reflection loss. This can be proved from
Figure 4 where εr = 10 gives the highest reflection loss of up to 4 dB at second resonant frequency
compared to the lower permittivity which have smaller value of reflection loss which less than 1 dB.
This high loss will degrade the reflector performance of the reflectarray antenna element.

However, the smaller value of permittivity leads to phase error where the maximum phase error
occurs because of inability to give a phase range of 360◦. Therefore εr = 3.54 was chosen as the
nominal permittivity for giving optimum performance of large phase range (> 300◦) and phase slope
(< 0.3◦ µm), with return loss value less than 1 dB. Table 3 summarizes the analysis on permittivity
changes of substrate material.

4. CONCLUSIONS

Analysis physical and electromagnetic parameters of a reflectarray antenna element namely concen-
tric split ring square have been carried out in this paper. The result shows that a right design and
parameterization procedure will improve the bandwidth performance and practicality factor in term
of phase slope and phase range. Analysis carried out shows the suitable gap size is g = 0.28mm,
thickness of a suitable substrate for the antenna element developed is t = 1.524mm while its
permittivity εr = 3.54 for a concentric split ring square reflectarray element.
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Abstract— A novel design of dual-feed single-element antenna for 4G multiple input-multiple
output (MIMO) terminals is proposed and analyzed in this paper. The antenna consists of a
radiating patch which is fed by two input ports. The proposed antenna is a promising candidate
for MIMO systems. With the presence of the crossover, the signal from the left port will excite
for the right part of antenna and vice versa. The antenna shows high performance such as good
isolation less than −15 dB GHz, return loss less than −10 dB in the frequency band ranging from
1.92GHz to 2.17 GHz, covering the UMTS IMT band for 3G/4G wireless communications.

1. INTRODUCTION

In recent years, the growing demand for wireless multimedia applications has motivated the devel-
opment of broadband wireless-access technologies. The IEEE 802.16m and 3GPP LTE-Advanced
are the two evolving standards targeting 4G wireless systems. In the standards, MIMO antenna
technologies play an essential role in meeting the 4G requirements. The application of MIMO
technologies is one of the most crucial distinctions between 3G and 4G. A large family of MIMO
techniques has been developed for various links and with various amounts of available channel state
information in both IEEE 802.16e/m and 3GPP LTE/LTE-Advanced [1–3]. Due to limited spec-
trum resources, MIMO techniques are paramount for achieving the minimum target cell spectral
efficiency, peak spectral efficiency and cell edge user spectral efficiency defined by the ITU [4].
Therefore, a lot of researches has been made in the design of MIMO antennas [5–7]. In this paper,
we propose a model of MIMO antenna with a new feeding structure. The proposed antenna is
designed operating in the UMTS IMT frequency band. The resonant frequency of antenna can be
controlled by adjusting the length of the radiating patch of antenna. Due to the radiating patch is
fed by two input ports, two different modes are excited. Each mode will produces separate radia-
tion pattern; therefore, the diversity for the antenna was achieved. In this model, the crossover is
connected to the radiating patch to form MIMO antenna as a novel cross-fed method. Details of
the proposed antennas are described and studied.

2. ANTENNA DESIGN

2.1. Structure of Antenna
Our proposed MIMO antenna is shown in Fig. 1. The antenna has an area of 64.2×88.4mm2 and is
printed on a low-cost FR4 substrate with a relative permittivity of 4.4, thickness of 1.6mm and loss
tangent of 0.02. In order to produce a compact antenna, we use the planar-monopole technology

(a) (b)

Figure 1: Configuration of proposed antenna: (a) top view, (b) bottom view.
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to achieve a compact antenna size for applications in small wireless devices. The antenna consists
of a radiating patch with two broken lines at two ends. To achieve good impedance matching,
the distance between the radiator patch and the ground plane (L9) is set to 5 mm, the length of
the radiating patch (W4) is set to 57.8 mm and the width of the feed line (W1) is set to 3 mm.
In addition, a crossover is embedded as feeding part of the antenna. With the presence of the
crossover, the signal from the left port will excite for the right part of antenna and vice versa. The
dimensions of the antenna are optimized using computer simulation with detailed values listed in
Table 1.

3. DESIGN OF ANTENNA

This section is aim to analyze in detail the design process of the here proposed antenna in the two
following steps: firstly, the crossover is designed to operate in the band of UMTS IMT, the second
work is the design of radiating patch of antenna, and the crossover connected to the radiating patch
to form MIMO antenna with novel cross-fed method.

Firstly, the crossover coupler was designed, as shown in Fig. 1(a). The crossover is a symmetrical
four port network with two inputs and two outputs. Theoretically, the conventional crossover can
be achieved by connecting two 90◦ hybrids; therefore, this crossover is designed by the two 50 Ohm
parallel arms and the middle of the structure is placed by a single 25 Ohm line. The perfect
design of crossover is accomplished if the adjacent ports are isolated. It means that when one
input, i.e., port 1 is fed, the electric current flowing through crossover coupler will go out via
port 3 and vice verse [8, 9]. Practical results, however, showed that it is difficult to achieve the
desired requirements in all of frequency band of UMTS system with the conventional crossover,
as shown in Fig. 2. Because the structure of crossover includes some bends; therefore, the signal
will be changed phase and magnitude when passing this bends. To overcome this limitation, a
novel crossover with I-shaped Defected Ground Structure (DGS), Fig. 1(b), is introduced as the
effective solution [10, 11]. The I-shaped DGS acts as a LC filter to collect energy, so when port (1)
is fed, the signal will be cancelled at port (4) and vice versa, as plotted in Fig. 3. The adjusting of
the dimensions of I-shaped DGS will affect the operation of S-parameters. From Fig. 4 it can be
seen that S-parameters achieve the optimum values at W8 = 6mm, W9 = 2 mm, L10 = 5 mm and
L11 = 2 mm.

The work is the design of radiating patch of antenna with the connected crossover. The idea is

Table 1: Optimized parameters of antenna (mm).

Ws W1 W2 W3 W4 W5

64.2 3 5.1 8.2 57.8 12.8
W6 W7 W8 W9 h λgs/4
20.2 3 6 2 1.6 23.2
L1 L2 L3 L4 L5 L6

11.2 65.4 3 5.51 5.98 4
L7 L8 L9 L10 L11 Ls

19 4.6 5 5 2 88.4
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Figure 2: S-parameters of conventional crossover.
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Figure 3: Surface current distributions at 2.05GHz.
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Figure 4: S-parameters of novel crossover after adjusting the dimensions of the I-shaped DGS. (a) W8 =
10mm, W9 = 4 mm, L10 = 5 mm, L11 = 2mm. (b) W8 = 6 mm, W9 = 1mm, L10 = 5 mm, L11 = 2mm. (c)
W8 = 6 mm, W9 = 2mm, L10 = 5 mm, L11 = 2 mm.
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Figure 5: (a) Return Loss and (b) S12 & S21 of antenna after adjusting
the length of radiating patch.
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Figure 6: S-parameters of pro-
posed antenna diagram.

to use isolated mode antenna technology — “iMAT” [12] as mean of reducing dimension of antenna
and mutual coupling between ports. With the radiating patch of antenna is fed at two different
locations, two different modes are excited, which are independent of each other. Each mode will
produces separate radiation pattern, the diversity for the antenna was achieved. Thanks to this
characteristic, the antenna is a promising candidate for MIMO system. With our proposed antenna,
the length of radiating patch determines the resonant frequency of antenna, simultaneously also
influences the isolation of two ports. In order to get a graph with the resonant frequency at
2.05GHz, the length of radiating patch (W4) is set to approximately 57 mm. Fig. 5 show the
results of various S-parameters simulations and the optimum results are expressed in Fig. 5(c).
The antenna can work well in the band covering from 1.92 GHz to 2.17 GHz, defined as return loss
(S11 & S22) less than −10 dB, and the transmission coefficients of two ports are much below the
threshold (−15 dB) with W4 = 57.8mm. Moreover, the antenna consists of a radiating patch with
two broken lines at two ends which significantly reduce antenna size. Therefore the total dimension
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Figure 7: Simulated radiation pattern of proposed antenna.
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Figure 8: Radiation pattern of proposed antenna in x-y plane (E plane).

of antenna is 88.4 × 64.2mm, allowing the antenna to be integrated into electronic devices, e.g.,
PDA, laptop.

4. RESULTS AND DISCUSSIONS

Figure 6 shows the simulated S-parameters of the proposed antenna. The antenna maintained
the band performance from 1.87 GHz to 2.25 GHz with return loss less than −10 dB, covering the
entire UMTS IMT frequency band. In addition the transmission coefficients of two MIMO models
are below the threshold (−15 dB) for all the operating frequency bands. This indicates that the
MIMO model can work well in the UMTS IMT band. The simulated radiation patterns in the E
(x-y) and the H (x-z) planes at 1.92 and 2.05GHz are shown in Figs. 7(a)–(b), respectively. The
antenna displays good omni-directional radiation patterns in the H-plane. Finally the simulated
radiation patterns in the E (x-y) planes at 1.92, 2.05 and 2.17 GHz when the antenna is fed each
port in turn are shown Fig. 8. The far-field pattern differences due to separate port excitation are
generally expected to provide an improvement in signal independence by sampling different spatial
channels. The iMAT approach relies on the electromagnetic modal distribution to achieve isolation,
and therefore the frequency at which the modes are supported results in improved isolation as well
as high-radiation efficiency as resonance is approached.

5. CONCLUSION

In this paper, a dual-feed, single element antenna for 4G MIMO terminals has been proposed. Based
on the isolated mode antenna technology, MIMO configuration is achieved with good properties,
i.e., high isolation and compact size. Moreover the crossover is connected to the radiating patch
to form MIMO antenna with novel cross-fed method. This antenna can operate in the UMTS
IMT band spreading from 1.92 GHz to 2.17 GHz frequency band. Simulated results show great
performance of the proposed antenna. Due to the total dimension of antenna is 88.4 × 64.2 mm,
the antenna can be integrated into electronic devices, e.g., PDA, laptop.
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Circularly Polarized Multiband Microstrip Antenna Using the
Combination of Novel Fractals
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Abstract— In this paper, by computer simulation, it is demonstrated that multiband opera-
tion with circular polarization of radiation may be achieved by the combination of square and
Giusepe Peano fractal geometries realized on a two layer microstrip antenna. The antenna feed
is designed by an electromagnetic coupling system. The proposed antenna configuration also
achieves some degree of miniaturization, which makes it suitable for wireless applications. The
antenna characteristics, such as return loss, axial ratio and radiation patterns achieved by the
proposed structure attest to its effectiveness as a mobile radiator.

1. INTRODUCTION

If the antenna dimensions are smaller than a quarter wave length, they become impractical. How-
ever, the utilization of fractal geometries may makes the effective electrical length of antennas longer
and actually make them multiband. Consequently, a self-similar geometry which includes several
copies of itself with different proportional sizes inside its structure, has an inherent frequency inde-
pendent characteristics or at least a multi-frequency property [1–3]. The property of self-similarity
of fractal geometries is used to achieve multiband operations [4]. Utilization of fractal geometries
is one of the best methods for their miniaturization. Since the fractal structures are generated
by a recursive process, they can produce a very long length or a wide surface area in a limited
space [5–10].

In this paper, a multiband antenna is introduced using the novel square and Giusepe Peano
fractals. It is designed for operation in the following bands: Global positioning system L1 (GPS
1.575GHz); Hiper-Lan2 (High Performance Radio Local Area Network Type2) in the band 2.12–
2.32GHz; IEEE802.11b/g in the band from 2.4 to 2.484GHz, which is one of the WLAN bands
and IMT advanced system or forth generation (4G) mobile communication system in the band
4.6–5.2GHz. We investigate the miniaturization and multibanding properties of the square fractal
microstrip patch antenna. We also study the radiation properties of the combination of square and
Peano fractals for the microstrip patch antenna with electromagnetically coupled feed systems. The
miniaturization, multibanding and circular polarization of the proposed fractal antenna is verified
by the simulation results.

2. SQUARE FRACTAL MICROSTRIP PATCH ANTENNA

Consider the square fractal geometry in Fig. 1, where the initiator, first and second iterations
are shown. We compare the radiation properties of the initiator and first iteration, where the
parameters are selected as a = 2.3 mm and k2 = k1 = 2.5 for the resonance frequency of about

Figure 1: Configuration of the square fractal geometry.
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2.45GHz. We select the substrate FR4 with dielectric constant εr = 4.4, height h = 1.6mm and
loss tangent tan δ = 0.02.

We use the HFSS12 software for the computer simulation. The antenna feed is designed through
an electromagnetic coupling system. The width of feed line is designed for 50 Ω by the TXLINE
software.

Figure 2: Initiator and generator of the Giusepe Peano fractal.

Figure 3: Implementation of the Peano fractal to the edges of square patch up to the second iteration.

Figure 4: The proposed combination of square and Giusepe Peano fractal.
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Figure 5: Reflection coefficient at the antenna feed point across the whole frequency band.

(a) (b)

(c)

Figure 6: Axial ratio of the antenna at three frequency bands a) 1.5GHz; b) 2.5 GHZ; c)4.9 GHz.

3. COMBINATION OF THE SQUARE AND GIUSEPE PEANO FRACTALS

Consider the initiator and generator of the Peano fractal as shown in Fig. 2. Application of such a
fractal generation to the edges of square patch up to the second iteration is drawn in Fig. 3. Such
a fractal structure up to the first iteration is shown in Fig. 4. It consists of two layers. The lower
substrate is Rogers RT/Duroid 5880 (with εr = 2.2, h = 1.524mm and tan δ = 0.0009) and the
upper substrate is FR4 (with εr = 4.4, h = 1mm and tan δ = 0.02). The feeding system is by
electromagnetic coupling through a microstrip line on the lower substrate and the fractal patch is
placed on the upper one.

For the generation of circular polarization, a perturbation of electrical length is produced on the
two perpendicular edges of the square patch, which are in the form of Giusepe Peano fractals. The
aim is to excite two orthogonal modes with a phase difference of 90◦. The perturbations on the
lengths of fractal edges on the outer square, namely S1, S2 and L1 and those on the inner square,
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namely S1/k1, S2/k1 and L1/k1, are made for the generation of circular polarization in the first and
also second and third bands, respectively. These parameters are optimized for the achievement of
axial ratio AR < 3 dB. The other parameters of structure are optimized for the desired impedance
matching. The first and second resonance frequencies determine the length of outer and inner
square sides (a1 and a3), respectively. The optimized values of parameters are given below:

a1 = 30 mm, a2 = 15 mm, a3 = 10 mm,

a4 = 5 mm, s1 = 4.3mm, s2 = 3.9mm, L1 = 1.7 mm

The size of the inner fractal teeth are one third (0.33) that of the outer one. The width and length
of the feed line are 3.4 mm and 38mm, respectively.

The simulation results are compared in the following figures. The reflection coefficient (as S11)
at the antenna feed point across the whole frequency band is drawn in Fig. 5. Observe that the
resonance frequency of the first iteration fractal antenna is actually 200MHz lower than that of the
corresponding simple square patch. Consequently, it is shown that some antenna miniaturization
is achievable by the proposed fractal antenna. The bandwidth at the first resonance frequency
(1.5GHz) is 40 MHz, that at the second one (2.5 GHz) is 900 MHz and that at the third one
(4.9GHz) is 310 MHz. The circular polarization of radiation pattern is obtained by different lengths
of teeth on the perpendicular sides of the square fractal (namely S1 and S2 in Fig. 4), which produce
two orthogonal modes with 90◦ phase difference. The axial ratio of the antenna is drawn in Fig. 5.
The bandwidth of circular polarizations at the first, second and third bands are 30, 40 and 50 MHz,
respectively. The measurement of radiation patterns in the E- and H-planes for the first, second
and third bands are drawn in Fig. 7. The gain of the fractal antenna versus frequency across the
operating bands is drawn in Fig.8, which is quite good.

(a) (b)

(c)

Figure 7: Radiation patterns in the E- and H-planes at three frequency bands a) 1.5 GHz; b) 2.5 GHZ; c)
4.9GHz.
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Figure 8: The gain of the fractal antenna versus frequency in all application bands.

4. CONCLUSION

In this paper, a microstrip antenna is proposed as a combination of square and Giusepe Peano
fractals, which may produce three distinct frequency bands of operation with circular polarization.
The antenna achieves some degree of miniaturization. Simulation results of the proposed antenna
for the return loss, axial ratio and radiation patterns attest to the effectiveness and suitability of the
proposed fractal antenna for wireless applications. The Giusepe Peano fractal geometry proposed
for the microstrip antenna produces radiation characteristics with lower number of iterations than
those obtained by other fractals with higher number of iterations, and also achieves better antenna
miniaturization.
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Abstract— In this paper, an approximate model of the rectangular dielectric resonator antenna
fed by microstrip slot coupled is presented. The equivalent model will be based on the input
impedance of the antenna sub-elements. Since the antenna sub-elements impedances are functions
of relative dimensions, the resonant frequency can be predicted using this model. The validity
of the modeling is supported by comparing the values of the return losses measured of antenna
geometry using computer simulation technology (CST) against those obtained by proposed model
using Agilent advanced design system (ADS).

1. INTRODUCTION

Since the dielectric resonator antenna (DRA) was introduced by Long et al. in 1983 [1], over the past
few years, considerable attention has been directed towards the development of analysis techniques
capable of dealing with these antennas. These antennas show the benefits of light weight, small size,
low cost, ease of excitation and the deficiency of conduction losses in the resonator [2]. Moreover,
various antenna features such as input impedance, bandwidth, and radiation patterns can be easily
regulated by varying the antenna specifications and feed mechanism.

Normally, the dimensions of the individual DRs are determined using the equations in [3, 4]. In
this paper, a simple approximate model based on the input impedance of the antenna is presented.
The equivalent circuit of the structure is given and calculations for the determining its elements
impedance are outlined. The approach is particularly useful for fast evaluation of the rectangular
DRA fed by microstrip slot coupled resonant frequency.

2. MODELING

In most designs, the dimensions of the rectangular DRA determined by using the Equation (1)
stated in [4] by an iterative manner:

εrk
2
o = k2

x + k2
y + k2

z (1)

where: ko = 2π
λo

= 2πfo

c , is the free-space wave number, kx = mπ
a , propagation number in X

direction, ky = nπ
b , propagation number in Y direction.

The aim of analyzing the input impedance of the proposed antenna is to ensure the dimensions
of the DR at a certain frequency. The first step used in the experiment was to model the DR with
a RLC network. The formulas used to represent a resonator as parallel resonant circuit can be
found in [5], when the resonator is coupled to the excitation source.

Rr =
2n2z0s11

1− s11
, (2a)

Cr =
Q0

ω0Rr
, (2b)

Lr =
1

Crω0
. (2c)

It was mentioned in [5] that the value of Rr can be chosen since the value of Rr plays an important
role in determining the values of Cr and Lr. Thus, finding a suitable value of Rr in order to obtain
reasonable Cr and Lr values is a complicated process. Agilent advanced design system (ADS)
program was used to build the model and extract the optimum values of RLC at a specific resonant
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Figure 1: Equivalent circuit of microstrip slot coupled DR.

frequency, while a Matlabr program was developed to analyze values of RLC which related to DR
at that resonant frequency. The factor n in Equation (2a) represents the coupling between the DR
and excitation source which plays an important role to determine Rr and, later on, CrLr.

The second step is to find the input impedance of the slot. From transmission line theory, the
slot impedance Zs is given by:

Zslot = Zc
2R

1−R

where R is the voltage reflection coefficient.
But when the transmission line is terminated by a stub length λg/4 (i.e., antinode), one simple

computes the input impedance under the infinite line assumption and this result is added as series
reactance, X = −jZc cot (βfLt) and thus the total impedance is:

ZSlot + X (3)

where: Zc is the characteristic impedance of the transmission line [6]. ZSlot can be calculated using
the program in [7].

The third step was to find the input impedance of the microstrip line. At the antinodes points,
the input impedance is high resistance, hence the line acts as a parallel resonant circuit. As
demonstrated in [8], the input admittance Ym is equal to Grm + jBm where Grm is the equivalent
radiation conductance and Bm is the susceptance of the fringing field capacitance of the microstrip.
The expressions of Grm and Bm are:

Grm =
160π2h2

Z2
cmλ2

0εcm
, (4a)

Bm = ωCl, Cl =
leqC

√
εcm

Zcm
(4b)

where: h Substrate height, Zcm Characteristic impedance of the microstrip, εcm Effective dielectric
constant, leq, Equivalent extra length of microstrip, C Velocity of light.

The last step was to transform the impedance of the slot along the microstrip line. The mutual
inductance between the microstrip and the slot is:

M = (µ0Ws/2π) ln (sec θ0) , θ0 = arctan (Ls/2h) (5)

Since every antenna impedance function has an equivalent circuit in Darlington form, Figure 1
shows the equivalent input impedance circuit of a single DR microstrip slot coupled presented in
Darlington form.

3. RESULTS AND DISCUSSIONS

First Antenna was modeled into its equivalent model in ADS and then antenna geometry was built
in CST in as in Figure 2. Using the dimensions and relative permitivities stated on Figure 3, the
equivalent impedance circuit over a substrate of permittivity equals to 3.38 with the dimensions of
the slot to be 8mm in length, 1mm in width, the impedances of the microstrip, slot and coupling
between them can be calculated using Equations (3), (4a) (4b) and (5) mentioned in Section 2. The
DR RLC network, representing the DR, can be tuned with the help of ADS to make the antenna
resonate at a certain frequency. Since the value of Rr plays a role in determining Cr and Lr,
55Ohm was chosen because reasonable and realistic Cr and Lr values could be achieved. Then, by
solving Equations (1) the dimensions of the DRA were found to be 8 mm (width), 14mm (length),
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Figure 2: The dimensions of the antenna (DR height = 8) [all dimensions in mm].

Figure 3: Simulated Return loss in ADS model
and antenna in CST.

Figure 4: Simulated E-plane radiation pattern of an-
tenna in CST.

Figure 5: Simulated gain of antenna in CST.

and 8 mm (height), then the values of R, L and C calculated using Equations (2a), (2b) and (2c).
As stated earlier the validity of the proposed model judged by comparing the resonant frequency
from antenna geometry using CST and antenna equivalent model using ADS, Figure 4 shows the
return loss for model and structure. A good agreement between both results was achieved.

The validity of the modeling is judged by comparing the values of the return losses obtained using
computer simulation technology (CST) against those obtained theoretically. The ADS simulation
and CST simulation results for the input return loss are given in Figure 3. The minimum ADS
simulated input return loss frequency could be fine tuned to 5.79 GHz equals to −21.4 dB with a
bandwidth of 80 MHz and impedance of 52.23–j4.55 Ω. The minimum CST simulated inputs return
loss is 5.85 GHz of −19.8 dB and a bandwidth of 60 MHz and impedance of 51.23+j3 Ω.

The E-plane simulated radiation pattern of the antenna in CST is shown in Figure 4. The
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antenna main loop direction was 180◦ with main loop magnitude of 4.2 dB and a HPBW of 108.7◦.
The simulated H-plane main loop direction was 155◦ with a main loop magnitude of 6 dB and
HPBW of 73.3◦.

Figure 5 shows the simulated gain of the antenna in CST. The maximum gain a long operation
band was at 5.3GHz with 6.3 dBi. The gain of antenna at 5.8 GHz was about 6 dBi.

4. CONCLUSION

In this paper, a model of rectangular DRA fed by microstrip slot coupled is presented. This
model represents a validity of resonant frequency of microstrip slot coupled feeding Dr. Reasonable
agreement between simulation and theoretically data was obtained.
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Abstract— This article proposes an efficient, high gain and wideband antenna. Gain and
bandwidth improvement using Fabry-Perot Cavity is demonstrated. The structure consists of
Yagi array placed in 1.0λ0 Fabry-Perot Cavity (FPC) resonator. The structure is fed by a
microstrip antenna that acts as a driven element, ground plane as a reflector and three metal
patches above it act as directors. Gain as well as impedance and gain bandwidth is improved
by fabricating third director on a FR4 superstrate. Bandwidth improvement is due to two near
resonant frequencies and gain improvement is due to FPC formed by FR4 superstrate, which
acts as PRS placed at about 1.0λ0 above the ground plane. Superstrate enhances the gain due to
its phase smoothening effect and decreases the resonance frequency of third director fabricated
on it. It results in two near resonance frequencies that leads to an improvement in impedance
as well as gain bandwidth. The elements in the antenna are excited in space using a single
feed microstrip patch. The array is easy to fabricate since the feed-lines network is completely
avoided and air substrate is used, which results in good efficiency. Antenna offers 7.6% impedance
bandwidth and maximum gain of 14.6 dBi with 3 dB gain bandwidth of 10.8%. Radiation patterns
are symmetrical in broadside direction with little variation. SLL is less than −20 dB and F/B
is about 20 dB with −26 dB cross polarization. The structure offers more than 90% antenna
efficiency. The proposed structure can be packaged inside an application platform.

1. INTRODUCTION

Microstrip antennas (MSA) offer many attractive features such as low weight, small size, ease
of fabrication, ease of integration with microwave integrated circuits and can be made conformal
to host surface. However MSA suffers from low gain, narrow bandwidth, low efficiency and low
power handling capability. Various broadband techniques have been reported using electromagnetic
coupling or stacking the patches [1].

Gain enhancement techniques based on Fabry-Perot Cavity (FPC) has been considered to in-
crease broad side directivity. A partially reflecting sheet (PRS) formed by single or multiple di-
electric layers or a periodic screen at integral multiple of λ/2 above a ground plane is used to
increase directivity. The gain of PRS antenna depends on the reflection coefficient of PRS and feed
antenna [2–5]. High gain antenna using parasitic patches on a superstrate has been reported. The
antenna offers high efficiency, low SLL and avoids feed network [6, 7]. However, these antennas have
narrow bandwidth. The technique for improving the gain and bandwidth by arranging parasitic
elements above the feeding MSA is investigated [8–11].

Planar Yagi array with MSA as driven antenna, ground plane as reflector and parasitic patches
as directors have been reported [12–17]. The working of antenna is based on a conventional Yagi-
Uda dipole array in which the electromagnetic energy couples from the driven dipole to the parasitic
dipoles through space and is then reradiated to form a directional beam. In a microstrip Yagi array,
however, the electromagnetic energy couples from the driven patch to the parasitic patches through
space as well as by surface waves in the substrate. The antenna provides 14 dBi gain but 4–5 dB F/B
lobe ratios [13]. Gain of about 10 dBi with improved 15 dB F/B lobe ratio has been reported [14].
Use of director elements in a three-layer stacked microstrip Yagi array can minimize the surface
waves and result in a gain of 10 dBi or higher without the need for a high-permittivity dielectric
layer [15]. Multilayer stacked dipole and patch Yagi antennas have been reported [16, 17]. The
structure is a resonant mode antenna unlike the Yagi antenna, which is a traveling-wave antenna.
Further substrate thickness can be adjusted to achieve an optimized bandwidth performance [16].

This article deals with the metal plated microstrip Yagi antenna which consists of ground plane
as reflector, MSA as driven element and three directors. High efficiency is achieved using air
as a dielectric. The patches are shorted at the centre by a copper rod. Bandwidth and gain is
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improved by fabricating the third director on a low cost, easily available FR4 superstrate. The
following sections deal with the antenna geometry, design theory, simulation and experimental
results. Radiation patterns and impedance variations of antenna structures on finite ground plane
are also described.

2. ANTENNA GEOMETRY AND DESIGN THEORY

The geometry of two antenna structures is shown in Fig. 1. Initially, metal plated Yagi array fed by
MSA as shown in Fig. 1(a) is designed. The structure is referred as Ant-1. Metal plate of 0.5 mm
thickness is used for MSA, which acts as driven element, three director elements, and a reflector
ground plane. The MSA radiates and electromagnetic energy couples to parasitic elements through
space. The separation between the elements and dimensions of elements determine the phase and
amplitude of coupling between the elements and hence, the gain of antenna. The amplitude and
phase of current induced in parasitic elements also depend on the dimension and separation between
parasitic elements. The length of first director element is less than the driven MSA element and
length of director decreases progressively to ensure that the radiations from different elements
are in phase in broadside direction. Voltage is zero at the centre of each patch; therefore the
patches are shorted at the centre by a metal rod of 2mm diameter without affecting the antenna
performance. In Ant-2 structure, shown in Fig. 1(b), third director is fabricated on FR4 dielectric,
which decreases its resonance frequency, therefore enhances impedance bandwidth due to two near
resonance frequencies [1]. Gain improvement is due to one wavelength FPC resonator effect where
FR4 superstrate acts as PRS placed at about 1.0λ0 from ground [7, 8].

The Ant-2 structure consists of a ground plane and a partially reflecting surface, which is
excited by a MSA fed Yagi array. It results in multiple reflections between PRS and ground plane.
A broadside directive radiation pattern results when the distance between the ground plane and
PRS causes the waves emanating from PRS in phase in normal direction. If reflection coefficient of
the PRS is ρejψ and f(α) is the normalized field pattern of feed antenna, then normalized electric
field E and power S at an angle α to the normal are given by [2]

|E| =
√

1− ρ2

1 + ρ2 − 2ρ cosφ
f(α) and S =

1− ρ2

1 + ρ2 − 2ρ cosφ
f2(α) (1)

where, φ is the phase difference between waves emanating from PRS. For the waves emanating
from PRS to be in phase in normal direction, resonant distance Lr between ground plane and PRS
is given by [2]

Lr =
(

ψ0

360
− 0.5

)
λ

2
+ N

λ

2
(2)

where ψ0 is phase angle of reflection coefficient of the PRS in degree and N = 0, 1, 2, 3 etc..
Radiation pattern of such structures depend on two frequency sensitive processes — one is the

interference of waves reflected from PRS and other is the resonant interaction of waves with metallic
patches [6].

3. ANALYSIS ON INFINITE GROUND PLANE

Initially, a metal plated MSA on an infinite ground plane with spacing hr = 2 mm is designed to
operate over 5.725–5.875 GHz ISM band. MSA provides gain of 9.5 dBi. Then metallic parasitic

(a) Ant-1 (b) Ant-2

Figure 1: Geometry of antenna structures.
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patches are placed above MSA. The impedance becomes capacitive when a first director is placed
above MSA. The return loss increases and impedance bandwidth decreases with the addition of a
director patch. There is strong coupling between the driven and director patch as indicated by the
impedance variation plot on the Smith chart. The capacitive impedance decreases and impedance
bandwidth increases with addition of another director. Capacitive impedance further decreases
and bandwidth improves with addition of third director. Dimensions and spacing between first
director and other directors and MSA are optimized to obtain maximum gain and VSWR < 2 over
5.725–5.875GHz. Impedance variation of MSA and structures with one, two and three directors is
shown in Fig. 2. The field distribution in x-z plane at 5.8 GHz in Fig. 3 shows the coupling of fields
between directors and between MSA and first director. The radiation is mainly due to Ex fields
and the fields are nearly in phase above the third directors, which increases the effective aperture
area, resulting in gain improvement.

Gain variation of these structures is shown in Fig. 4. The metal plated Yagi array antenna
structure on infinite ground plane ‘Ant-1’ offers 3.6% bandwidth, maximum gain of 13.0 dBi with
1 dB and 3 dB gain bandwidths for VSWR < 2 of 4.5% and 8.2% respectively. The optimum
dimensions for this structure are L1 = 0.35λ0, L2 = 0.29λ0, L3 = 0.27λ0, hs1 = 0.37λ0, hs2 = 0.29λ0

and hs3 = 0.37λ0 respectively, where λ0 is the free space wavelength at central operating frequency
of 5.8 GHz.

In configuration ‘Ant-2’ shown in Fig. 1(b), the third director is fabricated at the bottom
of 1.59 mm thick FR4 superstrate so that superstrate acts as a radom. Relative permittivity
and loss tangent of FR4 superstrate are 4.4 and 0.02 respectively. Besides impedance bandwidth
enhancement, FR4 superstrate also enhances the gain of antenna. Gain improvement is due to FR4
superstrate acting as PRS placed at about 1.0λ0(hr + hs1 + hs2 + hs3) from ground plane. The
superstrate affects the phase and amplitude distribution of fields. The phase distributions of the

( MSA,  MSA with one,  MSA with
two and   MSA with three directors)

Figure 2: Impedance variations vs. frequency for
Ant-1.

 
Figure 3: Electric field distribution in x-z plane in
metal plated Yagi array.

 ( MSA, MSA with one,  MSA

 with two and  MSA with three directors)

Figure 4: Gain variations vs. frequency.

(  Ant-1, Ant-2) 

Figure 5: Impedance variations vs. frequency.
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fields with a superstrate are observed to be more uniform than the one without superstrate. The
superstrate has a focusing or phase smoothening effect and thus increases the effective aperture
area, resulting in gain improvement [7, 8]. The input impedance variation of two structures Ant-
1 and Ant-2 are shown in Fig. 5. Antenna structure, ‘Ant-2’ offers 7.8% impedance bandwidth,
maximum gain of 14.6 dBi with 1 dB and 3 dB gain bandwidths of 7.3% and 10.2% respectively.

4. ANTENNA REALIZATION ON FINITE GROUND-DESIGN, FABRICATION AND
RESULTS

The structures are redesigned on finite ground plane of size 1.5λ0 × 1.5λ0. The metal plated Yagi
array antenna structure in first configuration, ‘Ant-1’ offers 3.3% impedance bandwidth and maxi-
mum gain of 13.5 dBi with 3 dB gain bandwidth of 7.8%. Antenna structure in second configuration,
‘Ant-2’ offers 7.6% impedance bandwidth and maximum gain of 14.6 dBi with 3 dB gain bandwidth

( Ant-1, Ant-2)

Figure 6: Gain vs. frequency on finite ground.

( Ant-1, Ant-2)

Figure 7: Antenna efficiency vs. frequency on finite
ground.

 
(i) Ant-1 (ii) Ant-2 (i) Ant-1 (ii) Ant-2 

(a)  H-plane radiation patterns ( Eθ, E  at 5.6 GHz, (b)  E- plane radiation patterns ( E , E  at 5.6 GHz,

E , E  at 5.8 GHz, E , E  at 6.0 GHz)  E , E  at 5.8 GHz, E , E  at 6.0 GHz)
Φ θ Φ

θ Φ θ Φ θ Φ θ Φ

Figure 8: Radiation patterns on finite ground.

(a) (b) Ant-1  Ant-2

Figure 9: Fabricated antenna structures. Figure 10: VSWR vs. frequency.
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of 10.8%. Gain variations of two structures on finite ground are shown in Fig. 6. It is observed
that gain increases slightly with finite ground and HPBW decreases in ‘Ant-1’ structure. It is due
to constructive interference between radiated and reflected waves at particular dimensions of finite
ground. Both structures offer more than 90% antenna efficiency as shown in Fig. 7. Radiation
patterns on finite ground are shown in Fig. 8. Radiation patterns are symmetrical in broadside
direction. There is little variation in radiation patterns. SLL is less than −20 dB and F/B is
about 20 dB with −26 dB cross polarization. Fabricated antenna structures are shown in Fig. 9.
The measured VSWR plots of the two antenna structures are shown in Fig. 10. Measured VSWR
bandwidths of ‘Ant-1’ and ‘Ant-2’ are 3.4% and 8.8% respectively.

5. CONCLUSION

An efficient, high gain, wide band, easy-to-fabricate MSA driven Yagi array having low SLL and high
F/B is proposed. The antenna is placed in a FPC to enhance impedance and gain bandwidths.
Superstrate enhances the gain due to its phase smoothening effect and decreases the resonance
frequency of third director fabricated on it. It results in two near resonance frequencies that leads
to an improvement in impedance as well as gain bandwidth. The proposed structure is suitable for
satellite as well as terrestrial communications and can be embedded into the host vehicle.

REFERENCES

1. Kumar, G. and K. P. Ray, Broadband Microstrip Antennas, Artech House, Norwood, MA,
2003.

2. Trentini, G. V., “Partially reflecting sheet arrays,” IRE Trans. Antennas Propag., Vol. 4,
666–671, 1956.

3. Feresidis, A. P. and J. C. Vardaxoglou, “High gain planar antenna using optimized partially
reflective surfaces,” IEE Proc. Microw. Antennas Propag, Vol. 148, 45–350, 2001.

4. Gardelli, R., M. Albani, and F. Capolino, “Array thinning by using antennas in a Fabry-Perot
cavity for gain enhancement,” IEEE Trans. Antennas Propag., Vol. 54, 1979–1990, 2006.

5. Djordjevi, A. R. and A. G. Zaji, “Optimization of resonant cavity antenna,” European Con-
ference on Antennas and Propagation, 2006.

6. Parker, E. A., “The gentleman’s guide to frequency selective surfaces,” 17th Q. M. W. Antenna
Symposium, London, Apr. 1991.

7. Gupta, R. K. and J. Mukherjee, “Low cost efficient high gain antenna using array of parasitic
patches on a superstrate layer,” Microw. Opt. Technol. Lett., Vol. 51, 733–739, 2009.

8. Gupta, R. K. and J. Mukherjee, “Effect of superstrate material on a high gain antenna using
array of parasitic patches,” Microw. Opt. Technol. Lett., Vol. 52, 82–88, 2010.

9. Ge, Z.-C., W.-X. Zhang, Z.-G. Liu, and Y.-Y. Gu, “Broadband and High gain printed antennas
constructed from Fabry-Perot resonator structure using EBG or FSS cover,” Microw. Opt.
Technol. Lett., Vol. 48, 1272–1274, 2006.

10. Legay, H. and L. Shafai, “A new stacked microstrip antenna with large bandwidth and high
gain,” Proc. IEEE AP-S Int. Symp., 948–951, 1993.

11. Egashira, S. and E. Nishiyama, “Stacked microstrip antenna with wide bandwidth and high
gain,” IEEE Trans. Antennas Propag., Vol. 44, 1533–1534, 1996.

12. Lee, R. Q. and K. F. Lee, “Experimental study of two layer electromagnetically coupled rect-
angular patch antenna,” IEEE Trans. Antennas Propag., Vol. 38, 1298–1302, 1990.

13. Haung, J. and A. C. Densmore, “Microstrip Yagi array antenna for mobile satellite vehicle
applications,” IEEE Trans. Antennas Propag., Vol. 37, 1024–1030, 1991.

14. DeJean, G. R. and M. M. Tentzeris, “A new high gain microstrip Yagi array antenna with
a high front to back (F/B) ratio for WLAN and millimeter wave applications,” IEEE Trans.
Antennas Propag., Vol. 55, 298–304, 2007.

15. Hoofer, A., “Analysis of a ‘Yagi-like’ printed stacked dipole array for high gain applications,”
Microw. Opt. Technol. Lett., Vol. 17, 317–321, 1998.

16. Kramer, O., T. Djerafi, and K. Wu, “Vertically multilayer stacked Yagi antenna with single
and dual polarization,” IEEE Trans. Antennas Propag., Vol. 58, 1022–1030, 2010.

17. Nessel, J. A., A. Zaman, R. Q. Lee, and K. Lambert, “Demonstration of a X-band multilayer
Yagi-like microstrip patch antenna with high directivity and large bandwidth,” Proc. IEEE
AP-S Int. Symp., 227–230, 2005.

18. IE3D release 12.0, Zeland software Inc., Fremont, CA, USA, 2006.



1846 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

Parallel Metal Plated U-shape Ultra-wide Band Antenna with
WLAN Band-notched Characteristics

Sanjeev Kumar Mishra1, Rajiv Kumar Gupta2, Avinash R. Vaidya1, and Jayanta Mukherjee1

1Department of Electrical Engineering
Indian Institute of Technology (IIT), Bombay, Mumbai-400076, India

2Department of Electronics and Telecommunication Engineering
Terna Engineering College, Mumbai-400706, India

Abstract— In this article, a parallel metal plated ultra-wideband (UWB) antenna with band
stop characteristics is proposed. The proposed antenna is a simple U-shaped monopole struc-
ture where a rectangular strip is placed on both sides at the top of semi annular ring monopole
structure. The band-rejection characteristic is achieved by introducing a λ/4 open stub in the
microstrip feeding line to prevent interference due to WLAN (wireless local area network) sys-
tems operating within ultra-wideband. To achieve the desired UWB response with WLAN band
notched characteristics, the dimensions of rectangular strip, length and width of stub, and the gap
between the ground plane and the radiating structure are optimized. Frequency rejection charac-
teristics depend on the dimension of stub and can be fine controlled using other parameters. The
proposed antenna is simulated, fabricated and tested. The antenna structure is designed using
0.5mm thick copper metal plate for ground plane and radiating structure and 0.6 mm thick foam
dielectric is placed between them. The relative permittivity (εr) 1.06 and loss tangent (tan δ) of
foam are 1.06 and 0.0 respectively. The antenna structure is fed through a 50Ω microstrip line
using a SMA connector. The results show that the S11 ≤ −10 dB from 3.09–11.1 GHz except
4.4–6.4GHz frequency band. The proposed antenna provides more than 95% antenna efficiency
and gain varies from 3–6 dB over the 3.09–11.1GHz range except in 4.4–6.4 GHz notched band.
The structure exhibits nearly omnidirectional radiation patterns, stable gain, and small group
delay variation over the desired bands.

1. INTRODUCTION

This UWB technology has received an impetus and attracted academia and industrial attention
in the wireless world ever since FCC released a 10 dB bandwidth of 7.5GHz (3.1–10.6GHz) with
an effective isotropic radiated power (EIRP) spectral density of −41.3 dBm/MHz. UWB systems
have been allocated frequency band of 3.1–10.6 GHz for the merits of high transmission rate, high
capacity, and low power consumption for indoor communication applications. UWB systems also
find applications in imaging radar, remote sensing and localization [1, 2]. Planar monopole anten-
nas exhibit a relatively wide impedance bandwidth, good radiation pattern characteristics, high
radiation efficiency and polarization purity [2–4], however these antennas are three dimensional in
geometry as radiating structure is placed perpendicular to ground plane. These antennas occupy
large space which comes as an obtrusion in mobile applications. The printed monopole antenna is a
good candidate for UWB applications because of its ease of fabrication, low profile and lightweight
but radiation pattern of these antennas varies over the UWB frequency range. Beside this, narrow-
band wireless communication systems such as wireless local-area network (WLAN) IEEE802.11a
and HIPERLAN/2 WLAN which operate in the 5.15–5.825 GHz band cause interference and affect
UWB performance. Therefore, it is desirable to design the UWB antenna with band-notch char-
acteristics. UWB antennas with band-notched characteristics have been proposed [5–13]. Band
rejection characteristics are achieved by cutting a slot or a slit in radiating patch. Parasitic strips
near the radiating patch or a stub is also used to achieve band notched characteristics. These
UWB antennas with filtering property at WLAN band have been proposed not only to mitigate
the potential interferences but also to eliminate the requirement of a band stop filter in the system.
However, these antenna structures have large ground plane and are not suitable for compact UWB
system.

This article proposes a compact parallel metal plated U-shaped UWB monopole antenna with
WLAN band-notched characteristics. The band-notched characteristics are achieved by a λ/4 open
stub in the feed line. The notch frequency can be tuned by changing the total width and length of
the stub. The proposed antenna provides S11 ≤ 10 dB from 3.09–11.1GHz except over 4.4–6.4GHz
band. The following sections deal with antenna geometry, design theory, simulation and measured
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results. The effect of length and width of stub and gap between radiating plane and ground plane
on return loss are also discussed. Simulation of structure is carried out using IE3D software [14].

2. ANTENNA GEOMETRY AND DESIGN THEORY

The geometry of proposed antenna is shown in Figure 1. Initially a circular monopole antenna
of radius ‘R’ is designed and optimized to achieve the desired UWB response. A circular slot of
radius ‘r’ is cut at the centre of the circular monopole resulting in annular ring monopole antenna.
Thereafter a semi annular ring is designed and a rectangular strip is placed on both sides at the
top of semi annular ring monopole resulting in a U-shaped monopole antenna [2]. Thereafter band-
notched characteristics are obtained by introducing a λ/4 open stub in the microstrip feed line.
The antenna is designed using 0.5 mm copper metal plates with 0.6 mm thick foam substrate having
relative permittivity (εr) 1.06 and loss tangent (tan δ) 0.0. By introducing a λ/4 open stub in the
microstrip feed line, a frequency band notch is introduced. The U shape radiating structure is
optimized to obtain UWB bandwidth. The structure has two distinct resonant mode which results
in omnidirectional radiation pattern with low cross polar component over UWB frequency range [2].

To achieve the desired UWB response with WLAN band notched characteristics, the dimensions
of stub, length and width of ground plane, and the gap between the radiating patch and the ground
plane are optimized. The dimensions of the proposed antenna are Wg = 27.8mm, Lg = 12.7 mm,
R = 10.2 mm, r = 4mm, W = 6.2mm, L = 10.2mm, Wf = 2.4mm, g = 0 mm, w = 13.9 mm,
l = 0.1mm. The key design parameters, which influence the performances of the proposed antenna,
are (i) g — the gap between radiating patch and ground patch, (ii) w and l — the width and length
of stub. The dimensions of quarter-wave resonating stub at central band-notched frequency can be
postulated [8] as

fnotch =
c

4w
√

εeff
(1)

εeff =
(εr + 1)

2
+

(εr − 1)
2

(√
1 +

12H

Wg

)−1

(2)

where, w is the length and l is the width of the stub, εeff is the effective dielectric constant, εr is
the relative dielectric constant, H is the substrate height, and c is the speed of the light.

3. SIMULATION RESULTS AND DISCUSSION

The performance of the proposed UWB antenna with WLAN band rejection depends on number
of parameters such as gap (g) between radiating patch and ground plane, width (l) and length (w)
of stub, width (W ) and length (L) of rectangular strip over semicircular annular ring and inner (r)
and outer radius (R) of semi-annular ring. Beside this, antenna performance also depends on size
and shape of the ground plane. Width of the ground plane should be approximately same as that
of the radiating patch to reduce cross polar component [2], however, width of the ground plane is

(b) Front view(a) Side view

Figure 1: Geometry of the proposed parallel metal plated WLAN band notched UWB antenna.
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taken such that it can accommodate λ/4 open stub in the microstrip feed line. Length of the ground
plane should be as small as possible as transmission losses and antenna size increases with increase
in ground plane length. Ground plane length is optimized to provide UWB impedance bandwidth.
The parameters which have significant effect on UWB with WLAN band notched performance are
discussed below.

The gap between the radiating patch and the ground plane affects the band dispensation because
it acts as a matching network. The return loss of the UWB antenna at different gap ‘g’ is shown
in Figure 2. The optimum UWB impedance bandwidth with WLAN band notched characteristic
is obtained at g = 0 mm. The central band rejection frequency can be tuned by changing the
dimensions of w and l. It also affects the frequency rejection bandwidth. The central band rejection
frequency increases with decrease in w and rejection bandwidth decreases with decrease l. These
two parameters can be tuned separately to fine tune the notched band. The simulated return loss
for different w and l is shown in Figure 3 and Figure 4 respectively.

The surface current distributions at 3.5, 5.5 and 9.5 GHz are shown in Figure 5. The current
distributions in pass band at 3.5 and 9.5 GHz shows that a little current from feed line does flow
in the stub, But as its length is about 0.16λ at 3.5 GHz it does not radiates efficiently and affect
radiation pattern, however at 9.5GHz, the stub length is about 0.43λ and therefore it radiates and
affects radiation pattern especially increases cross polar component. Reflections due to open stub
not only affect the impedance but also induce surface current in the ground plane which in turn
affect radiation pattern of the structure. However, in stop band at 5.5GHz the current mainly
flows in the stub as shown in Figure 5(b) which acts as short circuit resonator. There is little
current in the radiating patch and therefore it does not radiate. Also at 5.5 GHz ground plane
has considerable surface current which causes the antenna to be non-responsive at that frequency.
Further destructive interference between radiating patch and ground plane excited surface currents
results in decrease in antenna efficiency and gain in stop band.

The antenna efficiency and gain of the proposed antenna shown in Figure 6 and Figure 7 re-
spectively, shows a sharp decrease in gain and efficiency at WLAN notched band. The proposed
antenna provides more than 95% antenna efficiency and gain varies from 3–6 dB over the 3.09–
11.1GHz range except in 4.4–6.4 GHz notched band. Radiation efficiency, a measure of power
radiated to input power and antenna efficiency, a measure of power radiated to incident power are

Figure 2: Simulated S11 Vs fre-
quency for different gap ‘g’.

Figure 3: Simulated S11 Vs fre-
quency for different stub length
‘w’.

Figure 4: Simulated S11 Vs fre-
quency for different stub width ‘l’.

   
(a) 3.5 GHz (b) 5.5 GHz (c) 9.5 GHz

Figure 5: Current distributions at 3.5GHz, 5.5GHz and 9.5 GHz.
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Figure 6: Antenna efficiency Vs frequency of pro-
posed antenna.

Figure 7: Gain vs. frequency of proposed antenna.

(a) At  4 GHz (b) At 7 GHz  

(c) At 10 GHz 

H plane E plane H plane E plane

H plane E plane

Figure 8: Radiation patterns of proposed antenna.

(a)  (b)  (c) 

Figure 9: (a) Excited Gaussian source pulse, (b) radiated pulse and (c) received pulse at the receiving
antenna.

shown in Figure 6. Radiation efficiency considers only conducting and dielectric losses whereas
reflection losses also included in antenna efficiency [14]. The simulated radiation patterns at 4, 7
and 10 GHz are shown in Figure 8. The radiation patterns are observed to be nearly figure of eight
pattern in Φ = 90◦ plane and omnidirectional in Φ = 0◦ plane.

Using MDSPICE, IE3D [14], the time domain characteristics viz. group delay and magnitude
of transfer function of the proposed antenna are obtained. Two identical antennas are placed at
0.3m in the face-to-face orientations. Figures 9 (a), (b) and (c) show excited Gaussian source pulse,
radiated pulse and the received pulse at the receiving antenna respectively. The magnitude of the
transfer function has little variation and constant group delay over the operating bands except over
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(a) (b)

Figure 10: (a) Group delay, (b) transfer function of the proposed antenna.

Figure 11: Photograph of the proposed UWB an-
tenna with WLAN band notch.

Figure 12: Measured and simulated S11 of the pro-
posed antenna.

the notched band, as shown in Figure 10. Therefore, the proposed antenna is capable of offering
good pulse handling capability as demanded by modern UWB communication systems.

4. FABRIACATION AND MEASURED RESULTS

The antenna structure is fabricated and tested. The fabricated antenna structure is shown in
Figure 11. The simulated and measured return loss using the Agilent 8722ET VNA of the proposed
structure is shown in Figure 12. The measured result reasonably agrees with simulated result. The
variation in measured return loss can be attributed to inaccuracy in dimensions of radiating patch
and ground plane as metal plated antenna has to be mechanically fabricated, impedance mismatch
due to feed tip of SMA connector and increase in ground plane dimensions due to SMA connector.

5. CONCLUSION

To minimize the potential interferences between the UWB system and the WLAN system, a com-
pact microstrip line fed U-shaped metal plated monopole UWB antenna with WLAN band rejection
has been proposed and discussed. The results indicate that by simply adjusting the length and
width of stub, the desired band-notched frequency can be controlled. The proposed antenna pro-
vides more than 95% antenna efficiency and gain varies from 3–6 dB over the 3.1–11.1 GHz range
except in 4.4–6.4 GHz notched band. The radiation patterns are nearly omnidirectional over UWB
range except in the notched band. One drawback of this antenna is mechanical fabrication which
may cause inaccuracy in dimensions and performance degradation.
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Abstract— The paper discusses the necessity of automatic quantitative based infrared thermo-
graphic inspection of electrical equipments and also limitations of qualitative based temperature
measurement. Infrared (IR) inspection is a non-touching and non-invasive diagnosis system.
Power system consists of both indoor and outdoor electrical equipments such as circuit breaker,
bushing, current transformer, different connectors, insulator, potential transformer, lighting ar-
rester, capacitor, transformer and bus-bar etc can cause faults when the internal temperature
within equipments reached the abnormality. Various reasons including contact problem, unbal-
anced current distribution, cracks in insulators, defective relays or terminal blocks etc produce
unwanted heat within electrical equipments due to these abnormal behaviour. Thermographic
inspection uses an IR camera for capturing and analyzing the thermal profile of faulty electrical
equipment. Analysis of temperature distribution profile of target equipment can be performed by
qualitatively or quantitatively. Qualitative based measurement is based on only image processing
where the abnormal region is detected by the comparative evaluation between reference and hot
spot temperature of the target equipment. But IR inspection in an uncovered environment can
be strongly influenced by different environmental parameters such as ambient temperature, re-
flected or background temperature, wind speed, relative humidity of the object and precipitation
etc. For this reasons accurate evaluation of equipment health can be interrupted and this can
lead the inspection to the erroneous conclusion. So, the aim of this paper is to present the review
of these effects on the IR temperature inspection and proposed an advanced quantitative based
intelligent diagnosis system combining image processing and artificial neutral network.

1. INTRODUCTION

Infrared (IR) thermography is seen as a most effective faults diagnosis technology of electrical equip-
ments. It is a two dimensional predictive and cost reducing reliable defects detection system where
heat related problems within electrical equipments are found and fixed before eventual failure. The
principle of IR thermography is based on the thermal radiation laws [1]. In the earth, all objects
above absolute zero temperature (−273◦C or 0 k) emits infrared radiated energy and this energy is
used to measure the temperature of the objects [2]. The more infrared energy it emits, the more
heat the object. Temperature is the most critical parameter for getting information about elec-
trical equipment health. Due to electrical resistance, current flowing through an electrical system
produces heat in limit. All electrical equipments have expected useful life given by manufacturers.
With time the equipments begin to deteriorate gradually until eventual failure [3]. Fault occurs
when the current is diverted from its intended path and more heat is generated in which it exceeds
its reliability. IR thermography is conducted by a special type of thermal camera that senses the
emission of infrared radiation from object and produces a visual image of temperature distribu-
tion profile of equipment surface. Thus the effect of heat within different areas in the electrical
equipment, i.e., thermal abnormalities can easily be identified using thermography.

Thermographic inspection can be performed by qualitatively or quantitatively. But the qual-
itative inspection of outdoor power equipments in open environment can be affected by different
environmental parameters such as sun heat, humidity, wind speed, solar reflection and precipitation
etc. These factors reduce the success of inspection to a considerable level. An intelligent quan-
titative based thermography combining advanced thermal image processing and artificial neural
network considering all external effects is necessary for obtaining more accuracy and reliability in
inspection. The main aims of this paper are to describe the effects of environmental factors on
qualitative based thermography and propose an intelligent inspection system.

2. QUALITATIVE-BASED THERMOGRAPHY

Qualitative based thermography is based on comparative temperature analysis between hotspots
and reference spot and thermal image processing. This technology is simply called ∆T factor analy-
sis [4]. After capturing thermal images of electrical equipments, the hotspot and reference areas are
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identified visually by analyzing colour map. The hotspots support maximum temperature of faulty
equipment part and reference is the minimum temperature of same type or same repeated part of
equipment. For identify the hotspots clearly, i.e., thermal abnormal position image processing is
done. Thresholding and watershed transform are very common image processing techniques used in
thermography [5, 6]. Then difference between hotspot and reference temperature is determined as
∆T factor which is used as the decision making parameter about fault condition. Fig. 1 shows the
basic block diagram of qualitative based thermography. The main drawback of qualitative based
thermography is that various influential factors including environmental and emissivity parameters
affect the temperature measurement. Thus performance decreases to low level and misguides the
faults classification system.

3. EFFECT OF ENVIRONMENTAL FACTORS

The effects of environmental factors depend on the weather condition, image capturing time, place,
season and also material surface properties. There are two types of effects. Due to some effects
measurement temperature tends to increase and for some reasons temperature will increase de-
pending on the surrounding conditions. To measure the accurate temperature of object surface, all
kinds of effects should be considered. Some common effects are described as follows.

3.1. Effect of Sun Heat

Externally temperature rise more than normal loading heating is strongly related with the sun
heat. Intensity of heat depends on geographic location, sun angle of exposure of light, time of day,
duration of sunshine season. On the other hand solar position depends on time, solar declination
and latitude. Since the orbit of earth is not perfectly circular but slightly elliptical and so that
solar heating on a specific surface varies with the changing of seasons and unequal periods of
daylight [7]. In a day, heat from solar radiation is maximum at noon and diminishes at zero
at sun-set. Actually the changing of sun heat from zero to maximum and then zero again can
be described as sine wave [8]. Also the horizontal orientation of surface receives more heat than
vertical surface. Another thing is the surface colour of electrical equipment enclosure that has a
little influence on external temperature rise comparing with internal heat generation. But dark
coloured paints absorbs more sun heat than light coloured and resulting higher temperature rise
above actual reading. Metallic and reflecting paints also absorb heat both from low and high
temperature sources [9]. So, there is a questionable difference between the measurement during

Thermal image
Identify hot and

reference areas

Image

Segmentation

Identify hot spot

and Results
Classification

Figure 1: Block diagram of qualitative based thermography.

 

(a) (b)

Figure 2: Infrared image at (a) day (b) night.

 

Figure 3: Effect of wind on infrared temperature measurement.
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day and night. Fig. 2 presents the same thermal image capturing at daytime and night [11].

3.2. Wind Speed
Wind speed can make effective change to the accuracy of temperature measurement. Low wind
speed changes temperature dramatically. If wind speed is high, then due to convection radiation
from surface is resisted also. Actually there is an exponential relationship between hotspot tem-
perature change and wind speed [10]. Fig. 3 shows the effect of wind on measurement [11]. In
normal condition the temperature of insulator defects was 117,85 and 81. But due to considerable
wind influence the temperatures changed to 85,75 and 72 respectively.

3.3. Relative Humidity
Relative humidity is the amount of water in the air at any particular temperature relative to the
saturation level. It has minimal effect on object temperature measurement [12, 13] and increases
with the object temperature. Due to fog and rain, humidity crosses the saturation level and
decreases the actual surface temperature. Fig. 4 shows the effect of rain on thermal image [11].
The color of connector has been totally changed after raining.

3.4. Reflected Temperature
Reflected temperature can change the actual temperature of object. If the background has more
emissivity than the target object. Then thermographer will see the background more hotter than
the target. In case of the target object has more emissivity than background, then target object
will be more hotter than background. On the other hand, if the same emissivity and reflectivity of
target object and background, then both will show same temperature.

4. INTELLIGENT QUANTITATIVE THERMOGRAPHY

An intelligent system combining advanced thermal image processing and artificial neural network
can be used to improve the inspection results and classify faults automatically. Wind speed, in-
tensity of sun heat, humidity will be measured by weather meter. Then all the values of different
environmental factors and thermogram with proper emissivity and distance from object to cam-
era settings are the inputs of artificial neural network. Output will be the temperature considering
these effects. Hybrid multilayered perceptron (HMLP) network [14, 15] is dedicated in the proposed
method. It has three layers, i.e., input layer, output layer and hidden layer and layers are connected
with each other by weights and bias values. HMLP is trained using modified recursive prediction

 
(a) (b)

Figure 4: Thermal image (a) before raining (b) after raining.
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Figure 5: Basic structure of quantitative based diagnosis.
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error(MRPE) algorithm will be used as the classification system of faults. Fig. 5 presents basic
structure of quantitative based diagnosis is given as follows.

5. CONCLUSIONS

In this paper the effects of environmental factors on infrared temperature measurement are re-
viewed from the previous experiments. Also an intelligent quantitative based automatic inspection
system has been proposed for better result. Infrared thermography is assumed as a safe, reliable
and accurate condition monitoring and predictive diagnosis system. But due to some limitations
and lack of expert thermographer, it seems sometimes difficult to obtain actual results. Using
quantitative based intelligent automatic diagnosis system will overcome these problems. In future,
infrared thermography will be used at every power plant as the common and most important tool
of electrical equipment diagnosis system.
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Abstract— The paper presents the analysis and predictive model of infrared (IR) tempera-
ture with different emissivity and object to camera distance settings effect for obtaining accurate
assessment of electrical equipment temperature using IR thermographic inspection. In recent
years, IR thermography technology has gained more popularity than other fault diagnosis sys-
tem of electrical equipments due to its non-contact and non-destructive properties. Abnormal
behaviour of electrical equipment is occurred when current is diverted from its intended path
due to overloading, load imbalance, corrosion and contact problems etc.. As a result internal
heat will begin to rise continuously until eventual failure. IR inspection is such a fast, reliable
inspection system without interrupting the running operation of power system where fault diag-
nosis is performed through the analysis of thermal image captured by IR camera. Usually the
emissivity values of camera are pre-defined by the thermal camera manufacturer. But emissivity
value can be changed by object surface properties, angle of view and object to camera distance.
So, incorrect emissivity settings can cause erroneous diagnosis of equipment and also interrupt
actual abnormalities classifications to take automatic recommended actions. For conducting ex-
periments, at first both effects were determined from the comparative evaluation of temperature
measurement between thermocouple thermometer and infrared camera capturing pictures at dif-
ferent emissivities at a specific object to camera distance where the actual one implies the closest
value to one another. For indirect measurement of IR temperature, the relationship between
IR and thermocouple temperature for any given emissivity and distance was established. Fur-
thermore prediction model of IR temperature and measurement error were also developed using
response surface methodology. Experimental results conducted on 320 thermal images show that
error of temperature measurement can be more than 15% for incorrect emissivity and distance
settings. The comparison between predicted and experimental values describes that prediction
model approach is appropriate.

1. INTRODUCTION

Each material at temperature above absolute zero (−273◦C), emits energy in the form of electro-
magnetic radiation and this energy is radiated at different wavelengths across the electromagnetic
spectrum [1]. Infrared (IR) technology is nothing but measuring IR radiation from the material
and taking a thermal picture of temperature distribution of electrical equipment surface using an
infrared camera [2]. All electrical equipments show an increase in temperature than normal when
malfunctioning. Thermographic inspections allow the visualization of heat and diagnosis the faulty
equipment without interrupting running system. This system detects only faulty equipments and
thus reduces repair time, maintenance costs [3]. It is a non-touching and non-destructive diagnosis
system [4]. But infrared radiation measured by camera is not only the function of surface temper-
ature of object but also depends on its emissivity and reflectivity. Again in case of indoor power
equipments, as the equipments are close, thermographers can easily find the proper thermal im-
age which describes the faults properties clearly. But temperature measurement of outdoor power
equipments can also be affected by the distance between object and camera [5]. To insure the
actual heating condition measurement of equipment, these effects must be considered. A survey is
conducted in this paper of outdoor equipment ‘insulators’ with considering images at different emis-
sivities and object to camera distance settings. The main objectives of this paper are to establish a
general equation of IR temperature, measurement error of insulators and relationship between IR
temperature and thermocouple temperature using response surface methodology.

2. CAUSES OF EMISSIVITY AND DISTANCE VARIATIONS EFFECTS ON
MEASUREMENT

Accurate setting of surface emissivity is necessary for getting the true condition of electrical equip-
ments. Emissivity depends on surface condition, size or shape of the object, viewing angle and
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also with temperature and spectral wavelength nature of object [6]. A blackbody is an ideal imag-
inary perfect emitter of thermal radiation having no capacity of reflecting radiation, i.e., absorbs
entire thermal radiant energy at all possible wavelengths and angle of incidences. So, the emissivity
of blackbody is always one. In order to avoid reflection of the thermal imaging camera, viewing
angle is important. The wavelength at which the peak energy emittance occurs becomes shorter
as temperature increases. Rough or oxidized metal surface has higher emissivity than a polished
surface [7]. The emissivity of polished metal strongly depends on the chosen wavelength range
and on the polishing process. Objects with very low emissivities (below 0.2) can be difficult to be
captured for the IRT applications. Low emissivity objects like polished metals may create problem
in quantitative analysis of infrared thermal imaging, since small variation of emissivity value will
lead to large variation in the measured temperature.

If camera is placed at very far away from object, energy within target starts to spread into
surroundings. This dilutes hotspot temperature due to cool surroundings [5]. But if the ambient
and hotspot temperature are same, then it does not change in temperature even at far distance.
Again sometimes identifying the location of hotspots is difficult due to image capturing from far
away. So there must be maintained a distance criteria between object and camera.

3. EXPERIMENTAL RESULTS

The thermal images of insulators are captured keeping distances (1, 3, 5, 10m) between infrared
camera and equipment setting different emissivities using Fluke TI 25 thermal imaging camera. A
portable compact size K-type thermocouple thermometer is also used to measure the temperature
of hotspots. Desired actual temperature is found by comparing temperature between thermocouple
and IR camera which is the closest value to each other [8]. Variations of IR temperature (Tir)
with thermocouple temperatures (Tc), emissivity values (ε), distances (d) and percentage error(a)
vs. emissivity graphs are plotted respectively in Fig. 1. For each insulator there is a gradual
decrease of IR temperature with increasing emissivity values. When emissivity values are set at
different values from 1.0 to 0.75, IR temperatures, thermocouple temperature. For 90 cases, the
errors are less than 5%, for 220 cases errors are from 5% to 15% and for 10 cases errors are above
15%. Generally equipments with high temperature are affected more by emissivity effects than low
temperature equipments. From the lowest error point, there is a rapid increase of errors in both
directions with different emissivity settings.

4. IR TEMPERATURE AND MEASUREMENT ERROR PREDICTION MODEL

Response surface methodology is an important statistical and mathematical technique used to
model and analyze of problems in which a response of interest is influenced by different variables
and aim is to optimize response [9]. All regression terms, i.e., linear, linear with square, linear with
interaction and full quadratic model were examined to get the suited values. But the best fitted
regression model of IR temperature and measurement error were established through linear with
interaction regression considering confidence level 95%. Where values for IR temperature and error
are 98.8% and 54.5% respectively. Statistical analysis results using MINITAB 14 are presented in
Table 1 as follows.

The regression model equations for IR temperature for any given thermocouple temperature,

Figure 1: Scatter plots of IR temp vs Thermocouple temp, distance, emissivity and measurement error vs
emissivity.
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(a) (b)

Figure 2: Contour plots of (a) IR temperature vs emissivity, distance, (b) measurement error vs emissivity,
distance.

Table 1: Statistical analysis results.

IR temperature Tir (◦C) Measurement Error a (%)

Response Surface Regression:

Tir (◦C) versus Tc (◦C), d, ε

Response Surface Regression:

a (%) versus Tir (◦C), d (m), ε

The analysis was done using uncoded units. The analysis was done using uncoded units

Estimated Regression Coefficients for Tir (◦C) Estimated Regression Coefficients for a (%)

Term Coef SE Coef T P Term Coef SE Coef T P

Constant 6.81505 5.34077 1.276 0.203 Constant 62.2800 8.35426 7.455 0.000

Tc (◦C) 1.33435 0.07345 18.166 0.000 Tir(
◦C) −0.2323 0.10801 −2.151 0.032

d −0.40244 0.46697 −0.862 0.389 d (m) −0.8470 0.75779 −1.118 0.265

ε −5.44489 5.91489 −0.921 0.358 ε −63.0763 9.19572 −6.859 0.000

Tc(
◦C) ∗ d 0.01028 0.00199 5.162 0.000 Tir (◦C) ∗ d (m) 0.0124 0.00292 4.255 0.000

Tc(
◦C) ∗ ε −0.37225 0.08118 −4.585 0.000 Tir (◦C) ∗ ε 0.2216 0.11990 1.849 0.065

d ∗ ε −0.30128 0.50145 −0.601 0.548 d(m) ∗ ε −0.0985 0.79528 −0.124 0.901

S = 2.441 R− Sq = 98.8% R− Sq(adj) = 98.8% S = 3.848 R− Sq = 55.3% R− Sq(adj) = 54.5

(a) (b)

Figure 3: Scatter plots of (a) predicted vs experimental IR temperature (R2 = 98.8%), (b) predicted vs
experimental error (R2 = 54.5%).

distance and emissivity value is as follows.

Tir = 6.81505 + 1.33435Tc − 0.40244d− 5.44489ε + 0.01028 ∗ Tc ∗ d− 0.37225 ∗ Tc ∗ ε (1)

Again, regression model equations for measurement error for any given IR temperature, distance
and emissivity value can also be expressed as

a = 62.28− 0.2323Tir − 63.0763ε− 0.8470d + 0.0124 ∗ Tir ∗ d + 0.2216 ∗ Tir ∗ ε (2)

where, 33.80◦C < Tir < 116.80◦C, 0.75 < ε < 1.00 and 1m < d < 10m.
Generally, R2 measures the percentage of fluctuation between measured response and predicted

response that is explained by regression equations [10]. When R2 approaches 1, the better the
response model fits the actual data [11, 12]. The coefficient of a variable is a constant which
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represents the change of dependent variables as a function of that variable. The ‘SE coef’ stands for
standard error of coefficient used to generate confidence intervals. The ‘T ’ describes test statistics
used in null hypothesis tests and it is given as the ratio of ‘coef’ to ‘SE coef’. The ‘P ’ value is the
probability of describing the correlation between the terms of regression equation and response.
The P < 0.05 means that the estimated value is statistically significant [13]. The contour plots of
IR temperature and measurement error as a function of emissivity and distance are shown in Fig. 2
respectively. Fig. 3 presents the plots of predicted vs experimental IR temperature and predicted
vs experimental error using Equations (1) and (2) respectively.

5. CONCLUSION

In this paper, the analysis and modeling of IR temperature and measurement error for finding the
emissivity setting effect on qualitative based infrared temperature measurement were successfully
performed using response surface methodology. It is concluded that there is a remarkable effect of
emissivity and image capturing distance from object on temperature measurements. In most cases,
correct emissivity values vary from 0.75 to 1.0 and emissivity effect is higher for high temperature
electrical equipment. Predictive models will help to measure indirectly IR temperature and mea-
surement error. In future, an intelligent system will be developed considering all environmental
effects for more meaningful conclusion of measurement.
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Abstract— A procedure, having its genesis in partial differential equations arising in mathe-
matical physics, has been introduced to construct 1D- and 2D Dirac’s delta functions. Assuming
a line charge sandwiched between two parallel infinite ground planes, the associated electric po-
tential response (Green’s function) has been constructed, and subsequently employed to obtain
a convergent series representation for the Dirac’s delta function δ(x − x′). It has been formally
established that the derived expression is a genuine generalized function. The insight gained from
this exercise suggests a systematic approach for the regularization of singular surface integrals
arising in the Method-of-Moments applications. In particular, the application of the proposed
technique makes obsolete the customary ad hoc introduction of exponentially ε-damped terms for
regularizing divergent series; problem-tailored exponentially-damped terms appear in the pro-
posed theory “naturally”. To further illuminate the structure of the damped exponential terms,
inhomogeneous and anisotropic dielectric materials have been examined next. Finally, a problem
in 3D has been considered to derive a convergent series representation for δ(x− x′, y − y′). The
proposed method promises to regularize divergent series by following a sophisticated recipe, and
thus, it contributes to the solution of the summability and integrability issues encountered in a
myriad of applications in accelerated computational Electromagnetics. A relationship has been
established between the methodology in this paper and Leibniz’s Law of ontological identity.

1. INTRODUCTION

A field theoretic concept for constructing one- and two dimensional Dirac’s delta functions, orig-
inating from Poisson’s equations, has been introduced. Given a boundary value problem with an
isolated line charge excitation, problem’s scalar-valued Green’s function has been constructed first.
The Green’s function is then used to establish a series expansion for the Dirac’s delta function. It
is shown that a plethora of problem-specific representations for the Dirac’s delta functions δ(x−x′)
and δ(x− x′, y − y′) can be obtained, by considering boundary value problems as consistent mod-
els for physically realizable systems. Formal proofs have been provided to establish the fact that
the derived series expansions are genuine generalized functions. The new representations can be
used for a systematic regularization of singular surface integrals appearing in the Method of Mo-
ments (MoM) applications. The customary arbitrary introduction of ε-damped exponential terms
in divergent series and integrals has been made redundant, and instead, replaced by a transparent
systematic physics-based fundamental reasoning. The method promises to become an algorithmi-
cally sound way of regularizing divergent series and integrals — it can be viewed as a sophisticated
methodology for ensuring the summability and integrability of divergent series and integrals ap-
pearing in Electromagnetic (EM) simulations. In addition to practical applications in accelerated
EM computing, the underlying ideas have also been interpreted from a philosophical stand point,
by alluding to Leibniz’s Law of ontological identity, correlation and causation. Furthermore, it is
hoped that the method reveals strategies for generating equivalent relations; a strategy the utility
of which was impressively demonstrated by masters of the trade such as Leonhard Euler. It is also
hoped that the proposed method will contribute to the popularization of the theory of generalized
functions in the computational EM community by making generalized functions computable.

The current work should be profitably read and interpreted in conjunction with author’s earlier
works [1–3], in which integral representations were constructed for δ(x−x′) and δ(x−x′, y−y′). The
exposition complements previously published analyses by deriving series expansions. The interplay
of the integral- and series representations is hoped to shed light onto the ways how summability and
integrability manifest themselves in the resulting expressions, straightforwardly and effortlessly.

2. 2D POISSON EQUATION

2.1. Simulation Domain and Coordinates
Let the x-axis run horizontally from left to right. Let the y-axis point into the surface. Let the
z-axis run vertically upwards. Assume no variation with respect to the y-axis (∂/∂y ≡ 0). Let D
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denote the strip defined by −L/2 ≤ x ≤ L/2 and −∞ < z < ∞. Furthermore, let D+ and D−
denote the semi-strips −L/2 ≤ x ≤ L/2 and z > 0, and −L/2 ≤ x ≤ L/2 and z < 0, respectively.
2.2. Boundary- and Interface Conditions
The electric potential ϕ(x, z) is assumed to be subject to the boundary conditions ϕ(−L/2, z) =
0 and ϕ(L/2, z) = 0 (assumption of two ground plates at x = −L/2 and x = L/2). Furthermore,
ϕ(x, z) is required to vanish for |z| → ∞. In addition, the fields are subject to (real or fictitious)
interface conditions at z = 0. The latter conditions will be made precise as we proceed further.
2.3. Source Function
Consider the line charge ρ(x) = ρ0δ(x − x′), located at z = 0, with ρ0 a constant, and −L/2 <
x′ < L/2. (The line charge can be placed as close to the ground planes as desired, however, the
condition −L/2 < x′ < L/2 prevents the line charge from being located on the ground planes.)
2.4. Problem I: Free-space
The first boundary value problem to be analysed is the simplest possible. Let the entire simulation
domain D be free space (electrically characterized by ε0).
2.4.1. Field Analysis
Since ρ(−L/2) = ρ(L/2) = 0, the charge distribution function ρ(x) can be expanded in terms of
the complete set of orthonormal functions1:

{
sn(x) =

√
2
L

sinnπ

(
x

L
+

1
2

) ∣∣∣n ∈ N

}
with 〈sm(x)|sn(x)〉 = δmn and m, n ∈ N (1)

In (1) the usual bracket 〈|〉 notation and the Kronecker symbol δmn have been used. Thus,

ρ0δ(x− x′) =
∑

n

ρnsn(x). (2)

Projecting both sides onto sm(x) we obtain:

〈sm(x)|ρ0δ(x− x′)〉 =
∑

n

ρn〈sm(x)|sn(x)〉 ⇒ ρ0sm(x′) =
∑

n

ρnδmn = ρm (3)

In the above transition we used the sifting property of the delta function, and the orthonormality
condition in (1). Changing indices; i.e., ρn = ρ0sn(x′), and substituting ρn into (2) leads to:

δ(x− x′) =
∑

n

sn(x)sn(x′). (4)

This is the celebrated completeness relation for the set of functions {sn(x)|n ∈ N}. The LHS
is a generalized function having the RHS as its divergent series expansion. The goal is to establish
a convergent series representation for δ(x− x′), which “naturally” embeds δ(x− x′) into the space
of the solutions in our problem, and can be conveniently employed in numerical calculations.
2.4.2. Potential Function
Denoting the field variables in D+ by the superscript +, the Laplace equation reads:

ϕ+
xx(x, z) + ϕ+

zz(x, z) = 0 (5)

Substituting a variable-separated solution Ansatz of the form ϕ+
n (x, z) ∝ sn(x)eγnz into (5), for

non-trivial solutions, we obtain γ2
n = (nπ/L)2, or, equivalently, γ±n = ±γn, with γn = nπ/L. Thus:

ϕ+
n (x, z) = A+

n sn(x)e−γnz + B+
n sn(x)eγnz ⇒ ϕ+

n (x, z) = A+
n sn(x)e−γnz, (6)

where the boundary condition limz→∞ ϕ+
n (x, z) → 0 has been imposed.

Similarly, denoting the variables in D− by the superscript −, and using limz→−∞ ϕ−n (x, z) → 0:

ϕ−n (x, z) = A−n sn(x)eγnz + B−
n sn(x)e−γnz ⇒ ϕ−n (x, z) = A−n sn(x)eγnz (7)

1The expression for the completeness condition of the functions sn(x) will be established momentarily.
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2.4.3. Interface Conditions
The interface condition for the electric potential: From ϕ+(x, 0+) = ϕ−(x, 0−) it follows that:

ϕ+
n (x, 0+) = ϕ−n (x, 0−) ⇒ A+

n = A−n = An ⇒ ϕ±n (x, z) = Ansn(x)e∓γnz (8)

The interface condition for the “normal” z-components of the dielectric displacement:

D+
3 (x, 0+)−D−

3 (x, 0−) = ρ(x) ⇒ D+
3,n(x, 0+)−D−

3,n(x, 0−) = ρn(x) (9)

With D3,n(x, z) = −ε0∂ϕn(x, z)/∂z for the nth Fourier terms of the components of the dielectric
displacements D+

3,n(x, z) and D−
3,n(x, z) in the z-direction we obtain:

D±
3,n(x, z) = ±ε0γnAnsn(x)e∓γnz (10)

Substituting (10) into (9) results in the expression for An and thus:

An =
ρ0

2ε0γn
sn(x′) ⇒ D±

3 (x, z) = ±ρ0

2

∑
n

sn(x′)sn(x)e∓γnz (11)

In particular for D+
3 (x, ε) and D−

3 (x,−ε), with ε > 0 we have

D±
3 (x,±ε) = ±ρ0

2

∑
n

sn(x)sn(x′)e−γnε (12)

Back-substituting (12) into the interface condition for D3(x, z) results in:

lim
ε→0

[
D+

3 (x, ε)−D−
3 (x,−ε)

]
= ρ(x) ⇒ lim

ε→0

∑
n

sn(x)sn(x′)e−γnε = δ(x− x′) (13)

Or, more explicitly,

δ(x− x′) = lim
ε→0

2
L

∞∑

n=1

sin
[
nπ

(
x

L
+

1
2

)]
sin

[
nπ

(
x′

L
+

1
2

)]
e−γnε (14)

Theorem: The expression at the RHS of (14) is a valid representation for δ(x− x′).

Proof: Expressing sin(·) in terms of exp(±j(·)) and absorbing the term exp(−nπε/L) lead to:

δ(x− x′) ?= − 1
2L

lim
ε→0

{ ∞∑

n=1

qn
1 −

∞∑

n=1

qn
2 −

∞∑

n=1

qn
3 +

∞∑

n=1

qn
4

}
(15)

q1 = ejπ( x+x′
L

+1)− επ

L , q2 = e−jπ x−x′
L
− επ

L , q3 = ejπ x−x′
L
− επ

L , q4 = e−jπ( x+x′
L

+1)− επ

L

Since |qi| = e−πε/L < 1, Si =
∞∑

n=0
qn
i = 1/(1− qi), with i = 1, 2, 3, 4. Thus,

S1 =
e

επ

L

e
επ

L + ejπ x+x′
L

, S2 =
e

επ

L

e
επ

L − e−jπ x−x′
L

, S3 =
e

επ

L

e
επ

L − ejπ x−x′
L

, S4 =
e

επ

L

e
επ

L + e−jπ x+x′
L

δ(x− x′) ?= − 1
2L

lim
ε→0

{S1 + S4 − (S2 + S3)} , (16)

and consequently, after some manipulations:

δ(x− x′) ?= − 1
2L

lim
ε→0

sinh
(πε

L

) [
1

cosh πε
L + cos π(x+x′)

L

− 1

cosh πε
L − cos π(x−x′)

L

]
(17)

Note that letting the summation index start from n = 0 rather than n = 1 has no implication
to the RHS in (15). At the limit ε → 0 the ε-terms in (17), can be safely approximated by their
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respective Taylor series expansions for small arguments; i.e., sinh(πε/L) ≈ πε/L and cosh(πε/L) ≈
1 + π2ε2/(2L2). The treatment of the (x + x′)- and (x − x′)-terms is, however, more delicate. In
view of the fact that we are interested in examining whether or not the RHS of (17) is a valid
representation for δ(x − x′), consider the important case of x ≈ x′; i.e., 0 ≤ |x − x′| ¿ L subject
to the constraints −L/2 ≤ x ≤ L/2 (the observation point can assume any position between the
ground plates — including the plates) and −L/2 < x′ < L/2 (the source point can assume any
position between the ground plates - excluding the plates). Thus, 0 ≤ |x + x′| < L.2 On the other
hand, |x− x′| ¿ L implies cos[π(x− x′)/L] ≈ 1− π2(x− x′)2/(2L2). In general, however, a similar
expansion for cos[π(x + x′)/L] is not valid, since it is only guaranteed that |x + x′| < L (rather
than |x + x′| ¿ L), except possibly the case x ≈ x′ ≈ 0, where the expansion cos[π(x + x′)/L] ≈
1− π2(x + x′)2/(2L2) holds valid. Summarising the results obtained so far, we have:

δ(x− x′) ?= − 1
2L

lim
ε→0

πε

L

[
1

1 + 1
2

(
π ε

L

)2 + cos π(x+x′)
L

− 1

1 + 1
2

(
π ε

L

)2 − 1 + 1
2

(
π x−x′

L

)2

]
(18)

From 0 ≤ |x + x′| < L and thus 0 ≤ π|x + x′|/L < π the relationships −1 < cos[π(x +
x′)/L] ≤ 1 follow. Consequently, 0 < 1 + cos[π(x + x′)/L] ≤ 2. In particular, consider the strict
inequality 1 + cos[π(x + x′)/L] > 0, implying limε→0{1 + (πε/2L)2 + cos[π(x + x′)/L]} > 0. Thus
the denominator of the first fraction in (18) is always positive (irrespective of how small, it never
vanishes). Therefore, the first term in the bracket in (18) multiplied by πε/L vanishes in the limit
ε → 0. Considering this fact and simplifying the second fraction leads to

δ(x− x′) ?= − 1
2L

lim
ε→0

πε

L

[
−

2L2

π2

ε2 + (x− x′)2

]
⇒ δ(x− x′) =

1
π

lim
ε→0

ε

ε2 + (x− x′)2
(19)

The last expression is a well-known representation for the Dirac’s delta function; a fact which
has justified the removal of the question mark on the equality sign. This completes the proof.3 ¤
2.5. Problem II: Inhomogeneous Dielectric Junction
To gain further insight into the structure of series representations for the δ-function, consider
the same geometry as in the foregoing problem, except the condition that the dielectric material
in region z < 0 is diagonally anisotropic, and characterized by non-zero, positive permittivity
constants εii (i, = 1, 2, 3). Maintaining the assumption of a 2D analysis (∂y ≡ 0), and following a
similar line of argument, a comparatively tedious, but straightforward calculation, results in:

δ(x−x′) ?=lim
ε→0

{ √
ε33√

ε11 +
√

ε33

∞∑

n=1

sn(x)sn(x′)e−
nπ

L
ε +

√
ε11√

ε11 +
√

ε33

∞∑

n=1

sn(x)sn(x′)e
−
q

ε11
ε33

nπ

L
ε

}
(20)

A further lengthy calculation, similar to the one in Problem I, shows that in the limit ε → 0,
each of the sums in (20) individually adds up to δ(x−x′). Thus, factoring out δ(x−x′) and adding
the resulting two terms establishes the equality in (20). ¤

3. DIRAC’S DELTA FUNCTION IN TWO DIMENSIONS

Considering the domain [−L1/2, L1/2]× [−L2/2, L2/2], and following a similar procedure, leads to:

δ(x− x′, y − y′) =
4

L1L2
lim
ε→0

∞∑

m=1

∞∑

n=1

sin
[
mπ

(
x

L1
+

1
2

)]
sin

[
mπ

(
x′

L1
+

1
2

)]

× sin
[
nπ

(
y

L2
+

1
2

)]
sin

[
nπ

(
y′

L2
+

1
2

)]
× e

−
r“

mπ

L1

”2
+
“

nπ

L2

”2
ε

(21)

2As it is shown in the paragraphs between the Eqs. (18) and (19), the imposition of the condition 0 ≤ |x + x′| < L rather
than 0 ≤ |x + x′| ≤ L is fundamental to our arguments.

3The main point in the above argument is the property that the denominator of the first fraction in (17) can never vanish.
The examination of the following particular case may further illuminate this property: Let the source point be located at the
x′ = −L/2+ η, with η being an arbitrarily small but finite positive number. Let the observation point be located at x = −L/2.
Thus x + x′ = −L + η with η > 0. (It should be reiterated that the condition η > 0 prohibits the line charge source from
coinciding with the ground plate at −L/2.) Thus, cos[π(x + x′)/L] > −1. An equally critical case occurs when x′ = L/2− η,
with η > 0, and x = L/2. Thus, x+x′ = L−η with η > 0; once again implying the condition cos[π(x+x′)/L] > −1. Therefore,
as long as the line charge does not coincides with any of the ground plates, a condition implied by the physical realizability,
the denominator of the first fraction in (17) is a positive real number, irrespective of how small.
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This result makes explicit the ε-decay behavior of the exponential functions in the double series
expansion of δ(x − x′, y − y′). It remains a challenge to show that (21) is equivalent with the
following identity, which was established in [3] following an alternative path of argument:

δ(x− x′, y − y′) =
1
2π

lim
ε→0

ε
[
(x− x′)2 + (y − y′)2 + ε2

]3/2
(22)

4. CONCLUSION

A novel physics-inspired approach has been developed for deriving series expansions for the Dirac’s
delta function in 1D and 2D. The work supplements author’s earlier works in which integral coun-
terparts were utilized. Throughout the discussion Poisson’s equation was employed; extension to
Maxwell’s electrodynamic equations, or for this matter, to any of the linear partial differential equa-
tions (PDEs) in mathematical physics, should be immediate [3]. The method (tacitly) employed
the eigenpairs of the algebraic system of equations corresponding to the underlying PDEs. An
important feature of the proposed technique is its utility for fully coupled EM fields in anisotropic
or bi-anisotropic media, where the eigenpairs are obtainable in numerical form only. This ability
should be pointed out emphatically. Since the derived delta functions are, by construction, embed-
ded in the space of field solutions, they are optimally matched to the associated problems, when
regularizing the arising singular integrals. Details remain to be demonstrated elsewhere.

The following ontological and epistemological remarks maybe worth mentioning. The roles of
the source (delta function) and the associated response (Green’s function) were reversed in the
arguments: The derivative of the response was used to construct an expression for the cause, estab-
lishing a connection with Leibniz’s Law of ontological identity. Introducing α =

√
ε11, β =

√
ε33,

x̂ = x/L, and ẑ = z/L, the results can be stated abstractly, allowing their utility to tackle prob-
lems of varied origins. The ideas in this paper advocate the pursuit of “physical mathematics” in
conjunction with conventional “mathematical physics”: At any given time in history of science,
governing equations are viewed as our best models for “reality”. Thus, any computational scheme,
derived from the governing equations, promises to provide the optimum technique for solving con-
temporary boundary value problems. This plaidoyer for physical mathematics, as a discipline,
concludes the paper. With profound admiration, this work is devoted to Leonhard Euler.
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Boundary Value Problems for Solving Real-life Problems in

Engineering Applications
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Abstract— Solving two- and three-dimensional Boundary Value Problems (BVPs) in engineer-
ing can be computationally very demanding. The primary ideas in this contribution are centered
about designing tailored basis- and weighting functions for Galerkin-type methods, simultane-
ously reducing the order of the complexity of the problem (Model Order Reduction, MOR),
based on physical considerations. The concept involves the following steps: (i) Given a higher
(two or three) dimensional BVP, construct a hierarchy of lower dimensional (one or two) related
auxiliary problems. (ii) Examine the hermiticity property of the differential operators involved
in the auxiliary problems. (iii) In case the auxiliary operators are already hermitian, no change
is necessary; otherwise modify the operators adequately so that they become hermitian. (iv)
Determine the positive eigenvalues and the corresponding orthogonal eigenvectors of the (modi-
fied) auxiliary problems. (v) The tensor-product of the derived eigenfunctions, corresponding to
one-dimensional operators, results in a set of higher-dimensional analysis functions. To demon-
strate the versatility of the method, quantum dot and quantum wire structures, under realistic
conditions, have been analyzed, and the numerical results are compared against available data
in literature.

1. INTRODUCTION

Quantum wires (QWs) and quantum dots (QDs) represent the fundamental building blocks that
makeup nano-scale and small-scale electronic devices. Nano-structures, due to their highly desirable
physical characteristics, are prime candidates for future electronic devices [1].

The development of high performance computational models for describing the physical char-
acteristics in such structures and devices is of critical importance. To date, there have been many
modelling techniques employed to simulate and predict the quantum confinement characteristics.
Some of the most prominent methods include: finite element method [2], finite difference method [3],
transfer matrix method [4], boundary element method [5], and spectral techniques [6]. Each of the
aforementioned methods suffers from one or more of the following limitations or computational
bottlenecks, which are addressed in this paper: the requirement for a dense discretization of the
simulation domain; incorporation of artificial absorbing boundary conditions; tedious treatment of
strong or hyper-strong singularities; laborious handling of the large number of boundary condi-
tions (especially when the quantum structures are geometrically and functionally too complex and
require a three dimensional analysis).

In our earlier work [7], a Galerkin-type method was used to calculated the quantum confinement
properties of an isotropic QW structure. Two simpler (auxiliary) QW problems were constructed
which closely mimicked the problem of interest (target problem), but were easier to solve. The
solutions to the auxiliary problems served as trial solutions for the target problem. Figure 1 shows
a schematic of the hierarchy of auxiliary problems that are used to solve the target problem. The
dashed frame refers to the isotropic QW problems that were solved in reference [7]; with Qaux

2D
denoting an asymmetrical, periodic QW problem, Qaux

1D,2 referring to a simple finite well problem,
Qaux

1D,1 representing the harmonic oscillator problem, and Qaux
1D (periodic) denoting a fundamental

periodic problem. The problem denoted P2D is the anisotropic QW structure of interest, and is
the focus of this paper. Following the procedure used to solve Qaux

2D [7], the solutions of Qaux
2D will

be used as trial functions to solve P2D. Furthermore, to demonstrate the validity of the proposed
method, various QW problems from literature have been considered. The Brillouin band diagrams
and total energy values, which have been calculated in literature, are reproduced here using the
proposed method; excellent agreement has been achieved.

This paper is organized as followed: In Section 2, the problem of interest is defined, where
Section 3 explains the procedure on how the QW problem is solved. Section 4 gives a brief overview
of the calculated results of the proposed method; the computed results are compared against pre-
calculated data available in literature. Section 5 concludes the paper.
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Figure 1: A schematic showing the connection between the target problem (P2D), the hierarchy of auxiliary
problem, Qaux

2D , and its constituent auxiliary problems Qaux
1D,2, Qaux

1D,1 and Qaux
1D (periodic). To solve the

isotropic QW problem (Qaux
2D ), the tensor product of the eigenfunctions in Qaux

1D,2 and Qaux
1D (periodic) have

been utilized. P2D is the anisotropic QW problem of interest, which is the focus of this paper. P2D utilizes
the computed eigenfunctions associated with Qaux

2D . While it has not been included in the figure, it should
be obvious that the solution to P2D can itself serve to tackle related P3D problems.
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Figure 2: A sketch of the “fundamental cell” of an inhomogeneous and fully-anisotropic QW. Along the
x-direction, as indicated by the arrows, the structure extends indefinitely, while along the y-direction, the
fundamental cell is repeated periodically.

2. STATEMENT OF THE PROBLEM

Consider the two dimensional structure depicted in Figure 2, which shows the fundamental cell
of a P -periodic (in the y-direction), fully anisotropic QW. The channel having an aperture length
W is characterized by the potential- function V (x, y) and inverse effective mass tensor η(x, y)
(η(x, y) = M−1(x, y)). Within the channel, there is no potential or effective mass variation along
the x-direction. Constant values outside the channel characterize the potential function and effective
mass tensor. The wavefunctions and energy values describing the behavior of an electron, traveling
through such a QW structure, are governed by the position-dependent effective mass Schrödinger
equation:

− ~2

2m0
∇T

xyη(x, y)∇xyψ(x, y) + V (x, y)ψ(x, y) = Eψ(x, y) (1)

Here, the superscript T stands for transposition, ~ is the reduced Planck constant and m0 is the
electron rest mass.

3. PROPOSED SOLUTION PROCEDURE

Introducing the scaled variables, x̂ = x/P , ŷ = y/P , the scaled wavefunction ψ̂(x̂, ŷ), defined as
ψ̂(x̂, ŷ) = ψ(x, y), and the scaled inverse effective mass tensor η̂(x̂, ŷ), defined as η̂(x̂, ŷ) = η(x, y),
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Eq. (1) can be written in the following non-dimensional form

− 1
4π2

∇T
x̂ŷ

[
η̂11(x̂, ŷ) η̂12(x̂, ŷ)
η̂21(x̂, ŷ) η̂22(x̂, ŷ)

]
∇x̂ŷψ̂(x̂, ŷ) + V̂ (x̂, ŷ)ψ̂(x̂, ŷ) = Êψ̂(x̂, ŷ), (2)

where η̂(x̂, ŷ) has been written component-wise. Furthermore, V̂ (x̂, ŷ) = V (x, y)/E0 and Ê = E/E0

with E0 = (π~/m0P )2.
To solve this equation, a set of eigenpairs from a suitably constructed, problem-specific auxiliary

problem is required. The auxiliary problem should be chosen such that it is considerably simpler
to solve than Eq. (2), but retains as many of the features of the original QW structure as possible.

3.1. Auxiliary Problem

The auxiliary problem is chosen by assuming the particle’s mass to be constant throughout the
entire domain, while still being subject to the potential V̂ (x̂, ŷ). Under these conditions, Eq. (2)
transforms into

− 1
4π2

∇T
x̂ŷ

[
1 0
0 1

]
∇x̂ŷψ̂

a(x̂, ŷ) + V̂ (x̂, ŷ)ψ̂a(x̂, ŷ) = Êaψ̂a(x̂, ŷ). (3)

Here, the superscript a has been introduced to explicitly denote the solutions which belong to
the auxiliary problem. As shown in our earlier work [7], the eigenfunctions corresponding to
the auxiliary problem can be expressed as a linear superposition of tensor products of two one-
dimensional functions; i.e.,

ψ̂a
m(x̂, ŷ) =

∑
r,s

βm
rsÂr(x̂)B̂s(ŷ). (4)

Here, Âr(x̂) correspond to the solutions of Qaux
1D,2 and B̂s(ŷ) are the solutions to Qaux

1D (periodic).
The coefficients βm

rs are a priori unknown. The index m corresponds to the eigenmode of the
auxiliary problem, hence, m ∈ {0, 1, 2, . . . , M}, with M being some chosen upper limit.

3.2. Target Problem

Exploiting the orthonormality of the solutions to the auxiliary problem, the solutions of Eq. (2)
can be expressed in terms of a linear superposition of these functions;

ψ̂(x̂, ŷ) =
∑
m

αmψ̂a
m(x̂, ŷ), (5)

where αm are a priori unknown.
Applying Galerkin’s method to the target problem, Eq. (5) is substituted into Eq. (2) as a trial

solution, and tested by the complex conjugate of the m̄th eigenfunction, ψ̂a∗̄
m (x̂, ŷ). The resulting

equation is then integrated over the fundamental cell. Next, using Galerkin’s method on the
auxiliary problem, the mth solution of Eq. (3) is chosen and multiplied by a weighting function,
ψ̂∗(x̂, ŷ). Eq. (5) is substituted in place of the weighting function (with the running index denoted
by m̄) and integrated over the domain of the fundamental cell. Next, taking the difference between
the integrated target and auxiliary equations, the following equation is obtained:

− 1
4π2

∑
m

αm

{〈
ψ̂a

m̄ |∂x̂η̂11∂x̂| ψ̂a
m

〉
+

〈
ψ̂a

m̄ |∂x̂η̂12∂ŷ| ψ̂a
m

〉
+

〈
ψ̂a

m̄ |∂ŷη̂21∂x̂| ψ̂a
m

〉

+
〈
ψ̂a

m̄ |∂ŷη̂22∂ŷ| ψ̂a
m

〉
−

〈
ψ̂a

m̄ |∂x̂x̂| ψ̂a
m

〉
−

〈
ψ̂a

m̄ |∂ŷŷ| ψ̂a
m

〉}
=

∑
m

αm(Ê − Êa
m)

〈
ψ̂a

m̄ | ψ̂a
m

〉
(6)

The influence of the potential function V̂ (x̂, ŷ) has manifested itself in the calculation of the eigen-
pairs ψ̂a

m(x̂, ŷ) ↔ Êa
m, and thus plays its role in Eq. (6) implicitly. Varying m̄ in the range

{0, 1, . . . ,M}, Eq. (6) results in an eigenvalue problem for the determination of Ê and αm (and
thus ultimately ψ̂(x̂, ŷ)).
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Figure 3: The energy dispersion diagram for a conduction electron in a GaAs/Ga0.63Al0.37As periodic QW.

Table 1: Bound Energy Levels of a conduction electron in a GaAs/Ga0.63Al0.37As Single QWW.

Cross-Section Proposed Method Gangopadhyay Shertzer
Lx × Ly(nm)2 (meV) (meV) (meV)

5× 5 155.27 155.2 155.3
5× 10 111.13 111.2 111.1
10× 10 63.473 63.47 63.5

155.23 . . . 155.2

4. RESULTS AND DISCUSSION

To validate the proposed method set out in Section 3, the solutions of two QW problems, which
have been treated elsewhere, are reproduced here using the proposed method.

The first QW problem is the infinite array of quantum wire wells, shown in reference [8]. The
QW structure can be obtained from Figure 2 by setting V l = V R = V + = V − = 276 meV,
V 0 = 0meV, ηl = ηR = η+ = η− = 1/0.0858, η0 = 1/0.0665, P = 15nm, W = 20nm and
L = 10 nm. The potential and effective mass values set for this structure characterize a conduction
electron, propagating along a Ga0.63Al0.37As QW. The energy dispersion diagram, calculated using
the proposed method, is shown in Figure 3. Here, an electron propagating along the y-direction
is considered. The dispersion diagram constructed is in excellent agreement with the dispersion
diagram obtained by Pokatilov et al. in reference [8].

Next, consider the QW structure depicted in Figure 4. The lengths Lx and Ly characterize the
dimensions of the QW cross-section, where the barrier material extends indefinitely for |x| → ∞
and |y| → ∞. The energy eigenstates are calculated for a conduction electron, bound within the
QW. The material composition of this QW is the same as the previous structure. Here, V = 0 and
η = 1/0.0665 inside the well, and V = 276meV and η = 1/0.0858 outside the well.

Table 1 shows the calculated energy eigenstates for the Ga0.63Al0.37As QW, using the proposed
method, along with the results obtained by a spectral method using Fourier expansion terms [9]
and the finite element method [10]. As it is shown, the bound energy states were calculated for
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Figure 4: A diagram of a single quantum wire well (QWW). The QWW is contained within a finite potential.

different cross-sectional areas. The calculated energy eigenvalues, using the proposed method, are
in excellent agreement with those obtained by the other two methods.

5. CONCLUSION

A method has been proposed to solve the position-dependent effective mass Schrödinger equation
for anisotropic QW structures. The method employs a hierarchy of auxiliary problems, which
are fundamentally simpler and thus easier to solve than the target problem. Using entire-domain
basis functions, all interface conditions have been naturally met, which has made the enforcement
of interface conditions totally redundant. The validity of the proposed technique was shown by
considering two types of QW problems, which are considered in literature.
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On the Construction of Distributed Elementary Source
Self-regularized Dyadic Green’s Functions

H. A. Vagh and A. R. Baghai-Wadji
School of Electrical and Computer Engineering, RMIT University, Australia

Abstract— Elastodynamic simulation of complex structures built from rectangular/hexahedron
building blocks are considered. For the purpose of the analysis, the structures are decomposed
into the constituent fundamental rectangular- and hexahedron building blocks. The individual
building blocks are excited time-harmonically by the members of a complete set of distributed
elementary source, thus resulting in a number of the corresponding dyadic Green’s functions.
Thus derived Green’s functions are by construction regularized; they are devoid of singularities,
prompting the notion of distributed-source self-regularized Green’s functions. The constructed
Green’s functions are then reduced onto the bounding surfaces of the building blocks, and stored
for frequent future usage, substantially reducing the simulation time for the given composed
structure. Key steps of the method have been discussed in applying the proposed technique to
micro-acoustic device subsections involving isotropic and anisotropic materials.

1. INTRODUCTION

Simulation of the massloading effect continues to be of great interest and paramount significance
in micro-acoustic devices community. The massloading effect is a major higher-order effect. It is a
phenomenon which is understood as altering the acoustic impedance of propagating surface- or bulk
waves by the mass- and the elasticity property of metallic electrodes. Thereby, waves propagating
along the substrate surface, or within the substrate volume, interact electrically and acoustically
with electrodes which are deposited in large numbers on the plane surface of a piezoelectric sub-
strate, prior to getting scattered into various types of coupled surface- and bulk waves. Examples
for the piezoelectric commonly substrates are LiNbO3, LiTaO3 or Quartz, which typically support
several hundreds to a few thousands metallic electrodes made of, in majority of cases, aluminium
or, in some cases, of much heavier gold. The massloading effect may decisively deteriorate the de-
vice performance or be exploited advantageously in signal forming, shaping and processing devices.
The massloading effect is accounted for by solving a boundary value problem subject to fairly com-
plex boundary conditions. A routine complexity analysis would reveal that in modern devices the
number of unknowns in computations may easily exceed tens of millions. Traditional simulation
packages based on the almighty Finite Element Method (FEM) and the elegant Boundary Element
Method (BEM) or a hybridization of both, are quite general tools in terms of the geometry of
electrodes, the substrate and their material constitutions [1–4]. These methods, however, lack a
most desirable property; i.e., the flexibility in producing pre-calculated data, so that they can be
stored in libraries for frequent future usage in device design cycles. Ordinarily, pre-calculating data
is regarded to be particularly challenging as the mechanical stress distributions on the bounding
surfaces of the metallic electrodes are not only dependent on various topological- and material pa-
rameters, but are also strongly frequency dependent. The ability of pre-calculating of such primary
data and storing them for future use, is an important feature of this work.

2. ON THE NOTION OF SELF-REGULARIZED DYADIC GREEN’S FUNCTION
TECHNIQUE

The proposed method of Self-regularized Dyadic Green’s functions may conceptually be viewed as
a sophisticated process. To ease the discussion, here purely mechanical problems are considered,
assuming that the electrodes and all the other sub-structures are mechanically excited by sources
which oscillate time-harmonically according to exp(−jωt) at a given frequency ω.

The method is based on the concept of divide and rule. To begin with, the geometry of the test
structure is partitioned into adequate number of fundamental building blocks. Subsequently, for
each constituent building block, the complete set of the Distributed-Elementary-Source (DES) Self-
regularized (SR) Dyadic Green’s Functions (DGFs), abbreviated as GFs, are constructed. Thereby,
the interaction between two acoustic partitions manifests itself through an energy exchange in such
a way that the boundary- and interface conditions are satisfied. The resulting easy-to-use recipe is
elaborated further, by developing the tools that are core to the proposed GFs method. They are
described after considering the involved Boundary Value Problems (BVPs).
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2.1. BVP with Neumann Boundary Conditions
The equation of motion for an elastodynamic problem is given by:

∇tT = −ρIω
2u, in Ω (1)

In case of inhomogeneous Neumann boundary condition, the stress over test boundary reads:

τ3|TestBoundary = F (2)

The outward unit vector normal to the test boundary has been assumed to be in the z−direction
(subindex 3).
2.2. BVP with Interface Condition
Consider two partitions occupying the volumina, Ωa and Ωb, representing one electrode and the
substrate hexahedron, respectively, having a common interface. Additionally, assume that the
block “a” is subject to external forces at the “north” boundary. Thus the BVP characterizing the
“ab”-composed structure is given by:

∇tTa = −ρω2ua, in Ωa (3a)

and

∇tTb = −ρω2ub, in Ωb. (3b)

The governing Eqs. (3) are subject to the boundary condition

τ a
3 |TestBoundary = F, (4)

and the stress- and displacement conditions

τ a
3 |Interface = τ b

3 |Interface (5a)

and

ua|interface = ub|Interface. (5b)

At the interface between “a” and “b”, equivalent forces shall be introduced to partition the blocks
for independent analysis utilizing the precalculated and stored dyadic Green’s functions, which
characterize “a” and “b”. In the present analysis, the boundary sections, other than the interface-
and the test boundary, are assumed to be stress-free.

3. PROPOSED SOLUTION

3.1. Basic Tools
A standard Galerkin scheme is followed to solve the BVP given by Eqs. (1) and (2) for the test
cuboid. The orthonormalized Legendre polynomials bl(x), bm(y) and bn(z) over the interval [−1, 1]
are employed to form a set of 3D Bj(x, y, z) basis functions: Bj(x, y, z) = Bl¯m¯n(x, y, z) =
bl(x)bm(y)bn(z), with l = 0, . . . , L; m = 0, . . . ,M ; n = 0, . . . , N , and j = 0, . . . , L × M × N .
Thereby, the ith component of the displacement vector u can approximately be expressed in terms
of a linear superposition of the constructed basis functions Bj(x, y, z):

ui(x, y, z) ≈
L×M×N∑

j=0

u
(i)
j Bj(x, y, z), (6)

where, i = 1, 2, 3. Similarly, the force function F (x, y), can be approximated by

F (x, y) ≈
L×M∑

k=0

αkBk(x, y). (7)

A standard Galerkin scheme results in the system of coupled algebraic equations for determination
of expansion coefficients of the displacements, and thus the solution of the underlying BVP.
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The implementation of the Galerkin scheme is straightforward. However, for varying source
functions one needs to solve the system of equation anew, a process, which can be exhaustive
computationally. This bottleneck can be remedied by utilizing the pre-calculated and stored Green’s
Functions. to this end successive application of the forces, and solving the resulting system of
equations, as described above, results in the associated displacement components, and thus to the
required Green’s functions, which will be collectively denoted by GFs. The computed information
defining GFs is then stored for frequent future usage. Since any displacement distribution in
response to an arbitrary excitation function can be modeled by the pre-computed Green’s functions,
the displacement functions can be represented as:

ui(x, y, z) ≈
L×M×N∑

j=0

α
(i)
j GF (i)

j (x, y, z), i = 1, 2, 3 (8)

However, storing entire-domain solutions in their original form, as they stand, requires excessive
amounts of storage space, rendering the retrieval of data an exceedingly slow process. Instead the
calculated GFs and their derivatives are evaluated (collapsed) on the boundary, collectively leading
tot he content of problem’s Library. The information in the Library enables both 2D and 3D
device modeling and simulation. In applications only those encoded GFs are retrieved and copied
into the Working Memory which are unconditionally necessary for modeling a given building
blocks.
3.2. Sufficiency Principle
Assume that the generated Library contains all the tabulated GFs required to solve a given time-
harmonic BVP associated with a given building block, with prescribed material properties and
prescribed accuracy. Upon changing the applied force vector, the stored information about the
Green’s functions fully suffices to solve the new BVP with agreed accuracy.
3.3. The Principle of Exhaustion
In Subsection 3.1 it was pointed out that the GFs have been collapsed onto the boundary prior
to being stored in the Library. Despite this significant data compression, it can be shown that
the compressed data exhausts the entire information about any physically realizable boundary
conditions [5]. The latter property justifies the notion of Exhaustion principle.
3.4. Application of the Sufficiency- and Exhaustion Principles
In order to elucidate the interface conditions in the test structure, the solution of a comparatively
easier problem, i.e., the Dirichlet boundary condition is explained first. As it turns out, solving
interface problem is conceptually a minor modification of solving the Dirichlet boundary condition.
Consider the equation of motion

∇tT = −ρω2u, in Ω, (9)

and the inhomogeneous Dirichlet boundary condition, with U being a known function, defined on
the test boundary Γ:

u|TestBoundary = U (10)

It should be noted that while the displacement on Γ is known upon assumption, the stress on Γ is
a priori unknown. Assume that each of the three component of the unknown stress distribution
on the boundary can be synthesized using N0 appropriately chosen orthonormal basis functions,
weighted by N0 expansion coefficients c0, c1, . . . , cN . Excite the (Ω, Γ)-medium by the force (basis)
function bn(s), acting on Γ. The Green’s Function evaluated on the boundary Γ, i.e., Gn(s),
has been, however, pre-calculated and thus can be copied from the Library into the Working
Memory. By saying that the Green’s functions Gn(s) =

∑N
i=0 gnibi(s) are stored in the Library,

it is meant that merely the coefficients gni, i ∈ N0 have been stored in the Library. A further
realization is that Gn(s) is, upon construction, the displacement functions un(s), evaluated on the
boundary. Obviously, in virtue of linearity, exciting the medium by cnbn(s), the corresponding
displacement on Γ is cnGn(s). Retrieving Gn(s) for n = 0, . . . , N from the Library, multiplying
by c0, . . . , cN , and adding, we obtain the displacement on Γ:

u(s)|Γ =
N∑

n=0

cnGn(s) (11)
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Thus the computational task is reduced to the determination of the unknowns cn, with n ∈ N0. In
view of the fact that the displacement on Γ is a given function; i.e., U(s), set

∑N
n=0 cnGn(s) = U(s).

Taking into account the relationship Gn(s) =
∑N

i=0 gnibi(s) leads to:

N∑

n=0

cn

N∑

i=0

gnibi(s) = U(s) (12)

On the other hand since U(s) is known, U(s) =
∑N

k=0 αkbk(s), where αk are known. Substituting
the latter equation into Eq. (12); multiplying both the sides by bj(s) and integrating over Γ and
using orthonormality condition for the basis functions results in

N∑

n=0

cn

N∑

i=0

gniδij = αj , (13)

or, equivalently in:
N∑

n=0

cngnj = αj (14)

Proceeding similarly with the remaining basis functions, N0 equations are obtained for the deter-
mination of N0 unknowns cn. Thus, with the available coefficient matrix [gnj ] and, consequently,
its inverse [gnj ]−1 the expansion coefficients cn can be determined:

[cn] = [gnj ]−1[αj ] (15)

Remark : In order to simplify the foregoing discussion, two tacital assumptions were made: (1)
The force- and displacement functions were assumed to be scalar. (2) The support of the basis
functions were taken to comprise the entire boundary Γ. These two constrains can easily be relaxed,
refer to [5] for details.

In summary, to obtain the solution for the BVPs with interface conditions proceed the following
easy-to-use recipe: Copy the Distributed-Elementary-Source Self-regularized Dyadic Green’s Func-
tions (GFs) from the Library into the Working Memory individually for each building blocks.
Utilize the GFs employing the Sufficiency- and Exhaustion Principles, to match the solutions at
the interfaces.

4. RESULTS

Figures 1 and 2 show the results for the elastodynamic simulation of given 2- and 3D structures.
In both cases the structures were partitioned into fundamental building blocks. For example,

(a) (b)

Figure 1: (a) Displacements u1(x, z) and (b) u3(x, z) in response to the constant force (0.7 N/m2) acting at
‘north’ boundary of the electrode (upper-left rectangular block in each subfigure). The operating frequency
is ω = 1.1GHz. The 2D substrate is assumed to be anisotropic.
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(a) (b)

Figure 2: (a) Displacements u1(x, y, z) and (b) u3(x, y, z) in response to the constant force (0.5 N/m2) acting
at the ‘north’ boundary of the electrode. The operating frequency is ω = 2.1GHz.

considering the entire metallic-electrode as one building block, the respective GFs were derived
and stored. These stored information was then retrieved and utilized in order to simulate the
entire composed structure. In the case of 2D simulation the number of unknowns were reduced
to only 60 with 10 basis functions in each direction. This is basically where the strength of the
proposed method resides.

5. CONCLUSION

The Distributed-Elementary-Source Self-regularized Dyadic Green’s function method possesses dis-
tinct advantages over the traditional methods such as FEM and BEM. Each type of the boundary
condition (Dirichlet, Neumann and Interface condition) could be easily addressed by merely loading
an insignificant amount of data into the Working Memory. The postprocessing step is simplified
and merely involves the construction of the system matrix for the determination of the expansion
coefficients of the field variables on the interface. Using Sufficiency- and Exhaustion principles it
was demonstrated how anisotropic composed structures can be analyzed.
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Abstract— A z-pinch in its simplest form is a column of plasma in which current (J) is driven in
the axial direction (z) by an electric power source producing an azimuthal (θ) direction magnetic
field (B) that tends to confine plasma by (J ×B) force. One application of this configuration is
Plasma Focus. Dense plasma focus (DPF) is essentially a pulsed electric gas discharge between
coaxially arranged electrodes. DPF devices belong to the family of dynamic Z-pinches which
are self-constricted plasma configurations. The Lee model code was developed to simulate the
plasma dynamics in a DPF. The model incorporates the energy and mass balances equivalent,
at least in the gross sense, with radiation-coupled dynamics to all the processes which are not
even specifically modeled. It is a well known fact that radiation loss is an inevitable phenomenon
in the final stage of pinch compression. The most obvious one is that of a focus or a Z-pinch.
Plasma self-absorption is an important factor during the pinch compression. In this paper the
effect of self absorption of line radiation was investigated in argon plasma by a series of numerical
experiment considering both aspects, i.e., by including and excluding the self absorption term
in Lee code. The results were compared for various parameters, i.e., Radial trajectories, pinch
duration, pinch current, line radiation yield while changing pressure. The effect of radiation self
absorption was observed in last few fractions of seconds (200–300 ns). Considering self absorption,
the compression shows a value of radius of about 0.2 mm while a collapse (radiative collapse) was
observed otherwise. The results illustrated that the radiation cooling becomes significant when
the plasma is dense and turn to be opaque for radiation. Hence in real case we do not see a
radiative collapse in argon PF as self absorption plays in real experiments. The results of pinch
duration and pinch current also indicated that self absorption is essentially enhancing the pinch
in terms of stability.

1. INTRODUCTION

A z-pinch in its simplest form is a column of plasma in which current (J) is driven in the axial
direction (z) by a pulsed electric power source producing an azimuthal (θ) direction magnetic field
(B) that tends to confine plasma by (J×B) force. Dense plasma focus (DPF) is essentially a pulsed
electric gas discharge between coaxially arranged electrodes. DPF devices belong to the family of
dynamic Z-pinches which are self-constricted plasma configurations. Radiation collapse is known
as a phenomenon of a sudden decrease in plasma temperature caused by an increase of radiation
loss. It is a well known fact that radiation loss is an inevitable phenomenon in the final stage of
pinch compression. The most obvious one is that of a focus or a Z-pinch.

Lee has proposed that current-stepping technique can significantly reduce the plasma pinch ratio.
Therefore, this technique can enhance the pinch compression to a significant level which can play
important role while designing high intensity soft x-ray sources using argon or xenon plasma [1].
Saw has developed current-stepped pinches [2] to confirm the predictions of the numerical exper-
iments. Jalil et al has developed the model to explore the effects of radiation loss and elongation
on the compression dynamics in a small size plasma focus [3]. Plasma focus machines have been
studied as intense source of various radiations like soft x-rays (SXRs), electrons, neutrons etc. with
potential applications [4, 5]. Whilst many recent experiments have concentrated efforts on low en-
ergy devices [4, 5] with a view of operating these as repetitively pulsed sources, other experiments
have looked at x-ray pulses from larger plasma focus devices [6] extending to the megajoule regime.
Numerical experiments simulating x-ray pulses from plasma focus devices are gaining more inter-
est in the public domain. A comparison was made for the case of the NX2 machine [4], showing
good agreement between computed and measured SXR yield (Ysxr) as a function of pressure [7, 8].
This gives confidence that the Lee model code gives realistic results in the computation of Ysxr.
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Here, we report on a series of numerical experiments to explain the dynamics of self absorption
during the slow compression phase occurring in the last fractions of seconds of pinch. The X-ray
radiation properties of plasma are dependent on the plasma temperature, ionization states and
density. Recently Ar has been considered for micro-machining due to the harder characteristic line
radiation [9].

2. SELF ABSORPTION AND RADIATIVE COLLAPSE IN LEE MODEL

The Lee Model code incorporates radiation dynamics [10] using the following equation:

drp

dt
=
− rp

γI
dI
dt − 1

γ+1
γp

zf

dzf

dt + 4π(γ−1)
µγzf

rp

f2
c I2

γ−1
γ

(1)

where rp is piston radius γ is specific heat zf focus length while fc is current factor and I is discharge
current.

The volumetric plasma self-absorption correction factor A is obtained in the following man-
ner [10–12]:

A1 = (1 + 10−14niZ)
/

T 35 (2)

A2 = 1/AB1 (3)

A = A
(1+M)
2 (4)

where M is photonic excitation number given by

M = 1.66× 10−15rpZ
0.5
n ni

/
(ZT 1.5) (5)

Transition from volumetric to surface emission occurs when the absorption correction factor goes
from 1 (no absorption) down to 1/e (e = 2.718) when the emission becomes surface-like given by
the expression:

dQ

dt
= −const× Z0.5Z3.5

n (rp) zfT 4 (6)

where the constant const is taken as 4.62 × 10−16 to conform with numerical experimental obser-
vations that this value enables the smoothest transition, in general, in terms of power values from
volumetric to surface emission. Where necessary another fine adjustment is made at the transition
point adjusting the constant so that the surface emission power becomes the same value as the ab-
sorption corrected volumetric emission power at the transition point. Beyond the transition point
(with A less than 1/e) radiation emission power is taken to be the surface emission power [10, 11].

3. NUMERICAL EXPERIMENTS WITH ARGON FILLED NX2 PLASMA FOCUS

NX2 Plasma Focus was configured with Argon as filling gas at voltage of 11 kV and the tube and
model parameters used for configuration are:

Table 1: Configuration Parameters for PF.

Electrical Bank Parameters
Lo Co ro

20 nH 28 µF 2.3mΩ

Geometrical Tube Parameters
b a zo

4.1 cm 1.9 cm 5 cm

Model Parameters
massf currf massfr currfr
0.0635 0. 0.16 0.

A series of Numerical experiments had been performed after configuring the machine for both
the cases, i.e., including the self absorption term and without accounting for it into the code. The
radial trajectories were plotted against time at various pressures ranging from 0.1–2.0 Torr with a
step of 0.1 Torr. Finally the results were compared for both the cases as shown in figure.
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4. RESULTS & DISCUSSION

4.1. Radial Dynamics

Starting from Figs. 1 & 2 showing the radial position of piston and shock as well as focus length
at 0.5 torr the radial shock of about 18 mm is driven to the axis by magnetic piston and hits after
120 ns. After hitting the axis of anode, a reflected shock (RS) moves out and hits the incoming
magnetic piston after about 20 ns. At this point the plasma column initiates to be compressed and
radiation emit out from the pinch making it cool. But to notice the effect of radiation cooling there
should be equilibrium between energy gain by Joule Heating and energy loss due to Bremstrahlung
and Line radiation emission. The situation is same for both cases when the numerical experiment
was done with and without including the term of self absorption.

Figures 3 & 4 at 1.0 torr is radiative collapse of the pinch as the radial shock of about 18 mm
is driven to the axis by magnetic piston and hits after 155 ns at this pressure. After hitting the
axis, the reflected shock (RS) hits the incoming magnetic piston after about 25 ns. Here the pinch
shows clear signs of radiative collapse; and we can see the difference that without including self
absorption the pinch collapses earlier than the case when Self Absorption is considered in the
calculation. When self absorption was not included the radial shock collapse in shorter time in only
a few ns to the radius of 0.1 mm set as cut-off in the model as the pressure increased, while the
pinch duration and focus length has increased when radiation absorbed for instance after hitting
the shock pinch duration is observed as 24 ns, 35 ns and 41 ns for pressures 1.0, 1.5 and 2.0 Torr
respectively. In this case the pinch doesn’t collapse but attains a minimum radius (See Figs. 5, 6,
7 & 8). It suggests that the pinch radius collapses less when self absorption is taken into account.

Figure 1: At 0.5 torr without self absorption. Figure 2: At 0.5 torr with self absorption.

Figure 3: At 1.0 torr without self absorption. Figure 4: At 1.0 torr with self absorption.

Figure 5: At 1.5 torr without self absorption. Figure 6: At 1.5 torr with self absorption.
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This is because the self-absorption reduces the amount of radiation loss from the plasma.

Figure 7: At 2.0 torr without self absorption. Figure 8: At 2.0 torr without self absorption.

Figure 9: Pinch current vs pressure. Figure 10: Pinch duration vs pressure.

4.2. Pinch Current & Pinch Duration

It is also notable in Fig. 9 that as the pressure was increased pinch current first increases upto
166 kA and then after 1.0 Torr it reduces gradually until 2.0 Torr where it is at its minimum value
of 147 kA. At that point pinch radius collapses to 0 in case of no self absorption while it collapses
and maintains to 0.1mm if self absorption is considered in play as an evidence that radiation self
absorption retards pinch collapse and gives a denser and hot pinch with high yield of radiation

Observing Fig. 10 it is apparent that pinch duration is decreasing as we increased the pressure
in case of no absorption and it continues increasing while there is absorption. This indicates that
due to higher pressure the density of plasma column increases which in turn causes the radiation
to be absorbed due to opacity of the column and hence delaying the pinch collapse.

5. CONCLUSIONS

The self absorption effect of line radiation was determined in argon plasma by changing the pressure
of gas in steps. After comparing the results of Numerical Experiment considering both aspects,
i.e., by including and excluding the self absorption term in Lee code, the effect of radiation self
absorption was observed in the slow compression phase. Considering self absorption, the compres-
sion shows a value of radius of about 0.2mm while without including this term of self absorption
a collapse (radiative collapse) was observed due to radiative cooling. This comparison indicates
that the radiation cooling becomes significant when the plasma is dense enough to become opaque
for radiation. The same effect was corroborated further in the pinch duration in both the cases.
Hence in argon numerical experiments indicate that radiative collapse does occur (Figs. 4, 6, 8)
but not as severely as the case when we neglect self absorption (Figs. 3, 5, 7) The consideration of
self absorption is playing a significant role in this case leading to realistic results. Otherwise the
radiative collapse may become overestimated by excluding the power absorbing in the plasma due
to reabsorbed radiation.
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Abstract— Light weight expanded graphite (EG) flakes are synthesized from natural graphite
flakes of size ∼ 2 µm employing chemical oxidation and thermal treatment method. Scanning
electron microscope investigation shows that EG flakes consist of numerous graphite sheets of
nanometers thickness and micrometer in diameter. EG flakes are mechanically mixed with novolac
phenolic resin (NPR) in different weight ratios (30 wt%, 40 wt% & 50 wt%) and compressed with
thermal treatment to develop expanded graphite/novolac phenolic resin (EG/NPR) composites.
Nicolson–Ross method is used to determined the complex permittivity (εr = ε′r − jε′′r ) of the
developed composites using Agilent E8362C vector network analyzer. A high value of dielectric
loss tangent (ε′′r/ε′r) > 1 has been observed for the three compositions in the entire X band.
Shielding effectiveness of developed composites of thickness 3.7 mm measured in the frequency
range of 8 to 12 GHz shows a maximum value of −48 dB for 50wt% EG/NPR composites. The
material production is simple and cost effective, and the absorbing material is light weight and
thus, is beneficial for installation in some strategic components.

1. INTRODUCTION

Detection avoidance through camouflage or signature reduction is an important aspect of the mod-
ern warfare. The detectability of a target is measured in terms of the radar cross section (RCS).
The RCS is a property of the targets size, shape and the material from which it is fabricated and is
ratio of the incident to reflected power. Radar absorbing materials (RAM) have been widely used
to prevent or minimize electromagnetic reflections from large structures such as aircraft, ships and
tanks and to cover the walls of anechoic chambers [1, 2]. RAMs are fabricated in the form of sheets
that consist of insulating polymer with magnetic or dielectric loss materials such as ferrite, permal-
loy, carbon black, and short carbon fiber [3, 4]. Electromagnetic wave absorption characteristic of
material depends on its dielectric properties (complex permittivity, εr = ε′r − jε′′r), magnetic prop-
erties (complex permeability, µr = µ′r − jµ′′r), thickness and operating frequency range. Polymer
nanocomposites with carbon nanotubes (CNTs) have received widest attention in RAM or EMI
shielding application due to their good mechanical, electrical, and thermal properties [5]. However,
mass scale production and applications cost effectiveness and processing ease are issues which has
to be considered. Another promising composite reinforcement is expanded graphite flakes, with
the characteristics of very low density, good electrical, thermal and mechanical properties [6]. Ex-
panded graphite/novolac phenolic resin (EG/NPR) composites have been reported to have good
electrical conductivity, thermal stability and mechanical strength [7]. In the present investigation,
microwave characterization and shielding effectiveness measurement of EG/NPR composites have
been conducted with different weight ratios over the frequency range 8 to 12 GHz with a view to
develop light weight, cost effective alternate microwave absorbing material.

2. EXPERIMENTAL

2.1. Preparation of Expanded Graphite

Chemical oxidation and thermal treatment method are employed to synthesize expanded graphite
(EG) flakes from natural graphite (NG) flakes of size ∼ 2µm [7]. NG flakes are were dried at
75◦C in vacuum oven for 8 h to remove the moisture content and then mixed with saturated acid
consisting of sulfuric acid and concentrated nitric acid in a volume ratio 3 : 1 for 12 hours to form
graphite intercalated compound (GIC). These chemically treated flakes are then thoroughly rinsed
with water until the pH level of the solution reach 7 (neutral) and dried at 60◦C in vacuum oven
for 5 hours. GIC was suddenly exposed to high temperature in a muffle furnace maintained at
temperature 800–900◦C to form EG.
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2.2. Preparation of Composites

The polymer matrix binder used for composite preparation is novolac phenolic resin (NPR) in
powder form due to their good heat resistance, electrical insulation, dimensional stability, flame
and chemical resistance as well as cost effective [8]. EG/NPR composites of size 10.38mm ×
22.94mm×3.7mm were prepared by compression molding technique with varying the ratio of resin
and expanded graphite for X band EMI shielding characterization. The EG and resin powder was
mix uniformly with the help of mixture and grinder to obtain uniform EG/resin compound. The
mixture was poured in a cavity of three-piece die-mould which was placed on the hot plate of a
hydraulic press. At temperature between 95–100◦C, pressure was applied slowly on the die mould
and then kept for isothermal heating at 150◦C for 2 hours.

2.3. Analysis and Characterization Techniques

Surface morphology of the materials is studied by Scanning electron microscope (SEM), model
(JEOL JSM-6390LV). Microwave characterization of the composites is performed using Agilent
8722ES vector network over the X-band.

2.4. Complex Permittivty Measurement

Complex permittivity (εr = ε′r − jε′′r), of the polymer composites are determined using Nicolson-
Ross method using Agilent 8722ES vector network analyzer [9]. The specimens are machined into
rectangular shape of thickness 3.7 mm and inserted into rectangular flange of thickness 5.4 mm for
X band calibration using Agilent X11644A calibration kit. The measurements are carried out to
measure the electromagnetic shielding effectiveness in terms of S11 (reflected/incident) and S21

(transmitted/incident) values. The reflection coefficient Γ is given as

Γ =
Z − Z0

Z + Z0
=

√
µr

εr
− 1

√
µr

εr
+ 1

(1)

the transmission coefficient for finite distance (d) is given as
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c
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]
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Expression (9) is the criteria of the computation. Also, transmission coefficient (T ) can be written
as [14]
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Figure 1: SEM micrograph of (a) EG and (b) fractured EG/NPR composite.

(a) (b)

Figure 2: Complex permittivity of EG/NPR composite (a) real part & (b) imaginary part.

3. RESULTS AND DISCUSSION

3.1. SEM Analysis
SEM micrograph (Figure 1(a)) shows that EG flakes consist of numerous graphite sheets of nanome-
ters thickness and micrometer in diameter. This structure endows EG with high surface area. Fig-
ure 1(b) shows the uniform distribution of EG inside the bulk of novolac phenolic resin composite.

3.2. Complex Permittivty Measurement
Figures 2(a) and 2(b) show the frequency dependence of the real part (ε′r) and imaginary part
(ε′′r) of relative complex permittivity of EG/NPR composites in the frequency range 8 to 12 GHz.
Composite with 50wt% of EG loading shows decline in the values of ε′r and ε′′r from 5 to 3.5 and
from 6.2 to 3.9, respectively, as the frequency is swept from 8 to 12 GHz. The other two composites
of 30wt% & 40 wt% EG loading also show similar trends. ε′r values do not show much variation,
however, a noticeable decrease in ε′′r values with decrease in EG content are observed. The EG/NPR
composites contains NPR as insulating section and EG as conducting section, with EG encapsulated
within the polymer. The insulating sections acts like a high resistive path for flow of free electrons,
however some electrons may still conduct by tunneling effect [10]. Within the composite system,
there could be two paths of electromagnetic propagation as shown in Figure 5(c). In one path line of
electric flux can pass from EG flakes-polymer-EG flakes and in the other path through direct contact
between the EG flakes. This is in analogy to reference [11] where M. Matsumoto and Y. Miyata
have discussed a model for metal-polymer composite, with filler conductivity of ∼ 104 S/cm. The
second path of conduction, however, will be more effective for higher filler concentration which
increases the interaction between the fillers. As EG conductivity is quite high as compared to
polymer, increasing EG content increases the effective conductivity which in turn increases the
loss factor ε′′r . In the same reference, the modeling done for higher concentration metal particles
embedded in polymer matrix showed a decreasing trend for real and imaginary part of permittivity
with frequency, as is observed in EG/NPR composite system. Figure 3 shows the dielectric loss
tangent of the composites. A high value (ε′′r/ε′r) > 1 has been observed for the three compositions
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Figure 3: Dielectric loss tangent of EG/NPR com-
posite.

Figure 4: S21 parameters of EG/NPR composites.

in the entire X band. The composition with 50 wt%, 40 wt% and 30 wt% EG show dielectric loss of
1.21, 1.19 and 1.17 respectively, over the entire X band. Dielectric loss greater than unity suggest
that the material has high dissipation factor rather than storage capacity.

3.3. Insertion Loss Measurement
The insertion loss (IL) of the developed composite of thickness 3.7 mm are measured using Agilent
X11644A calibration kit and Agilent 8722ES vector network analyzer in the frequency range 8 to
12GHz using the concept of Shielding effectiveness (SE). Mathematically

SE (dB) = 10 log(Pi/Pt)

where Pi, is the incident power density of incident electromagnetic wave and Pt, the transmitted
power density of the same electromagnetic wave after passing through the shielding material. In
the present work, measured (S21) values are reported as IL values. Pure NPR shows small IL
values of about −2 dB over the entire X band, but with incorporation of EG in the composites, IL
values enhances from −40 dB to −48 dB for 30 wt% to 50 wt% of EG/NPR composites respectively,
as shown in Figure 4. This increase of IL values is due to increase of dielectric loss tangent with
increasing EG percentages. Also, the IL values of the composites are almost constant over the entire
X band with slightly reducing towards the upper frequency range. Thus, the developed composites
have potential for broadband microwave absorber applications.

4. CONCLUSION

Expanded graphite flakes are successfully synthesized from natural graphite flakes by chemical
oxidation and thermal treatment method. Complex permittivity and dielectric loss tangent values
show that the developed composites are lossy in nature. IL of 30 wt%, 40wt% & 50wt% EG/NPR
composites are measures in the X band and show that the values of IL increases with increase in
EG percentages in the composites. An IL value of about ∼ −48 dB is achieved for 50 wt% EG/NPR
composites almost over the entire X-band. The material production is simple and cost effective, and
the absorbing material is light weight, this is beneficial for installation in some strategic components.
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Abstract— Auditory brainstem response (ABR) is an electrophysiological response in the
electroencephalogram (EEG) reading which generated by the brainstem in response to auditory
stimulus. ABR is very useful in determination of hearing threshold especially for uncooperative
subject’s and newborn infants. However, due to several factors, particularly on the technical
aspects, including noise interference and other brain activities, the screening consumes a large
portion of time to obtain the meaningful result. Conventional method to retrieve the underlying
wave V using averaging technique requires more trials. Because of this, screening cannot be per-
formed in a large scale. Based on this issue, this paper purposes a method for ABR denoising and
detection of wave V by using Kalman Filter. This technique estimates the potential being ana-
lyzed sequentially by referring the previous sweeps information. By implementing this technique,
the unwanted signal can be filtered out from every sweeps of ABR recorded. The system has
been tested on 20 normal adult subjects with no history of hearing impairment. The ABR signal
is collected using high accuracy biosignal data acquisition and processing system (high-end 24 bit
biosignal amplifier, gUSBamp, gTec, Austria). From the analyzed result, wave V can be detected
by less number of sweeps and still preserving the morphology of ABR signal. This approach
shows better capability of estimating ABR signal by detecting wave V in minimum number of
sweeps compared to conventional averaging technique. Therefore, our results show that the time
of recording can be reduced for each screening.

1. INTRODUCTION

Auditory brainstem response (ABR) is an electrophysiological response in the electroencephalogram
(EEG) reading which generated by the brainstem in response to auditory stimulus. The ABR signal
consists of very low amplitude of signal (nano volts) [15]. The behavior of the ABR signal itself
causes difficulties in acquiring the signals, which the signal easily distorted by another spontaneous
brain activity and random muscle artifacts. Other electroencephalograph (EEG) signal also is
observed to have higher amplitude than ABR signal, which will cause the signal obscured inside
it. From revision on the ABR, the suitability on application of each technique in the signal-
processing actually depends on the match between method and signal. Therefore, the successful
implementation of any signal-processing techniques is strongly depended on the knowledge about
the characteristics of the signal.

In newborn hearing screening, there are two objective methods implement, either Transient
Otoacoustic Emission [3] or Auditory Brainstem Response. By following the evolution from time
to time of the effectiveness of each method, it is observed ABR gives promising results than TOAE
in terms of the specificity and low number of follow-up rate [1, 2, 9, 12]. The statement is supported
by lot of evidence that shows the significant of ABR method in hearing screening. By referring
to [3, 6, 11], shows that the ABR method gives better performance rather than the TOAE method.
However, the weakness of this method significantly can be seen on the allocation of time to record
data. The regular procedure in acquiring the ABR signal is by providing stimuli on the auditory
sensor [5] to ensure that the auditory brainstem will response consistently with similar signals and
different from other signals. This will induce the auditory nerves to evoke potential consistently
rather than other kinds of brain signals. The conventional averaging techniques are used to retrieve
the underlying clean ABR signal by averaging at assumed randomly distributed noises. However,
these drawbacks can be overcome with the implementation signal processing techniques that are
appropriate for this ABR signal. There are various method been implemented in ABR signal
processing, especially instantaneous energy [4, 13], and time-frequency scale analysis (including
wavelet) [7, 8]. Our approach is implementing Kalman filter technique for fast ABR screening.
This method estimates each trial/sweeps to get significant result in less number of sweeps. In the
ABR signal, wave V is the indicator to ensure the subject ear response to the audio stimulation at
a specific range of time [4, 9, 10].
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2. METHODOLOGY

In this study, universal biosignal acquisition system from Guger Technology (G-tec) system is used
to record the EEG signals. It comes in a package which consists of Programmable Attenuator Head-
phone buffer (g-PAH), USB Biosignal Amplifier, Multimode Trigger Conditioner Box (g-TRIGbox),
and Biosignal Analysis Software. The tools are adjusted in terms of connection and arrangement,
particularly for ABR recording purpose. The g-tec Biosignal Analysis is comprised with MATLAB
software as signal processing tools.

Figure 1 shows the diagram of the hardware system setup. It consists of gTec USBamp, a
biosignal amplifier and data acquisition machine; gPAH, a programmable attenuator; trigger box,
headphone, laptop, sound card (second computer to play the stimulus) and active electrodes.

Audio chirps stimulus is given to subject by using second computer to ensure no interruption on

Figure 1: Diagram of hardware system setup.

Figure 2: ABR signal processing procedure.
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the stimulus signal itself, while the another computer will record and process the ABR signal. From
this part, trigger box is connected in parallel with programmable attenuator (G-Pah). Trigger box
function to produce trigger signal from the stimulus chirps for framing and windowing purposes.
It indicates the reference point to the EEG signal based on triggered detection from the stimulus
given. The recorded signals captured were transferred to G-tec USBamp for signal conditioning
and amplification process before transferred to the computer.

The recorded signal was filtered at bandwidth ranges from 100 Hz–1500 kHz. The rising chirp’s
stimulus rate was played at 20 chirps per second and the ABR signal was sampled at 19.2 kHz
with 24 bit resolution. The stimulus intensity levels used in the experiments are 30 to 60 dBnHL
with 10 dB increment. However, this research is focuses on 40 dBnHL by following mostly screening
program that applied intensity level among that value. The signals were recorded, cut into frames
in synchronous manner, saved and averaged after 2000 frames is completed. The artifact rejection is
set to 20µV to remove artifacts, mostly from EMG, and subject’s movement. The active electrode
is used to acquire signal from subjects scalp. Figure 3 shows the electrodes configuration used in
the experiments. The positive electrode (channel 1 and 2) was connected to both mastoid (right
and left), the negative electrode (reference) was connected to vertex and ground electrode were
connected to forehead. Even the connection for positive electrode on both mastoids, the recording
still run for single side stimulus sound to subject’s ear, and process the signal of the related side of
stimulus sound given.

Figure 2 shows the overall system of ABR signal processing technique. However, the main focus
on this research is on the implementation of Kalman filter technique through this process. In this
research Bior 5.5 wavelet is used as a feature to reduce number of samples in Kalman filter. The
theory is based on [14].

3. RESULT AND DISCUSSION

The results of ABR trials and their corresponding average are indicated by light dark-blue lines in
Figure 3 and Figure 4. Those signal recorded from 40 dB stimulus intensity. Wave V threshold is
obtained by the location of the maximum amplitude (peak amplitude), single sweep tracing and
morphology of the ABR shape.

By referring to the result from both methods, it is shown that Kalman filter technique gives a
better representation in each sweeps. Even though the number of sweeps has been reduced to 500,
wave V still can be traced (on normal subjects). The situation not occurs to Moving Averaging
method, where the wave V is invisible (buried in noise) even sweeps number has reduced to 500.

Moving Average Methods Kalman Filter Methods

Color map plot Averaged Plot                Latency 

Plot

 

Color map plot Averaged Plot                Latency 

Plot

Figure 3: Comparison of 2000 sweeps recorded ABR signal’s.

Figure 4: Comparison of 500 sweeps recorded ABR signal’s.
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4. CONCLUSION

This paper proposed Kalman Filtering method for wave V detection in the ABR signal. From the
result, it is shown that better detection of wave V is obtained using Kalman Filter with the reduced
number of sweeps.
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Abstract— Auditory brainstem response (ABR) audiometry is well known tools for detection
of hearing loss. It is a neurologic test of ABR in response to the stimuli such as click sound,
tone burst or chirp. The non-invasive electrodes are used to obtain the ABR signals. In ABR,
wave V of the ABR signals is used as indicator of hearing loss because it is the most dominant
and robust peak wave. In current device, there are about 2000 sweeps of the ABR signals have
to be averaged in order to get the meaningful signal which required about 4 minutes for one
single stimulation level, which is consumed a lot of time. Therefore it is compulsory to have a
fast detection method to reduce the recording time. Several types of signal processing techniques
have been introduced by researchers to obtain the best technique to detect the ABR signals
such as Fast Fourier Transform (FFT) and discrete wavelet transform (DWT). In this study, the
continuous wavelet transform (CWT) of ABR signal had been introduced as a marker to identify
the ABR waves. Study showed that the CWT of auditory brainstem response can be used a
marker to identify the ABR waves with the sensitivity, 0.63 and the specificity, 0.83.

1. INTRODUCTION

Conginetal hearing loss is the most common neurosensory handicaps in newborns and children [1, 2].
Early detection of hearing loss is important especially for newborn because a serious delay in the
speech, intellectual and emotional development is expected if the therapies were not one to the deaf
babies during the first 6 months [1–3]. Therefore, hearing screening is a compulsory test to detect
hearing ability. Prevalence of permanent hearing impairment is about 1 to 3 per 1000 live births,
differs from country to country. There is no published data in Malaysia on the actual prevalence
of hearing impairment in children. However, case study at Hospital Universiti Malaya shows that
the prevalence is 0.42% [4].

Even though there should be universal hearing screening implement to every newborn, but for
certain developing country and remote areas, a lack of resources might limit the development of
this programme. Therefore, the screening is only involved the high risk neonatal. The Otoacoustic
Emissions (OAEs) and Auditory Brainstem Response (ABR) are commonly used to screen hearing
loss. OAE testing evaluates the integrity of the inner ear (cochlea). In response to noise, vibrations
of the hair cells in a healthy inner ear generate electrical responses, known as otoacoustic emissions.
The absence of OAEs indicates that the inner ear is not responding appropriately to sound [5].
The ABR is an electrophysiological response in the Electroencephalograph (EEG) generated by
the brainstem in response to auditory signals such as clicks or tones. The stimulus is delivered
via earphones or an inserted ear probe and scalp electrodes are used to pick up the signal. ABR
evaluates the integrity of the peripheral auditory system and the auditory nerve pathways up to
the brainstem and is able to identify infants who have normal cochlear function but abnormal
eighth-nerve function (auditory neuropathy) [5].

There were several methods have been introduced for detection of ABR waves, a smart single
sweep analysis system has been introduced by Strauss et al. [6], a Discrete Wavelet Transform by
Wilson and Aghdasi [7] and instantaneous energy by Rushaidin et al. [8, 9].

2. MATERIALS AND METHODS

The hardware system setup is shown in the Figure 1. It consists of (A) gTec USBamp, a biosignal
amplifier and data acquisition machine, (B) gPAH, a programmable attenuator, (C) trigger box,
(D) headphone, (E) laptop, (F) MP3 player and (G) electrodes.

In order to capture the brain signal, there are three electrodes were used in the experiments.
The positive electrode (channel 1) was connected to vertex, the negative electrode (reference) was
connected to mastoid and ground electrode was connected to forehead. The electrodes configuration
for the experiments is shown in Figure 2.
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Figure 1: Diagram of the hardware system setup.

 

Figure 2: Electrodes configuration.

Figure 3: Matlab model configuration.

(a)

(b)

Figure 4: Normal (a) Averaged signal, (b) CWT of 1000 sweeps averaged signal.

The system was used Matlab R2006a simulink software to capture the raw ABR signals from
the gTec USBamp and analyze the signals. Some configurations need to be carried out using the
Matlab model. The model configuration is shown in Figure 3. The analysis algorithm was written
in Matlab M-file format.
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(a)

(b)

Figure 5: Normal (a) Averaged signal, (b) CWT of 10 sweeps averaged signal.

(a)

(b)

Figure 6: Abnormal; (a) Averaged signal, (b) CWT of 10 sweeps averaged signal.

3. RESULTS AND DISCUSSION

Figures 4, 5, and 6 show the representation of the ABR averaged signal and the continuous wavelet of
the ABR signal with different number of sweeps for normal and abnormal subjects. The continuous
wavelet was observed between the time ranges from 4 to 6 milliseconds post stimulus. This is
because the study focused on the wave V. Figures 4 and 5 show the normal data and Figure 6
shows the abnormal. In Figure 4(b), it can be seen that the high level contours appeared in the
regions of 200Hz and Figure 5(b), in the region of 500 Hz. For the abnormal, it can be clearly
seen that the contour levels are mostly at the same level as shown in Figure 6(b). It is different
compared with normal signal, which contains various levels of contours.

Sensitivity and specificity of a test relate to the ability of the test to identify correctly both
with the disease (sensitivity) and those without the disease (specificity). Sensitivity is the ratio of
the number with the disease who are positive on the screening test to the number of all those with
the disease. In other words, sensitivity represents the percentage labeled positive on the screening
test of all those who truly have the target condition. Specificity is the ratio of the number of those
without the disease who are negative on the screening test to the number of all those without the
disease. In other words, specificity is percentage labeled negative on the screening test of all those
who are truly free of the target condition [3].

Table 1 shows the sensitivity and specificity of CWT technique. It shows that the highest
sensitivity of CWT technique is 0.75 and the lowest sensitivity is 0.5. The highest specificity



1892 PIERS Proceedings, Kuala Lumpur, MALAYSIA, March 27–30, 2012

Table 1: Sensitivity and specificity of CWT technique.

Sweeps Sensitivity Specificity
1000 0.5 1
800 0.5 1
625 0.5 1
500 0.75 0.92
250 0.5 0.92
125 0.75 0.83
100 0.5 0.92
80 0.75 0.92
50 0.5 0.83
40 0.75 0.67
20 0.75 0.5
10 0.75 0.5

Average 0.63 0.83

of CW technique is 1 and the lowest is 0.5. After averaged all twelve values of sensitivity and
specificity, CWT technique has the sensitivity (0.63) and specificity (0.83).

4. CONCLUSION

In conclusion, this paper discussed about new method of the ABR wave’s detection using continuous
wavelet transform. The result shows that continuous wavelet can be used as marker in order to
detect ABR waves. However, comparison with other techniques has to be done.
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Abstract— Disorder of speech is defined by the American Speech-Language-Hearing Associa-
tion (ASHA) as one type of communication disorder. The most difficult task in speech lan-
guage pathologist is to diagnose the speech disorder. This diagnostician looks on aspect of an
individual’s communication ability rather than their communication. It required involvement of
speech-language pathologists (SLPs) who provide an assortment of service that relate to com-
munication disorder. Therefore, research on applications of speech recognition to speech and
language development has been widely conducted since 1990. The improvement in technology
has replaced the traditional speech therapy with more attractive tools for diagnostic and training
of speech disorder. This paper proposes a method for detecting speech stuttering using speech
recognition technique. Stuttering shows break in the usual time sequence of utterance where the
usual flow is interrupted. There also conspicuous oscillations and fixations, repetitions and pro-
longations of sounds and syllables. Stuttering always varies with emotional stress where stuttered
increase as in situations invest with fear and shame. Stuttered people may speak perfectly when
they are alone and start to stutter when talking to listener. This paper focuses on all Malay digits
from kosong (zero) through sembilan (nine). The system is tested using speech data recorded in
word-based unit and syllable-based unit. Two experiments on monophones-based and syllable-
based have been conducted to find the optimum setting for phoneme recognition. The overall
results show that monophones-based unit system is able to do recognition with 90.18% accuracy
for monophones-based network and 100% accuracy for word-based network, while syllable-based
unit system is able to do recognition with 63.89% accuracy for syllable-based network. Through
this paper it can be concluded that this system able to be used as diagnostic software for speech
disorder.

1. INTRODUCTION

Stuttering is a speech fluency disorder that can affect our life in many aspects. The most obvious
aspect in this disorder is the production of certain types of disruption in the forward flow of speech.
For example like repetition of part of words, prolongations and blocks [1]. Stuttering shows break in
the usual time sequence of utterance where the usual flow is interrupted [2]. There also conspicuous
oscillations and fixations, repetitions and prolongations of sounds and syllables. Stuttering always
varies with emotional stress where stuttered increase as in situations invest with fear and shame.
Stuttered people may speak perfectly when they are alone and start to stutter when talking to
listener. Stuttering behavior can be found when the stutterers were still a child. Incipient, or early
stuttering is a distinctive form of stuttering that can be observed from pre-school children. Incipient
stuttering is still not the fully developed stuttering yet. Somehow they are different such as the
frequent repetition of whole words at the beginnings of utterance [3] and the frequency with which
stuttering involves function words [4]. The hypothesis of the cause of incipient stuttering is due
to the uncertainty in the formulation of syntactic structures such as sentences and phrases. This
uncertainty may due to hesitation while this hesitation would make them repeat or prolong some
words in the speaking speech. The incipient or early stuttering is tractable from the consultation
of speech therapist. But if this condition is not treated immediately, incipient stuttering would
become fully developed stuttering.

Previously, stuttering was viewed as a major impairment. General population always sees stut-
tering as a peculiar, but not dangerous, speech phenomenon that was occasionally stigmatized [5].
But in fact, stuttering is a curable behavior with proper treatment. Some studies have shown that
the people who stutter have elevated anxiety level if compared to the general population [6]. So
the treatment must be given to them so that they can be cured from stuttering and lead to stress
free life. An assistive tool for tracing stuttering should be developed as the diagnostic process for
every patient is human resource consuming and require a lot of time and energy. Relapse following
treatment for stuttering is common among stutterer. It is due to the patient’s difficulties to adjust
themselves to a new role as a fluent speaker [7]. Diagnostic process has to be run again to identify
if the relapse of stuttering is really happen. So, it is beneficial to have a diagnostic tool available
for stuttering. Clinically result shows that the stutterer would choose the speech therapist that is
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Figure 1: Block diagram of the construction of recognizer.

same gender with them [8]. For example male stutterer tends to choose male speech therapist for
their treatment. Due to the lack of human resource at the instance, an assistive diagnostic tool
would be a great help.

2. METHODOLOGY

The purpose of this paper is to develop a syllable recognition system which is able to be a diagnostic
tool to assist therapist to diagnose articulation disorder. The Hidden Markov Model Toolkit (HTK)
is used and also Visual C++ 6.0 was used to create the graphic user interface. The overall process
can be categorized as data preparation, training, testing, and analysis. The flow of the procedure
is illustrated in the block diagram below.

For the data preparation, the speech data collected were divided into two categories which are
word-based and syllable-based. 300 normal speech data were recorded for word-based data. 200
of them were used for training and the rest were used for testing. The words were constituted
from ‘kosong’ (zero) to ‘sembilan’ (nine). On the other hand, 408 syllable-based speech data was
recorded for stuttering experiment. From the database, 300 were used for training purpose and the
rest were used for testing purpose. All the data was recorded using Goldwave software in wave file
format in 16 K sampling rate, mono channel and five seconds of duration.

After the data was recorded, then the task grammar was defined. The task grammar consist
of the words to be recognized by the system. From the task grammar, the word network can be
created. The next step is to create the word list in order to create the dictionary. The words are
extracted from the database. Then, a pronunciation dictionary is constructed with short pause
added to the end of every pronunciation. To extract the sequence of feature vectors, the Mel
Frequency Cepstral Coefficient was used. The frame period was set to 10ms. The window size was
set at 25 ms and Hamming window was used. The cepstral filter was set at 22.

For the training part, first step is to define a prototype model. Then the flat start monophones
are ready for the first re-estimation using embedded re-estimation tool. The re-estimation uses
Baum Welch algorithm to update the HMM states with new parameter. Next step is to add short
pause as the word boundary. The purpose of adding short pause is to define the word boundary
so the system would be able to observe silence in normal speech. The embedded re-estimation was
applied again after this step to update the HMM states with new parameter consists of short pause.
Then, realigning process was taken place to align the phone model and the re-estimation was again
update the HMM states.

At the testing stage, a new recognition network was created and also as the dictionary. A task
grammar target for this testing process was also created meaning that the task grammar only
consists the phoneme found in this project. After all the required files were created, the recognizer
was executed.

For the analysis, the result from the testing stage was compared with the original transcription
file. The comparison would point out the word which wrongly pronounced by user.
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In this project, three experiments were carried out which are monophones based recognition,
syllable based recognition and phoneme based recognition. For monophone and syllable based
recognition, another three sub experiments were conducted by changing the number of state, num-
ber of Gaussian mixture and the MFCC target kind.

3. RESULT AND DISCUSSION

In this project, two main experiment were conducted which are monophone based recognition and
syllable based recognition. The percentage of recognition was calculated by dividing the correct
recognition by the total recognition to get the percentage of accuracy.

For the experiment of syllable based recognition, syllable was used as the model. In this project
the syllables are /sa/ /tu/, /d/ /ua/, /ti/ /ga/, /em/ /pat/, /li/ /ma/, /e/ /nam/, /tu/ /juh/,
/la/ /pan/, /Sem/ /bi/ /lan/, /ko/ /song/ with minimal pause between each syllable. The main
target of this experiment is to find out the best setting as syllable as the model. 408 speech data
were recorded, 300 of them were used for training and the rest were used for testing. Three sub
experiments were conducted by changing the state number, the Gaussian mixture number and
MFCC. As the result, state 13 was chosen because it gives the highest accuracy which is 59.26%.
The percentage rises to 63.89% when the Gaussian mixture number was fixed at 8. For the MFCC,
MFCC 0 D A was chosen because it gives highest accuracy for sentence recognition (63.89%) and
word recognition (84.78%).

4. CONCLUSION

From the experiment conducted, the result shows that the training system is able to recognize
phoneme based on high percentage of word correct. So it is able to diagnose the articulation
disorder. But the system still can be improved with some future works. This system gives low
accuracy in recognizing long sentence. So long sentence can be also included in the speech data
collection.
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Abstract— Electromyography is a bio-signal which is applied in various fields of study such
as motor control, neuromuscular physiology, movement disorders, postural control, human ma-
chine/robot interaction and so on. Processing of these bio-signals is the essential fact during
each application and there still can be seen many challenges among researchers in this area. This
paper is focused on the comparison between the classification performances by using different
well known feature extraction methods on facial EMGs. Totally ten facial gestures namely smil-
ing with both side of lips, smiling with left side of lips, smiling with right side of lips, opening
the mouth like saying ‘a’ in apple word, clenching the molar teeth, gesturing ‘notch’ by raising
the eyebrows, frowning, closing the both eyes, closing the right eye and closing the left eye are
recorded from 6 participants through 3 bi-polar recording channels. In the first step, the signals
are filtered to get prepared for better processing. Then, time-domain feature extraction methods
INT, MAV, MAVS, RMS, VAR, and WL are applied to signals. Finally, the features are classified
by Fuzzy C-Means in order to achieve the recognition accuracy and evaluate the performance of
each feature extraction method. This work is carried out by revealing that, RMS gives the most
probability amplitude approximation in a steady power and non-tiring contraction when the sig-
nal is modeled as Gaussian random process. In contrary, WL proved its weakness in estimating
the value of facial EMGs.

1. INTRODUCTION

Gestures recognition is the state-of-the-art which can be added and applied in various fields of
research [1]. Gestures usually originate from the face and body. This technology has been done by
capturing the images or videos from the body movements or recording the Electromyogram (EMG)
of muscles neural activities. Recently, many researchers have been interested in the second method
because of observed drawbacks in image-based method. Besides, among all body movements,
facial gestures and expressions are focused in different applications especially in the field of human
computer interaction (HCI). As examples: facial gestures extracted during speech and transformed
as control commands by Arjunan and Kumar [2]; a later proposition of controlling a hands-free
wheelchair through the facial myosignals by Firoozabadi et al. [3]; application of five facial gestures
by Rezazadeh et al. [4] for designing and controlling a virtual crane training system. Obviously, the
most important step in these works is data analysis which many challenges still can be seen.

The main source of data is EMG from the target muscles which are the measurement of their
electrical activity. There are two ways to record the EMG which are the invasive by using needle
electrodes and noninvasive by applying the surface electrodes. Depending on recording method, the
EMG analysis can be varying. Due to surface Electromyography characteristics, this method has
been more considered in recent works like stated examples.The amplitude of surface EMG (SEMG)
signal is random and the range is 0–10mV and the frequency range is restricted to the 10 to
500Hz that both are different in each muscle. So, depending on the muscle under investigation the
methods for EMG analysis are diverse. Facial muscles which are considered as a new communication
channel with computers and machines in HCI systems produce signal with lower amplitude and
almost similar frequency range, Hamedi et al. [5].

Raw recorded EMG signals are quasi random and has complicated form. They also contain
significance information as well as contamination and workings with them have been always a
tough task. Therefore, EMGs need to be analysis preprocessing, processing and postprocessing of
signals can be seen as the three main steps. One of the most important and challengeable part in
EMG processing is feature extraction which usually apply on raw signals in order to transform it
into reduced representation set of features. There are three types of features in different domain;
Time, Frequency and Time-Frequency distribution which each of these categories use in specific
application. According to facial EMGs specifications, their accurate and useful features are limited
in Time-domain.
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Mean Absolut Value (MAV), Maximum Scatter Difference (MSD), Root Mean Square (RMS),
Power Spectrum Density (PSD), Absolute Value (AV), Mean Absolute Deviation (MAD), Standard
Deviation (SD) and Variance (VAR) are the most popular and well-known methods which have been
used by Moon et al. [6], Firoozabadi et al. [3], Ang et al. [7], Gibert et al. [8], Rezazadeh et al. [4], Van
den Broek et al. [9] and Hamedi et al. [5, 10]. After feature extraction, they used various techniques
of classification for recognition between their chosen facial gestures to prepare them in their own
applications such as Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), K-Nearest
Neighbors (K-NN) and Fuzzy C-Means (FCM). In these works the number of classes are varies from
two to eight and different facial gestures were considered. Hamedi et al. [5] provided the maximum
number of classes (eight) and achieved 91.8% recognition by applying RMS and FCM methods for
feature extraction and classification respectively.

In this paper, the evaluation between six famous feature extraction methods: Integrated (INT),
MAV, Mean Absolute Value Slop (MAVS), RMS, VAR, and Wave Length (WL) on ten facial
gestures is described. The goal is the comparison of their performances while FCM classifier used
for classification and recognition.

2. METHODOLOGY

The general block diagram of the whole procedure is shown in Figure 1. At first, all six subjects
(all healthy male within the range of 20–26 age) get prepared for EMG recording. It was done
by cleaning the subjects face from any dust and sweat with using alcohol pad. Then, conductive
electrode paste is applied in order to reduce the artifacts as much as possible. In this work three
pairs of surface electrodes are used and they positioned in bipolar configuration on the affective
muscles involved in chosen gestures. In this study ten predefined gestures: smiling with both side
of lips, smiling with left side of lips, smiling with right side of lips, opening the mouth like saying
‘a’ in apple word, clenching the molar teeth, gesturing ‘notch’ by raising the eyebrows, frowning,
closing the both eyes, closing the right eye and closing the left eye are selected. So, to cover the
main muscles in these gestures one pair of the electrodes placed on the Frontalis muscle (Channel
2), two pairs are located on left and right side of temporalis muscles (channel 1&3) and another
electrode is situated on the left wrist.

Before signal recording all subjects trained how to perform all ten gestures and then, they rested
for 1 minute. After that, they were asked to execute all facial gestures 5 times, as 2 secs performance
and 8 secs interval rest between each trial.

2.1. Conditioning of Raw EMGs

All acquired signals were passed through a band-pass filter within the frequency range 30–450 Hz,
being the principal frequency range of EMG signals. In addition, in order to avoid from any
undesirable artifacts which mostly have low frequency like eye movements, a high-pass filtering at
20Hz is applied. Moreover, by using a notch filter 50 Hz, power line interferences are removed, Van
Boxtel [11].

Conditioning 

of Raw EMGs 

Segmentation 

and Windowing  

Feature 

Extraction 

INT
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WL 
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Gesture Recognition and 
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Figure 1: General block diagram of the whole procedure.
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2.2. Segmentation and Windowing
In this work all filtered signals are segmented with 256 ms length and the steady-state part of the
data were under investigation. Besides, adjacent windowing method is considered prior to feature
extraction.

2.3. Feature Extraction
Using entire EMGs as input data for pattern recognition and classification step is not practical
because of huge number of data and longtime of processing. So, feature extraction methods have
been used to map the real signals into lower dimension feature vectors. The features must contain
enough information of signals and must be simple enough for fast training and classification. There
have been many experiments in choosing the best method of feature extraction use for facial EMG
signals. In this work, six methods INT, MAV, MAVS, RMS, VAR, and WL are chosen to apply on
all signals which are explained by Rechy-Ramirez and Hu [12].

2.4. Classification
There are many techniques introduced and proposed in the field of facial EMG signals classifica-
tion such as Multi-Layer Perceptron (MPL), Fuzzy C-Means (FCM) and Support Vector Machine
(SVM). It can be observed that, fuzzy clustering classifiers like FCM performed better in compare
with other methods due to its flexibility, fast training, easy to use and low cost of calculation.
Besides, the supervised version of FCM led to better classification because of class labels which
always provide expedient directions during the training procedure. So, FCM classifier used on all
extracted features in order to achieve the discrimination and recognition ratios to find the best
feature among proposed methods.

3. RESULTS AND DISCUSSIONS

The main goal of this paper was to find better feature extracted from facial EMGs between INT,
MAV, MAVS, RMS, VAR, and WL. Table 1 provided the average classification results of ten facial
gestures from all participants of all features. As can be seen RMS and WL features delivered the
highest and lowest recognition accuracy amongst all features respectively. Figure 2 demonstrates
how the RMS and WL features are distributed in feature space. Obviously, all ten clusters are
formed for RMS features and except of two classes Apple and Smile which are overlapped too
much, the other classes are discriminated well enough. On the other hand, WL features shown
their weaknesses for EMG classification. This is due to the fact that, the WL values for all facial
gestures are almost close to each other and there is no way to discriminated them. INT, MAV and
MAVS features also provided good distribution with almost similar recognition accuracy results in
compare with VAR.

Table 1: Average classification results of all features.

Feature INT MAV MAVS VAR RMS WL
Classification Result 87.5% 84.6% 89.7% 35.7% 90.8% 21.5%
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4. CONCLUSIONS

This study highlights an evaluation between six kinds of Time-Domain features which all of them
have been already used in various works where EMG signals were involved. Ten facial gestures
EMG signals have been recorded form six participants and all considered features were extracted.
Then, they were classified by FCM and evaluated by their recognition performances. RMS features
shown their abilities in facial gestures EMGs processing and it proved that when a signal is modeled
as a Gussian random process, RMS provides the maximum likelihood estimation of amplitude in a
constant force and non-tiring contraction. In conclusion, in the field of facial EMG processing, RMS
features delivered the best performance while FCM classifier use as pattern recognition technique.
In future, all popular classifier performances will be evaluated by applying RMS features as the main
feature of EMG signals to find out which classifier is more suitable for facial EMG classification.
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Abstract— This paper describes the implementation of low cost standalone Digital Signal
Processing (DSP) hardware for ECG monitoring in order to assist physician or cardiologist to
carry out their visual observation in ECG monitoring. The visual observation is in real time,
where the acquired ECG from the subject can be seen on the graphic LCD and it is important to
ensure the signal is stable and consistent before the pre-recording session take place which would
help the cardiologist’s or physician’s in analysis and diagnosis, accurately. The design of the DSP
hardware based stand alone system are divided into three hardware units, first the digital signal
processor with memory unit, second is the signal monitoring displays unit and third is analog
front end unit. Firmware development in this system design is to attach each hardware unit to
perform specific functions in carrying out operation on the stand alone system. The advantages
of this system are the ability to run in stand-alone operation and as well as eligibility of updating
on board pre-program algorithm for ECG analysis which existing ECG monitoring equipment
are lacking, which means that this stand alone system could be programmed to suit a particular
need.

1. INTRODUCTION

Non-invasive ECG approach has become the standard practice in clinical environment, after it is
first made known by Eithoven [1]. Then, the discovery of ECG brings forward the opportunities
for further research and development. So, in year 1947, modern ECG recording machine is intro-
duce by Norman Jeff holter, later it is called Holter Ambulatory Electrocardiography [2]. Hence,
along the path it gave birth to the ECG recording system which is populated by the invention of
microprocessor in the later years. Indeed, ECG recording trend is turning a new leaf when mi-
croprocessor is embedded with electronic gadget in various hardware platforms, which allows full
assessment to the collected data of electrocardiography [3]. However, in the early microprocessor
system, the ECG signal is compressed while the system is in recording mode, then it is stored and
the analysis is done on computer [4]. After that, ECG recording also have had evolved throughout
the decades with the growth of technology in signal processing [5]. Later on, the impact of the sig-
nal processing achievements created a paradigm shift and alters the being of hardware computation
when mathematically algorithms are applied in signal analysis.

Since then, the algorithmic activities show favors in non-computer dependant operation with
efficiency in numerical processing. Then, it is followed by the influential of its outcome which is
ushering the microprocessor step into higher stage by means of doing solo numerical computing.
Follow by the pro-active influent, leads the conventional microprocessor to cushion the successor
which is succeeded with a greater benefit of achievements when the digital signal processor (DSPs)
is introduced and in promotion in year 1971. Thus, the DSPs offers built in and integrated with
mathematical capabilities and proficiency of numeric functional [6] as compared with others avail-
able non-DSP terms in the general microprocessor. Nevertheless, it is also capable of doing “on
chip” analysis, which is, including real time signal processing [7]. Therefore, the advantages of
DSPs had open door to enable ECG analysis to be done in real time processing instead of recording
and stored for later analysis.

The introduction of DSP processor had brought forward realization for integrating DSP board
to computer based for real time ECG analysis [8]. One of the common hardware tools involved
ECG in computing is the plug n play DAQ card [9]. In this system, add on hardware such as data
acquisition card is required for this purpose. Where the dependency for plug in data acquisition
card in the computer itself required software development, such as firmware and application soft-
ware is necessary to establish communication link with the connected card. Those integrated data
acquisition card with software application can provide a magnificent outcome, but lack of mobil-
ity, expensive and computer dependant. But a custom build Printed Circuit Board (PCB) with
specialty electronics design are more prefer to use in stand alone operation for specific task [10].
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However, few drawbacks of connectivity to computer itself are power dissipation, bulky, complexity
and waste of resources to perform only single task purpose [11, 12].

By adapting the idea of custom build and stand alone for specific task operation as suggesting
in [10–12], we propose an idea based on single board system design to meet the requirements of
simplicity, low power consumption, flexibility and low cost. The proposed prototype design is able
for standalone ECG monitoring system using digital signal processing hardware. Thus, it provides
an effective, specific operation as independence signal processing unit to process the acquire ECG
in this paper.
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Figure 1: Block diagram of prototype DSP hardware stand alone system with the tapped ECG is checked
with oscilloscope and display on the graphic LCD. The tap ECG also captured by the DSP processor and
displayed on the window at Code Composer 3x/4x.

2. HARDWARE PLATFORM

Figure 1 shows the DSP hardware based stand alone system design is divided into three functional
units. The solid lines with arrows symbol represent the flow of data and information. The dashed
lines with green, red and blue color represent the functional hardware units. The DSP hardware
consists of three functional hardware units, they are;

a) Signal processing with memory unit; this unit provides signal altering, changing, re-
solving, modification, storage and communication protocol. The mains components are floating
point DSP processor (TMS320VC33), Electrical Erasable Programmable Read only Memory —
EEPROM (CAT28LV64W) and Static Random Access Memory — SRAM (CY7C1041DV33). The
SRAM memory is expandable in both the data bus and address bus width.

b) Signal monitoring displays unit; this unit provides input signal observation through
the input peripherals. In this unit, the microcontroller, PIC18F452 is configured to interact with
graphical liquid crystal displays (GLCD). The ADC chip, ADC0820 received input from the tap
ECG signal through signal conditioning circuit (SCC), then the converted ADC data is sent to the
output port (DB0 to DB7) of ADC0820.

c) Analog front End unit; this unit provides interaction through peripherals connectivity with
the real world environment. The peripherals such as in Figure 1 shows that the ECG is delivered
to the main board through the custom build AFE device. This AFE input consists of; i) Signal
conditioning circuitry (SCC), ii) Codec chip, PCM3003 and iii) Analog to digital converter chip
set, ADC0820.

In this DSP hardware design, is utilizing two processors by means of putting a single DSP
processor (lack of tasks’ oriented but capable of mathematical and algorithm executions) and a
single microcontroller (performs best in tasking, but lack of DSP terms) into one system board.
Therefore, this will provide separate traffic management for tasking and signal processing without
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(a) Test Subject: Resting in static condition

(b) Test Subject: Resting in non-static condition

Figure 2: Real time ECG observation from test subject is captured and displayed on the graphic LCD.

over-loading each processor’s work load. This approach is depicted in Figure 1, the microcontroller
is maintaining to display the tap ECG from ADC chip to the graphic LCD and the DSP processor
is focused on reading the tapped ECG signal from the codec chip. However, the Universal Serial
Bus (USB) in this DSP hardware design is for downloading the ECG analysis algorithm to the
ROM and it is also use for power up the DSP hardware.

3. RESULTS

The operation results for Analog Front End (AFE) unit interface with volunteer subject as shown in
Figure 1(a), Figure 1(b) and Figure 1(c) respectively. Figure 1(a) shows the tapped ECG from test
subject, it is tapped from the Lead II formation on human body skin surface with four disposable
electrodes placed on the right arm (white color), left arm (black color), right leg (green color) and
left leg (red color), all the color code were referred to electrodes placement on human body [13].
Figure 1(b) shows the oscilloscope screen display from the output of AFE, this means that it is
functional. Then, in Figure 1(c) shows that the output from AFE is able to read by microcontroller,
PIC18F452 and display the tap ECG to the Graphic LCD.

Emulator XDS510PP (PLUS) from Spectrum Digital Incorporated was attached to on board
JTAG connector at TMS320VC33 by communicate through Code Composer 3x/4x in order to
visualized the tap ECG at the graphical windows as depicted in Figure 1(d). The capacity of
the graphical windows can only display 2000 data. As a result, 7 cycles of tap ECG data were
captured in approximately 7 second, all the captured signal were labeled with its P, Q, R, S and T
waves. These collected tapped ECG data are temporary stored in the external RAM as shown in
Figure 1(d). Following, in Figure 2 shows the ECG signals monitoring for volunteer subject either
resting in static condition or non static condition.

4. DISCUSSION AND FURTHER WORK

In common, the graphic LCD has become the stepping stone along the path for portable device
development and it is important for heart rhythm observation on particular subject with routine
heart diagnosis. Therefore, the usage of graphic LCD in Figure 2 has significant impact for real time
ECG observation; where this will give better preparation and signal stability during pre-recording
ECG session begin on the particular subject. Since, with the proposed real time ECG observation,
good ECG recording will lead to accurate ECG analysis and diagnosis significantly.

5. CONCLUSION

We have presented the DSP hardware based stand alone system design by using digital signal
processor as the core processing unit. The DSP hardware is able to visualize the tap ECG on the
graphical LCD (GLCD) as well as the digital signal processor is able to capture the tap ECG as
shown on the graphical window in Code Composer 3x/4x. Nevertheless, this system design has
laid the ground work for stand alone operation in ECG monitoring purposes by using digital signal
processor for real time signal processing. The hardware system is ready to run any processing
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algorithm related to ECG. The algorithm can be continuously changed and tested to improve
system performance and efficiency.
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Abstract— This paper purpose is the use of hidden markov models for automatic of heart
sounds. Heart Sound is accompanied by both electricity activity and sound. The heart sound
clues which can indicate heart murmurs. The heart is divided into 4 chambers. The pumping of
the heart will have different effect on the 4 valves which are called aortic pulmonary and mitral
valve. The first heart sound can be heard during the closure of the mitral and the tricuspid
valve which the S2 second heart sound due to the closure of the aortic and pulmonary valve.
The sound heard is the aortic and pulmonary valve. The sound heard between the S1 and S2

is called the systolic murmurs while the sound from S2 and S1 is called diastolic murmurs. The
raw signals have to be processed first and converted to some form of parametric representation.
This parametric representation is further analysed and process to extracts its features.

1. INTRODUCTION

In Malaysia 25.4% of the population have been diagnosed with heart disease in 2010. They were
Malaysian due hospitalized owing to cardiac condition compare in 2005 recorded 5,549 case of
death [5]. In order to avoid this fearsome condition. Yearly physical examination is recommended.
The doctors uses a stethoscope to access the activity of the heart sound. The heart is responsible
for the main function of cardiovascular system such as pumping blood through the vast network to
all of the tissues and organs of the body. In one loop, blood circulates between the heart and lungs
(pulmonary circulation). In the other, blood circulates between the heart and the rest of the body
(systemic circulation). These two loops interact to pump blood in a continuous circuit: heart to
body, body to heart, heart to lungs, lungs to heart, and heart to body. The goal of this work is to
apply hidden markov models for automatic auscultation of heart sound signals. Such device can be
used in mostly in rural clinics. The experiment carried out in this paper shows how the proposed
method can be are able to classify abnormal sound with high accuracy.

2. METHODOLOGY

The recording used Welch Allyn electronic stethoscope which was placed at the patient chest. The
ECG electrode was attached to the left forearm, right forearm and to the left leg. The ECG signals
is a non-invasive technique which measure the electrical activity of the heart. Figure 1(a) shows
the placement of stethoscope and ECG electrodes for the sound and the electrical activity of the
heart. In the acquisition stage both the ECG and the heart sound data are collected simultaneously
as shown in. Figure 1(b) the heart sound is recorded using Wellch Allyn software with a 16 bit
resolution.

The heart sound signals of patients who suffer heart valve disease were self-record with the
assistance of cardiologists using an electronic stethoscope. During recording process, there few
factors should be considered in order to obtain a good heart sound. A quiet room and environment
is needed to eliminate the background noises.

The work is aimed to perform a Heart Murmur Analysis for detecting abnormalities in the heart
sound. The proposed system can be used as a teaching tool with low cost analysis system and its
user friendly. The system used mel-frequency cepstrum feature was used as the features for the
heart sound. Finally hidden markov model was used to train and recognize the murmurs. The
system later can be used by general practioners (GPs) to help in their decision on detecting heart
murmurs. The electronic stethoscope was used and placed at the patient chest while ECG electrode
was attached to patient’s forearm.Ecg electrode are attach to left fore arm, right forearm and the
to left leg. The heart sound signals were also taken Hospital Selayang, Malaysia.

HMM model are represented λ = (A,B, π) in which A represent the state transition matrix, B
represent the probability distribution of the observation, and π represents the initial state distribu-
tion, and a sequence of observation O = {o1, o2, . . . , oT }, classification is carried out by calculating
the likelihood score of P (O |λ) [15].
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(a) (b)

Figure 1: (a) shows the electronic stethoscope placed on the chest of the patient as well as ECG electrodes
placed on the patient hands and leg for the measurement of the heart signals. (b) Normal heart sound with
ECG.

(a)

(b)

Figure 2: (a) Abnormal heart sound (Inferior wall and posterior wall infracted area noted but no scar
tissue). (b) Abnormal heart sound (Mitral Valve prolapsed Hypokenatic of mid septal wall).

Figure 3 shows the procedure of training and classification to generate HMMs of the heart
sound signals. Using the Baum-Welch algorithm with MFCC features obtained from different type
of heart diseases is constructed. In the classification procedure, the MFCCs extracted from the test
signals are applied to each HMM and calculate the likelihood. The model which gives the highest
value is selected as the classification result.
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Figure 3: Block Diagram of HMM training and classification procedure.

Table 1: Number of gaussion mixture components.

No of Gaussion mixtures components
1 2 4 8 16

state 1 94% 98% 97% 95% 97%
state 2 88% 98% 95% 95% 99%
state 3 93% 94% 99% 98% 100%
state 4 99% 96% 96% 98% 99%
state 5 97% 99% 99% 100% 99%

Table 2: Number of gaussion mixture components.

Training Normal Abnormal
1 50 50
2 50 50
3 40 50
4 50 50
5 50 50

Total Cycle 240 250
6 21 60
7 32 34
8 11 8
9 11 38
10 29 20

Total Cycle 104 160

3. RESULT AND DISCUSSION

Figure 3 shows the procedure of training and classification to generate HMMs of the heart sound
signals. Using MFCC with 12 coeffients features obtained from the heart sound signals, each HMM
corresponding to the specific heart disease is constructed. In this work, 754 manually segment
heart sound cycle corresponding to 5 types of heart diseases such as mitral reguration, mitral valve
prolapsed, diastolic dysfunction grade 2, systolic murmurs and tricuspid reguration. The training
set for normal and abnormal cycles consist of 240 and 250 whereelse classification consists of 104
and 160 cycles as shown in Table 2. We carried out the comparative experiments with respect to
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different parameter values of analysis MFCC feature extraction, different number of HMM states
and different of gaussion mixtures to investigate the influence of these factors on the classification
performance. Table 1 shows the classification result with number of HMM state (S1, S2, S3, S4,
S5) and each row represent number of mixtures (1, 2, 4, 8, 16). The best performance is achieved
when the number of mixture model is set to 16 and 3 state. The best accuracy is 100% wherelse
worst result is 42.86%.

By observing each table for each state shown the average calculation different gaussion mixture.
Firstly observing one state, we can find 97% is the highest percentage, the two state shown 99%,
three state shown 100%, while four state 99.56% and five state model 100%.

4. CONCLUSIONS

The goal of this study was develop a robust algorithm for segmentation heart sound into compo-
nents using Hidden Markov Models. The detection of S1 and S2 in cardiac cycle is the first step
towards characterizing murmurs and related heart diseases. In this paper, we have investigated
the classification performance of HMM with MFCC features depending on the number of states.
HMMs offers significant classification performance to model the sequential cardiological process.
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Abstract— Model based design method is presented to reduce the size of high-Q double stub
resonators using interdigital capacitor loading. Compared to sophisticated method of transmis-
sion line length reduction in the literature, the proposed resonator configuration is compatible
with standard GaAs MMIC process and the influence of capacitor loading on resonator charac-
teristics can be minimized if properly designed based on the derived model. Measured results
demonstrate successful reduction of the resonator size by 40–50%.

1. INTRODUCTION

Microstrip stub resonators are critical components for MMIC low phase-noise oscillators. It has
been shown that by using double open stubs with λ/4±δ length (δ ¿ λ/4) high-Q can be obtained
with well-controlled coupling coefficient which is determined by δ/λ [1]. The large footprint of
the resonator, however, hinders chip size shrinking of the MMIC for low cost production. While
slow-wave structure is one approach to miniaturizing passive components with long transmission
lines (TLs) [2], the complicated structure and the increased loss do not necessarily make it the
optimum solution for high-Q resonators.

To cope with these issues, we propose to reduce the size of stub resonators using interdigital
capacitor (IDC) which is compatible with GaAs MMIC process. The basic concept of using external
capacitors to reduce the size of TL resonator in the UHF bands was reported [3], but there are
two major concerns that need be addressed in order to apply this method to the above-mentioned
type of high-Q stub resonators in MMICs. First, the amount of capacitance required for sufficient
reduction of the stub length may cause self-resonance in such high frequencies as in microwave
bands. Second, the capacitor may affect the operating principle of the double stub resonators In
this paper, we show the model for analyzing the effect of stub length reduction and discuss the
simulated and measured characteristics of the resonator with successful stub length reduction.

2. DOUBLE STUBS RESONATORS

In a two-port resonator with matched source and load at the input and output, the loaded-Q (QL)
is given as

QL =
Qu

1 + 2βc
, (1)

where Qu is unloaded-Q and βc is the coupling between the resonator and external circuit. In
MMIC low-phase noise oscillators using TL resonators, βc must be carefully designed to become
small enough because Qu of TLs, such as microstrip lines (MSLs) is very limited. However, it
is difficult to control such weak coupling, using capacitor coupling for instance, in a precise and
reproducible manner. In our previous work [1], we proposed double stubs resonator with stub length
of λ/4 ± δ, shown in Fig. 1(a). In this λ/2 resonator, theoretical expression for βc was derived in
approximate form [4] as:

βc
∼= 2

αλ
sin2

(
2π

δ

λ

)
, (2)

where α is the attenuation constant of the MSL. This result indicates that small βc can be obtained
with good controllability by choosing appropriate δ (¿ λ/4). The reproducibility of the QL is
ensured by direct coupling eliminating the need to use capacitors which are potential causes of QL

variation in real production. Using the same analogy, it is expected that a combination of open-
ended stub of length λ/4− δ and short-ended stub of length δ, as shown in Fig. 1(b), should show
high-Q characteristics with λ/4 resonating mode when δ is sufficiently small compared to λ/4. It
can be shown that βc for the (λ/4 − δ, δ) double stub resonator is similar to (1) except that it is
has a factor of 4 instead of 2.
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(a) (b) (c)

Figure 1: Configurations for double stubs resonators. (a)
λ/4 ± δ double stubs, (b) (λ/4 − δ, δ) double stubs, (c)
double stubs with capacitance loading.

0.0 0.5 1.0 1.5 2.0 2.5
0.0

0.2

0.4

0.6

0.8

1.0

ls1 = λ/4

M
S

L
 L

e
n
g
th

 R
a
ti
o
  

l
s
2
 /

 l
s
1

Normalized Capacitance c

0.9 x (λ/4)

0.8 x (λ/4)

0.7 x (λ/4)

Figure 2: Stub length reduction ratio ls2/ls1
versus normalized capacitance.
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Figure 3: Layout of (λ/4− δ, δ) double stub resonators (a) without and (b) (c) with IDC loading.

3. DESIGN MODEL

While the (λ/4 − δ, δ) double stub resonator is half in size compared to λ/4 ± δ counterpart, the
near quarter wave length TL may still take up large chip area. To further reduce the size of the
resonator, we studied to use capacitor loading at the end of the open stub. Instead of using external
capacitor [3], we propose to load the open end of the stub with IDC

Figure 2 illustrates schematics of (λ/4− δ, δ) double stub resonators before and after capacitor
loading. Assuming lossless TL, the admittances of the upper side of the stubs in Fig. 2 are

Y1 = j Y0 tan (βls1) , (3)

Y2 = Y0
Z0 + j (1/jωC) tan (βls2)
(1/jωC) + jZ0 tan (βls2)

, (4)

for before and after loading of capacitance C, respectively. Here, β is propagation constant, Y0

(= 1/Z0) is characteristic admittance of the stub TLs, ls1 and ls2 are the length of each TLs.
From (3) and (4) it follows that in order for the two admittance values to be equal, the relation

tan (βls1) =
c + tan (βls2)
1− c tan (βls2)

, (5a)

c = ω C Z0, (5b)

must hold, where c is dimensionless capacitance of C normalized with respect to 1/ωZ0.
Figure 3 plots the ratio (ls2/ls1) for various c values calculated using (5). It can be seen that

in overall the length of the open stub decreases with increasing capacitance. Although the ratio,
ls2/ls1, levels off at modest value if ls1 is close to λ/4, which is the case with the type of resonator
of our interest, ls2/ls1 of less than 0.5 is still feasible. Equation (5a) also indicates that it is not
the absolute value of capacitance C but the normalized capacitance (5b) that determines the stub
length ratio ls2/ls1. Accordingly, by using high characteristics impedance for the stub TL, one can
save the capacitance to achieve certain ls2/ls1 ratio of design goal, which is important to suppress
self-resonance often observed in IDCs with large number of electrode fingers.
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4. RESULTS

Based on the above model, resonant characteristics for (λ/4 − δ, δ) double stub resonators using
MSLs on FR4 substrate with thickness of 1.6 mm were designed using EM simulator (Sonnet em).
The resonant frequency was 2.5 GHz. The dimensions of the IDC were 2.7, 0.2 and 0.2 mm for
the length, width and spacing of the electrode fingers, respectively. Two types of resonators with
different characteristic impedance for the stubs (Z0 = 50 Ω and 75Ω) were compared, while the
main TLs were matched to 50 Ω ports. Typical design layouts of the resonators using stubs with
Z0 = 75 Ω are shown in Fig. 3. The open stub lengths without capacitor loading were 11.9mm
and 12.8 mm for Z0 = 50 Ω and 75Ω, respectively, while the short stub length was fixed at 1.0 mm.
In experiments, S-parameters were measured from 0 to 6 GHz using network analyzer (Agilent
8753ES).

Figure 4 plots the effective stub length l′s2 before and after capacitor loading for various number
of electrode fingers (N). Here, the effective stub length after capacitor loading is defined as ls2
plus the IDC size, as shown in Fig. 1(c). As can be seen, although the open stub length before
capacitor loading is longer for Z0 = 75 Ω than for Z0 = 50Ω, the stub length in the former case
decreases faster with the same increasing number of N . As a result, three to four less number of
electrode fingers is required to reduce the effective stub length to a certain level for Z0 = 75 Ω stubs
compared with Z0 = 50Ω stubs. For example, with Z0 = 75Ω and N = 11, l′s2 was 6.7mm (44%
reduction with respect to 11.9 mm) without self-resonance seen below 6GHz. To obtain the same
l′s2 with Z0 = 50 Ω, electrode finger number of N = 15 is necessary in which case the self-resonance
(shown in the graph) is seen near 5.6 GHz.

Figure 5 compares simulated and measured S-parameters for (λ/4−δ, δ) double stub resonators
using Z0 = 75Ω stubs, before and after capacitor loading with N = 11 and 15. The agreement
between simulation and measurement is relatively good including the self-resonance seen in Fig. 5(c).
It can be seen that while the resonant frequency does not change with IDC loading, the attenuation
pole slightly shifts to higher frequency with increased capacitor loading, thereby affecting the QL

of the resonator to some extent Further analysis revealed that the influence of capacitor loading on
QL can be significant if δ is not small enough, but for our purpose of using small δ for high QL the
influence is minimum, the detail of which will be discussed elsewhere.

Figure 4: Plots of effective stub length for various number of electrode fingers.
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Figure 5: Simulated and measured |S11| and |S21| response for (λ/4− δ, δ) double stub resonators of which
the layouts are shown in Fig. 4.
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Figure 6: Layout of (λ/4− δ, δ) double stub resonators (f0 = 18 GHz) using grounded CPW in GaAs MMIC
process. The open stub length before capacitor loading was 1270 µm.

Use of MSL for (λ/4− δ, δ) double stub resonators with capacitor loading is somewhat cumber-
some because both ends of the stub must be shorted to the ground using via holes, in which case
the via hole pads hinder reduction of the total resonator size. In this sense, CPW is more suitable
for the type of resonators presented in this work. Fig. 6 shows such example of a resonator layout
designed using grounded CPW TLs in GaAs MMIC process for 18GHz applications. The substrate
thickness was 100µm and the dimensions of the IDC were 200, 5 and 5µm for the length, width
and spacing of the electrode fingers, respectively. No via holes are used for ground shortening the
stubs or capacitors but only for suppressing parasitic modes in grounded CPW structure.

5. CONCLUSIONS

We have discussed design method of reducing the size of (λ/4− δ, δ) double stub resonators using
IDC loading. In spite of the simple approach, the method proves successful with 40–50% reduction
of resonator size if δ is small enough to ensure that the capacitor does not affect the high-Q
performance of this type of resonators. While the major results demonstrated in this paper used
MSLs, CPW-based design is most suited for future MMIC applications.
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Abstract— The influence of wave-current interaction on the current measurement of HF ocean
surface radar (HFOSR) is analyzed by a simulation of the Doppler velocity spectra of the first-
order echo. The Doppler velocity spectra is a product of the spatial integration of the radial
velocity weighted by the radar sensitivity and the normalized radar cross section (NRCS). As a
result of the wavenumber change due to the wave-current interaction and the extension of the
wave packet, the NRCS distribution becomes non-uniform. The artificial component is produced
around the center of the current phenomena in the simulated radial velocity field because the
non-uniformity of the NRCS distribution distorts the spectral shape of the first-order echo. The
artificial component flows in the opposite direction of the propagation of the causal ocean waves.
The intensity of the artificial component depends on the spatial scale ratio of the radar sensitivity
distribution to the current phenomenon. In addition, the spatial averaging effect caused by the
radar sensitivity distribution leads the antisymmetric component of the radial velocity difference,
which weakens the intensity of the simulated current phenomena.

1. INTRODUCTION

The high-frequency ocean surface radar (HFOSR) is a powerful instrument for measuring the distri-
bution of the radial components of the ocean’s surface current over a wide area, in a short amount
of time. The principle of radial velocity measurement using HFOSR was established by Barrick [1],
Barrick et al. [2]. The multi-site HFOSR system, which consists of two or more radars separated by
space, can map ocean surface current vectors using the radial current velocities measured by each
radar Barrick et al. [3].

The measurement of the radial components of ocean surface currents using HFOSR is based
on the electro-magnetic backscattering from ocean surface waves having one-half the wavelength
of the radar wave. The scattering signals cause two strong peaks, called the first-order echoes, in
the Doppler spectra of backscattered signal, because these ocean waves satisfy the Bragg resonant
condition. Two strong first-order echoes appear as sharp peaks near the Doppler frequencies ±fB,
corresponding to the phase velocities of causal ocean waves on still water. The difference in Doppler
frequencies corresponds to the radial current velocity, because the Doppler frequencies of the first-
order echoes correspond to the sum of the phase velocities of causal ocean waves on still water and
the radial component of the water movement.

The first-order echoes change their spectral shapes with time and space. Heron [4] pointed out
the relationship between the broadening of the first-order echo and the spatial change of currents
in a radar target cell measured by current meters. Nadai [5] reported the relationship between
the broadening of the first-order echo and the spatial change of ocean currents around the eddy
on the shear front, between the Kuroshio and coastal region. In this observation, the first-order
echoes were not only broadening but also splitting. The ocean area showing the widely broadening
and splitting first-order echo agrees with the eddy region, in where the spatial change of current
is strong. In Nadai’s [6] work, the relation between the broadening of the first-order echo and the
current field is analyzed by simulating the radial current velocity spectra, taking into account the
spatial distribution of radar sensitivity. However, the difference in spectral shapes between the two
first-order echoes is unexplainable with this approach.

The Doppler spectra of the backscattering signal depends not only on the spatial distributions
of the radial component of the ocean currents and the radar sensitivity, but also on that of the
normalized radar cross section (NRCS). The local value of the NRCS depends on the local spectral
density of ocean waves, which is influenced by ocean currents due to the wave-current interaction.
For this reason, to discuss the relationship between the spectral shape of the first-order echo and
the ocean currents, the spatial distribution of NRCS has to be calculated based on the local spectral
density of the ocean waves causing it, which is influenced by the wave-current interaction.
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In this paper, the influence of the wave-current interaction on the current measurement by
HFOSR is analyzed by numerical simulation. First, the initial parameters of causal ocean waves
before being influenced by the wave-current interaction are simulated by backward time integration
of the ray equations. Next, the spatial distribution of NRCS of the first-order echo is calculated
from the local spectral density of the causal ocean waves. Finally based on the simulated Doppler
velocity spectra of the first-order echo using the spatial distributions of the NRCS and the radar
sensitivity, the influence of wave-current interaction on the current measurement of HFOSR is
discussed.

2. DOPPLER SPECTRA OF FIRST-ORDER ECHO OVER NON-UNIFORM CURRENT
FIELD

2.1. HF Backscattering Spectra

The HF backscattering spectra from the ocean’s surface are obtained by the surface integration of
the radar equation. The attenuation of the radar waves by scattering on the propagation path is
assumed to be negligible. When the radar located at the position of rr transmits the radar wave
with a wavenumber of kt, the Doppler velocity spectrum Pr of the backscattering signal from a
certain area on the ocean’s surface centered at rt is written with the assumption that the target
distance is much larger than the spatial scale of the radar sensitivity distribution, as follows:

Pr(vD, kt, rt) =
Pt

16πkt
2|r|4

∫

S′
G(r′)σ0(vD,kt, r′)dr′, and (1)

r = rt − rr, (2)

where σ0, Pt and G represent the NRCS, the transmission power and the radar sensitivity, respec-
tively.

2.2. Normalized Radar Cross Section of First-order Echo

The first-order echoes are the products of Bragg resonant backscattering. Assuming the incident
angle for HFOSR using a ground wave as a right angle, the Bragg resonant condition for the incident
radar wave with a wavenumber vector of kt, is satisfied by the ocean waves with a wavenumber vec-
tor of k±B = ±2kt, where the superscripts + and − represent the directions of the wave propagation:
receding and approaching to the radar, respectively.

Barrick [1] analyzed the NRCS of the first-order echo as a function of the Doppler frequency.
The NRCS σ0 of the first-order echo for the vertically polarized radar wave with a wavenumber
vector of kt is described as a function of the Doppler velocity as follows:

σ0(vD,kt) = 64π|kt|4
{
S

(
k+

B

)
δ
(
vD − vR

(
k+

B

))
+ S

(
k−B

)
δ
(
vD − vR

(
k−B

))}
, (3)

where S(k) is the spectral density of ocean waves with a wavenumber vector of k.
The Doppler velocity of ocean waves is the sum of the phase velocity of ocean waves causing the

first-order echo and the radial component of the currents. The phase velocity Cp of the ocean waves
is determined by the dispersion relation. The radial component vr of currents is the projection of
current vector V on the line of sight of radar r. As a result, the Doppler velocities vR of ocean
waves with wavenumber vectors of k±B are described as:

vR

(
k±B

)
= Cp

(
k±B

)
+ vr = ±

√
g

|kB| + V · r
|r| , (4)

where g is the acceleration of gravity.
The contribution of the receding and approaching ocean waves on the NRCS of the first-order

echo can be separated into σ0+ and σ0−, respectively. Then, the spectral shape P ′± of each first-
order echo is described as a function of the discrepancy of Doppler velocity v′D from the phase
velocity of causal ocean waves as

P ′± (
v′D, kt, r

)
= 64π|kt|4

∫

S′
G

(
r′

)
S

(
k±B

)
δ
(
v′D − vr

(
r′

))
dr′. (5)
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2.3. Local Spectral Density of Ocean Waves
When the current field is not uniform, the current field influences the ocean waves through the
wave-current interaction. The basic assumptions of the wave-current interaction model are that
the ocean waves can be described within the framework of the linear wave theory and that the
relative change in the current velocity over the wavelength and the wave period is small. In the
presence of current, the governing equation for the wave energy density E(k) can be written as
Phillips [7]

∂

∂t

(
E(k)

n

)
+ (V + Cg) · ∇

(
E(k)

n

)
= 0 (6)

where k is the wavenumber vector, n =
√

g|k| is the intrinsic frequency of waves, Cg = dn/dk is
the group velocity of the ocean wave, and V is the current velocity. Equation (6) is equivalent to
a statement that the wave action density E(k)/n is conserved along the ray paths.

The spectral density of ocean waves is equal to the wave energy density per unit squared.
Assuming the imaginary extent A of a monochromatic wave packet, the wave action density can
be written using the spectral density S of ocean waves as:

E(k)
n

=
S(k)A

n
=

S(k)A√
g|k| . (7)

Equation (7) shows that the local spectral density S of the wave packet can be calculated by
using the wavenumber vector k and the imaginary extent A along the ray path, by the conservation
law of wave action.

The wavenumber vector k along the ray paths are obtained by integrating the following ray
equations and dispersion relation Liu et al. [8]:

dx
dt

= V + Cg, (8)

dk
dt

= −k · (∇V), (9)

n2 = g|k|, (10)

where x is the location of the wave packet. The imaginary extent A is, moreover, obtained by the
integration of the divergence of the current field along the ray path:

dA

dt
= (∇ ·V)A. (11)

These equations show that the wavenumber vector and imaginary extent of the wave packet are
influenced by the spatial change of the current field.

2.4. Influence of Wave-current Interaction on NRCS
The NRCS of the first-order echo is a function of the local spectral density of causal ocean waves at
the moment of radar observation. When the causal wave packet with a wavenumber vector of kB has
the imaginary extent of AB at the moment of the radar observation, the initial wavenumber vector
kI and the initial imaginary extent AI before being influenced by the wave-current interaction are
simulated by the backward time integration. Then, the local spectral density SL(kB) of the causal
ocean waves is written as:

SL(kB) =
AI

AB

( |kB|
|kI |

) 1
2

SB(kI), (12)

where SB is the background spectral density of ocean waves.
The change ∆σ of the NRCS by the wave-current interaction is described as:

∆σ =
SL(kB)
SB(kB)

=
AI

AB

( |kB|
|kI |

) 1
2 SB(kI)

SB(kB)
≡ ∆σA∆σk∆σS . (13)
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Equation (13) indicates that the change ∆σ of the NRCS is the product of contributions from the
divergence of current ∆σA, the wavenumber change ∆σk, and the background wave spectrum ∆σS .

The wavenumber change is determined by the velocity shear of the directional component of
the ocean currents along the wave propagation. These contributions can be calculated without the
time integration when the current phenomena exist in the limited area, because the contributions
of the wavenumber change and the background wave spectrum depend only on the wavenumber.
The contribution of the divergence of currents, however, is only calculated by the integration along
the ray path. For this reason, the integration of the ray equation is needed to calculate the local
NRCS on the current field with divergence.

3. SIMULATION

3.1. Current Model
To express the divergence and rotation of the isolated eddy the current model is defined as a
function of the radius r and the direction ϕ of the current vector measured from the radius vector.
When the center of the eddy locates at the origin, the tangental and radial velocity components
vθ, vr at radius r are determined by using the velocity profile vp as follows:

(vθ(r), vr(r)) = vp(r)(sinϕ, cosϕ). (14)

Based on an eddy model by Mathiesen [1987], the velocity profile vp with a maximum velocity
Ve at the radius of R0 is modeled as follows:

vp(r) =





vp(R1)r/R1 (0 ≤ r < R1),
Ve exp {−[(r −R0)/(bR0)]2} (R1 ≤ r ≤ R2),
vp(R2)R2/r (r > R2),

(15)

R1 =
[{

1 +
(
1− 2b2

) 1
2

}
/2

]
R0, (16)

R2 =
[{

1 +
(
1 + 2b2

) 1
2

}
/2

]
R0, (17)

where the parameter b determines the width of the transition region (R1 ≤ r ≤ R2). In the
inner region (0 ≤ r < R1), the absolute velocity vp linearly increases with the radius, so the
divergence and vorticity are constant. Otherwise, in the outer region (r > R2), the absolute
velocity decreases proportionally to r−1, so the divergence and vorticity are zero. The radius of R2,
therefore, corresponds to the boundary radius of the eddy. In the transition region, the velocity
profile is defined as a Gaussian function and the continuity is kept until the first derivative at
the connecting radii R1 and R2. In this study, the value of b is set almost to its upper limit as
0.7071067, which is the gentlest way to make the transition. The radii R1 and R2 become about
0.5R0 and 1.2R0, respectively.
3.2. Background Spectral Density Model of Ocean Waves
The spectral density of ocean waves can be expressed as the product of the wavenumber spectrum
and the directional spectrum that depend on the wind field. In this study, to simplify the situation,
the directional spectrum is assumed to be uniform. Moreover, the wavenumber of ocean waves
causing the first-order echo is assumed to belong to the equilibrium region of the wavenumber
spectrum before the interaction with the current field. Then, the spectral density SB(k) of the
background wave field becomes the function of wavenumber |k| as:

SB(k) = S0|k|−
7
2 , (18)

where S0 is proportional constant. This form of wavenumber spectrum corresponds to the frequency
spectrum φ(f) ∝ f−4, where f is the wave frequency [Mitsuyasu et al., 1980].
3.3. Radar Sensitivity Distribution
The radar sensitivity distribution is assumed a 2D-Gaussian function to discuss the influence on
current measurement using HFOSR generally [Zrnic and Doviak, 1975]. The radar sensitivity G at
position r is assumed a function of the distance from the radar target position rc as:

G(r) = G0 exp

(
−

( |r− rc|
Rw

)2

ln 2

)
, (19)
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where G0 is the maximum radar sensitivity, and Rw is the width of the radar sensitivity, where
the radar sensitivity reduces to half G0. In the simulation of the Doppler velocity spectra of the
first-order echo, the radius of the integration area is set to three times the width of the radar
sensitivity.

3.4. Normalization
To increase the generality of the simulation, the dimensional units of space x∗ and time t∗ are
normalized by the radius R∗

0 of the eddy and the phase velocity C∗
pB = C∗

p(|k∗B|) of the ocean
waves causing the first-order echo. The relations between the dimensional units (x∗, t∗) and the
non-dimensional units (x, t) are described as x∗ = R∗

0x and t∗ = (R∗
0/C∗

pB)t, respectively. By
introducing the relative wavenumber vector K = k∗/|k∗B|, the normalized phase velocity of the
ocean waves is described as Cp(K) =

√
K.

4. SPATIAL DISTRIBUTION OF NORMALIZED RADAR CROSS SECTION

The simulated results of the initial wave parameters of the wave packets are shown in Fig. 1.
The spatial distribution of the initial wavenumber of wave packets agrees with the radial current
velocity in the theory. The initial wavenumber becomes smaller than the unity in the negative
x-region, because the wavenumber increases by propagating against the current as a result of the
wave-current interaction. In the positive x-region, the wave-current interaction works oppositely.
As a result, the spatial distribution of the initial wavenumber becomes antisymmetric with respect
to the y-axis, at the point where the radial component of the current becomes zero.

On the other hand, the spatial distribution of the initial direction of the wavenumber vector does
not show any relation to the radial current velocity. In the area behind the eddy, the wavenumber
vectors are rotated counter-clockwise as a result of the refraction inside of eddy region. In the
countercurrent side of the positive y-region, there is a narrow area just outside of the eddy boundary
showing a strong clockwise rotation of the wavenumber vectors. In other areas, the rotation mostly
depends on the y-position. In the positive and negative y-region, the wavenumber vectors rotate
clockwise and counter-clockwise, respectively.

The influence of the current field on the ocean waves is limited only to the wavenumber change
by the wave-current interaction, because of the non-divergent current model. In the countercurrent
area of the eddy, the NRCS increases up to 5 dB. Otherwise, in the following current area, the

(a) (b) (c)

(g)(d) (e) (f)

Figure 1: Simulation results of normalized radar cross section (NRCS) around eddy. (a) y-component of the
current (radial velocity) of the model with a current vector, (b) an initial wavenumber, and (c) an initial
direction of the wavenumber vector of the wave packet. (d) The contribution of wavenumber change, (e)
the divergence of the current field, (f) the initial spectral density of the ocean waves, and (g) the total
contribution on the NRCS change.
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NRCS shows a decrease of about 4 dB at the peak. So, the NRCS discrepancy between both sides
of the eddy reaches 9 dB. The spatial distribution of the NRCS is antisymmetric with the radial
velocity. The exact value of the NRCS change strongly depends on the spectral model of the
background ocean waves, because most of the NRCS change (8 dB) comes from the contribution of
the background spectral density. The tendency of spatial distribution, however, does not change
as long as the initial wavenumber of the wave packet belongs to the equilibrium region of the
background wavenumber spectrum.

5. RADIAL VELOCITY FIELD

Figure 2 shows the distributions of the simulated radial velocity and the difference from the model
radial velocity. When the spatial scale of the radar sensitivity distribution is smaller than the
eddy scale, the difference between the radial velocities is quite small in all areas. This means
that the influence of the wave-current interaction on the radial velocity measurement by HFOSR
is negligible, while the spatial scale of the radar sensitivity distribution is smaller than the eddy
scale. With the broadening of the radar sensitivity distribution, the difference between the radial
velocities enlarges around the eddy region. Moreover, the spatial change of the radial velocity
shrinks due to the spatial averaging effect, and the eddy signal on the simulated radial velocity
field weakens. The simulated radial velocity at x = 0 becomes negative, due to the larger NRCS in
the negative radial velocity region.

Although the negative component of the radial velocity difference is stronger than the positive
component, the spatial distribution of the radial velocity difference is almost antisymmetric with
respect to the y-axis. The intensity and the extent of the radial velocity difference are proportional
to the spatial scale of radar sensitivity distribution.

The intensity of the antisymmetric component enlarges with the broadening of the radar sen-
sitivity distribution, because the antisymmetric component of the radial velocity difference comes
from the averaging effect caused by the spatial distribution of the radar sensitivity. The spatial
distributions of antisymmetric component, calculated using the uniform NRCS field, are also shown
in Fig. 2. When the spatial scale of the radar sensitivity distribution is the same as the eddy scale,
the maximum velocity of the antisymmetric component reaches about 0.05, which is 40% of the

Figure 2: Spatial distribution of simulated radial velocity and difference from model. Rad. Vel.: Ideally
simulated radial velocity. Diff-model: Difference of simulated radial velocity from the model. Diff-uniRCS:
Difference of simulated radial velocity with uniform NRCS from the model. Res: Residual of difference.
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model maximum velocity. With the broadening of the radar sensitivity distribution, the absolute
value of the antisymmetric component increases to that of the model current. The extent is, on the
other hand, almost the same as the spatial scale of the eddy, regardless of the spatial scale of the
radar sensitivity distribution. This means that the HFOSR cannot measure the current phenomena
with a smaller scale than the radar sensitivity distribution.

The residual component comes from the non-uniformity of the NRCS distribution as a result of
the wave-current interaction. The residual component of the radial velocity difference is negative
and localized near the center of the eddy, because of the stronger NRCS in the negative velocity
region. While the radar sensitivity distribution is smaller than the eddy scale, the residual com-
ponent of the radial velocity difference strengthens with the broadening of the radar sensitivity
distribution, which is the same as the antisymmetric component. When the spatial scale of the
radar sensitivity distribution is comparable or larger than the eddy scale, the intensity of the resid-
ual component remains almost constant at about 0.03, that is 25% of the maximum eddy velocity.
The extent of the residual component, however, almost agrees with the scale of the radar sensitivity
distribution.

6. CONCLUSION

The influence of wave-current interaction on the current measurement of HFOSR is analyzed by
the simulation of a Doppler velocity spectra, with not only the radar sensitivity distribution, but
also a simulated NRCS distribution. The local spectral density of ocean waves strengthens where
the ocean waves propagate against the current, and weaken where the ocean waves propagate along
the current, because of the conservation law of wave action. The local spectral density is also
influenced by the divergence of the current field. The NRCS of the first-order echo has a non-
uniform distribution as a result of wave-current interaction, because the local spectral density of
causal ocean waves determines it.

The radial velocity difference between the simulation and the model is able to separate into
the antisymmetrical components with respect to the line of zero radial velocity and the residual
component. The antisymmetrical component comes from the spatial averaging effect caused by the
spatial distribution of the radar sensitivity. As a result, the antisymmetric component of radial
velocity difference simply weakens the signal of current phenomena.

The residual component is a result of the distortion of the spectral shape of the first-order echo
due to the non-uniformity of the NRCS distribution. The residual component has an opposite
signature to the phase velocity of the ocean waves causing the first-order echo, because the larger
NRCS appears in the region where the causal ocean waves propagate against the current. The
distribution of the residual component is localized around the center of the current phenomena.
The residual component deforms the spatial pattern of the current vector field by the creation of the
artificial current. So, the spatial distributions of the artificial vorticity and divergence cross each
other near the center of current phenomena, because of the localized distribution of the artificial
currents.

When the spatial scale of the radar sensitivity distribution is smaller than the current phenom-
ena, variations in NRCS and radial velocity in the radar sensitive area are small. For this reason,
the influence does not appear on the simulated radial velocity, but only on the broadening of the
first-order echo. With the broadening of the radar sensitivity distribution, the variations in NRCS
and radial velocity in the radar sensitive region enlarge and the simulated radial velocity differ from
the model.

When the current field is symmetric with a 180◦ rotation, the distributions of NRCS for two
first-order echoes, correspond to the approaching and receding causal ocean waves, also become
symmetric with the 180◦ rotation. As a result, the spatial distributions of the radial velocity differ-
ence extracted from each first-order echo become antisymmetric with the 180◦ rotation. Although
the antisymmetric component of the radial velocity difference is independent of the propagating
direction of the causal ocean waves, the direction of the residual components become opposite to
the phase velocity of the causal ocean waves.
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Abstract— The Dynamics of a planar, transverse electromagnetic (TEMP) wave propagating
in the direction z in lossy media with constant permittivity ε, permeability µ, and conductivity
σ > 0, are best described by Maxwell’s equations [1, 2],

{
(i) ∇×E = −µ∂H

∂t ,

(ii) ∇×H = ε∂E
∂t + σE.

(1)

Various forms of solutions for the electromagnetic couple solutions and profiles of (1) have been
found, using various techniques, subject to distinct assumptions on the medium coefficients and
fields intial directions.

In view of its advantageous attributes and many quantities preserving properties, the Sumudu
turns out to be an ideal tool for many science applications and engineering. Without resorting
to a new frequency domain, as in the case of Laplace or Fourier, having units and scale pre-
serving properties, the Sumudu turns out to be the ideal tool, for engineering and many applied
mathematics and physics propblems [3, 4]. The Sumudu operator is defined by,

G (u) = S [f (t)] =

∞∫

0

f (ut) e−tdt, u ∈ (−τ1, τ2) , (2)

over the set of functions,

A =
{

f (t) / ∃ M, τ1, τ2 > 0, |f (t)| < Me
|t|
τj , if t ∈ (−1)j × [0,∞)

}
. (3)

The function, G(u), is then referred to as the Sumudu of f(t). The Sumudu Operator is clearly
linear since,

S [af(t) + bg (t)] = aS [f (t)] + bS [g (t)] . (4)

Computationally, denoting the gamma function by, Γ, wherever, Γ(α + 1) can be defined (clas-

sically for α > −1), we then have, S [tα] =
∞∫
0

(ut)α
e−tdt = uα

∞∫
0

tαe−tdt = Γ (α + 1) uα. So,

S[1] =1, S [at + b] = au + b, and S[tn/n!] = un, for any integer n ≥ 0. Discretely, S[ exp(at)] =
S[

∑∞
0 (at)n/n!] =

∑∞
0 (au)n = 1/(1− au), for a ∈ (−1/a, 1/a).

Consequently, for any frequency, w, 1/(1 + (wu)2), (wu)/(1 + (wu)2), are the respective Sumudi
of cos(wt), and, sin(wt), which may be obtained, S[ cos(wt)+j sin(wt)] = S[ejwt] = 1/(1−jwu) =
(1 + jwu)/(1 + (wu)2).

Conversly, (with w = 1), 1/(1 + u2) =
∑∞

0 (−1)nu2n, with u in (−1, 1), and applying the inverse
operator, yields, with t in R, S−1

∑∞
0 (−1)nu2n =

∑∞
0 (−1)nt2n/(2n)! = cos t, & S−1[u/(1+u2)] =

S−1
∑∞

0 (−1)nu2n+1 =
∑∞

0 (−1)nt2n+1/(2n + 1)! = sin t.

Furthermore, for a ≥ 0, the Heaviside or unit step function, Ha(t), any function shift, f(t − a),
has for sumudu,

S[f (t− a)] = S[Ha(t)f(t)] = e
−a
u S[f(t)], for u > a. (5)

The TEMP problem, like general field couple problems, can be considered in the Sumudu Trans-
form frame work. Upon Sumudu transformation, Maxwell’s Equations are made to yield transient
magnetic field solutions. In previous works, Sumudu based techniques were used to deliver tran-
sient electric field solutions for electromagnetic planar waves moving in the transversal direction
of lossy media, [5, 6]. Here we present a parallel treatment for the magnetic field, using Sumudu
established properties.
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1. SUMUDU BASED MAGETIC FIELD SOLUTIONS FOR MAXWELL’S EQUATIONS

In this paper, we first albeit briefly, state some Sumdu Convolution, Itegration and Differentiation
Properties whose application will help us solve the TEMP problem. The next theorem allows us
to use the Sumudu transform efficiently to solve differential equations involving multiple integrals
of the dependent variable as well, by rendering them into algebraic ones.

Theorem 1: Let M(u), and N(u), be the respective sumudi for the functions, f(t) and g(t),
with convolution,

(f ∗ g)(t) =

t∫

0

f(τ)g(t− τ)dτ, (6)

then, the Sumudu of the convolution of the functions, f(t), and g(t), is given by,

S[(f ∗ g)(t)] = uM(u)N(u). (7)

Furthermore, the Sumudu of the derivative of the convolution of the functions, f(t) and g(t)
textitis given by,

S
[
(f ∗ g′)(t)

]
= M(u)N(u). (8)

Moreover, the Sumudu off the convolution of the derivative of f with itself, is given by,

S[(f ∗ f ′)(t)] = M2(u). (9)

Finally, the Sumudu of the anti-diderivative, (f ∗ 1), of the function, f(t), is given by,

S




t∫

0

f(τ)dτ


 = uM(u). (10)

Theorem 2: Let Gn(u) be the Sumudu Transforms of the n’th derivative, f (n)(t), of f(t), then
for n > 1,

Gn(u) =
G(u)
un

−
n−1∑

k=0

f (k)(0)
un−k

. (11)

In particular this means that the Sumudu of the first and second derivatives of the function
f are given by,

G1(u) = S
(
f ′ (t)

)
=

G(u)− f(0)
u

, &, G2(u) = S
(
f ′′ (t)

)
=

G(u)− f(0)
u2

− f ′(0)
u

. (12)

In a previous works [7, 8], it was established that, if we set, a = 1/
√

µε, and, b = σ/2ε.
Theorem 3: The transient electric field, E(z, t), in the TEMP problem as described in Eq. (1),

is given by,

E(z, t) = e−
b

a
zf(t− z/a)− a

∫ ∞

z/a
f(t− τ)e−bλ ∂

∂z
J0

(
b

a

√
z2 − (aτ)2

)
e−t/udτ. (13)

In this work, we set G(z, u) = S[h(z, t)], and use connected Sumudu properties, such as theorems
1 & 2, to transform Eq. (1), and obtain the second order equation,

d2G(z, u)
dz2

− γ2G(z, u) = γ2h0(z)− λh ′
0 (z)) = V (z, u), (14)

the homogeneous solution to which, Gh(z, u), (achieved if V (z, u) = 0, i.e., h ′
0 (z)/h0(z) = 1+ρ/λ =

1 + uσ/ε) is given by,
G(z, u) = A(u)eγz + B(u)e−γz. (15)

The particular solution, Gp(z, u), of Eq. (14) is then given by,

Gp(z, u) =
eγz

2γ

∫
e−γzV (z, u)dz +

e−γz

2γ

∫
eγzV (z, u)dz. (16)
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Here, we assume direct values for the magnetic field boundary conditions.
In a lossy medium with conductivity σ > 0, we assume,

lim
z→0

H(z, t) = H(0, t) = h(t), t ≥ 0. (17)

In addition, assuming the initial conditions,

H(z, t −→ 0) = h0(z), &, ∂H(z, t −→ 0)/∂t = h ′
0 (z), (18)

and recalling that we have already set,

ρ =
µσ

u
, λ =

µε

u2
, &, γ2 =

µε

u2
+

µσ

u
= λ + ρ, (19)

We then get, {
A(u) = 0, and,
B(u) = G(0, u) = S [h(t)] = G(u).

(20)

In consequence, we have the following result,
Theorem 4: The transient magnetic field, H(z, t), in the TEMP problem as described in

Eq. (1.0), is given by,

H(z, t) = e−
b

a
zh(t− z/a)− a

∫ ∞

z/a
h(t− τ)e−bλ ∂

∂z
J0

(
b

a

√
z2 − (aτ)2

)
e−t/udτ. (21)

2. CONCLUSION

TEMP like problems field couple solutions can be considered in the Sumudu Transform frame work.
In view of its advantageous attributes and many quantities preserving properties, the Sumudu turns
out to be an ideal tool for many science and engineering applications. For future work we plan we
plan to combine Sumudu Transform with variational techniques such as those developped in the
last four decades (see for instance [7, 8]) to analyse & solve TEMP related problems.
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Abstract— Dual L- and C-band antenna with single polarisation is designed for application
in synthetic aperture radar (SAR). Shared-aperture antenna systems are increasingly preferred
in modern SAR systems. One key requirement in a SAR antenna is low cross-polarisation. In a
probe-fed patch, the cross-polarisation reduction depends on the cancellation of fields by adjacent
patches. An analysis of the field cancellation with equal-power, unequal-power and different
phases was carried out. Good cancellation may be achieved if the adjacent powers are the same.
The phases of the adjacent patches do not have significant effect on the cross-field cancellation.
Paired excitation may not be immediately possible in a shaped pattern. Modification to the array
excitation coefficient must be performed so that adjacent powers in an array are the same even
for a shaped beam pattern. Then, the cross-polarisation may be controlled and suppressed to
meet the SAR requirements. In this work, the C-band array is made up of three paired radiators
in the elevation plane. The azimuth plane has four elements. The L-band patch is made up of
two patches placed above the C-band array. The prototype is fabricated with three GML1032
laminates, with two of them being the thicker substrate (1.52mm) and the other 0.76 mm. A
layer of 4mm low-loss Rohacell HF51 foam separates the radiating layers from each other. The
C-band array achieved a cross-polarisation level of 31 dB in the main beam, while the L-band
achieved a cross-polarisation level of 25 dB. The C-band achieves a bandwidth of 220 MHz centred
at 5.3GHz. The return loss is about −20 dB. The L-band return loss is about −20 dB at centre
frequency with a bandwidth of about 120 MHz. Good radiation pattern was achieved for both
the frequency bands.

1. ANTENNA DESIGN

The specification of the antenna is listed in Table 1. The antenna main beam is set to cover about
26◦ in the elevation direction (cross-track) and 3◦ in the azimuth direction (along-track). The
antenna is single vertically polarised.

For the C-band, the antenna’s beam is synthesised using Elliott synthesis method. A total of
six elements are required to synthesis the radiation pattern. The coefficients are given in Table 2.

2. ARRAY SIMULATION

The antenna is made up of a C-band sub-array of 4 × 6 elements and a layer of L-band array
with two patches, in a dual-band operation. The C-band patches are rectangular shaped with
dimensions of 14.5mm × 20mm. The linear array is spaced 38 mm apart and fed via probe offset
by 3.2 mm from the centre of patch. The linear array is further extended into a planar array of
4 × 6 elements. Figure 1 shows the layout of the sub-array antenna. The array is spaced 50 mm
apart in the vertical plane. At 5.3 GHz the return loss is −22 dB. The bandwidth achieved is about
250MHz. The bandwidth achieved is about 4.7% of centre frequency, typical of a patch antenna.

Table 1: Specifications of the SAR antenna.

L-band C-band
Frequency 1.25GHz 5.3GHz
Bandwidth 80MHz 200MHz

Main beam shape
Elevation Pencil beam Shaped from 79◦–105◦

Azimuth Pencil beam Pencil beam
Cross-polarisation ∼ −25 dB < −30 dB

Look angle 30◦

VSWR (Return Loss) < 2.0 (< −10 dB)
Polarisation Single linear
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Figure 1: Layout of combined array and its feed network.

Figure 2: C-band normalized radiation pattern. Figure 3: L-band normalized radiation pattern.

Table 2: Array factor.

Element number
1 2 3 4 5 6

Amplitude 5.8 5.8 2.1 2.1 1.0 1.0
Phase (deg) 0 20 48 175 233 14

3. CONCLUSION

The simulated radiation patterns are shown in Figure 2 and Figure 3, respectively, for the C-band
and L-band frequencies. The E-plane pattern for the C-band frequency shows the shaped pattern
in the main beam with cross-polarisation about −32 dB in the main beam region. The H-plane
shows a “sinc” pattern with a cross-polarisation of −25 dB in the main beam region. For the L-band
pattern a cross-polarisation of −25 dB is observed in the main beam.
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Abstract— A Synthetic Aperture Radar (SAR) is a complex radar system that requires com-
plex analog signal generation and processing. Real-time processing is now possible with off the
shelf computing hardware. A modular analog interface is designed to facilitate the handling
of analog signals for processing. This paper describes the architecture for such a system from
a concept level and then will describe the implementation and finally the current development
progress.

1. INTRODUCTION

Synthetic aperture radar imaging systems are fast becoming the preferred imaging systems for
airborne and space borne platforms due to their ability to detect targets without requiring an
active heat source or any form of lighting from the system. The properties of electromagnetic waves
also allow for a different image property such as the response of electromagnetic waves towards
water, metal and moisture that allows it to be used for surveillance on vegetation, landslides, flood
and military purposes. Previously, this method of imaging has been quite obscure due to the
mathematically complex algorithms required to process the radar signals to generate the images.
Current digital systems are rapidly being shrunk due to advances made using various digital systems
such as Application Specific Integrated Circuits (ASIC) and FPGA designs [1]. The final products
of these systems are often the direct image. This does not allow for research on other algorithms
as well as the fine tuning of the processing algorithm. Given that the typical off the shelf computer
of today has a considerably increased amount of computing power at a lower power consumption
point when compared to its predecessors, it is possible to use today’s computer to perform the
processing of SAR images in real-time [2].

We will first review the concept of the system in the first section and then discuss the imple-
mentation of the system into actual hardware in the second section. We then finally discuss the
results obtained so far.

2. PROCESSOR ARCHITECTURE

The system architecture is made up of 2 parts. The first is the FPGA based analogue interface. This
part will provide the necessary interfacing for the computer via Ethernet to the analogue inputs and
outputs. These analogue interfaces will have to be able to receive a signal of 80 MHz bandwidth.
This is by means of a high-speed ADC and DAC. The system is built with a soft-processor. This
processor controls the networking interface, data handling and allows for future expansion. The
soft-processor also loads the values into the control circuits that control the internal timing of the

Figure 1: Architecture of digital processor system.
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system. This gives the system a way to be controlled precisely as with the requirement of a coherent
radar system.

For research purposes, the adjustability of these timing parameters is crucial so that the user can
specify the parameters which are crucial to the user. The output buffers are given values from an
algorithm run in the processor to generate the output pattern. The timing system then coordinates
the sending of signals to the DAC. The values from the ADC are fetched from the buffer and then
packaged into a file and then sent to the Single Board Computer (SBC). The computer can then
read the data from storage and then process them.

This architecture presents 2 advantages over current systems. The first is that the parameters
are controlled via software. The user should be able to control, within reason, the transmission
parameters such as chirp duration and bandwidth. This form of system is similar to that of a
Software Defined Radio (SDR) system. Since the difference between the 2 is firstly the bandwidth
of the signals and secondly the sampling methods reducing the instantaneous bandwidth of the
received data. For a radar system, chirp pulsed radar, the instantaneous bandwidth is high but due
to the pulsing interval, the average bandwidth is quite low thus allowing the large quantity of data
to be sent through gigabit Ethernet (GBe). It can be calculated with the following assumptions:

Chirp band width: 80MHz
Sampling bandwidth: 100 MHz I, Q
ADC resolution: 14 bits per sample
PRF: Maximum of 1 kHz

14 bits× 2× 8192 samples× 1000 = 218.75 Mbits per second

Even when factoring the overheads which are necessary in any communication protocol, as well
as latency issues, we still have a 70% surplus in Ethernet bandwidth. This can only be achieved
with a pulsed radar system. Time-continuous radar will generate a much larger amount of data
which will require some local processing on the analogue receiver.

The SBC consists of a off the shelf computer system with the exception of the inclusion of a Solid
State Drive (SSD). The SSD allows the system to withstand the extreme environment that is an
airborne platform. SSDs also have a tremendous amount of bandwidth to facilitate the tremendous
quantity amount of data a radar system produces.

3. SYSTEM IMPLEMENTATION

The system will have to conform to several parameters in its actualization. They are as follows:
Outer Dimensions: 200 mm× 200mm× 200mm
Maximum power consumption: 200 W
Analogue Bandwidth: 80 MHz
Maximum Pulse Repetition Frequency: 1 kHz
The FPGA system will be developed on a Terasic DE3 Development board. This board has

an Altera Stratix FPGA and can be attached with DDR SDRAM, Analog interfacing daughter
cards and Ethernet daughter cards. This will allow the system to be built with minimal hardware
development. Most of the system development will focus on both software and HDL coding.

4. CONCLUSIONS

The software defined radar system in theory can be built. The current system has the processor
integrated into the system to and linked to the Ethernet. A small operating system has also been
downloaded into the memory of the board and can be linked to the network. The transmission
and receiving of data packets have been tested and current research is into the investigation of the
system bandwidth and the increasing of the bandwidth.
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Abstract— “Beam forming architecture”, used in conjunction with an array of sensors to
provide a versatile form of spatial filter for space-division multiple accesses (SDMA), becomes
one of the enabling technologies to the 4G LTE network [1–3]. This approach features multiple
users within the same radio cell to be accommodated on the same frequency and time slot
by using internal feedback controlling the amplitude/phase weighting of the adaptive array [4]
to modify its time, frequency, and spatial response. However, realization of the beam-forming
techniques poses high linearity demands on RF/IF up-/down-conversion chain because nonlinear
distortion will degrade the radiation pattern, resulting in the poor signal quality [5, 6]. This
study employs a two-element antenna array incorporated with two amplifiers for experimental
studying the nonlinearity effects on adaptive pattern nulls shift. Measured results validate the
effective proposed method for further analysis on the performance degradation of adaptive array
due to multicarrier power amplifiers (MCPA) nonlinearity.

1. EXPERIMENTAL STUDY

Figure 1 shows an adaptive array scheme, each antenna element has its own receiver composed of
filters, amplifiers, mixers, etc. to amplify and down-convert the received signals before the A/D
converters. During the signal paths on receiver, there exist two principle nonlinearities, present in
small-signal amplifiers and mixers to introduce signal’s distortion at a receiver, are intermodulation
products and gain compression. Of special importance are the third-order intermodulation prod-
ucts since they fall within the signal passband and can not removed by filtering. Since the amount
of the harmonic higher-order products is mostly contributed by power amplifiers, this study focuses
on studying the power amplifier’s nonlinearities effect on nulling performance of the adaptive ar-
ray. Fig. 2 displays the measured output-power(dBm)/power-gain(dB)/relative-phase against input
power (dBm) of two LNAs (Mimi circuits ZEL-0812LN under bias voltage of 15 Volts), showing
that the gain (24 dB) and relative phase is declining due to AM/AM and AM/PM conversion as
input power is greater than −15 dBm. When amplifiers are derived at nonlinear region, as shown in
Fig. 2, at the signal’s path of transceiver chains, the radiation pattern will be degraded by shifting
nulls on the interference directions. It has been has been investigated numerically by using an
8-element adaptive array [7].

This paper proposed a design concept for experimental study of the nonlinearity effect on adap-
tive nulling by using an EVB (evaluation board) integrated with a two-element antenna array. As
shown in Fig. 3, the EVB includes a coupler (ACX 1608 multilayer coupler [8]), two LNAs (Mimi

( 00 , )
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Figure 1: Antenna architecture of an Adaptive Antenna System (AAS) using digital beam-forming.
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Figure 3: The schematic of the proposed experimental setup.

circuits ZEL-0812LN), and two pi-attenuator networks. The input signal is properly attenuated
(ATTEN 1) and then, amplified to simulate a normal incident incoming wave (Vin) with specified
power level (Pin). When the signal is received by the input port of the EVB, the receiving signal
is divided into two signal paths using chip coupler with coupling value of 14 dB. After that, the
trace of the coupling path is connected by an amplifier (LNA 2) and then, followed by a series chip
capacitor and pi-attenuator (ATTEN 3); the other trace of through path is directly connected by a
pi-attenuator (ATTEN 2). Controlling the power level of the input signal (Pin) to keep LNA oper-
ating at linear region, one can obtain two output ports (Po1 and Po2) with equal magnitude/phase
by tuning C1 and resistance of two pi-attenuators such that two outputs (Po1 and Po2) can be
simulated as two receiving signals with equal amplitude but out-off-phase to form a null at broad-
side (θ = 0◦) at Rx/DBF unit. With increasing the power level of Pin by controlling ATTEN1,
the power level of Po1 and Po2 will increase linearly and maintain the in-phase and equal magni-
tude until the power level of P1 is greater than −15 dBm, resulting LNA#2 derived at nonlinear
region. Thus, the receiving signals at two output ports are no longer be equal due to AM/AM
and AM/PM conversion at LNA#2 at coupling path. Consequently, the null (at θ = 0◦) will be
altered because the adaptive processing is based on the information with unexpected distortion.
The assessment of the nulling degradation caused by nonlinearities distortion is very complex and
cost. Thus, a two-element array equipped with two printed PIFA antennas is used to replace the
complex and expansive DBF. Two antennas are placed at opposite direction (see Fig. 4(a)) such
that the different pattern can be synthesized to form a depth null at broadside direction without
using Balun design provided that two input signals (Po1 and Po2) are equally in both magnitude
and phase. Since the null of different pattern is very sensitive to the unbalance between two input
signals, any slightly deviation caused by distortion due to nonlinearity of LNA#2 will introduce the
null shift from broadside. Thus, the usage of proposed experimental setup, one can clearly observe
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the effects of nonlinearities on nulling performance of the adaptive array from far-field test range.

2. MEASURED RESULTS

Figures 4(a) (b) show the schematic/photograph of the experimental two-element printed PIFA
antenna. Fig. 4(c) plots the comparison of the measured and simulated S-parameters using GEMS
software, showing well agreement on the low-band resonant frequency of around 960 MHz for both
antennas and acceptable agreement between and measured and simulated data. Figs. 5(a) (b)
show the reference layout/experimental photograph for the EVB design for measurement. Three
test cased with different input power level are measured at far-field test range, including Pin of
−3 dBm, 0 dBm, and 2.5 dBm, respectively, to experimentally evaluate the effect of nonlinearity on
nulling performance degradation. The measured far-field pattern (Fig. 6) clearly shows the null-
depth/null-angle degradation from −29 dB/0◦ dB to −18 dB/2.5◦ and −12 dB/3.5◦ corresponding
to Pin increasing from −3 dBm to 0 dBm, and 2.5 dBm, respectively.

3. CONCLUSION

A design concept for experimental studying the effect of nonlinearities on adaptive performance
is proposed, manufactured, and measured to illustrate the adaptive nulling degradation caused by
amplifier’s nonlinearity using far-field test range.
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Abstract— Recently published theoretic results and numerical simulations have shown the
ability of inverse scattering-based methods to diagnose soft faults in electric cables. The con-
sidered soft faults are modeled as spatially smooth variations of the characteristic parameters
of electric cables governed by the telegrapher’s equations. The purpose of the present paper
is to report the experiments made with laboratory equipments confirming previously reported
theoretic results and numerical simulations. The tested electric cables are twisted pairs used in
trucks.

1. INTRODUCTION

The fast development of electronic devices in modern engineering systems comes with more and
more connection cables, and consequently, the reliability of electric connections becomes a crucial
issue. This fact has motivated research projects on methods for the diagnosis of faults in electric
transmission lines. In this context, a promising technology for transmission line fault diagnosis is
the reflectometry, which consists in analyzing the reflection and the transmission of electric waves
observed at the ends of a cable. It has been reported that this technology is able to easily detect and
locate hard faults (open circuit or short circuit) up to an accuracy of about 10 cm. For soft faults,
the problem is much more complicated. Although it has been shown that a degraded connector
can influence the reflection coefficient [1], no satisfactory experimental result has been reported for
the detection of soft faults in electric cables, to our knowledge.

Recently, the inverse scattering theory has been applied to the reflectometry technology [2, 3].
After completing the theoretic studies initiated by [4], these recently published results show, by
numerical simulation, the ability of the method based on the inverse scattering theory to diagnose
soft faults in electric cables. The considered soft faults are modeled as spatially smooth variations
of the characteristic parameters of electric cables governed by the telegrapher’s equations.

The purpose of the present paper is to report the experiments made with laboratory equipments
confirming the previously reported theoretic results and numerical simulations. After briefly re-
calling the inverse scattering-based method in Section 2, Experimental results will be presented in
Section 3.

2. THE INVERSE SCATTERING-BASED METHOD

As electric cables of about 10 meters length are considered in this study, the losses in the cables
are neglected in the method presented here, though the lossy case can be addressed with a similar
method [3]. A lossless cable driven by a harmonic voltage can be modeled by the familiar frequency
domain telegrapher’s Equation (1) where k is the angular frequency (denoted so because it will play
later, the role of a wavenumber), V (k, z) and I(k, z) are the voltage and the current, L(z) and C(z)
are distributed inductance and capacitance at the point z along the cable; i is the imaginary unit.
Boundary conditions will represent a generator on the left and a load on the right.

d

dz
V (k, z)− ikL(z)I(k, z) = 0 (1a)

d

dz
I(k, z)− ikC(z)V (k, z) = 0. (1b)
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We compute now the reflection coefficient r(k) at z = 0. Define the electrical distance, the charac-
teristic impedance, and the reflected and direct power waves, as follows

x(z) =
∫ z

0

√
L(s)C(s)ds, x ∈ [0, `], Z0(x) =

√
L(x)
C(x)

ν1(k, x) =
1
2

(
Z
− 1

2
0 (x)V (k, x)− Z

1
2
0 (x)I(k, x)

)

ν2(k, x) =
1
2

(
Z
− 1

2
0 (x)V (k, x) + Z

1
2
0 (x)I(k, x)

)
.

(2)

Some direct computations then lead to the following Zakharov-Shabat equations [4]:

dν1(k, x)
dx

+ ikν1(k, x) = q(x)ν2(k, x) (3a)

dν2(k, x)
dx

− ikν2(k, x) = q(x)ν1(k, x) (3b)

where

q(x) = −1
4

d

dx

[
ln

L(x)
C(x)

]
= − 1

2Z0(x)
d

dx
Z0(x). (4)

Taking ν2(k, 0) 6= 0, q contains all information upon the reflection coefficient as we have r(k) =
ν1(k, 0)/ν2(k, 0). It is known [2, 4] that the characteristic impedance Z0(x) can be computed from
r(k) measured at x = 0 through the following steps:

1. Compute the Fourier transform of the reflection coefficient r(k)

ρ(x) =
1
2π

∫ +∞

−∞
r(k) exp(−ikx)dk.

2. Solve the integral equations (known as Gel’fand-Levitan-Marchenko equations) for their un-
known kernels A1(x, y) and A2(x, y):

A1(x, y) +
∫ x

−y
A2(x, s)ρ(y + s)ds = 0

A2(x, y) + ρ(x + y) +
∫ x

−y
A1(x, s)ρ(y + s)ds = 0.

3. Compute the potential function q(x) through

q(x) = 2A2(x, x).

4. By solving Equation (4), compute

Z0(x) = Z0(0) exp
(
−2

∫ x

0
q(s)ds

)
.

3. EXPERIMENTAL RESULTS

3.1. Inverse Scattering for a Cable with a Well Known Impedance Profile
In order to experimentally demonstrate the ability of the inverse scattering method presented in
this paper to compute the distributed characteristic impedance along a cable, we first had to design
an electrical cable with a well known and controlled smooth spatial variation of the characteristic
impedance. Furthermore we wanted this soft defect to be as close as possible to a real life defect.
The first approach conducted in this study was to use a partially improperly twisted pair. It is
known that the inductance L and the capacitance C per unit length of a twisted pair are determined
by the radius r of the copper wire, the distance D between the two wires, the magnetic permeability
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µ0 and the dielectric permittivity ε0 of the air, and the relative dielectric permittivity εr of the
dielectric insulation, as formultated in the following equations:

L(x) =
µ0

π
ln

(
D(x)− r

r

)
(5a)

C(x) =
πε0εr

ln
(

D(x)−r
r

) (5b)

where the distance D(x) between the two wires varies with x so that the characteristic impedance
(ignoring the losses in the cable) Z0(x) as defined in Equation (2) is also a function of x. Con-
sequently, by separating the two wires following some specified function D(x), a spatially well
controlled smooth variation of the distributed characteristic impedance Z0(x) is obtained.

This kind of soft defect was chosen because it is often observed in real life harnesses that, before
and after a connector, the twisted line has to be untwisted in order to solder it to the electrical
contacts, creating a local variation of the characteristic impedance (Figure 1).

For reasons of convenience we chose a cosine profile for the distance between the two wires:

D(x) = d + A
(
1 + cos

(
2π

x

L
− π

))
(6)

where d is the diameter of the insulated wire, A = 4 mm and L = 25 cm.

Figure 1: Spatial spacing variation of the two wires of a twisted pair on real life automotive connectors.

Figure 2: Distributed characteristic impedance Z0(x) corresponding to the cosine profile.
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Following (5), (6) and (2), the computed distributed characteristic impedance corresponding
to the cosine profile D(x) is shown in Figure 2. In order to validate this theoretical impedance
profile, we tried to compare the experimental and theoretical impulse responses of an electrical cable
including the previously described soft defect. The experimental setup is presented in Figure 3.
The cable is terminated by a 110Ω load. The reflection coefficient measurement is carried out over
the 2MHz–1.102 GHz range using a vector network analyzer (VNA). The impulse response of the
line is then obtained by computing the IFFT of the reflection coefficient. The results presented
in Figure 4 show a quite good agreement between the theoretical and the experimental impulse
responses of the tested cable and therefore validate the models used for L(x), C(x) and Z0(x).

Now, applying the inverse scattering method presented in Section 2 to the same experimental
example, we tried to find back the distributed impedance profile from the measured reflection
coefficient. Figure 5 shows the results of the inverse scattering method for two experiments on the
same cable with two different loads (110 Ω and 220 Ω, respectively in blue and green lines). The

Figure 3: Experimental setup. The cosine profile is inserted in a 110Ω twisted pair.

Figure 4: Theoretical (–) and experimental (- -) impulse response of a line including the cosine spacing profile.

Untwisted

part

Figure 5: Inverse scattering performed on the cable with a 110 Ω load (blue line) and with a 220 Ω load
(green line).
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Connector

Figure 6: Identification of a connector’slocation using the inverse scattering method. The cable is terminated
with a 110 Ω load (blue line) or with a 220 Ω load (green line).

right parts of the two lines that clearly differ from each other represent the estimation of the two
loads used in the two experiments. The estimated loads are about 120Ω (blue line) and 200Ω (green
line). The left parts of the two lines are almost identical, because they represent the estimated
distributed characteristic impedance of the same cable. The location and the form of the untwisted
part of the cable are found with a good accuracy for the purpose of fault diagnosis.
3.2. Application to the Location of Connectors on an Automotive Electrical Harness
As previously suggested in Section 3.1, the kind of impedance variation studied in this paper is
often observed on a real automotive harness. Therefore we applied the inverse scattering method
to a real twisted pair used in trucks. The calbe of 5.4 m long was connected to the VNA through a
connector with 0.9 m of the same twisted pair and terminated by a 110 Ω or 220Ω load directly on
the other the end of the cable. As shown in Figure 6, we can observe at the connector’s location
the impedance variation pattern similar to that observed previously in Section 3.1.

4. CONCLUSION

The experimental results presented in this paper confirm the previously reported theoretic results
and numerical simulations. A physical smooth variation of the characteristic impedance was cre-
ated by spatially constraining the spacing of the two wires of a twisted pair with a well controlled
profile, simulating a real life untwisted pair often seen before and after a connector. The inverse
scattering method is therefore validated by an experiment with a well known distributed charac-
teristic impedance pattern. Finally the method was applied to the location of a connector on a real
life automotive twisted pair with satisfying results.
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