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Function in Horizontally Layered TI Medium
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Abstract— It is very important to fast compute the spatial domain dyadic Green’s function
in horizontal layered TI formations for use of integral equation to solve 3D EM field. The
Green’s function is usually expressed by the Sommerfeld integral with complex kernel functions.
Their integrands always contain singular points so their numerical integrations often show rapid
oscillations and slow convergent characteristics and their computations are very time-consuming.

Based on the complexity of the kernel function in horizontal layered TI formations in magnetotel-
luric exploration, we advance a simple and novel approach called as cubic spline interpolation
method (CSIM) to quickly solve the Sommerfeld integral. First, we divide the integral range
into a series of small segments with gradual increase of the lengths and compute the values of
the kernel functions at all nodes. Then we use cubic spline functions to interpolate the kernel
function and obtain the semianalytic expression of the function. We can further transform the
integral into a series of simple Bessel integral with kernel of polynomial functions at each seg-
ment. Furthermore, using Bessel function recursion formula and the asymptotic expansion of
Lommel formula to analytically solve all the integrals and sum them, we can efficiently obtain
numerical results of spatial domain dyadic Green’s function. The numerical results show that
the new algorithm largely increases efficiency of computation of the Green’s function and faster
than other digital filter techniques.

1. INTRODUCTION

Modeling electromagnetic field distribution and propagation in layered media is essential in many
application areas, such as geophysical prospecting [1] and EM scattering [2]. Integral equation
(IE) theory is widely used to solve the problem because it can reduce unknowns and flexible
application [3]. But the IE method need to solving lots of dyadic Green’s function in space domain,
which is usually expressed by the Sommerfeld integrals with complex kernel functions. Difficulties
in the computation arise from the singular nature, highly oscillatory behavior and slow convergent
characteristics of the integrals [2].

Several methods have been proposed to address the difficulties. For example, the DCIM [4], ex-
trapolation methods based on a variety of acceleration [5], and method using window function [2, 6].
In magnetotelluric exploration, mainly use the digital filter method [7, 8] due to the large offset
and low frequency range. The basic idea of the digital filter method (DFM) is to turn the direct
integrals into convolution integrals; these are discretized to a finite convolutional sum. Without
numerical integration of the Bessel function, this method has greatly improved the computational
speed of the SI. However, this method mainly processes the Bessel function, while ignoring the
time of calculation of the kernel function. For media with many layers, the kernel function is so
complex, which leading to the time of calculation of it can not be ignored, or even occupy most of
the time of calculation of SI.

In this paper, we present a simple and novel approach called as cubic spline interpolation method
(CSIM). Considering the complexity of the kernel function in multilayer TI medium, we use cubic
spline functions to interpolate the kernel function and obtain the semianlytic expression of the
function. Then transform the integral into a series of simple Sommerfeld integral with kernel of
polynomial functions at each segment. Furthermore, using Bessel function recursion formula and
the asymptotic expansion of Lommel formula to analytically solve all the integrals and sum them,
we can efficiently obtain numerical results of spatial domain dyadic Green’s function. Finally, the
numerical results demonstrate the algorithm can largely increases efficiency of computation of the
Green’s function and faster than other digital filter techniques.



1140 PIERS Proceedings, Suzhou, China, September 12–16, 2011

2. DYADIC GREEN’S FUNCTIONS

In horizontally layered TI medium, the field due to arbitrary current distributions (J,M) can be
expressed as [9]:

E =
∫

ḠJE (r, r′) · J(r′)dr′ +
∫

ḠME (r, r′) ·M(r′)dr′

H =
∫

ḠJH (r, r′) · J(r′)dr′ +
∫

ḠMH (r, r′) ·M(r′)dr′
(1)

where ḠPQ(r, r′) is the DGF relating P-type fields at r and Q-type currents at r′. And its each
component can be expressed as a range of Sommerfeld integral:

G(ρ) =

+∞∫

0

G̃(kρ; z, z′)Jm(kρρ)kn
ρ dkρ, m = 0, 1, n = 0, 1, 2, 3 (2)

where Jm(kρρ) is the Bessel function of order m and kernel function G̃(kρ; z, z′) is the DGF in
frequency domain.

3. FAST CALCULATION OF SOMMERFELD INTEGRAL

For numerical integration, we replace the semi-infinite with a finite range large enough:

G(ρ) ≈
kρ,MX∫

kρ,MN

G̃(kρ; z, z′)Jm(kρρ)kn
ρ dkρ =

K∑

i=1

kρ,i+1∫

kρ,i

G̃(kρ; z, z′)Jm(kρρ)kn
ρ dkρ (3)

where [kρ,MN , kρ,MX ] is a given range. kρ,j = kρ,1 exp[(j−1) ·∆k], j = 2, 3, . . . , K +1 is a sequence
of selected interpolation points based on the exponential decay behavior of the kernel function and
∆k = log(kρ,MX/kρ,MN )

K . Then the integral is evaluated as a sum of a series of partial integrals over
finite subintervals. If the coordinates of the field and source points are determinate, the values of
the kernel function G̃(kρ) at each interpolation point kρ,j become known. And the kernel function
in each subinterval (kρ,j , kρ,j+1) can be replaced by the asymptotic form with the using of cubic
spline interpolation:

G̃j =
Mj

6hj
(kρ,j+1 − kρ)3 +

Mj+1

6hj
(kρ − kρ,j)3 +

(
G̃(kρ,j+1)

hj
− Mj+1hj

6

)
(kρ − kρ,j)

+

(
G̃(kρ,j)

hj
− Mjhj

6

)
(kρ,j+1 − kρ) (4)

where kρ,j ≤ kρ ≤ kρ,j+1, j = 1, 2, . . . ,K, hj = kρ,j+1 − kρ,j and Mj = G̃′′(kρ,j) is the second
derivative of G̃j at point kρ,j . Using the boundary conditions 2M1 + λ1M2 = d1, µK+1MK +
2MK+1 = dK+1 and choice λ1 = µK+1 = 1, d1 = d2, dK+1 = dK , we can obtain the cubic
polynomial expression of G̃(kρ). With the Bessel function recursion formula xJ0(x) = d

dx [xJ1(x)],
J ′0(x) = −J1(x), the SI can be simplification as:

G(ρ) =
K∑

i=1


Ai + Bi

xi+1∫

xi

J0(t)dt


 (5)

where Ai and Bi are the parameters easy to solve in each subinterval.

3.1. Calculation of
x∫∫∫
0

J0(t)dt

If we have the value of
x∫
0

J0(t)dt, we can get the value of (5). Here we combine the asymptotic

expansion of Lommel formula with the analytic express of Bessel function to solve the problem.
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(I) x > 15, use the asymptotic expansion of Lommel formula [10]:

x∫

0

J0(t)dt = 1− xS−1,−1(x)J0(x) + xS0,0(x)J1(x) (6)

where xS0,0(x) =3 F0(1, 1
2 , 1

2 ; −4
x2 ), x2S−1,−1(x) = 3F0(1, 3

2 , 1
2 ; −4

x2 ) and the generalized hypergeo-

metric series is defined as pF0(a1, a2, . . . , ap; z) =
+∞∑
k=0

(a1)k(a2)k...(ap)k·zk

k! , where (a)0 = 1, (a)k =

a(a + 1)(a + 2) . . . (a + k − 1).
(II) x < 15, use the analytic express of Bessel function:

x∫

0

J0(t)dt ∼=
30∑

k=0

(−1)k x

(2k + 1) · (k!)2
(x

2

)2k
(7)

where the relative truncation error is less than 5× 10−15.

3.2. Error Analysis of CSI Function
The error function for cubic spline interpolation is:

‖f − s‖∞ ≤ 5
384

h4
∥∥∥f (4)

∥∥∥
∞

(8)

where h is maximum of the subintervals of width and s is the cubic spline interpolating f . In order
to clearly analyze, we consider as a model problem a horizontal electrical dipole over an isotropic
homogeneous half-space medium. Accordingly, the kernel function is simplify as

f = 0.5eike
z(z−z′) (9)

where ke
z =

√
ω2µ0ε0 − k2

ρ. The calculated results demonstrate that error tends to 0 as kρ,MX > 106.

4. NUMERICAL RESULTS

To validate of our method we consider as a model problem a horizontal electrical dipole over a
TI half space, horizontal resistivity RH = 100 Ω · m and vertical resistivity RV = 400 Ω · m. The
transmitter and receiver coordinate is (0, 0, 0) and (500 m, 500m, 0) respectively. Fig. 1 shows
a comparison of the electric field component computed with the CSIM and analytic solution [11].
We observe good agreement of the CSIM with the analytic solution.

Further to study a 5 layer TI model with parameters given in Table 1, and the receiving dipoles
are parallel to the horizontal electrical dipole transmitter but offset by 2 km. We compute the EM
response by CSIM and digital filter method (DFM), respectively. Fig. 2 shows that, CSIM get the
same result with DFM. Running on the same computer, the time CSIM using is 1.1 s, while DFM
is 6.4 s.
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Figure 1: Comparison of Ex and Ey obtained by
CSIM and analytic solution in TI half-space model.
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Figure 2: Comparison of Ex and Hy obtained by
CSIM and DFM in 5-layer model.
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Table 1: Parameters of the 5 layer horizontally layered TI model.

Layer Depth (m) RH (Ω ·m) RV (Ω ·m)
1 100 100 400
2 90 10 90
3 300 50 450
4 20 400 1000
5 100 100

5. CONCLUSION

We have developed an effective algorithm for Computation the Sommerfeld Integral to determine
spatial domain dyadic green’s function in a horizontally layered TI medium. Using cubic spline
interpolation technique, the kernel function can be simplified as polynomial functions. Further-
more, using Bessel function recursion formula and the asymptotic expansion of Lommel formula
to analytically solve the SI, we can efficiently obtain numerical results of spatial domain dyadic
Green’s function. The numerical results validate the method and show that the new algorithm
largely increases efficiency of computation of the Green’s function and faster than other digital
filter techniques.
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Abstract— Relationships between the radar cross section reduction (RCSR) properties of a
coated slab and the characteristic of the coated radar absorbing materials (RAM) are studied. The
slab with radar cross section (RCS) patterns coated with RAM are calculated for either horizontal
polarization (HH) or vertical polarization (V V ) incident plane wave using a uniform geometrical
theory of diffraction for loss surfaces. Comparing the reflection or absorption characteristic
of the RAM to the properties of the bi-static RCS of the coated slab, approximate analysis
results show that the two are dependent. Surface waves are considered wherever there is reactive
surface impedance. The mono-static RCS of the coated slab can be mainly benefited from edge
effectiveness for surface wave. The attenuation constants of surface wave in the coated RAM are
analyzed. Examining the RCS patterns, we can observe that the effect of RCSR for the coated
slab can achieve an optimum at 75◦ of incidence angle, which can be also interpreted from the
characteristic of the coated RAM. The most difficult part in the RCSR design occurs at low
frequency, which can be improved by optimizing the characteristic of the coated RAM.

1. INTRODUCTION

E lectromagnetic scattering from finite coated surface arises in many physical contexts. Therefore,
it is desirable to understand the interrelationships between the RCSR properties and the character-
istic of its coated RAM. In the past researching for RCSR of a target using RAM, some important
electromagnetic scattering problems including the quantitative interrelationships between the coat-
ing materials sorts, coating layers, coating thickness and the shaping design such as curvature
adjustment, have been extensively investigated [1–3]. Yet the intrinsic electromagnetic character-
istic of the coated RAM are rarely concerned. Due to its growing application, RAM is widely
researched [4–6]. In designing RAM, it becomes important to obtain an optimized intrinsic electro-
magnetic characteristic such as reflection or absorption coefficient. However, the contributions of
RAM to the RCSR of the coated target and the electromagnetic scattering mechanism of the target
are seldom considered in RAM design. Thus, it is necessary to study the relationships between the
RCSR properties of a coated target and the characteristic of its coated RAM.

The relative permittivity and relative permeability of the considered RAM are obtained from
measured data. Based on these intrinsic parameters, the reflection or absorption coefficient can be
computed for various electromagnetic wave incidence conditions according to electromagnetic field
theory. Moreover, the attenuation characteristic of surface waves in radar absorbing layer is also
considered. Based on the discussion for surface waves, the interrelationships between the intrinsic
parameters of RAM and the attenuation characteristic of the surface waves can be founded [7, 8].

By coating a given target with a thin layer of suitable electromagnetic properties, the RCS
can be reduced and it is of interest to investigate the resulting RCSR. In this paper, the RCS
patterns of a target with RAM coating for horizontal polarization and vertical polarization plane
wave are calculated using a uniform geometrical theory of diffraction for loss surfaces [9, 10]. By
changing the polarization and frequency bands of incidence plane wave, and keeping the coating
thickness, the relationship between the electromagnetic scattering properties and these parameters
can be obtained. In efficient frequency bands of the absorbing material, the effects of RCSR are
considerable large. Comparing these results to those obtained from the numerical calculation for the
electromagnetic characteristic of the coated RAM, the relationships between the RCSR properties
of the coated slab and the absorbing characteristic of its coated RAM can be founded.

2. DESIGN

In this paper, the electromagnetic scattering properties presented by coated slab will be discussed.
In all of the following discussion, unless otherwise indicated, the slab will be considered to lie in
the xy-plane with a plane wave incident at an angle θ with respect to the z-axis, as shown in Fig. 1
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of Ref. [11], and all of the corresponding parameters are built similarly. All results presented in
this paper are obtained from some actual absorbing material, and its relative permittivity ε and
relative permeability µ are gained from measured results, see RAM A in Ref. [11]. The frequencies
of 1, 8, and 18 GHz, representing L, X, and Ku wave bands respectively, will be discussed.

The calculations are made in the principal plane and the radar cross section values are presented
in decibels relative to one square wavelength (dB). The incidence angle θ are defined in Fig. 1 of
Ref. [11], and the incidence angle 0◦ is perpendicular to the direction of the target surface.

3. RESULTS AND ANALYSIS

3.1. Bi-static RCS and the Reflection Properties

To analyze the relationships between the effect of RCSR of the target and the characteristic of
the coated RAM, we propose the bi-static RCS pattern of the target and the reflection (or ab-
sorbing) properties of the coated RAM. The bi-static RCS patterns of the proposed target for
HH-polarization with RAM and without RAM for incidence angle at 0◦, 30◦, and 75◦ respectively
are shown in Fig. 1. Aspect angle 0◦ is defined as mirror angle of the corresponding bi-static angle,
and the aspect angle increases in the incidence direction along the z axis. All the results showed
a peak at the direction of the mirror of the bi-static angle. With the increasing bi-static angle,
the peak values will decrease slightly. The RCS patterns were relatively flat at 75◦ of the bi-static
angle, but showed shock strengthening at 0◦ of the bi-static angle. At the frequency of 1GHz in
aspect angle range of 0◦ to +90◦, it is observed that the effects of the RCSR were not obvious in
the case of several different bi-static angles. At 8, and 18GHz, the most significant effects of the
RCSR can be obtained at 75◦ of the bi-static angle. Similar conclusions can be drawn from the
reflection characteristic of the coated RAM, just as shown in Fig. 3. At 0.5mm of the thickness of
the coated RAM, the peak of absorbing can be obtained at about 12GHz at 75◦ of the bi-static
angle for HH-polarization.

From Figs. 1–2, at the aspect angle 0◦, we can observe that the RCS values of the coated target
are equal to the product of the RCS values of uncoated target and the square of the reflection
coefficient of the coated RAM. Therefore, the reflection characteristic of RAM can be considered as
a guideline for the evaluation of its RCSR. By reciprocity theory, similar conclusion can be obtained
for V V -polarized.

Figure 1: Return loss of a circular corrugated horn.
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3.2. Mono-static RCS and Surface Wave Characteristic

As for electromagnetic scattering problem of a target, the mono-static RCS is mainly concerned. In
most cases, the mono-static RCS of a target is due to the electrical or magnetic discontinuity existed
at the structure of the target. Surface wave must be considered when the electrical or magnetic
discontinuity happens [11, 12]. The mono-static RCS pattern is computed for the uncoated slab
and RAM coated slab under the horizontal polarization of incidence plane wave.

Based on the definition of surface wave and the theory of electromagnetic field, attenuation
characteristic of the considered RAM is obtained for the 0.5mm of the coated thickness using
numerical calculation, just as shown in Fig. 3. Only transverse magnetic (TM) waves are considered
corresponding to the analysis of the considered target’s RCS pattern. The characteristics of surface
waves are dependent on the values of the attenuation and phase constants, and their transmission
mechanisms are rally complicated. In this paper, the attenuation constants at x and z direction
has been considered. From Fig. 3, we can observed that there is an exponential increase in the
wave amplitude with increasing distance from the surface under the frequency of 10 GHz, and the
wave decays exponentially with the increasing x at other frequencies. Due to the existing improper
wave and the lower values of attenuation at x direction, the absorbing characteristics of the RAM
will be poor. With increasing frequency, the absorbing characteristic of the RAM can be improved
because of the increasing attenuation. As for the frequencies beyond 10GHz, the surface waves
will transport backward leaky wave with increasing attenuation, and its absorbing properties can
be enhanced.

Figure 2: Reflection properties of the coated RAM
for HH-polarization with incidence angle θ = 0◦, 30◦,
45◦, 75◦.

Figure 3: Attenuation characteristic of the con-
sidered RAM with 0.5 mm of its thickness.

Figure 4: HH-polarization mono-RCS diagram of the proposed target with RAM coated and without RAM
coated for 1, 8, 18 GHz respectively.
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In Fig. 4, the considered target is examined in the full pitching plane for both coated and
uncoated conducting plates for the horizontal polarization. All RCS diagrams of the targets show
a peak at 0◦ due to the normal incidence of the electromagnetic wave. This position of the targets
is not a critical point for actual application. The maximum attenuation values of 5, 24 and 25 dB
are observed at 1, 8 and 18GHz in the vicinity of the pitching angle ±75◦, respectively. At the
frequency of 1 GHz, the RCSR effects are apparently poor compared with those of the other two
frequencies.

4. CONCLUSION

We have studied the relationships between the RCSR properties of a coated target and the charac-
teristic of its coated RAM. At mirror angle of the corresponding bi-static angle, the RCS values of
the coated target are equal to the product of the RCS values of uncoated target and the square of
the reflection coefficient of the coated RAM. The reflection characteristic of the RAM has certain
relation to RCSR. The mono-static RCS pattern of the considered target were presented for HH
and V V polarization, and have found that the effects of the RCSR in horizontal polarization is
superior to those in vertical polarization for coating given actual RAM. In HH polarization, the
maximum attenuation values of 5, 24 and 25 dB are observed at 1, 8 and 18 GHz in the vicinity of
the pitching angle ±75◦ for the considered RAM, respectively. The unsatisfied effects of the RCSR
occurs at low frequency for both polarization, especially an anti-reduction effect can appear when
the incidence angle |θ| > 78◦. The properties of the material have certain correspondence to its
contributions to RCSR.
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Abstract— The microwave permeability of FeCoBSi thin films prepared on thin flexible sub-
strates is studied. The film as deposited showed as an amorphous and isotropic structure in
film plane. The permeability is measured in the frequency range of 0.5–18GHz using coaxial
techniques. The paper deals with two different technological methods in preparing the spiral
measuring sample. Alteration of the technological process allows the microwave properties of
the thin films to be varied. The microwave permeability of thin film wound with FeCoBSi layer
inward is significantly larger than that of the thin film wound with FeCoBSi layer outward. The
reason is attributed to varied types of stresses are caused at the process of spiral sample prepar-
ing. The stress affect the measured values of permeability by changing the orientation of in-plane
magnetic moments. Therefore, the effect of stress could be avoided or be rationally used in our
study.

1. INTRODUCTION

Materials with high microwave permeability are of practical importance for a number of applica-
tions. As ferromagnetic films with in-plane anisotropy are able to overcome the Snoek’s limits, they
might obtain larger values of microwave permeability than bulk magnets [1]. So a lot of research has
been carried out to develop ferromagnetic thin films for the use in high frequency devices such as
high-frequency micro inductors or micro transformers. However, more and more new applications
such as flexible EMI suppressors require flectional samples which under a suitable form [2]. This is
the motivation for the experimental study of thin films deposited on thin flexible substrates.

Iron-based films are known with high saturation magnetization. Alloying iron with cobalt,
boron and silicon may result in the materials with high saturation magnetization and appropriate
anisotropy or resistivity. Such films may have high permeability at frequencies of several GHz [3, 4].

The paper deals with FeCoBSi films based on flexible mylar substrates, aiming at the structure
and microwave properties of the films. The influence of the different winding methods of the
samples on microwave permeability is specialized studied. The objective is deriving correlations
between the preparation process and dynamic parameters by analyzing the experimental data on
thin ferromagnetic films.

2. EXPERIMENTAL

Fe66Co17B16Si1 thin films are produced on flexible 11.5µm thick mylar substrates by DC magnetron
sputtering in Ar atmosphere at pressure 0.6Pa. The structure of the films is studied with X-ray
diffraction (XRD). The hysteresis loops are obtained by vibrating sample magnetometer (VSM)
measurements. The permeability has been measured from 500 MHz up to 18GHz using a coaxial
technique described elsewhere [5, 6]. This technique is suitable for films deposited on a flexible
substrate and implies winding a film into a hollow spiral sample that adapts to the geometry of the
coaxial line cavity. Since an alternating electric field is normal to the film plane and magnetic field
is in-plane, the technique simulates the magnetic performance of laminates. As the relationships
between the intrinsic properties of inclusion and the effective properties of the composite are well
known, measuring the composite properties leads to the intrinsic electromagnetic properties of the
ferromagnetic inclusions.

3. RESULTS AND DISCUSSION

The X-ray diffraction spectrum for FeCoBSi thin film deposited on a flexible mylar substrate is
shown in Figure 1. There is only one peak at the position about 25.5◦ in the figure, which is the
characteristic peak of mylar substrate. The XRD spectrum does not exhibit any clear (110) peak
of α-Fe or α-FeCo phase. It means the FeCoBSi films prepared on thin flexible mylar substrates
have an amorphous structure. Actually, it is difficult to obtain crystallized metal films on such
flexible thin substrate by our sputtering process. The temperature of the centre area for magnetron
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Figure 1: XRD spectra of FeCoBSi thin film de-
posited on a flexible mylar substrate.

Figure 2: Hysteresis loop of a FeCoBSi thin film
deposited on mylar substrate.

sputtering is much higher than the temperature the flexible mylar substrates could endure. In order
to avoid the bending deformation of films, the film’s substrate was firmly stuck to a component of
cooling system during the course of deposition. It also cannot be imposed any heat treatment after
sputtering. So the films usually present amorphous structure.

Figure 2 shows the magnetic hysteresis loop of FeCoSi thin film. Solid line and the dashed line
represent respectively the hysteresis loop which parallels to the film surface and perpendicular to
the film surface. As we did not induce anisotropy by applying field sputtering, the film is isotropic
in-plane. The in-plane coercivity is found to be about 11 Oe.

Permeability of ferromagnetic thin films can be described in the frames of the Landau–Lifschitz
FMR model:

µ(f) = 1 +
µs

1− i(f/fr)− (f/f0)2
, (1)

where µs is the static permeability, fr and f0 are the relaxation and resonance frequencies. The
microwave performance of an arbitrary magnetic film can be estimated from the experiment by the
use of Acher’s coefficient [7]:

kA =
∫ f2

f1

µ′′ (f)fdf

/(π

2
(γ4πMs)

2
)
, (2)

The integration in Eq. (2) is over the ferromagnetic resonance (FMR) line, and µ′′ is the imag-
inary part of the permeability component related to microwave magnetic field applied in the film
plane along the hard axis. Value of kA helps to understand film quality. The closer is kA to unity,
the better is the film from the viewpoint of microwave application. A perfect film with uniform
magnetization and in-plane anisotropy has kA = 1, and the best value for the isotropic in-plane
sample, kA = 0.5. But if the microwave magnetic field applied in the film plane is perpendicular to
the hard axis, the microwave properties of thin films are typically worse. The reason is attributed
to the component of magnetic moments which is perpendicular to the microwave magnetic field is
considerable little.

There are two winding methods for preparing the measuring samples which are suitable for the
geometry of the coaxial line cavity. One method is to wind the thin film with FeCoBSi layer inward
and the other method is to wind the film with FeCoBSi layer outward (Figures 3(a), (b)). Although
there is no significant difference from the appearance point of view to the spiral samples, the different
winding methods may typically lead to different measure results on microwave permeability.

Alteration of the technological process allows the microwave properties of the thin films to be
varied. Two examples of the measured microwave permeability as a function of frequency are given
in Figure 4, where the spiral samples with the same thickness of FeCoBSi film are made by the
above two methods, respectively. The lines with solid symbols are the real part and the lines with
hollow symbols are the imaginary part of permeability. The microwave permeability of thin film
wound with FeCoBSi layer inward is significantly larger than that of the thin film wound with
FeCoBSi layer outward (Figure 4).

The difference is attributed to different arranging states of magnetic moments caused by internal
stress of the thin films. When we wind the films to be measuring samples, different types of stresses
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(a) (b) (c)

Figure 3: Two winding methods for preparing the spiral samples for measuring. (a) FeCoBSi layer inward,
(b) FeCoBSi layer outward, (c) spiral sample for measuring.

Figure 4: Permeability as a function of frequency for FeCoBSi thin films.

are induced in ferromagnetic thin films. Then magneto-elastic energy is formed by the stresses.
The magneto-elastic energy allows re-orientation of magnetization vector, and thus changing the
permeability at the direction of stress. The relation between the stress and the magneto-elastic
energy is given by:

Fσ = −3
2
λsσ cos2 θ, (3)

where λs is the magnetostrictive coefficient, σ is the stress, θ is the angle between the stress and
Ms. In accordance with the minimum energy principle, for material with positive magnetostrictive
coefficient (λs > 0), if the stress is tensile stress (σ > 0), the magnetic moments will tend to arrange
in the direction parallel to the stress direction. And if the stress is compressive stress (σ < 0), the
magnetic moments will tend to arrange in the direction perpendicular to the stress direction. For
material with negative magnetostrictive coefficient (λs < 0), the situation is the opposite. That
means if λsσ > 0, θ = 0◦ or 180◦, if λsσ < 0, θ = 90◦ or 270◦ (Figure 5).

As we did not induce anisotropy during the sputtering process, the FeCoBSi film shows isotropic
in-plane. So the internal in-plane magnetic moment is random orientation. In this case, kA in Eq. (2)
is approximately equal to 0.5. When we wind the films into spiral samples by the two methods
above mentioned, the in-plane magnetic moments tend to re-oriented by the induced magneto-
elastic energy. They tend to be parallel or perpendicular to the direction of stress as well as the
direction of microwave magnetic field. Easy and hard magnetization axis appeared in film plane.
The FeCoBSi film began to show anisotropy.

FeCoBSi film is a material with positive magnetostrictive coefficient (λs > 0). When we wind
the film into a spiral sample by the method that ferromagnetic film inward, a compressive stress
(σ < 0) is caused. Then the in-plane magnetic moments of the ferromagnetic film tend to re-
orientated perpendicular to the direction of compressive stress. In this case, kA ≈ 1. When we
prepared a spiral sample by the method that ferromagnetic film outward, a tensile stress (σ > 0) is
caused. Then the in-plane magnetic moments of the ferromagnetic film tend to re-orientated along
the direction of tensile stress as well as the circumferential direction. In this case, the component
of magnetic moments which is perpendicular to the microwave magnetic field is very little, so the
coefficient kA ¿ 0.5 then. The microwave properties of thin films are worse.
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(a) (b) (c)

(d) (e)

Figure 5: The effect of stress on the orientation of magnetic moments.

4. CONCLUSIONS

The experimental study of microwave permeability of FeCoBSi thin films prepared on thin flexible
substrates allows the following conclusions to be made. Firstly, the ferromagnetic thin films de-
posited on thin flexible mylar substrates by magnetron sputtering usually present an amorphous
structure. Secondly, if we use the coaxial technique to measure the permeability of thin films,
stress may be formed at the process of spiral sample preparing. It may affect the measured val-
ues by changing the orientation of in-plane magnetic moments. Therefore, we should avoid this
circumstance or use the effect of stress rationally in our study.
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Abstract— We report a study here on the technique of Cu electro-plated wire-connecting for
stabilizing the GMI output of Co68.15Fe4.35B15Si12.5 glass-coated amorphous microwires at the
magnetic field ranging from 0 Oe to 4.2 Oe. The GMI output stability was characterized by
a precision impedance analyzer and in a magnetically shielded space (MSS). The results show
that this method could reduce the emission of RF electro-magnetic wave and driving signal
attenuation, minimize the disturbance of stray capacity and parasitic capacity, and suppress
high frequency destabilization and concussion at the relatively high frequency (≥ MHz), hence
effectively improve the GMI output stability for high-resolution magnetic sensor application.

1. INTRODUCTION

Glass-coated amorphous magnetically microwires have recently attracted much attention because of
their potential industrial applications: they can be used as GMI and GSI (giant stress impedance)
sensor elements in the CMOC IC circuitry to detect weak magnetic fields, small weights and slight
vibrations. They find wide applications particularly in the car industry, biomedicine and navigation
fields [1–4].

For the weak GMI and GSI magnetic sensors, researchers tend to enhance their stability, preci-
sion, repeatability and linearity by optimizing the design of electrical circuit, in that even a slight
fluctuation of impedance could induce voltage signal magnified by further amplification circuit [5].
But little effort has been given in the wire-connecting perspective. Therefore, it is significant to
study on the effect of wire-connecting on GMI output stability of the glass-coated Co-rich amor-
phous microwires. In general, for the as-cast glass-coated microwires, it is very challenging to
achieve a stable electrical interconnection between amorphous wire and microelectronic circuit.
The issue can be tackled from the following two aspects: (i) to remove the insulating glass thor-
oughly using hydrofluoric acid to assure a total exposure of the metal core. (ii) to seek for novel
wire-connecting technique of improving wetting characteristic of two-terminal surface of the wire.
Copper electro-plating, with higher electrical and thermal conductivity, good wettability with solder
and weak destabilization of high frequency signal, is an effective way to ensure the bondability and
reliability in wire-connecting process applied for packaging of chips with wire interconnects [6–8].
In this context, we employed the Cu-plating technique to stabilize GMI output.

This paper aims to achieve a stable interconnection between Co-based glass-coated wires and
solder by controlling copper electro-plating process of wire-end, and explore the best conditions
to maximize its GMI output stability. The results presented here are useful for high-performance
GMI sensor applications.

2. EXPERIMENTAL DETAILS

Soft magnetic amorphous glass-coated microwires of nominal composition of Co68.15Fe4.35B15Si12.5

(the metallic nucleus diameter, d = 32µm, the glass-coating thickness, t = 1.5 µm) was prepared
using an experimental facility based on the modified Taylor-Ulitovskiy method [2, 3]. The fabricated
thin microwires possessed excellent soft magnetic properties owing to the nearly zero or negative
magnetostriction constant (λ ≤ −10−6). We selected the samples with whole length of 24 mm,
and glass-coated layers of the two terminals (each about 4 mm long) were removed by hydrofluoric
acid (HF) for 180 s, then Cu electro-plating was employed by minitype device. The improved
electrolyte include copper sulphate, sulfuric acid, sodium chloride, glucose and sulfocarbolate acid
with proper proportion. In order to obtain good electro-plating layer, process parameters were
controlled effectively, (such as temperature is about 40◦C, hyperpure copper is used as anode) [9].
The surface morphology of the studied microwires and electro-plated layers were measured by
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Figure 1: Schematic illustrations of magneto-impedance measurement system and magnetically shielded
space (MSS). The unidirectional arrow represents the axial applied external magnetic field.

scanning electron microscopy (SEM). Video-based contact angle measurement device (OCA 20LHT)
was employed to measure the dynamic contact angles based on the analysis of the drop shape of
the different types of interfaces in a pipe-still heater with 10−3 torr vacuum. Figure 1 illustrates
impedance measurement system and magnetically shielded space (MSS).

The magnetoimpedance was measured by an Aligent 4294A impedance analyzer in the frequency
range of 40Hz–110 MHz. The glass-covered microwire with two-end electro-plated was connected
into PCB board adopting the four-probe connecting method. The composition of solder (SAC) is
tin (96.5%), silver (3.0%), copper (0.5%) in weight percent, respectively. The magnetoimpedance
ratio ∆Z/Zmax is defined as [10]:

∆Z

Zmax
(% ) =

[
Z (Hex)− Z(Hmax)

Z (Hmax)

]
× 100% (1)

where Hex denotes the dc axial external magnetic field, which is supplied by a solenoid; Hmax de-
notes the maximum field along the wire axis, which is 4.2 Oe in the present work. All measurements
were performed at room temperature.

3. RESULTS AND DISCUSSION

As was shown in Figure 2, the morphology and thickness (precisely measured from the SEM images)
of copper electroplated layer depend on the current density of cathode and electro-plating time.
The uniform electro-plating layer is critical for the final stable wire-connecting, as well as impedance
output stability. At the cathode current density of 147.12 A/dm2, at the initial stage of electro-
plating, the thickness of wires obviously increases to 0.77µm in 45 s, the microstructure of Cu
electro-plated layer is uniform, dense, slightly coarse and of no macroscopic irregularity. In 75 s
and 120 s, hydrogen liberation occurred in these stages. The surface of microwires becomes rougher
and porous, resulting in stress concentration in some regions because of different plating rate,
thereby forming some long cracks. The thicknesses in 75 s and 120 s are up to 1.08µm, 1.31µm,
respectively. In 240 s, copper particles grow rapidly, and the brittleness of Cu layer with 2.08µm
thick increases. The microstructure becomes much more coarse, with the occurrence of abnormal
deposited regions, making the wire unsuitable for wire-connecting. Further, the relations between
thickness (T ) of copper layer and electro-plating time (t) can be fitted by the following expression
of parabola type with small error of fitting: T = 0.063 + 0.014t− 0.000024t2. Thus, the thickness
of copper electro-plated layer can be effectively controlled by the above expression. Overall, the
uniform layer and proper layer thickness are essential for wire-connecting. With the comparison of
above presented morphology for different times, the following parameters (147.12A/dm2, 45 s) can
be chosen as the final choice for wire-end electroplating in the present work.

In order to evaluate the wetting characteristic of copper electro-plated layer at wire ends, the
dynamic wetting morphologies of as-cast glass-removed microwires with two typical interfaces are
shown in Figure 3. Contact angles of non-electroplated interface (a), θa, is 85.54◦, and the contact
angles of Cu electro-plated interface (b), θb, is 30.28◦ For the latter, it indicates that copper electro-
plated layer as a transition medium interconnecting CoFeBSi alloy and solder has good wettability
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Figure 2: Variation in the surface morphology and thickness of Cu electroplated layer at the current density
of 147.12 A/dm2 with different electro-plating time: (a) 45 s, (b) 75 s, (c) 120 s, (d) 240 s.
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Figure 3: The wetting morphology of as-cast glass-coated amorphous microwires with two typical interfaces:
(a) non-electro-plated interface [8] and (b) Cu electro-plated interface. The OCA images (a) and (b) indicate
contact angles of θa and θb are 85.54◦ and 30.28◦, respectively. (c) is a SEM image of surface morphology of
the glass-coated wire with total diameter of around 32 µm.

for wire-connecting and that the solder has small surface tension. Therefore, wire-connecting of
copper electro-plated layer at wire ends exhibits stability and reliability even in unfavorable working
conditions.

The microwire with copper electro-plated two-terminal is connected into PCB board, placed in
magnetically shielded space (MSS) to avoid the disturbing of geomagnetic or other magnetic field,
to analyze impedance output stability of wires accurately at the same ambient temperature (25◦C)
and the driving current amplitude (20 mA) [11]. The impedance stabilities and the corresponding
GMI output stabilities dependence of the magnetic field (0 Oe–4.2 Oe) at the frequency range of
0.1MHz–15 MHz are shown in Figure 4. For non-electro-plated at wire-terminal (as seen in Fig-
ures 4(a) and (b)), the impedance variation has some obvious inhomogeneous variation regions
(IVRs) at 0.1 MHz–15MHz, especially, at 3 MHz–6 MHz and 8 MHz–13 MHz. From GMI ratio
(∆Z/Zmax) output stability variation, impedance fluctuation almost runs through all of frequency
region, and the magnified meshes in partial magnifications (as shown in Figure 4(b)) present flec-
tional variation, or macroscopic fluctuant variation. For copper electro-plated at wire-terminal (as
seen in Figures 4(c) and (d)), as mentioned above, the IVRs are improved effectively, the impedance
and its GMI output stability vary stably and smoothly as the magnetic field and frequency are in-
creased, even at relatively high frequency (≥ 8MHz), and the maximum GMI ratio [∆Z/Zmax]max

is up to 124%. In a word, copper electro-plating at wire-terminal is an effective approach to im-
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Figure 4: The impedance output stabilities ((a) and (c)) and their GMI ratio ∆Z/Zmax output stabilities ((b)
and (d)) vs. frequency (0.1 MHz–15MHz) and magnetic field. The red ellipses indicate the inhomogeneous
variation regions (IVRs) of impedance. The partial magnifications (imaginary purple line) in (b) and (d)
are shown in order to illustrate the variation in GMI ratios with increasing applied field (0 Oe–4.2 Oe) at
different frequencies.

prove the GMI output stability of glass-coated microwires. In conclusion, electro-plated copper is
an excellent conductor with good wettability interconnecting solder. As a result, it reduces the
contact resistance of spot weld, and help to achieve stable wire-connecting. Meanwhile, this type
wire-connecting also can avoid the disturbance of stray capacity and parasitic capacity in spot weld
and reduce the emission of RF electro-magnetic wave and driving signal attenuation, more impor-
tantly, suppress destabilization and concussion resulting from contact instability of wire-connecting
ends at the relative high frequency (≥ MHz).

4. CONCLUSIONS

The wire-connecting with Cu electro-plated terminal has been demonstrated to have the signifi-
cant effects of stabilizing the GMI output of glass-coated Co-based wires. A uniform and dense
granular structure of Cu electro-plated layer obtained from optimized electro-plating process at
147.12A/dm2 for 45 s has smaller contact angle (30.28◦) and lower contact resistance. Compared
with non-electro-plated wire-terminals, Cu electro-plated wire-connecting reduced the fluctuation
of impedance and enhanced effectively the GMI output stability at different magnetic field and fre-
quency. This is of significant importance for the development of high performance GMI magnetic
sensors.
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Abstract— Comprehension of electric currents can be sought in several ways. We note two
issues: On the one hand, the experimental evidence that electric power can be converted into
mechanical power. On the other hand, the long-established theoretical habit of reducing electric
phenomena to the mechanical paradigm. Both of them involve electrically driven motion, but
reductionism prevents the use of electrical signals as a theoretical basis for process control. Thus
we leave it and re-explore conversions. In this article, we briefly review the interpretation in
terms of ionic transport of two classical approaches to electrolysis. Then we describe isoelectric
focusing, whereby protein migration in an immobilized pH gradient can be achieved by means of
an electric field without meaningful ionic current between the electrodes. We finally propose an
acoustic analogy for the latter technique and similar ionic transports.

1. INTRODUCTION

Continuous and low-frequency alternate currents result in phenomena that are perceived differently
than those exclusively related with high frequencies and electric transients. In facts, the former
currents lend themselves to conversions into mechanical movements, as it was initially observed
by Galvani on frog’s legs, while the latter ones result in radiation and other effects that can be
interpreted in mechanical terms by means of analogies or similar constructs only. Considering that
dynamos are even better than voltaic batteries at generating current, electromechanical conversions
evoke, for the “electric conflict”, images of conduction in the internals of conductors and electrolytic
cells, and images of mechanical impulses transferred from generators to loads. The classical physical
approach deals with electric current by adapting the laws of mechanics, and a mathematical account
for it is given using either one of two methods that are incompatible with one another. The first
one applies functional analysis to an homogeneous uncompressible fluid, and depicts the steady-
state flow in the complex plane by means of potential flow diagrams. The second one treats the
fluid in accordance with kinetic gas theory; that is, it considers the flow a convective motion of
a system of points, and applies the theory of probability for an infinite number of points. Either
method can be specified and tweaked in accordance with experimental results. Vice-versa, smart
mathematical refinements can suggest new experiments. However, the first method, tagged “field”,
cannot be tweaked so as to find corpuscles inside the fluid, nor specified so as to match streamlines
with trajectories. Thus, in order to easily switch between the field and the particle pictures, both
descriptions have to be reformulated. For this sake, transport theories have been reformulated in the
sample space, so that field variables and particle variables alike can be outcomes of an event. The
latter formulations take into account both the current flow and its fluctuations, as an integral part
of their core concepts. Because of their ability to simultaneously consider fields and particles, they
allow to investigate interactions of electricity with matter. Such interactions are usually expressed
as perturbations of particles’ laws due to the field. These modern transport theories are flexible
and modular, so as to cover the whole body of condensed matter physics.

In the rest of this article, we examine the concepts of electric current and related fluctuations
inferred from transport theories, as far as their relationship with electrolysis is concerned. In Sec-
tion 4, we describe a biochemical technique (isoelectric focusing) as an example of an electrokinetic
phenomenon that differs from electrolysis in some respects. Finally, we sketch an interpretation of
electric current and related fluctuations, based on an acoustic analogy.

2. ON THE MOTION DRIVEN BY LOCAL ELECTRICAL FORCES

Since transport theories deal with electric current by considering it a motion of charged particles
subject to an electric field1, we wish to make two preliminary remarks about extending the dynam-
ical concept of force to electromagnetism. First one, on the cause-and-effect relationship between

1Assuming that irreversible processes admit a statistical approach, transport theories apply the fluctuation-dissipation
theorem (Nyquist) and the Onsager reciprocal relations to the reciprocal processes. They conclude that, at steady equilibrium,
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a body’s motion and the force that determines it2. Since the correspondence is bijective only if
the motion is the sole outcome of the cause, we note that F = ma exhibits a dependence upon an
intrinsic quantity of the body, its inertial mass m. In Newton’s theory of gravitation, the inertial
mass cancels with the gravitational one. That allows tracing all trajectories on a graph with a single
metric scale. Applying such paradigm to an electric or magnetic mass, e or µ, the electric/magnetic
force can be defined in the same way, without considering any mechanical mass. Instead, extending
the paradigm so as to formally include both mechanical and electric forces, and assuming an in-
trinsic dependence upon e/m3, all extrinsic causes being equal, the results differ for each different
value of the ratio. In the general case of multiple forces, where each one is related to its specific
intrinsic attribute of bodies, and where additionally the ratios e/m change as objects approach the
speed of light, it is still possible to obtain accurate numerical results, but the effectiveness of the
original paradigm is lost.

The second remark concerns the question of random causes of motion. They start out in
modeling “macroscopic” phenomena as systems comprised of a huge number of mass-points. The
cause-and-effect paradigm is individually applied to each point subject to a force. Free points4,
instead, are considered to be in random thermal motion. Since Einstein’s work, Brownian motion
is considered an experimental evidence of that thermal motion, leading to diffusion phenomena at
a “macroscopic” level. If that is accepted, “averaging” has an experimental ground different from
accounting for measurement errors. Whatever we may believe about the existence of atoms, the
concept of stochastic motion originated from ancient Greek atomism, which predates R. Brown’s
observations, and implies a paradigm different from Newton’s determinism. From this perspective,
the conceptions of causality and randomness encompass two of the many possible philosophical
approaches to the problem of motion. Two conceptions are enough to bother both concepts of
average force and random force, making them hybrid.

3. ELECTRICAL NETWORK AND CHEMICAL APPROACHES TO ELECTROLYSIS

Electric currents are referenced in relation with contact potential differences, also known as Volta
potentials. As such potentials zero out in closed conductor loops, except in case some electrolytes
are suitably inserted, as a matter of facts Volta potentials can be used to feed direct current in
that case only. Concerning the generation of electric current, chronicles report a dispute between
Volta and Galvani about the necessity that the electrolytes be of animal origin, involving the then
relevant question of whether electricity depends upon some sort of vital fluid. The problem was
dismissed because voltaic piles use inorganic electrolytes. Further disagreements on the nature of
current also originated from metaphysical considerations. Leaving them aside, we can summarize
Kohlrausch’s approach by saying that it led to the (energetic) analysis of linear networks, while
Faraday’s approach was related to the chemistry of Dalton and Proust5. In the first case, circuit
analysis valid for ohmic circuits is formally extended to electrolytes. That allows attributing to both
passive circuit elements and generators of electromotive force (emf) a current as well as a voltage
drop. In particular, emf is assigned a potential difference with sign reversed. This framework
does not allow to tackle questions about the nature of current — convective versus conductive —
because electrolytes are treated exactly like passive circuit elements. Faraday’s approach, instead,
correlates the current delivered with the formation of gaseous reaction products6, thus evidencing
a relationship between chemical and electrical phenomena. The quest for a logical link between
chemical reactions and current doesn’t result in a key to comprehend the nature of current either.
However, the ability to discriminate between potential difference and current now depends on the
identification of the two respective quantities on the chemical side. Faraday missed to identify
them. He coined the names cation and anion for the hydrogen and the oxygen that are formed at

noise is due solely to the conduction current, whereas the linear response includes the particles motion, because fluctuations
depend on the autocorrelation spectra of all the conjugate variables in the system. Thus, the linear response is linear only as
far as its expectation value is being considered.

2D. Hume considers the cause-and-effect relation an inductive result that can be achieved by means of logical deduction.
3Lorentz’s renowned 1892 book entitled “The theory of the electron” didn’t hold the necessity of assigning a mass to charged

particles. In relation to Mie’s theory, the question was then posed of whether the mass as a whole should be considered of
electromagnetic origin. A dependence upon the product em might have been more convenient for developing the theory, but the
interpretation of cathodic rays experiments by J. J. Thomson in 1897 and most importantly Aston’s spectrometer separation
criterion required to consider the ratio e/m.

4Random force has null mean.
5To Dalton is due the law of multiple proportions, to Proust that of definite proportions. Both laws become marginal in

organic chemistry.
6Faraday considered polarization a cohesive force opposite to electrolytic dissociation.
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the cathode and the anode, respectively, when flowing current split the water. After verifying that,
when he was able to dissociate solutes, their weights were proportional to the current integral, he
suggested to adopt their electrochemical equivalent as the chemical equivalent of reactants. At the
time, however, chemistry was based on mechanics. A “chemical equivalent” denoted the mass rather
than concentration of a substance. Furthermore, chemical affinity used to denote the strength of the
force that binds elements together7. Thus, the emf, rather than the current, was believed to perform
the work required to dissociate the compounds. As a consequence, current was also explained in
mechanical terms. It wasn’t until J. J. Thomson’s experiments allowed a convective interpretation
of the whole of the current, that Berzelius’ theory of chemical dissociation could be brushed up
again. Then both of the currents could be explained as electrically driven motions, and electrons
could be taught to participate in the formation of neutral gases at a cell’s electrodes. However, in
the meantime chemistry had evolved taking avail of interpretations rooted in thermodynamics. The
concepts of work performed by a reversible electrolytic cell, and chemical affinity had both been
revisited: the former was related to Gibb’s free energy, while the latter was taken as proportional
to the chemical reaction rate. The link between electromagnetism and chemistry thus stopped at
electrolysis laws, the more and more increasing use of electronics and optical methods in chemical
analysis notwithstanding.

4. MORE COMPLEX ELECTROKINETIC PHENOMENA

In biochemistry, it is important to separate from one another and identify the compounds in organic
mixtures. Ionic transport, as implied by electrolysis, is not a general means for separation of colloids
and various classes of macromolecules in aqueous solution, because their net charge is undefined.
Nevertheless, as it results from titrations that around physiologic pH several macromolecules are
amphoteric (that is, exhibit acid as well as basic functional groups), it is possible to separate them
within an electrolytic cell by migration through a porous diaphragm. We say “migration” to mean
that, absent any convective motion within the solvent, different molecules take different times to
pass through a partition, either a porous diaphragm or a gel matrix. Electrolysis laws don’t hold,
and the migration of organic compounds is attributed to the need to pass across the pores, that
is, to electro-osmosis8. Such migration is also associated with an electric current, so that one can
hypothesize that some traits of Faraday’s law are still valid9, but cannot verify it by gurgling ions at
the electrodes, since that would corrupt the electro-osmotic process. At any rate, the counterions of
acid and basic protein groups, and the solvent, are generally blamed for the current. In particular,
the solvent is also responsible for a variety of effects, as organic substances are capable of swelling,
coagulation, precipitation. To achieve fractionation avoiding unwanted side effects, biochemists seek
to control the solvents’ buffering capacity and salt concentration (ionic strength), while the amount
of current — as long as not exceeding — is deemed of secondary importance. In electrochemistry
the explanation of electrophoresis led to a bunch of electrokinetic theories, the first of whom goes
back to Helmholtz. Present theories have to account for several secondary effects. For example, it
is generally agreed that electric force depends upon the formation of double layers of electrostatic
charges on the surfaces of electrodes, as well as on those of pores in the gel, and also upon the
layers wrapped around macromolecules.

Among the techniques used in biochemistry to separate different molecules, isoelectric focusing
(isoelectrofocusing) is a very sophisticate one, whereby the separation of the components of a
mixture is attained as protein fractionation at the isoelectric point of each substance [1]. To apply
the method, it is necessary to produce and immobilize a predefined pH gradient in a gel matrix
between the electrode compartments. On the one hand, it is agreed that each kind of protein is
electrically driven to its isoelectric point, defined as the location of minimal ionization of the solute.
On the other hand, there are no practical means to evaluate the relationship between the amount
of current measured at the electrodes and the amount of separated chemical equivalents, because
pH = − log10[H+] varies along the matrix. Inorganic chemistry experiences show that, in cases
without gurgling at the electrodes, the pH of the solution varies with time while current flows, as

7That means they believed the more “affine” the chemical reactants, the stronger they bind, independently of their concen-
trations. Such belief is contrary to the law of mass action.

8We note that the osmotic method, based on Van’t Hoff’s law Π = RTn, where n is the number of molecules, is used to
determine the molecular weight of proteins from M = RTc/Π, where c is the concentration in g/liter and Π the pressure in
atm. Even if the atomic mass is no more determined that way nowadays, Arrhenius’ dissociation theory bases on exactly this
law (besides the freezing point depression and the vapor pressure lowering), in order to assert that monovalent inorganic salts
are dissociated into ions in solution.

9Alternatively, small ions can be assumed to migrate by ionophoresis.
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a consequence of ionic depletion. Because of thermal convections in the bulk of the liquid, ionic
depletion is measured near the electrodes. However, in isoelectric focusing with immobilized pH
gradients (IEF-IPG) current flows through the gel even if ions are neither transported nor depleted.
There is an earlier variations of IEF, Isoelectric focusing with carrier ampholynes (IEF-CA), which
provides for cathodic and anionic solutions separated by a solid matrix, usually a polyacrylamide
gel. Before injecting the mixture to be treated, one runs a large pool of ampholyte molecules of
different isoelectric points (pI) between pH 3.5 and 10; that serves as buffer, as it stabilizes a gradient
of pH=pI in the gel. That is possible because the ampholyne are special amphoteric compounds
that simultaneously exhibit prominent acid and basic groups with similar pK10. The assumption
for pH gradient immobilization by CA is that, according to Kohlrausch electro-migration law,
when carrier ampholynes arrive to the zone near their pI11, their migration under the electric
field ceases. In this case, the ∆pK between different carrier species contributes to conductivity,
but it also affects the sharpness in focusing separated substances. The IEF-IPG technique that
sharpens isoelectric lines was published in 1982 [2]. It allows to stably graft “Immobilines”12,
i.e., bifunctional acrylamide derivatives, onto the support (1

2 mm thickness). That way, one can
shape a linear gradient encompassing a couple of pH units around pH = 7, where the water has no
buffering capacity, so that proteins focus in sharp bands around their isoelectric points, as said, after
having essentially zeroed diffusion and convection in the solute. In these conditions, having avoided
additional unbound ions, specific conductivity is that of pure water: ≈ 1µS/cm. According to the
description of IEF-IPG, no ionic transport can be detected in conjunction with electric current;
even the resulting fractionation is not compatible with a current due to ion motion.

5. AN ACOUSTIC ANALOGY

In the preceding sections we brought some examples of cells containing aqueous solution, considered
passive elements of an electric circuit, and the chemical dissociations and separations obtained with
them. The phenomenology is rather extended, and can admit different interpretative approaches,
depending on the particular phenomenon and the intended theoretical framework. We stem from
isoelectric focusing, which reminds us of Kundt’s dust patterns in air. Those patterns are obtained
inside a closed tube by gently and continuously rubbing it to make it sound [3]. Water is a quite
reacting solvent, and plays a role similar to that of the air inside Kundt’s tube. Firstly, water
conductivity is small compared to metal’s, but still considerably higher than that of most non-
aqueous solvents13. Electric current can be thought of as a sign of excitation of a conductor14.
Thus, the easily occurring polarization of pure water under CC may suggest that the excitation
has a high-Q band, whose center corresponds to the null frequency. Secondly, conductivity betters
when the water is doped with some acids, salts, or bases, and that corresponds to a lowering of the
band’s Q. Reciprocally15, controlling the rate of some inorganic reactions, it is possible to build
voltaic piles and batteries that will deliver continuous current. Thirdly, water also catalyzes a broad
number of reactions of a much more diversified nature than those met in inorganic chemistry. We
note that current flows are often associated with fractionations, in organic chemistry. They too
are compatible with the alternative interpretation that attributes a mild electrical excitation to
current-conducting aqueous systems. Imagining that colloids in the gel with a pH (and density)
gradients separate by type under a continuous electrical solicitation, much like different kind of dust
form different patterns in a Kundt’s tube, it is possible to derive an explanation of the chemical
fractionation described in Section 4, by analogy [4].

It is taught that the active delivery of current by piles and batteries is sustained by chemical

10For example, aminoacids can be used with higher or lower effectiveness to attain stable pH gradients.
11The pI depends upon the ∆pK between acid and basic groups.
12Two types of components are used: acid acrylamides with a carboxyl buffering group and basic polyacrylamides. They

are added to the gel while casting it, by using a two-chamber gradient mixer. The mixing ratio is such that the required pH
gradient along the polymerized matrix is attained without further titrations.

13Models usually attribute a high permittivity ε′(0) (≈ 80) to pure water, while they attribute conductivity to the small
electrolytic dissociation. In effects, the equation ∇×H = J + ∂D/∂t makes a clear distinction between conduction and
displacement, even if successively positing J + ∂D/∂t → (σe + jωε′)E, where σe includes both the static conductivity and the
lossy part of permittivity, the distinction fades away.

14Excitation does not necessarily imply that the output oscillates. In particular, electric current is posited at null frequency
because it is interpreted as a continuous flow.

15We regard this reciprocity as “symptomatic” for the onset of resonant conversion. The phenomenon is rather complex. In
our opinion, the system response can be considered linear only when taking into account just the electric response; that is,
substituting the word “fluctuation” with “modulation”.
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reactions16 [5]. The requisite of inserting separators reflects that, in order for the current to
stay steady while reactions are occurring, it is necessary that the prevailing reaction rates be kept
steady17. According to modern statistical thermodynamics interpretations, the strength of an
electrolytic current is determined by ionic transport; its fluctuation gives the power spectrum18.
Instead, we suggest that the current be the result of an electric cross talk between a band at
null frequency and some of the bands belonging to that huge water band that runs from IR to
microwaves. The latter bands include the contributions of a variety of solutes. During the course of
reactions, some of these bands become more prominent, and some of them quench; overtones and
combination modes may appear. Modes from infrared upward are irradiated, while power at lower
frequencies usulaay is not. Detection of continuous current relies in the first place on the existence
in the system of the corresponding (low) frequency band, and then on the fact that connecting an
electric load does not substantially alter the process underway. In case a frequency band coincides
with one of the bands “hijacked” by the reaction, the reaction presumably gets altered. This
interpretation differs from established explanations as it suggests that CC is just one of the bands
of aqueous solutions on which reactions can be monitored. Current fluctuations in batteries happen
both because the cross talk is a modulation, and because any other excited mode, unless filtered,
can superimpose on current. These are preliminary remarks meant to express intuitively that some
processes can excite the CC band of water, and that, reciprocally, a steady excitation of this band
contributes to separation/dissociation of solutes.

6. CONCLUSIONS

We recounted how the correlation between ionic mass and charge represented Faraday’s contribution
to chemistry at a time when its salient problem consisted in compiling a periodic table of elements.
In electrochemistry, inorganic salts dissociations are considered processes directly coupled to the
measured electric current. As today’s chemistry has evolved far beyond the subject area of simple
inorganic redox reactions, toward the comprehension of organic processes, the position of Fara-
day’s ideas must translate to the corresponding study of electronic monitoring and control of those
processes. Many electrical and optical techniques, besides electrolysis, are already widely applied
in chemistry for analytical purposes. For preparative purposes, we hold that electronic control of
processes can be expanded by learning which of the monitored electrical responses can reciprocally
control which reactions. Electrolysis is traditionally understood by assuming that chemical dissoci-
ations produce ionic transport currents directly. Instead, we argue that electrochemical conversions
are primarily engaged at some higher frequencies (IR or even UV). Then, electrolytic currents result
from cross talk, and can be assimilated to an electromagnetic band at null frequency. The latter
band contains the reaction’s small signal response, which is as linear as any modulation, even if
the corresponding electrochemical process is not. Indeed, control aims at “linearizing” processes,
maintaining that their products are delivered at given rates.
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Abstract— We point to previously overlooked solutions of the standard gauge transformation
equations of Electrodynamics: the generalized “gauge functions” go beyond the usual Dirac
phase factors (spatial or temporal integrals of potentials) and exhibit a new form of nonlocal
quantal behavior, with the well-known Relativistic Causality of classical fields affecting directly
the phases of quantum mechanical wavefunctions. Because of the new solutions, the phases
of wavefunctions in the Schrödinger picture are affected nonlocally by spatially and temporally
remote magnetic and electric fields, in specific ways that are briefly demonstrated. The new
nonlocalities, apparently overlooked in path-integral approaches, compete with Aharonov-Bohm
behaviors and they provide: (i) a correction to a number of erroneous results in the literature
(either an uncritical use of Dirac phases that persists since the time of Feynman’s work on path
integrals, or a sign error that still propagates in the literature and that regards the connection
of Aharonov-Bohm phases to semiclassical phases picked up inside nonvanishing fields due to
path-deflections by the Lorentz force), (ii) a new interpretation of semiclassical observations
and further extensions to delocalized states (a “generalized Werner & Brill cancellation”), (iii)
a natural remedy of earlier “paradoxes” (such as the van Kampen thought-experiment, as well
as Peshkin’s discussion of the electric Aharonov-Bohm effect that is made “causal” by the new
solutions), and (iv) a new formulation directly applicable to the study of time-dependent slit-
experiments and their causal issues.

The Dirac phase factor — with a phase containing spatial or temporal integrals of potentials

(of the general form
r∫
A · dr′ − c

t∫
φdt′) — is the standard and widely used solution of the usual

gauge transformation equations of Electrodynamics (with A and φ vector and scalar potentials
respectively). In a quantum mechanical context, it connects wavefunctions of two systems (with
different potentials) that experience the same classical fields at the observation point (r, t), the two
more frequently discussed cases being: either systems that are gauge-equivalent (a trivial case with
no physical consequences), or systems that exhibit phenomena of the Aharonov-Bohm (AB) type
(magnetic or electric) [1] — and then this Dirac phase has nontrivial observable consequences. In
the above two cases, the classical fields experienced by the two (mapped) systems are equal at every
point of the accessible spacetime region. However, it has not been widely realized that the gauge
transformation equations, viewed in a more general context, can have more general solutions than
simple Dirac phases [2], and these lead to wavefunction-phase-nonlocalities that have been widely
overlooked and that seem to have important physical consequences. These apply to cases where
the two systems are allowed to experience different fields at spacetime points (or regions) that are
remote to (and do not contain) the observation point (r, t), see Fig. 1 for two examples. In this brief
report we emphasize the existence of the new solutions and demonstrate them in simple examples,
presenting therefore cases (and closed analytical results (see [2]) for the wavefunction-phases) that
actually connect (or map) two quantal systems that are neither physically equivalent nor of

x

t

(a)

(x0 ,t  )0

(x, t)

x

(b)

(x, y)

Figure 1: Examples of field-configurations where the nonlocal terms are nonzero: (a) a strip in 1+1 spacetime,
where the electric flux enclosed in the “observation rectangle” is dependent on t but independent of x; (b) a
triangular distribution in 2-D space, where the magnetic flux inside the “observation rectangle” depends on
both x and y. The phase difference at the outside observation point (for each case) can be given in analytical
form (see [2]).
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the usual Aharonov-Bohm type. The consequences of the new (nonlocal) contributions (that
appear in the wavefunction-phases) are found to be numerous and important; they are also of a
different type in static and in time-dependent configurations (and in the latter cases they seem to
lead to Relativistically causal behaviors, that apparently resolve earlier “paradoxes” arising in the
literature from the use of standard Dirac phase factors).

Let us first recall that for the solutions Ψ(r, t) of the t-dependent Schrödinger equation (SE) for
a quantum particle of charge q moving in two distinct sets of classical vector and scalar potentials
(A1, φ1) and (A2, φ2), that are generally spatially- and temporally-dependent [and such that, at
the spacetime point of observation (r, t), the magnetic and electric fields are the same in the two
systems], are formally connected through Ψ2(r, t) = ei q

~c
Λ(r,t)Ψ1(r, t), with the function Λ(r, t)

required to satisfy ∇Λ(r, t) = A2(r, t) −A1(r, t) and −1
c

∂Λ(r,t)
∂t = φ2 (r, t) − φ1(r, t). For general

potentials it is usually stated that the general gauge function that connects the above wavefunctions
is (with A = A2 −A1 and ϕ = ϕ2 − ϕ1)

Λ(x, t) = Λ(x0, t0) +

x∫

x0

A(x′, t) · dx′ − c

t∫

t0

φ(x, t′)dt′, (1)

which, however, is generally incorrect for x and t uncorrelated variables: it does not generally
satisfy the above system (viewed as a system of partial differential equations (PDEs)), namely
∇Λ = A and −1

c
∂Λ
∂t = φ. Indeed: (i) When the ∇ operator acts on (1), it gives the correct A(x, t)

from the 1st term, but it also gives some annoying additional nonzero quantity from the 2nd term
(that survives because of the x-dependence of φ); hence it invalidates the first of the above basic
system of PDEs. (ii) Similarly, when the −1

c
∂
∂t operator acts on (1), it gives the correct φ(x, t)

from the 2nd term, but it also gives some annoying additional nonzero quantity from the 1st term
(that survives because of the t-dependence of A); hence it invalidates the second of the basic
system of PDEs. It is only when A is t-independent, and φ is spatially-independent, that (1) is
correct. It is also interesting to note that the line integrals appearing in (1) do not form a path (in
spacetime) that connects the initial to the final point (although our new solutions do (see [2]). [An
alternative form that is also given in the literature is again Eq. (1), but with the variables that are
not integrated over implicitly assumed to belong to the initial point (hence a t0 replaces t in A,
and an x0 replaces x in φ). However, one can see again that the basic system is not satisfied (the
above differential operators, when acted on Λ, give A(x, t0) and φ(x0, t), hence not the values of
the potentials at the point of observation (x, t) as they should), this not being an acceptable solution
either. And in this case also there is no spacetime-path connecting the initial (x0, t0) to the final
point (x, t) either, as the reader can easily verify].

It turns out from this work [2] that the full form of a general Λ goes beyond Eq. (1), and

Figure 2: The standard double-slit apparatus with
an additional strip of a perpendicular magnetic field
B of width W placed between the slit-region and
the observation screen. The deflection shown is for
a negative charge q (and it is assumed small, due to
W ¿ L).

Figure 3: The analog of Fig. 2 (again for negative
q) but with an additional electric field parallel to
the observation screen that is turned on for a time
interval T (with T ¿ t, and t the time of travel).
For both Fig. 2 and 3, it can directly be shown that
∆ϕsemiclassical = −2π q

e
Φ
Φ0

= −∆ϕAB , hence an ex-
tra minus sign compared to reports in the literature.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1163

Figure 4: The analog of paths of Fig. 1 but now in 2+1 spacetime for the van Kampen thought-experiment,
when the instant of observation t is so short that the physical information has not yet reached the spatial
point of observation (x, y). The strips of Fig. 1(a) have now given their place to a light-cone. At the point
of observation, the AB phase has now become “causal” due to cancellations between two solutions (the two
“electric field paths”).

also beyond the usual Dirac phases: apart from integrals over potentials, it also generally contains
terms of classical fields that act nonlocally (in spacetime) on the solutions of the t-dependent SE.
As a result, the phases of wavefunctions in the Schrödinger picture are affected nonlocally by
magnetic and electric fields — nonlocal contributions that have apparently escaped from path-
integral approaches. The full solutions and a number of physical examples are given in detail
in [2]. We then focus on two types of application of the new formulation: (i) Application to
particles passing through fully-nonvanishing magnetic or electric fields leads to cancellations of AB
phases at the observation point; these cancellations are linked to behaviors at the semiclassical
level (to early experimental observations by Werner & Brill [3] or to recent reports of Batelaan &
Tonomura [4]) but are far more general (valid not only for narrow wavepackets in semiclassical
motion but also for completely delocalized quantum states). By using them we provide a new
interpretation of semiclassical results and we point out a number of sign errors in popular reports
in the literature: we show that semiclassical phase-differences picked up by classical trajectories
(deflected by fields) are opposite (and not equal, as usually stated or implied) to the corresponding
“AB phase” (due to the flux enclosed by the same trajectories), see Figs. 2 and 3 for examples,
where one can directly show the extra sign, namely ∆ϕsemiclassical = −∆ϕAB. (ii) Application to t-
dependent situations provides a remedy for a number of misconceptions (on improper use of simple
Dirac phase factors) propagating in the literature (Feynman [5], Erlichson [6] and others), and leads
to nontrivially extended phases that contain an AB part and a nonlocal field-part: their competition
is shown to recover Relativistic Causality in earlier “paradoxes” (such as the van Kampen thought-
experiment [7], see Fig. 4) and also provides a fully quantitative formulation of Peshkin’s qualitative
discussion (on expected causal behavior) in the electric AB effect [8] (discussion that was also based
on a simple Dirac phase factor). The temporal nonlocalities found in this work demonstrate in
part a causal propagation of phases of quantum wavefunctions in the Schrödinger picture (through
the well-known causal propagation of fields), something that may open a new and direct way
for addressing t-dependent double-slit experiments and the associated causal issues, without the
absolute need of modular variables in the Heisenberg picture [9].

To evaluate in a broader sense the crucial nonlocal influences found in the present work, we
should emphasize that at the level of the basic Lagrangian L(r,v, t) = (1/2)mv2 +(q/c)v ·A(r, t)−
qϕ(r, t) there are no fields present, and the view holds in the literature [10] that electric or magnetic
fields cannot contribute directly to the phase of quantum wavefunctions. This view originates from
the path-integral treatments widely used (where the Lagrangian determines directly the phases of
Propagators), but, nevertheless, our canonical formulation treatment shows that fields do contribute
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nonlocally, and they are actually crucial in recovering Relativistic Causality. Furthermore, SU(2)
generalizations of the present work would be an obviously interesting extension of the above U(1)
theory, and such generalizations are rather formally direct and not difficult to make (an immediate
physically interesting question being whether the new nonlocal terms might have a nontrivial impact
on i.e., spin-(1/2)-states, since these terms would act asymmetrically on opposite spins). Finally,
one can always wonder what the consequences of these new nonlocalities would be, if these were
included in other systems of High-Energy or Condensed Matter Physics with a gauge structure;
alternatively, it is worth noting that, if E’s were substituted by gravitational fields and B’s by
Coriolis force fields arising in non-inertial frames of reference, the above nonlocalities (and their
apparent causal nature) could possibly have an interesting story to tell about quantum mechanical
phase behavior in a Relativistic/Gravitational framework.
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Investigation of Illusion Optics Devices Implemented by
Transmission-line Metamaterials with Full Tensors

Guo Chang Liu, Chao Li, and Guang You Fang
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Abstract— With the proposition of transformation optics, there emerged a lot of novel elec-
tromagnetic devices such as the invisibility cloaks, field concentrators, illusion optics devices
and so on, which provide a unconventional functions for arbitrarily control the behaviors of
electromagnetic waves. The practical implementation of such devices must take use of metama-
terials(MTMs) for that the devices needs anisotropic and non-uniform medium parameters. As
a candidate of MTMs with wideband and low loss properties, periodic transmission line (TL)
networks were widely used to mimic MTMs with unique characteristics. However, the effective
medium parameters possessed by TL MTMs before are all diagonal in the Cartesian basis, which
limit the development of MTMs with more complex parameters. Recently, a group in the Uni-
versity of Michigan proposed a new structure of TL MTMs with arbitrary full tensors, in other
words it can achieve any 2D anisotropic and non-uniform materials. In this paper, this kind of
tensor TL metamaterials was introduced to the field of illusion optics invisibility system. Two
circuit simulations are presented, one is an illusion optics system which optically transforms one
object to another and the other is a rectangle invisibility cloak that cloaks objects at a distance
outside the cloaking shell. It’s found that TL MTMs with full tensors can be well applied to
mimic transformation optics devices with complex medium parameters distributions.

1. INTRODUCTION

Transformation optics [1] made it possible for people to control the electromagnetic (EM) arbitrarily,
combined with the concept complementary medium, people have proposed several novel EM device
such as superscatterer, the anti-cloak and illusion optics devices [2–7]. But the EM parameters
of such kind of devices are usually non-uniform and anisotropy, which must be implemented by
MTMs. As a candidate of MTMs with wideband and low loss properties, periodic TL networks
were widely used to mimic MTMs. However, the effective medium parameters possessed by TL
MTMs before are all diagonal in the Cartesian basis [8], which limits the development of MTMs
with more complex parameters. Recently, a group in the University of Michigan proposed the tensor
TL MTMs which can achieve any 2D anisotropic and non-uniform materials [9]. In this paper, we
implemented two novel device of illusion optics invisibility system by this new TL MTMs, one is
an illusion optics system which optically transforms one object to another [5] and the other is a
rectangle invisibility cloak that cloaks objects at a distance outside the cloaking shell [6]. We found
the TL MTMs with full tensors can be well applied to mimic transformation optics devices with
complex medium parameters distributions.

2. TENSOR TRANSMATION-LINE MTMS

From Fig. 1(a), we can see the structure of tensor TL unit cell, which has 4-branch in plane x-y [9].
Now I will show why this new structure can achieve tensor non-uniform and anisotropy parameters.

The propagation characteristics of TL network with the unit cell depicted in Fig. 1(b) can be
described by three equations.

∂V

∂x
= −1

d
(zxxIx + zyyIy) (1)

∂V

∂y
= −1

d
(zyxIx + zyyIy) (2)

−∂Ix

∂x
− ∂Iy

∂y
=

1
d
Y V (3)
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(a) (b)

Figure 1: (a) Perspective view of the 4-branch TL MTMs unit cell. (b) Top view of the 4-branch TL MTMs
unit cell.

where,

Ix = I3a + I3b + I2a + I4a (4)
Iy = I1a + I1b + I2a − I4b (5)

Z =
(

zxx zxy

zyx zyy

)
(6)

Y = Z−1 =
( 1

2Z3
+ 1

2Z2
+ 1

2Z4

1
2Z2

− 1
2Z4

1
2Z2

− 1
2Z4

1
2Z1

+ 1
2Z2

+ 1
2Z4

)
(7)

The propagation characteristics of this network are analogous to those for an TE wave (electric
field polarized in the z direction). Compare the Maxwell equations with (1)–(3), we notices that
there is a one-to-one relationship between a medium with material parameters and the electrical
network shown in Fig. 1(b) with circuit parameters. The following substitutions can be made to
go from the material to the electrical network.

Ez ↔ V, Hy ↔ −IxHx ↔ Iy, jωµyyd ↔ Zxx, jωµxxd ↔ Zyy, −jωµyyd ↔ Zyx,

−jωµyxd ↔ Zxy, jωεzd ↔ Y (8)

For some special situation which can be seen in Fig. 2, the one to one relationship is still available.

3. CIRCUIT SIMULATION

Now, let’s consider the first example. The illusion device [5] depicted in Fig. 3(a) is composed
of four parts. The upper triangle part is composed of negative index homogenous medium of
ε = −1, µ = −1, embedded with a ‘anti-object’ of the rectangle object with ε = −0.01, µ = −100,
it’s a complementary medium of the lower one, aimed to annihilate the optical signature of the
rectangle object below. The left and right rectangle parts combined with the middle rectangle part
constitute the ‘restoring medium’, which is used to restore the illusion and create a new signature,
where the left and right triangle part is composed of homogenous media of µxx = 1.1622, µxy =
±0.2162, µyy = 0.9007, ε = 1.1622 respectively, while the middle rectangle part is composed of
homogenous media of µxx = 1.1622, µyy = 0.8605, ε = 1.1622 with an embedded compressed
version of rectangle object illusion of µxx = 116.2162, µyy = 86.0465, ε = 0.0116.

To implement the illusion device using tensor TL MTMs, the substitutions given by Eq. (8) are
applied to attain corresponding circuit parameter. The unit cell depicted in Fig. 2(a) and Fig. 2(b)
are used to implement the upper left and right triangle parts respectively, and the rest parts are
implemented by the structure depicted in Fig. 2(c).

An operation frequency is selected at 0.3 GHz, the dimensions of each unit cell are assumed to
be 5 cm (1/20λ0).The voltages at the corner of each unit cell were computed using Matlab. A time
snapshot of the steady-state voltages is plotted in Fig. 3(b). We find that we have implemented the
novel device successfully and at the same time verified the utility of the tensor TL MTMs directly.

Now, let’s consider the other example. The rectangle cloak [6] shown in Fig. 4(a) is composed
of three main parts. The layer between boundary c and b is a part composed of homogenous
medium, where we can embed object. For simplify we set the medium parameter ε = 1, µ = 1
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(a) (b) (c)

Figure 2: Top view of some special tensor TL unit cell. (a) One kind of 3-branch TL structure. (b) Another
kind of 3-branch TL structure. (c) 2-branch TL structure.

(a) (b)

(c) (d)

Figure 3: (a) Simulation set up for a transmission-line (TL) based illusion optics system (transform one
object to another), embedded within isotropic, homogeneous TL medium. (b)–(d) Time snapshot of the
simulated, steady-state voltages(excited by a current source)when we set. (b) The original object. (c) The
original object with the illusion device. (d) Illusion.

without any object. This part is optically cancelled by the layer between boundary b and a, which
is called a complementary medium. The EM parameter of such region can be attained from folded
transformation. The middle core material is optically equal to free space enclosed by the red-dashed
line, whose parameters are ε = (R3/R1)2, µ = 1.

To implement the rectangle cloak using tensor TL MTMs, the substitutions given by Eq. (8) are
applied to attain corresponding circuit parameter. The unit cell depicted in Fig. 2(a) and Fig. 2(b)
are used to implement the complementary medium between the boundary a and b respectively
according to situation shown in Fig. 4(a). The rest parts are implemented by using the unit cell
depicted in Fig. 2(c).

The dimension of the structure is R1 = 1.2, R2 = 1.6, R3 = 1.8 and other simulation conditions
are the same as the illusion system, which is not going to be elaborated here.

The voltages at the corner of each unit cell were computed using Matlab. A time snapshot of
the steady-state voltages is plotted in Fig. 4(b), we find that we have implemented the novel device
successfully and verified the utility of the tensor TL MTMs directly.
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(a) (b)

Figure 4: (a) Simulation set up for a transmission-line (TL) based rectangle cloak (cloaks object outside
cloaking shell) embedded within isotropic, homogeneous TL medium. (b) Time snapshot of the simulated,
steady-state voltages (excited by a current source).

4. CONCLUSION

This paper implemented two novel illusion optics devices by tenor TL MTMs, and at same time
verified the utility of the new TL structure which can implement medium with arbitrary 2D full
tensor.
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About the Zero Point Energy, Zero Point Mass, Zero Point
Temperature and Zero Point Motion in the Subatomic World and

Photonics

Antonio Puccini
Department of Neurophysiology of Order of Malta, Naples, Italy

Abstract— The Heisenberg Uncertainty Principle states that no particle can be completely
motionless (since it is not possible to know two complementary parameters of e a particle at
the same time), it will at least oscillate around a plane: in this case we will talk about Zero
Point Motion. From Quantum Mechanics we learn that a real particle will never have a null
energy, but it will always have a minimum possible energy called Zero Point Energy. We also
learn from Quantum Mechanics that Absolute Zero temperature can never be reached. At this
temperature, in fact, the motion would cease and we would be able to know simultaneously the
two complementary parameters we mentioned before: the position and the momentum of the
same particle. In a number of cases, in fact, extremely low temperature have been reached, but
never touching −273, 15◦ Celsius. Thus we will talk about Zero Point Temperature.
Relativity’s Theory, on its turn, tells us that mass and energy are equivalent. Einstein, in fact, re-
alized that scientists were wrong keeping about the mass and E as two phenomena which though
linked, were basically different. On the contrary, he understood that they had exactly equal be-
haviours: both expanded and contracted according to an identical factor. Under every significant
aspect, Einstein concluded mass and E were entities indistinguishable and interchangeable, and
formulated his famous formula: E = mc2. So any particle having energy should carry a mass,
though tiny, corresponding to the energy of the examined particle divided the square of the speed
of light.

1. INTRODUCTION

We learn from Quantum Mechanics(QM) that “just as a particle will never have a null energy
(E), that is zero, but a fundamental minimal E: the Zero Point Energy (ZPE). In the same way
the particle, because of its undulation aspect, will never be able to remain completely still, that
is with a zero motion” [1]: in this case we will talk about Zero Point Motion (ZPMt). This
goes in accordance with Heisenberg’s Uncertainty Principle (HUP): it is not possible to know two
complementary parameters of a particle at the same time, such as its position (x) and momentum
(p). As it is known, the p is given by the mass (m) of the particle times its speed (v): p = m · v.
Thus, a completely motionless particle would give us simultaneously quite precise information about
its x and p which, in this case, would be zero. However, this will never be possible, this is why a
particle will never be completely still — even if it is apparently motionless, (as inside a solid) —
at least it will keep vibrating, that is it will preserve a vibrating motion, also the smallest possible.

Thus, as Chandrasekhar reminds us “there is a ZPMt which corresponds to the ZPE” [1]. Still
in accordance with HUP [2, 3], a particle will never be at a temperature of Absolute Zero. At this
temperature, in fact, the motion would cease and we would be able to know simultaneously the
two complementary parameters we mentioned before. We will talk about Zero Point Temperature
(ZPT), which can never coincide with the unreachable temperature of the Absolute Zero. In
fact extremely low temperatures have been reached, but never touching −273.15◦ Celsius. Thus,
Hawking reminds us that “the temperature is just a measurement of the mean E — or of the mean
speed — of the particles” [4]. As in the case of a particle there should not be a zero E, as we should
never reach a temperature of Absolute Zero, in the same way (also considering what Hawking and
HUP stated) a particle should never reach a zero speed, or motion. We need to consider, besides,
that the ZPE and the ZPMt are worth both for a subatomic particle and for the atom in itself.

2. DISCUSSION

We cannot forget the worries and the doubts which bothered Einstein in the first years of last
century, till he traced the fundamental concepts of Restricted Relativity. “Einstein realized that
scientists were wrong keeping thinking about the mass and the E as two phenomena which, though
linked, were basically different. Einstein understood that they had also exactly equal behaviors:
both expanded and contracted according to an identical factor. He concluded that mass and E



1170 PIERS Proceedings, Suzhou, China, September 12–16, 2011

were entities indistinguishable and interchangeable: as a person wearing different clothes or showing
different hairstyle. The mass and the E could be compared to the American dollars and the British
pounds: though they appeared different, they were basically the same thing, that is a kind of
exchange currency. Besides, even though the two currencies had different values, there was an
exchange rate between them, that is a formula which fixed the rate between them” [5]. Essentially
the problem the young Einstein had to face was the following: which was the formula of the rate
of exchange relating the mass and the E? Einstein managed to find the right inspiration and he
formulated mathematically the Principle of Equivalence Mass-Energy:

E = mc2 (1)

Here it is, at last, the long-desired formula of the exchange rate! Einstein’s satisfaction was big, since
the relation between Mass and Energy had revealed so easy, so elegant: since the mass and the E
were two entities interchangeable, science did not have to deal with two Principles of Conservation.
“The mass could be destroyed and transformed in E, in the same way the E could be destroyed
and transformed in mass” [5]. The Principle of Equivalence Mass-Energy are two faces of the same
coin, since they are interchangeable and since we mentioned the ZPE, why can’t we think about
a Zero Point Mass (ZPM)? After all mass and E are equivalent!. According to Planck-Einstein
equation, the E of the P is:

E = h · f (2)

where h is the Planck’s constant, equal to 6.625 · 10−27 [erg · s] and f is the frequency of oscillation
of the P per second, which we indicate with 10n· [1/s]. We get that the E of the P is not constant,
but changes in a rate directly proportional to the f of the considered P .

Einstein explained its Equivalence Principle: “It represents the connection between inertial
mass and energy” [6]. Let’s consider, thus, which could be the inertial E of the P , that is its
minimum E, as to say its ZPE. Well, we cannot know with accuracy: it depends on the minimum
number of oscillations that a P can make in a second, that is it depends on the value of 10n. We
cannot exclude that the P is able to reach the minimum limit of one oscillation per second, that
is f = 10◦ [1/s]: nothing forbids it and HUP allows it. In this case, with reference to Eq. (2), let’s
calculate which could be the ZPE of the P :

ZPE = h · f = (6.625 · 10−27, [erg· s]) · 10◦ [1/s] (3)

That is:
ZPE = 6.625 · 10−27 [erg] (4)

We have that the ZPE of the P corresponds to the value of h, which is an energetic value. In
this case we got the possible value of the minimum oscillating motion allowed to the P . Whereas,
if the minimum limit of oscillations of the P was (i.e.) 100, this value would be indicated with
102 [1/s]. In this case we would have:

E = h · f = h · 102 [1/s] = 6.625 · 10−25 [erg] (5)

Along with Eq. (1), let’s try to calculate the value of the inertial mass of the P , which can be
indicated with the value of its minimal mass, that is with its ZPM:

ZPM = ZPE/c2 (6)

If we consider that the minimum possible value of the ZPE of the P can correspond to the one
emerging from Eq. (4), we have:

ZPM = 6.625 · 10−27 [erg]/(2.9979 · 1010 [cm/s])2 (7)

Since the erg value is expressed in [g · cm/s2· cm], that is in [g · cm2/s2], developing the (7), we
have:

ZPM = 6.625/8.9874) · 10−27−20 [g· cm2/s2] · [s2/cm2] (8)

That is
ZPM = 0.7372 · 10−47 [g] (9)

That is:
ZPM = 7.37 · 10−48 [g] (10)
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3. CONCLUSIONS

Thus, also considering the minimum possible oscillation of the P (it twill never be able to be
completely still: HUP forbids it), and, as consequence, considering its minimum possible E (ZPE),
we get that the P has a its own inertial mass, which coincides with its ZPM [7].

It is certainly an extremely low value, yet 6= 0. Just incidentally let’s mention something about
the neutrino. The neutrino too, up until short ago, was considered massless, though having a
certain E (thus in contrast with the Mass-Energy Equivalence Principle). Later the control of its
oscillation and the well known Superkamiokande experiment permitted to consider the neutrino as
having a its own mass, though extremely small.

There is also another particle, still hypothetical, considered massless: the graviton. As we know
it is the quantum, the boson of the gravity force (GF). However the GF, as a force, subtends a E:
its force, always of attraction, so evident in galactic systems, is carried out through a E, that is
through a continuous work carried out by the graviton. Indeed the Quantum Field Theory gives
an energetic value to the graviton, just to justify the way the GF is carried out.

However, still long with the Mass-Energy Equivalence Principle, since it has been given an
energetic value to the graviton, in the same way it should correspond also an equivalent mass, the
smallest we can imagine, certainly smaller than the ZPM of the P . In fact, the ZPM should coincide
with the ZPE corresponding to the examined particle divided c2. With regard to this Feynman
wrote: “E and mass differ only by a factor c2 which is merely a question of units, so we can say
E is mass ” [8]. In other words, the mass of any particle having E — all real particles have! —
corresponds to the specific E of the examined particle, divided the square of the speed of light in
vacuum.

We can just conclude that it is much more likely that as every physical system or every particle,
even a real boson, has a minimal quantity of E (ZPE), following the Equivalence Principle they
will have an equivalent ZPM, and preserve a ZPMt.

REFERENCES

1. Chandrasekhar, B. S., Why Things Are the Way They Are, Vol. 84, 125, Il Saggiatore ed.,
Cambridge University Press, Milano, 1988.

2. Heisemberg, W., Z. Phys., Vol. 43, 184–185, 1927.
3. Puccini, A., “Uncertainty principle and electromagnetc waves,” Journal of Electromagnetic

Waves and Applications, Vol. 19, No. 7, 885–890, 2005.
4. Hawking, S., A Brief History of Time, Vol. 137, 128, Bibl. Univ. Rizzoli, Milano, 1990.
5. Guillen, M., Five Equations That Changed the World, 267–269, TEA Ed., Milano, 1995.
6. Galison, P., “L’equazione del sestante,” It Must Beautiful: Great Equations of Moderne Sci-

ence, 119, Il Saggiatore ed., Graham Farmelo, Milano, 2005.
7. Puccini, A., “About the restmass of photon; Session: Electromagnetic theory and design on

the optical dispersive materials, invisible cloak and photonic crystals,” PIERS Proceedings,
Marrakesh, Morocco, March 20–23, 2011.

8. Feynman, R. P., The Feynman Lectures on Physics, Vol. 3, No. 12, 1617, Zanichelli, Ed., 1989
California Institute of Technology, Bologna, 1965.



1172 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Comment on “Permanence of Light Velocity” by Applying the New
Theory on Electromagnetic Wave

Yelin Xu1 and Qiang Xu2

1Institute of Biophysics, Chinese Academy of Sciences, Beijing 100101, China
2Institute of Theoretical Physics of Haikou, Haikou 570206, China

Abstract— The author’s latest paper on electromagnetic wave indicated that, electromagnetic
wave had the function of continuously adjusting it self’s velocity automatically, namely CAVA.
Here, we will continue to discuss CAVA. After the theoretical analyses based on experimental
results, this paper reaches the conclusion that CAVA has advantage as well as disadvantage.
The advantage is that, under the condition that the light source is stationary, the velocity of
electromagnetic wave keeps invariable because of CAVA, and this improves the quality of radio
communication; the disadvantage is that real light velocity is variable when the light source is
moving, but CAVA is not able to distinguish its true features and adjusts it to C stereotyped,
and this brings us the false appearance of the permanence of light velocity. This paper indicates
that, when the light source is stationary, light velocity is invariable; when the light source is
moving, light velocity is variable.

1. INTRODUCTION

Reference [1] points out that the velocities of electromagnetic wave have a reference system. Since
it is so, they inevitably obey Galileo’s composition formulas of velocities. This point of view was
proved by French scientist G. Sagnac’s experiment [2] in 1913.

Reference [1] also indicates that electromagnetic wave has the function of CAVA, the velocity
problem of electromagnetic wave is the character of electromagnetic wave itself. The velocity
and space-time of electromagnetic wave are two matters which are completely independent and
irrelevant to each other.

Reference [3] abandoned the hypotheses of “Permanence of Light Velocity” and “Space-time is
variable”, it successfully derived the formulas of Relativity by applying Galileo’s view of space-time
and Newton mechanics. It was also simple and easy to be understood. Thus, how to comment on
“Permanence of Light Velocity” turns to be a problem that interests all of us, and this paper will
solve the problem.

2. ANALYSIS ON THE LENS OF AN EQUIPMENT

Figure 1(a) is a lens in cosmic space (ε2µ2). To show it more clearly, an eye is drawn to express
the location of the observer. A ray is divided into three parts which are connected with the eye by
dotted lines. If the velocity of the incident ray is (C − u), obviously the velocity of the ray while
it is rushing in the lens v7 is (ε2µ2)−1/2, and when the ray goes into vacuity again, its velocity
becomes C.

From reference [1] we can know that the consecutive changes of light velocity can be expressed
by Figure 1(b), where curve 1© stands for the velocity changes of a ray in vacuity and curve 2©
stands for that in a lens. When the ray reaches the lens of an equipment, the numerical value of
it’s velocity correspondingly locates at point M , but because of CAVA, M moves to N , then to B,
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Figure 1: For a beam of light with arbitrary speed in vacuity, its velocity will turn to C once it passes the
lens.
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and finally reaches C. That is to say, for a ray with arbitrary speed in vacuity, its velocity will
turn to C once it passes the lens. Any equipment has lens, therefore, we should be cautious to any
measurement result.

When we are asked about the light velocity of a ray after it passes the lens, if the answer is C,
then it’s correct; but if we are asked about the velocity of this ray when it’s rushing towards the
lens, the answer “C” will be incorrect, and this mistake is brought to us by CAVA.

The method to avoid this mistake is to place two receivers on the route of the ray. Assume
that the distance between these two receivers is ∆S, and it takes the light pulse ∆t to pass the
two receivers, then the actual light velocity will be ∆S/∆t. It is obvious that the problems of light
velocity are complicated, and they should be treated differently.

We will analyze the situations when the light source or emitter is on the star and on the earth
respectively.

3. ANALYSIS ON LIGHT VELOCITY WHEN THE LIGHT SOURCE OR EMITTER IS
ON A STAR

As Figure 2 shows, S expresses a star, V is the cosmic vacuity, and E stands for the earth. We stay
on the earth and see the star moving away from us in uniform rectilinear motion with the velocity
of u. In Figure 2(a), we assume that the star is motionless and the earth is moving to the right.
The light velocity is analyzed as following.

When the emitter and the observer are relatively stationary, light velocity in vacuity is constant
C, there is:

V1 = V2 = C (1)

When the light enters into atmosphere, because of the acceleration function from CAVA [1], we
can know that:

V3 = C + u (2)

When the observer and the light are moving to the same direction, there is:

V4 = C − u (3)

Because that CAVA can adjust light velocity to a constant, let ε1µ1 be the capability of the
atmosphere, we get:

V5 = (ε1µ1)
−1/2 ≈ C (4)

When this ray leaves the earth atmosphere, the surface of the earth that the ray is emitted can
be regarded as a light source, there is:

V6 = C (5)

If we regard that the earth is motionless and the star moves to the left, see Figure 2(b), the
results are completely identical with formula (1) to (5). This is because that the earth and the star
all stay in the cosmic vacuity.

4. ANALYSIS ON LIGHT VELOCITY WHEN THE LIGHT SOURCE OR EMITTER IS
ON THE EARTH

As Figure 2 shows, S is the emitter train, V is the earth atmosphere, and E the receiver train. In
Figure 2(a), the emitter train is still and the receiver train is moving.
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Figure 2: The method of defining light velocity.
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As the emitter and the observer are relatively stationary, there is:

V1 = V2 = C (6)

After the light (ray) enters into the receiver train, because of the acceleration of CAVA, there
is:

V3 = C + u (7)
For the observer and the ray are moving to the same direction, we get:

V4 = C − u (8)

Because of CAVA, there is:
V5 = C (9)

When this ray leaves the receiver train and reenters into the atmosphere, its velocity in the atmo-
sphere is C, the observer and the ray are traveling to the identical direction, we get:

V6 = C − u (10)

Figure 3 illustrates the light velocity changes because of CAVA. Where 1© stands for the light
velocity curve in the air in the sealed receiver train, curve 2© represents that in the atmosphere on
the earth. If the velocity of light is C in the atmosphere, then it locates at point M correspondingly.
When the ray enters into the receiver train, it locates at point N correspondingly, because of CAVA
function of the air in the train, point N moves to point B automatically. When the ray leaves the
receiver train and reenters into the atmosphere, it locates at point D correspondingly, and because
of CAVA of the earth atmosphere, D moves to M automatically. If the receiver train is an open
vehicle, the conclusion remains unchanged, because the lens of the equipment also has the function
of CAVA.

In Figure 2(b), the emitter train S is moving and the receiver train E is still, the light velocity
at this moment is analyzed as:

V1 = C (11)
As the velocity of the light in the atmosphere is C, there is:

V2 = V3 = C + u (12)

For the receiver train is motionless, so:

V4 = V5 = V6 = C (13)

As both S and E are in the atmosphere, Figures 2(a) and 2(b) lead to different results.

1 
M

N

B

D
We /Wm

V
C

(C - u)u u

0

O2 O1

Figure 3: Changes of the light velocity because of CAVA when the receiver train is moving.

V Eu

λ e λ

Figure 4: Change of the wavelength of the star light after it enters the earth atmosphere.
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Table 1: The measurement results of light velocity.

Year C (km/sec)

1849 315000

1950 299789.3± 0.8

1956 299791 ± 2

1958 299795 ± 0.1

Table 2: Real light velocity under different conditions.

Light velocity

V1 V2 V3 V4 V5 V6

Universe C C C + u C − u C C Fig. 2(a) and (b)

the Earth
C C C + u C − u C C − u Fig. 2(a)

C C + u C + u C C C Fig. 2(b)

5. EXPERIMENTAL BASIS OF “PERMANENCE OF LIGHT VELOCITY”

Experiments indicate that under the condition that the light source and the receiver are relatively
stationary, light velocity is constant C. Table 1 lists part of the results [4] which support this
viewpoint. Obviously, the statement of “Permanence of Light Velocity” is tenable here.

6. EXPERIMENTAL BASIS OF “LIGHT VELOCITY IS VARIABLE”

Experiments reveal that under the condition that the light source and the receiver have a relative
motion, light velocity is variable. The following listed events support this viewpoint.

(1) French scientist G. Sagnac’s experiment in 1913 proved that light velocity is variable.

(2) The existence of Doppler Effect of light explains that light velocity is variable.

(3) The red-shift measurement result of optical spectrum of the stars in universe is the most
powerful proof of “light velocity is variable”. The analysis is as following:

We’ll go on discussing the topic in Section 2. The dotted line in Figure 4 expresses the edge of the
earth atmosphere. Take the star as the reference system, the electromagnetic wave is consecutive,
after the electromagnetic wave enters the earth atmosphere, its frequency f is invariant; the velocity
of the electromagnetic wave rises, so its wavelength increases. Assume that the original wavelength
of the light is λe, the increased wavelength is λ, there is:

fλe + u = fλ (14)

λ− λe =
u

f
(15)

Z =
λ− λe

λe
=

u

C
(16)

Formula (16) is namely the red-shift formula, it is consistent with the observation results on
the universe [4, 5], where λ and λe are all length. In Galileo’s space-time, length is invariable.
Therefore, when observing from the earth, formula (16) is still correct.

7. CONCLUSION

(1) To summarize this paper, we can get Table 2.
It can be seen from Table 2 that because of the participation of CAVA, the problem of light
velocity gets complicated. And this reminds engineers to be cautious to the problems related
to light velocity and do not treat them the same. Only with our careful analysis can our radio
ranging technique be more accurate.

(2) Rule of light velocity: when the light source is stationary, light velocity is invariable; when
the light source is moving, light velocity is variable.
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A Note on Variational Theory for Piezoelectricity with Voids
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Abstract— A classical (not Gurtin-type) variational theory for piezoelectric materials with
voids is established by the semi-inverse method.

1. INTRODUCTION

Generally speaking, there exist two basic ways to describe a physical problem: 1) by partial differ-
ential equations (PDEs) with boundary conditions (BCs); 2) by variational principles (VPs). The
PDE model requires strong local differentiability (smoothness) of the physical field, while its VP
partner requires weaker local smoothness or only local integrability. The VP model is also a sound
theoretical foundation of the finite element method (FEM) and other direct variational methods
such as Ritz’s, Trefftz’s and Kantorovitch’s methods.

In the theory of elasticity, variational formulations have provided not only a unifying point of
view but they also have facilitated the development of many approximate methods of analysis.
There exists an innumerable literature on the variational theory of elasticity. However, for piezo-
electricity, the variational theory has not received extensive attention. Applying the semi-inverse
method [1–3], the present author obtained a coupled variational principles of piezoelectricity [4],
a variational principle for thermopiezoelectricity [5], some generalized variational principles for
nonlinear thermopiezoelectricity [6], a variational theory for piezoelectric ceramics with surface
electrodes [7], and a Hamilton principle of linear thermopiezoelectricity [8]. Liu obtained a family
of unified classical variational principles in coupled thermoelastical dynamics [9].

Recently Luo and Kuang established a Gurtin-type variational principle for piezoelectric mate-
rials with voids [10].

The theory of elastic materials with voids or vacuous pores was first established by Nunziato
and Cowin [11, 12]. This theory enables us to analysize the behaviour of elastic porous solids, which
can be widely found in engineering, such as rock and soil, bone, manufactured porous materials.

Ciarletta and Scalia [13] studied a linear thermoelastic theory of material with voids, and es-
tablished a uniqueness and reciprocal theorems. Dhaliwal and Wang [14] proposed a domain of
influence theorem for the linear theory of elastic materials with voids. Iesan [15] established a vari-
ational theory for thermoelastic materials with voids, and Pi and Jin [16] obtained a generalized
variational principle for static linear elastic materials with voids.

2. MATHEMATICAL RELATIONS

Let xi (i = 1, 2, 3) be rectangular Cartesian coordinates and Ω be a regular region of three dimen-
sional space occupied by an elastic material with voids. According to Cowin and Nunziato’s linear
elastic theory of elastic materials with voids, we have the following equations

1) Equilibrium Equations

σij,j + ρf̄i = 0, (1)
hi,i + g + ρl = 0, (2)

where σij is the symmetric stress tensor, ρ is the mass density, f̄i is the body force, hi is the
equilibrated stress vector, l and g represent the extrinsic equilibrated body force and the intrinsic
equilibrated body force respectively.

2) Geometrical Equations

εij =
1
2
(ui,j + uj,i), (3)

ei = ϕ,i. (4)
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3) Constitutive Equations

σij = Eijklεkl + Mijkek − βkijEk + γijϕ, (5)
Di = βijkεjk + aijEj − pijej − diϕ, (6)
hi = Aijej + Mikliεkl + pikEk + biϕ, (7)
g = ςϕ + ηijσij + aihi + ciDi. (8)

in which, ui is the elastic displacement vector, εij is the strain vector, Eijkl, Mijk, βkij , γij , aij ,
pij , diAij , bi, ς, ηij , ai, ci are characteristic coefficients of material, and the comma followed by a
subscript stands for partial derivatives with respect to the coordinates.

4)Maxwell Equations

Di,i = ρe, (9)
Ei = −Φ,i, (10)

where Di is the vector of the electric displacement, Ei is the vector of the electric field, Φ is the
electric potential and ρe is the volume density of free charges.

3. GENERALIZED VARIATIONAL PRINCIPLE

By the semi-inverse method, we establish a variational principle with 10 kinds of independent
variables (ui, σij , εij , ϕ, ei, hi, g, Ei, Di, Φ):

J(ui, σij , εij , ϕ, ei, hi, g, Ei, Di, Φ) =
∫∫∫

Ω

LdΩ. (11a)

where the Lagrangian is expressed in the form

L = ui(σij,j + ρf̄i) + ϕ(hi,i + g + ρl) + εijσij

−1
2
εijEijklεkl − εijMijkek + εijβkijEk

+Di(Ei + Φ,i) + ρeΦ− 1
2
EiaijEj − Eipijej

+eihi − 1
2
eiAijej + λ(g − ςϕ− ηijσij − aihi − ciDi)2 (11b)

where λ is a penalty parameter, i.e., λ À 0.
[Proof] Calculating variation with respect to g, we have

δg : ϕ + 2λ(g − ςϕ− ηijσij − aihi − ciDi) = 0. (12)

In case λ →∞, we have
g − (ςϕ + ηijσij + aihi + ciDi) = 0. (13)

In finite element application the value of λ should be very large, for example λ = 10000.
Now making the functional stationary, we obtain the following Euler equations:

δui : σij,j + ρf̄i = 0, (14)

δσij : −1
2
(ui,j + uj,i) + εij + 2λGηij = 0, (15)

δεij : σij − Eijklεkl −Mijkek + βkijEk = 0, (16)
δEi : εklβikl + Di − aijEj − pijej = 0, (17)
δDi : Ei + Φ,i + 2λGci = 0, (18)
δΦ : −Di,i + ρe = 0, (19)
δei : −εklMkli − Ejpij + hi −Aijej = 0, (20)
δϕ : hi,i + g + ρl − 2λςG = 0, (21)

where G = g − ςϕ− ηijσij − aihi − ciDi. In view of Eq. (13), the above equations satisfy all field
equations.
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We can also obtain a variational principle with 9 kinds of independent variables (ui, σij , εij , ϕ,
ei, hi, Ei, Di, Φ), the Lagrangian can be expressed in the form

L1 = ui(σij,j + ρf̄i) + ϕ(hi,i + g̃ + ρl) + εijσij − 1
2
εijEijklεkl − εijMijkek + εijβkijEk

+Di(Ei + Φ,i) + ρeΦ− 1
2
EiaijEj −Eipijej + eihi − 1

2
eiAijej (22)

where g̃ is called restricted variable, i.e., δg̃ = 0. In the simulation procedure, the value of g is
prescribed by g(n+1) = ςϕ(n) + ηijσ

(n)
ij − aih

(n)
i − ciD

(n)
i , where the subscript n denotes the nth

iteration value.

4. CONCLUSION

In the paper, by the semi-inverse method, we obtain a generalized variational principle for the
discussed problem.
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Abstract— The parametric transformation and parametric resonance of confined acoustic
phonons and confined optical phonons by an external electromagnetic wave in doping super-
lattices are theoretically studied by using a set of quantum kinetic equations for phonons. The
analytic expression of the parametric transformation coefficient K1 and the threshold amplitude
Ethreshold of the field in doping superlattices are obtained. Unlike the case of unconfined phonons,
the formula of K1 and Ethreshold contains a quantum number m characterizing confined phonons.
Their dependence on the temperature T of the system, the wave vector ~q⊥ and the frequency
Ω of the electromagnetic wave is studied. Numerical computations have been performed for n-
GaAs/p-GaAs doping superlattices. The results have been compared with the case of unconfined
phonons, which show that confined phonons cause some unusual effects.

1. INTRODUCTION

As we know that the electron gas becomes non-stationary in the presence of an external electro-
magnetic wave (EEW). When the conditions of the parametric resonance are satisfied, parametric
interactions and transformations (PIT) of the same kinds of excitations, such as phonon-phonon
and plasmon-plasmon excitations, or of different kinds of excitations, such as plasmon-phonon ex-
citations, will arise, i.e., the energy exchange processes between these excitations will occur [1, 2].
The PIT of acoustic and optical phonons has been considered in bulk semiconductors [3–5]. For
semiconductor nanostructures, there have been several works on the generation and amplification
of acoustic phonons [6–8].

Recently, there have been a lot of works on the behavior of low-dimensional system, in par-
ticular two-dimensional systems, such as semiconductor superlattices [9], quantum wells [10] and
doped superlattices [11, 12]. The confinement of electrons and phonons in low-dimensional systems
considerably enhances the electron mobility and leads to unusual behaviors under external stimuli.
Many attempts have conducted dealing with these behaviors. For examples, the problem of the
nonlinear absorption coefficient of a strong electromagnetic wave (EMW) by confined electrons in
doping superlattices and quantum wells in both cases of confined phonons and unconfined phonons,
have been investigated [13, 14].

The works on the PIT for low dimensional semiconductors have been studied only in the case of
unconfined phonons [10, 12]. Therefore, in this paper, we have studied parametric transformation
and parametric resonance of acoustic and optical phonons in doping superlattices in the case of con-
fined phonons. The comparison of the result of confined phonons to one of unconfined phonons [12]
shows that confined phonons cause some unusual effects.

2. THE PARAMETRIC RESONANCE OF CONFINED ACOUSTIC PHONONS AND
CONFINED OPTICAL PHONONS IN DOPING SUPERLATTICES

We use a simple model for doping superlattices, in which electrons and phonons are confined by
an infinite potential V (z) of a parabolic well along the z direction and electrons are free in x-y
plane. A laser wave irradiates the sample in the z direction, the electric field of the laser wave is
polarized in the x-y plane and ~E = ~E0 sin(Ωt). The vector potential of the laser wave is ~A(t) =
c · ~E0 cos(Ωt)/Ω. Using the Hamiltonian similar the one for the system of the electron-acoustic
and optical phonons in the case of unconfined phonons given in [11], we obtained a set of coupled
quantum kinetic equations for the optical phonons and the acoustic phonons. Unlike the case of
unconfined phonons, this quantum kinetic equations contain a quantum number m characterizing
confined phonons. Using Fourier transformation, we obtain a general dispersion equation for the
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PIT between confined acoustic and optical phonons in doping superlattices. Then, we limit our
calculation to the case of the first-order resonance, in which ωm

~q ±Ω = vm
~q . We also assume that the

electron-phonon interactions is very weak. Thus, in the general dispersion equation [3, 5], we keep
only the second order term in the electron-phonon interaction constant (|Cm

~q⊥
|2 or |Dm

~q⊥
|2) and the

term |Cm
~q⊥
|2|Dm

−~q⊥
|2 is ignored. We obtain the resonant phonon modes [1, 3, 5, 10] from the general

dispersion equation:

ω
(±)
± = ωa +

1
2

{
(va ± vo)∆q − i(τa + τo)±

√
[(va ∓ vo)∆q − i(τa − τo)]2 ± Λ2

}
(1)

with:

τa ≈ −1
~

∑

n,n′

∣∣Im
n,n′

∣∣2 ∣∣Cm
~q⊥

∣∣2 Im
[
Π0

(
m, ~q⊥, ωm

~q⊥

)]
(2)

τo ≈ −1
~

∑

n,n′

∣∣Im
n,n′

∣∣2 ∣∣Dm
−~q⊥

∣∣2 Im
[
Π0

(
m, ~q⊥, vm

~q⊥

)]
(3)

Λ ≈ 2
~

∑

n,n′

∣∣Im
n,n′

∣∣2 ∣∣Cm
~q⊥

∣∣ ∣∣Dm
−~q⊥

∣∣Πl

(
m, ~q⊥, ωm

~q⊥

)
(4)

where ∆q = q − q0, q0 being the wave number for which the resonance is satisfied; va (v0) is the
group velocity of the acoustic (optical) phonon; ωa is the renormalization (by the electron-phonon
interaction) frequency of the acoustic phonon; ωm

~q⊥
(vm

~q⊥
) is the frequency of confined acoustic (opti-

cal) phonons; m is the quantum number characterizing confined phonons; Im
n,n′ is the electron form

factor; and Cm
~q⊥

(Dm
~q⊥

) is the electron-confined acoustic (electro-confined optical) phonon interaction
constant.

From [15], we have:

∣∣Cm
~q⊥

∣∣2 =
ξ2~

ρvsLS

√
~q 2
⊥ +

(mπ

L

)2
;

∣∣Dm
~q⊥

∣∣2 =
e~v0

ε0LS

(
1

K0
− 1

K∞

)
1

~q 2
⊥ +

(
mπ
L

)2 (5)

where L, S, ρ, vs, and ξ are the length, across area, the mass density, the acoustic velocity and the
deformation potential constant, respectively. ε0 is the permittivity of free space, ~v0 is the energy
of optical phonon, K0 and K∞ are the static and high frequency dielectric constant, respectively.

In Eqs. (2), (3) and (4), we have:

Πl (m, ~q⊥, ω) =
∞∑

v=−∞
Jv

(
λ

Ω

)
Jv+l

(
λ

Ω

)
Γ (m, ~q⊥, ω + lΩ) (6)

Γ (m, ~q⊥, ω + lΩ) =
∑

~k⊥

[
fn

(
~k⊥

)
− fn′

(
~k⊥ − ~q⊥

)]

εn

(
~k⊥

)
− εn′

(
~k⊥ − ~q⊥

)
− ~ (ω + lΩ)

(7)

where fn(~k⊥) is the Fermi-Dirac distribution function of the electron in the state |n,~k⊥〉; Jv( λ
Ω) is the

Bessel function; λ = e~ ~E0~q⊥
mBΩ ; εn(~k⊥) is the energy spectrum of the electron in doping superlattices,

εn(~k⊥) = ~2~k2
⊥

2mB
+ εn; εn = ~

√
4πe2nD

K0mB
(n + 1

2). Here n is the energy quantum number of the electron

in the z direction; ~k⊥ is the electron wave vector in x-y plane; nD is doping concentration; mB is
the electron effective mass.

In Eq. (1) the signs (±) in the subscript of ω
(±)
± correspond to the signs (±) in front of the root

and the signs (±) in the superscript of ω
(±)
± correspond to other sign pairs. These signs depend on

the resonance condition ωm
~q ± Ω = vm

~q . For instance, the existence of a positive imaginary part of

ω
(−)
+ implies a parametric amplification of acoustic phonons. In the case that λ ¿ 1, corresponding

to the resonance, from Eq. (1) we obtain [10, 11]:

F = Im
(
ω

(−)
+

)
=

1
2

{
−(τa + τo) +

√
(τa − τo)2 + Λ2

}
(8)
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Figure 1: The dependence of Ethreshold on the tem-
perature T .

Figure 2: The dependence of Ethreshold on the wave
vector ~q⊥.

From Eq. (8) the condition for the resonant acoustic phonon modes to have a positive imaginary
part leads to |Λ|2 > 4τaτo. Using this condition and Eqs. (2)–(4) then we obtain the threshold
amplitude for EEW:

Ethreshold =
∑

m,n,n′

√
2πβm

3/2
B Ω2

[
Pnn′(ωm

~q⊥
) + ~Ω

]

e~2
[
~q 2
⊥ + ~q 2

z

]{1−exp(−β(εn′−εn))} exp

{
− βmB

4~2
[
~q 2
⊥+~q 2

z

] [
P 2

nn′
(
ωm

~q⊥

)
+P 2

nn′
(
vm
~q⊥

)]
}

× exp
(
−β

2
(εn′ − εn)

) √(
1− exp

(
β~ωm

~q⊥

))(
1− exp

(
β~vm

~q⊥

))
, (9)

where β = 1/(kBT ), qz = mπ
L , kB is the Boltzmann constant,

Pnn′(ωm
~q⊥) = εn − εn′ − ~ωm

~q⊥ −
~2[~q 2

⊥ + ~q 2
z ]

2mB
; Pnn′(vm

~q⊥) = εn − εn′ − ~vm
~q⊥ −

~2[~q 2
⊥ + ~q 2

z ]
2mB

(10)

In order to clarify the mechanism for parametric resonance of acoustic and optical phonons in
the case of confined phonons, we consider a n-GaAs/p-GaAs doping superlattices. The parameters
used in this calculation are as follows: ~vm

~q⊥
≈ ~v0 = 36.25meV; Ω = 5×1013 s−1; L = 80×10−10 m;

ξ = 13.5 eV; ρ = 5.32 gcm−3; ωm
~q⊥
≈ vs = 5370 ms−1; K∞ = 10.9; Ko = 12.9; mB = 0.067m0; m0

being the mass of free electron.
In Fig. 1, we show Ethreshold as a function of the temperature T , with q⊥ = 2.8×108 m−1. When

the temperature is decreased, the threshold amplitude for parametric amplification of acoustic
phonons in which ωm

~q + Ω = vm
~q decreases; the threshold amplitude, however, increases for the case

of ωm
~q −Ω = vm

~q . These characteristics are the same in both case confined phonons and unconfined
phonons. The figure shows that, in the case of confined phonons, the curve has a maximum value at
T = 280 K. In the case of unconfined phonons, the curve has a maximum value at T = 255 K [12].

In the Fig. 2, we show the dependent of Ethreshold on the wave vector ~q⊥ for two difference fre-
quencies. The figure shows that the curves have maximal values and are non-symmetric around the
maxima. This is due to the fact that a fixed EEF with an amplitude greater than the corresponding
threshold amplitude can induce parametric amplification for acoustic phonons in two regions of the
wave number corresponding to the two signs in ωm

~q ± Ω = vm
~q .

In both figures, we can see the confined phonons increase the values of threshold amplitude,
change the positions of the peak resonances are changed with the values of the frequency and
temperature but they don’t change the spectrum of Ethreshold.

3. PARAMETRIC TRANSFORMATION OF CONFINED ACOUSTIC PHONONS AND
CONFINED OPTICAL PHONONS IN DOPING SUPERLATTICES

Using the parametric resonant conditions ωm
~q⊥ + sΩ ≈ vm

~q⊥, (s = 1, 2, 3, . . .) the parametric trans-
formation coefficient is obtained [15]:

Ks =
1
~

∑

n,n′

∣∣Im
n,n′

∣∣2Dm
−~q⊥Cm

~q⊥Πs(m, ~q⊥, ωm
~q⊥)

[
1

δ + iγ0

]
, (11)
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where the quantity δ is infinitesimal.
Consider the case of s = 1 and note |δ| ¿ γ0 [6], we get:

K1=
∣∣∣∣

Γ
2γ0

∣∣∣∣ , (12)

Γ=
λ

~Ω
∑

n,n′

∣∣Im
n,n′

∣∣2Dm
−~q⊥Cm

~q⊥ReΓ(m, ~q⊥, ωm
~q⊥), (13)

γ0=−1
~

∑

n,n′

∣∣Im
n,n′

∣∣2 ∣∣Dm
−~q⊥

∣∣2 ImΓ(m, ~q⊥, vm
~q⊥), (14)

ReΓ(m, ~q⊥, ωm
~q⊥) =− 1

A1

mBf0

2πβ~2
[exp(−βεn)− exp(−βεn′)] , (15)

ImΓ(m, ~q⊥, vm
~q⊥) =− mBf0

2π~3
√

~q 2
⊥+~q 2

z

√
2mBπ

β
exp

(
− βmBA2

2

2~2[~q 2
⊥ + ~q 2

z ]

)
exp(−βεn)

exp
(~βvm

~q⊥

2

)
sh

(~βvm
~q⊥

2

)
(16)

A1 =
~2[~q 2

⊥ + ~q 2
z ]

2mB
−(εn−εn′)+~ωm

~q⊥ ; A2 =
~2[~q 2

⊥ + ~q 2
z ]

2mB
−(εn−εn′)+~vm

~q⊥ , (17)

where f0 is the density of electron. K1 is the parametric transformation coefficient of acoustic and

Figure 3: The dependence of K1 on the temperature
T in case unconfined phonons.

Figure 4: The dependence of K1 on the temperature
T in case confined phonons.

Figure 5: The dependence of K1 on the energy ε =
~Ω in case unconfined phonons.

Figure 6: The dependence of K1 on the energy ε =
~Ω in case confined phonons.
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optical phonons in doping superlattices in the case of confined phonons when parametric resonant
condition ωm

~q⊥
+ sΩ ≈ vm

~q⊥
is satisfied.

In Figs. 3, 4, we show K1 as a function of temperature T of the system, at frequency of the
electromagnetic wave Ω = 3.5 × 1013 s−1. The figure shows that the curve of the parametric
transformation coefficient K1 strongly decreases when the temperature T of the system increases.

In Figs. 5, 6, we show K1 as a function of the frequency of the electromagnetic wave, at room
temperature T = 300 K. The figure shows that the curve strongly increases when the frequency of
the EMW Ω increases.

From all figures above, we can see clearly the effect of confined phonons on the parameter
transformation coefficient. Namely, the confined phonons increase the parameter transformation
coefficient K1 in doping superlattices.

4. CONCLUSION

In this paper, we have analytically investigated the possibility of parametric transformation and
parametric resonance of confined acoustic phonons and confined optical phonons. We have obtained
parametric resonant conditions, the threshold amplitude of the field and the parametric transforma-
tion coefficient K1 for acoustic and optical phonons in doping superlattices in the case of confined
phonons. We have also paid attention to K1 in the case of unconfined phonons in comparison with
the above result.

We have numerically calculated and graphed the threshold amplitude and the parametric trans-
formation coefficient for n-GaAs/p-GaAs doping superlattices, to show that in the case of confined
phonons, the curve of the parametric transformation coefficient K1 strongly decreases when the
temperature T of the system increases and strongly increases when the frequency of the electro-
magnetic wave Ω increases. This coefficient is decreased by a factor 10−3 in the case of unconfined
phonons. We have shown that values of the threshold field Ethreshold in the case of confined phonons
are much larger than those in the case of unconfined phonons [12].
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All-optical Controllable Double State Switch Based on DIT by
Using QD
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Abstract— In this article, we have simulated an all-optical double state controllable switch
based on dipole induced transparency using photonic crystal (PC) cavity doped by a 4-level
QD [1]. This switch operation is based on the dipole induced transparency phenomenon, where
the optical signal has been coupled through the input fiber to the photonic crystal cavity and
the optical control fields has been applied normally to the PC surface. We have realized this
switch by solving Schrodinger and Poisson equations for inserted 4-level QD in photonic crystal
rods, self consistently. Also, by using the proposed structure and applying the control field in
the Purcell condition, the absorbing photonic crystal cavity has been converted to transparent
one and switching operation has been obtained. In this paper, we have discussed frequency and
dynamic operation of the switch and shown that a high quality all-optical switching operation
can be obtained.

1. INTRODUCTION

In some of the reported researches in the past decade, all-optical switch is based on nonlinear
optics and nonlinear phase shift which requires strong optical intensity. To avoid this requisite,
EIT introduced as an important nonlinear effect on weak optical fields. Basic principles of EIT and
applications of this phenomenon have been discussed by distinguished scientists [2, 3].

The main difficulty of solid state EIT is mismatching of optical probe and control fields group
velocities. So, the effective length of nonlinear coupling via EIT is limited [4]. To avoid from this
shortcoming, researchers have used quantum electrodynamics cavity (QED) and photon confining
in it [5].

Already, we have suggested doping of multilevel atomic system in a PC cavity, which is coupled
to input and output waveguides. DIT based systemhas been used, where the strong control field is
applied perpendicular to the cavity. Therefore, we have gotten strong Purcell regime (g2/(κγ) > 1),
where γ is the QD decay rate into modes other than the cavity modes, κ is the cavity field decay
rate and g is the coupling between the cavity and the QD [1].

In this article, we have illustrated that a double state switch is realizable by two control fields
in the case of 4-level nanocrystal doping in PC cavity. It has been shown that parameters such as
switching power and speed are optically adjustable. We have discussed switching speed between
both states of the switch and their relation with control fields’ amplitudes.

2. THEORY OF OPERATION

We have studied the speed of the all-optical controllable switch illustrated in Fig. 1. Where, two
waveguides ‘a’ and ‘b’ are coupled by a two dimensional photonic crystal cavity doped with a 4-
level nanocrystal (QD). Input signal propagates in waveguide ‘a’, and the control fields are applied
normally to the PC cavity. In absence of the control field, waveguides are transparent and PC
cavity is opaque, so the input signal field propagates in waveguide ‘a’. While in the presence of
the second control field the cavity becomes transparent, so the input signal can be switched to
the waveguide ‘b’. Then, by applying the first control field simultaneously, the cavity changes to
transparent one again.

The whole Hamiltonian of the all optical switch is written as following.

H = ~((ω14 − iΓ/2) |4〉 〈4|+ ω13 |3〉 〈3|+ (ω12) |2〉 〈2|) + ~ (ω0 − iκ/2)
+
c c+g~

(
+
c σ14

− + σ14
+ c

)

+~Ω1

(
σ23

+ e−iω1t + σ23
− eiω1t

)
+ ~Ω2

(
σ34

+ e−iω2t + σ34
− eiω2t

)
+

∫ ωa

−ωa

~ a+(ω)a(ω)dω

+
∫ ωb

−ωb

~ω b+(ω)b(ω)dω+i~
√

γ

2π

∫ ωa

−ωa

(
+
a(ω)c−+

c a(ω)
)
dω+i~

√
γ

2π

∫ ωb

−ωb

(
+
b (ω)c−+

c b(ω)
)

dω, (1)
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Figure 1: PC cavity-waveguide switch system, including schematic of 4-level nanocrystal doped in the cavity.
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Figure 2: (a) Transmission coefficient. (b) Phase of transmission coefficient of 4-level nanocrystal doped in
PC cavity versus detuning of the cavity mode from |1 > −|4 > transition frequency. ∆14 = 0, ∆23 = 5 GHz,
∆34 = 5GHz, κ = 100 GHz, g = 330GHz, γ = 6 THz, Γ = 1GHz, E1 = 5.27×104 V/m, E2 = 1.32×103 V/m.

where, terms of the Hamiltonian are energy of the excited state |4〉 with spontaneous decay rate Γ,
energy of the states |3〉 and |2〉, cavity mode ω0 with κ as its decay rate, energy of the resonantly
coupled transition |1〉 − |4〉 to the cavity mode with a coupling rate g, off-resonantly transitions
|2〉 − |3〉 and |3〉 − |4〉 by control fields, energy of the optical modes of the waveguides ‘a’ and ‘b’,
the coupling energy between the cavity and waveguides ‘a’ and ‘b’, respectively.

The waveguides outputs have been obtained as following equations

aout =
−γ bin +

(
−i∆0 + (κ/2) +

g2

−i∆14 + (Γ/2) + SS

)
ain

(
−i∆0 + γ + (κ/2) +

g2

−i∆14 + (Γ/2) + SS

) ,

bout =
−γ ain +

(
−i∆0 + (κ/2) +

g2

−i∆14 + (Γ/2) + SS

)
bin

(
−i∆0 + γ + (κ/2) +

g2

−i∆14 + (Γ/2) + SS

) ,

(2)

where, the only dependency of the output fields to the control fields is given by the following
equation

SS =
Ω2

2

i∆34 + (Γ/2)− Ω2
1

i∆23 + (Γ/2)

, (3)

where, cavity mode, probe and control field frequencies detuning with the corresponding resonant
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Figure 3: (a) and (b) ∆0 = 0, ∆23 = 5GHz, ∆34 = 5GHz, κ = 100 GHz, g = 330 GHz, γ = 6 THz,
Γ = 1 GHz, E1 = 1.32 × 103 V/m, E2 = 5.27 × 104 V/m. (c) and (d) ∆0 = 0, ∆14 = 0, ∆34 = 5GHz,
κ = 100GHz, g = 330 GHz, γ = 6THz, Γ = 1GHz, E1 = 5.27× 104 V/m, E2 = 1.32× 103 V/m. (e) and (f)
∆0 = 0, ∆14 = 0, ∆23 = 5 GHz, κ = 100 GHz, g = 330GHz, γ = 6 THz, Γ = 1 GHz, E1 = 5.27 × 104 V/m,
E2 = 1.32× 103 V/m.

frequencies are defined by

∆0 = ω − ω0, ∆14 = ω0 − ω14, ∆34 = ω2 − ω34, ∆23 = ω1 − ω23, (4)

Then, we have calculated the transmission coefficients of the waveguides.

3. SIMULATION RESULTS

Figure 2(a) shows that in resonant case of fiber mode with cavity, the fiber mode can pass through
PC cavity to the output fiber ‘b’, while the PC cavity become transparent by DIT effect. It is seen
that we can couple about 90% of input signal from fiber ‘a’ to fiber ‘b’ with the speed of 18.3THz
which is slower than 3-level doped switch. Fig. 2(b) shows the phase of transmission coefficient,
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(a) (b)

Figure 4: (a) Time evolution of switch with four level QD. (b) The rise time of output is 35 ps with the
parameter values G = 0.33THz, γ = 1THz, κ = 0.1THz, Γ21 = 0.6GHz, Γ31 = 6GHz, Γ41 = 9 GHz,
Ω1 = 0.07THz.

we can deduce that the input optical field can transmits to aout because of smaller delay time for
large values of detuning, while for resonant case it transmit to bout with negligible delay time.

Figure 3 illustrates transmission coefficient of PC cavity-waveguide switch system doped with 4-
level nanocrystal versus optical control fields detuning. As we saw in Fig. 2, switching operation take
place at ∆0 ≈ −12.26× 1012 Hz, where in about ∆0 ≈ 0 switch is at cross state. This is illustrated
in Fig. 3(a), where switch reverts at ∆14 ≈ 0Hz for ∆0 = 0. Fig. 3(c) illustrates the transmission
coefficient versus the optical control field frequency detuning from |2 > −|3 > transition frequency.
The switching speed in this case slowdowns to 17.42 GHz where the transmission amplitude can
reach up 90% of input signal. Fig. 3(d) illustrates the phase of transmission coefficient versus
detuning ∆23. It is shown that, in out of resonance phase of Tb is less than phase of Ta, so the most
of input signal transmits to bout. Fig. 3(e) illustrates the transmission coefficient versus optical
control field frequency detuning from |3 > −|4 > transition frequency. The switching speed in this
case slowdowns to 69.2 GHz and other shortcoming is weak coupling where transmission amplitude
can reach only 89.4% of input signal. Fig. 3(f) shows the phase of transmission coefficient versus
detuning ∆34. It is observed that, in out of resonance region, the phase of Ta is less than phase of
Tb. So the most part of input signal transmits to aout.

As we observe in Fig. 4, switching time has been reached to 35 ps, which introduces the four
level nanocrystal suitable for insering in PhC cavity as a switch. So, we can implement an ultrahigh
speed all-optical switch by means of 4-level QD doping in the cavity electrodynamics (QCED).

4. CONCLUSION

We have demonstrated that by doping 4 level nanocrystal, we can design a double state optical
controllable switch, where any of control fields can change the state of switch between direct and
cross states. We have shown that this switch can operate at about 20 THz by detuning of cavity
mode with the fiber mode, but by control field detuning its speed slowdowns to 69.2 GHz by E2

control field, to 17.42 GHz by E1 control field. The possible cases of the switch have been illustrated.
Also, by dynamic simulation the switching time of 35 ps has been obtained.
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Abstract— A detailed study of crosstalk between dual microstrip transmission lines in PCB is
presented. The crosstalk response to signal frequency, the distance between microstrip transmis-
sion lines, the length of microstrip transmission line and the thickness of substrate are analyzed
respectively. The calculation of S-parameter is obtained based on the finite element method.
The simulation result indicates that crosstalk strength varies with the length of microstrip line,
the distance between dual microstrip transmission lines and the substrate thickness.

1. INTRODUCTION

In the circuit, when two conductors are close with each other, there will be an electromagnetic
coupling (crosstalk) between coupled strip transmission lines or coupled microstrip transmission
lines [1]. This paper considers crosstalk between coupled microstrip transmission lines. This
crosstalk is a completely symmetric coupled-line structure as shown in Figure 1.

When the source generates the signal (1), the signal (3) due to electric field coupling will
suppress receiver. Generally we adopt mutual capacitance to analyze electric field coupling [2].
Since magnetic field coupling, the signal (2) also has an adverse effect on receiver. In general,
mutual inductance can be used to explain magnetic field coupling. Both the signal (2) and the
signal (3) are crosstalk. It is obvious that the directions of them are opposite [3, 4].

2. THEORY AND METHODS

When microstrip line operates in the lower microwave frequency range, impendence is [5]

Z0 =
√

L1

C1
=

1
vpC1

=
√

εre

cC1
, (1)

Figure 1: Crosstalk between two parallel wires in the circuit.
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where C1 is capacitance per unit length of microstrip line, vp is the phase velocity of microstrip
line, εre is equivalent permittivity and c is the speed of light.

C1 =
εrs

h
, (2)

where s is equivalent area, h is the thickness of media and εr is media permittivity.
In practical circuit design, the modified characteristic impedance is

Z0 =
(

87√
εr + 1.41

)
ln

(
5.98h

0.8w + t

)
Ω. (3)

When signal traveling along a wire generates an electromagnetic field, the electromagnetic coupling
generates the crosstalk. VR(0) is interference voltage of receiver at x = 0. The definite of VR(L) is
similar with VR(0). Near-end and far-end crosstalk are [6]

TR0 =
VR(0)

VS
, (4)

TRL =
VL(0)
VS

. (5)

The simulation model for crosstalk between dual microstrip transmission lines in PCB is shown in
Figure 2. On the substrate two parallel microstrip transmission lines are perfect conductors. The
varible h, d, l and w are the thickness of substrate, the distance from the receive transmission line
to transmission line, the length and the width of microstrip line respectively. The substrate is made
of FR-4 (epoxy laminated glass fiber) whose permittivity varies with the signal frequency.

We calculate S-parameter based on the finite element method. The size of PCB is 20mm ×
50mm×0.2mm. Characteristic impedance of microstrip transmission lines is 50 Ω. The parameters
we used are: εr = 4.5, w/h = 1.85, h = 0.2mm, d = 2 mm, l = 30 mm and w = 0.37mm.

Port P1 (Transmission line) is interference source. To avoid distortion caused by the terminal
mismatch, ports P2, P3 and P4 need to connect 50Ω resistors respectively. Generally this model
can be considered as a four-port network. Near-end crosstalk parameter S13 (St(P1, P3)) and far-
end crosstalk parameter S14 (St(P1, P4)) can be obtained. Actually S13 and S14 are scattering
parameter [7].

Based on this model, we analyze the influence of each variable on crosstalk, i.e., we keep the
other variable constant, and find out how S-parameter varies with one variable.
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Figure 2: (a) Sectional view and (b) top view for dual microstrip transmission lines in PCB.
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3. SIMULATION AND ANALYSIS

3.1. The Influence of Signal Frequency on Crosstalk

For the distance between microstrip transmission lines, we consider two cases: d = 2mm and
d = 1 mm. The signal frequency range is from 0GH to 15GHz. the simulation result is shown in
Figure 3.

For d = 1 mm, the curves of S14-parameter increase gently showing that far-end crosstalk is
strengthening as signal frequency increases. The curves of S13-parameter sustain oscillation. When
signal frequency is greater than 14GHz this oscillation is obvious.

For d = 2 mm, the variation of curves are almost the same with the variation at d = 1 mm.
The only difference is that crosstalk strength at d = 2 mm is smaller than crosstalk strength at
d = 1 mm.

Two cases illustrate the phases of two signals match with each other when inductive crosstalk and
capacitive crosstalk reach far-end port simultaneously. So the curve of far-end crosstalk is gentle.
For near-end crosstalk, these curves are apparently fluctuant due to the large phase difference.

3.2. The Influence of the Length of Microstrip Transmission Line on Crosstalk

The length interval of the microstrip line is [5mm, 40mm]. We consider four kinds of signal
frequencies: 1 GHz, 5 GHz, 9 GHz and 13 GHz.

The curves of S13-parameter and S14-parameter are increasing as the length gets longer. Espe-
cially, S14-parameter curves rise suddenly when the length is longer than 38 mm. In Figure 4(a)

Figure 3: Crosstalk strength versus signal frequency.

(a) (b)

Figure 4: Crosstalk versus the length of microchip line in PCB. Frequency for 1 GHz and 5 GHz in Fig. 4(a),
frequency for 9 GHz and 13GHz in Fig. 4(b).
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(a) (b)

Figure 5: Crosstalk versus the distance from the receiving line to transmission line. Frequency for 1GHz
and 5 GHz in Fig. 5(a), frequency for 9GHz and 13 GHz in Fig. 5(b).

(a) (b)

Figure 6: Crosstalk versus the thickness of PCB. Frequency for 1 GHz and 5 GHz in Fig. 6(a), frequency for
9GHz and 13 GHz in Fig. 6(b).

and Figure 4(b) the variations are similar with each other. The curve of S14-parameter shocks
strongly due to strengthening of mutual conductance and mutual capacitance.

3.3. The Influence of the Distance between Microstrip Transmission Lines on Crosstalk

The distance range between microstrip transmission lines is from 1mm to 6 mm.
The curves of S13-parameter and S14-parameter decrease showing that strength of crosstalk is

reversely proportional to the distance between dual transmission lines. For near-end crosstalk,
crosstalk strength does not decline significantly until d = 2.5mm. We notice irregular oscillation
due to effect of mutual inductance and mutual capacitance in 9 GHz or higher.

3.4. The Influence of the Thickness of Substrate on Crosstalk

The thickness range of substrate is from 200µm to 700µm.
The curves of S13-parameter and S14-parameter increase showing that strength of near-end

and far-end crosstalk is directly proportional to the thickness of substrate. In comparison of the
other curve clusters in Figure 6(b), the curves of S13-parameter shock more strongly due to the
large phase difference on port P3. Generally the distance between the top and the bottom of the
substrate should be as small as possible, and it can suppress crosstalk strength to achieve the circuit
function better.

4. CONCLUSION

We analyze S-parameter based on finite element method. Higher the frequency is, stronger crosstalk
is. Signal transmission performance in low frequency is better than performance in high frequency.
We also show how crosstalk strength varies with the length of microstrip line, the distance between
dual microstrip transmission lines and the substrate thickness.
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Abstract— A detailed analysis of surface wave at the interface between gyroelectric and
isotropic medium is presented. Two cases including lossless and lossy gyroelectric medium are
considered. The conditions for the existence of surface modes in each case are analyzed, showing
that the existence is determined by the components of wave vector k2

y, kxi and kxi2. Take gyro-
electric medium for an example, the existence interval of surface wave is obtained. Comparison
of surface wave in lossy medium and lossless medium is presented.

1. INTRODUCTION

Nowadays surface wave is an increasingly hot research topic. The certain conditions of surface wave
existence at the interface separating two semi-infinite half-spaces are studied. This research can
contribute to understand material surface properties, and controlling the direction of such waves
also helps potential application.

Lord Rayleigh has researched surface wave in 1885 [1], but his research was constrained due to the
relative low manufacturing process. In 2005 Allan Boardman analyzed the surface magnetoplasmon
ploaritons propagation at the interface between the gyroelectric medium and isotropic medium in
Vogit configuration [2]. His research achievement can be applied to non-negative refracting medium.
H. Huang analyzed surface wave propagation in uniaxial plasma in 2007 [3].

To our knowledge, however, no detailed research about surface modes at the interface between
gyroelectric and isotropic medium has yet been given. In this paper, we consider surface wave
propagation in lossy gyroelectric medium, furthermore, we compare the differences between lossless
medium and lossy medium.

2. ANALYSIS METHODOLOGY

As shown in Figure 1, we establish a xyz coordinate system so that the interface is in the y-x
plane and the z axis is perpendicular to it. Isotropic medium and gyroelectric medium are located
atx < 0 and x > 0 semi-infinite region respectively. And the external magnetic field B̄0 is in the z
direction. Region 1 is the isotropic medium, with permittivity ε1 and permeability µ1; region 2 is
gyroelectric medium (Voigt configuration), with permeability µ2 and permittivity tensor ¯̄ε2 [4].

In gyroelectric medium, the permittivity tensor is

¯̄ε2 =

[
εxx iεxy 0
−iεyx εyy 0

0 0 εzz

]
, (1)

x

Region 1 

1ε1µ 2µ 2ε

0
B

Isotropic
Gyroelectric

Region 2
y

0

Figure 1: Diagram for an interface between a semi-infinite isotropic and gyroelectric media.
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where the components of the tensor are [5]

εxx = εyy = ε0

{
1− (ωp/ω)2[1− (ivc/ω)]

[1− (ivc/ω)]2 − (ωb/ω)2

}
, (2)

εxy = εyx = ε0
(ωp/ω)2(ωb/ω)

[1− (ivc/ω)]2 − (ωb/ω)2
, (3)

εzz = ε0

[
1− ω2

p

ω(ω − ivc)

]
, (4)

where ωp is the plasma frequency, ωb is the cyclotron frequency (proportional to the static field
B̄0), and vc is the electron collision frequency representing the loss mechanism.

In isotropic medium (x < 0) (region 1), suppose the surface wave vector is k̄1 = ŷky + x̂(−ikxi),
we can obtain all quantities of incident wave

H̄1 = ẑH1e
ikyy+kxix, (5)

Ē1 =
1

ωε1
(−x̂ky − iŷkxi)H1e

ikyy−kxix. (6)

Notice x component of k̄1in isotropic medium is an imaginary number, we can obtain the dis-
persion relation [6, 7].

k2
y − k2

xi = ω2µ1ε1. (7)

In gyroelectric medium (x > 0) (region 2), we assume the wave vector is k̄2 = ŷky + x̂(ikxi2),
Ref. [2] gives the dispersion relation.

k2
y − k2

xi2 = ω2µ2εv, (8)

where εv = ε2
xx−ε2

xy

εxx
, it is the equivalent permittivity in Voigt configuration for TM wave [3].

According to boundary conditions, tangential component of electric field is continuous at the
interface in medium: Ē1y|x=0 = Ē2y|x=0.

Thus we can obtain
kxi

ε1
=

εxyk

εxxεv
− kxi2

εv
. (9)

Finally, based on the expression (7), (8) and (9), the components of wave vector are

k2
y = ω2ε1

µ1[ε2
xx(3ε2

1−ε2
xx)+(ε2

xy−ε2
1)(2ε2

xx−ε2
xy)]−µ2ε1εxx(ε2

1−ε2
xx+ε2

xy)+2ε1 |εxy|
√

∆
A

(10)

kxi =

√
ω2ε2

1

−[µ1ε1(ε2
xx + ε2

xy − ε2
1) + µ2εxx(ε2

1 − ε2
xx + ε2

xy)] + 2 |εxy|
√

∆
A

(11)

kxi2 =

√
ω2ε2

1

−[µ1ε1(ε2
xx+ε2

xy−ε2
1)+µ2εxx(ε2

1−ε2
xx+ε2

xy)]+2 |εxy|
√

∆
A

−ω2µ2

ε2
xx−ε2

xy

εxx
, (12)

where

∆ = ε1εxx[ε1εxx(µ2
1 + µ2

2) + µ1µ2(ε2
xy − ε2

1 − ε2
xx)], (13)

A = 4ε2
1ε

2
xx − (ε2

xx − ε2
xy + ε2

1)
2. (14)

According to expression (13), there are frequency bands in which physical solutions may exist
but the solutions of k2

y are physically unacceptable. The existence of surface wave condition is that
k2

y, kxi and kxi2 must be greater than zero.
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Figure 2: Wave vector k2
y, kxi and kxi2 versus fre-

quency in lossy medium.
Figure 3: Wave vector k2

y, kxi and kxi2 versus fre-
quency in lossless medium.

(a) (b)

(c) (d)

Figure 4: Magnification for wave vector k2
y, kxi and kxi2, (a) and (b) in lossy medium (c) and (d) in lossless

medium.

3. NUMERICAL RESULTS

Since it is hard to obtain the analytic existence conditions of the surface waves, we take a specific
gyroelectric medium as an example. The parameters of the gyroelectric medium are: µ2 = µ0,
ωp = 10π × 1010 rad/s and ωb = 3.0× 1011 rad/s [5]. Furthermore, we consider two cases: Then we
analyze graphics generated by MATLAB and consider two cases: one is lossy gyroelectric medium
(vc = 2.0 × 1010) [5] and the other is lossless gyroelectric medium (vc = 0). In both cases, the
isotropic medium is the vacuum with µ1 = µ0 and ε1 = ε0.

In lossy gyroelectric medium, the extreme point of the real parts of k2
y, kxi and kxi2 appear

simultaneously where the value of ω/ωp is 2.1550. When the value of ω/ωp is 2.3325, the imaginary
parts of k2

y, kxi and kxi2 attain the extreme point. Since k2
y, kxi and kxi2 must be greater than zero

as shown in the shaded part of Figure 2, the existence frequency interval of surface wave is

ω/ωp ∈ [0, 0.2336]&[0.3286, 2.1550]&[2.9796, +∞].

In lossless gyroelectric medium, i.e., vc = 0, vc = 0, the extreme point of the real parts of k2
y,

kxi and kxi2 appear simultaneously where the value of ω/ωp is 0.2336 or 2.1438. When the value
of ω/ωp is 2.155, the imaginary parts of k2

y, kxi and kxi2 attain the extreme point as shown in the
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shaded part of Figure 3. Thus the existence interval of surface wave is

ω/ωp ∈ [0, 0.2336]&[0.3291, 2.1438]&[2.9569, +∞].

It is not difficult to find that the existence frequency interval of surface wave in lossy medium
and lossless medium are a little different. And the obvious difference is the trend curves of k2

y, kxi

and kxi2 in lossy medium and lossless medium.

4. CONCLUSION

This paper analyzes surface wave at the interface between isotropic medium and gyroelectric
medium which has dispersion characteristics. We consider two cases: lossy gyroelectric medium
and lossless gyroelectric medium. The conditions for existence of surface wave of each case are
analyzed, and for a given parameter medium, we obtain the frequency domain in which the surface
wave can exist showing that the existence frequency domain for lossy medium or lossless medium
has a little difference.
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Abstract— We present a two-dimensional Transmission Line Matrix (2D TLM) to simulate
wave propagation and scattering inside and around an inhomogeneous cylinder for terahertz
(THz) imaging. As a particular application, the proposed method is used to construct the dielec-
tric profile or image of cylindrical sample. We compare and validate the 2D TLM with FDTD
using TM-mode propagation through infinitely long lossless and lossy polyethylene cylinders.

1. INTRODUCTION

TERAHERTZ (THz) region of the electromagnetic (EM) spectrum is subject to extensive research
for possible application to skin cancer detection, dental imaging, and pharmaceutical drug quality
assurance. For THz Time-Domain Spectroscopy (THz-TDS), cylindrical, plano-convex and sub-
strate lens designs are commonly used for imaging systems [1], and modeling THz communication
channel [2].

In this work, we consider the problem of THz propagation through inhomogeneous cylindrical
structures. The Transmission Line Matrix (TLM) [3–6] method is efficient in modeling inhomo-
geneous regions and dense finite regions. The TLM is applied to the THz range to exploit its
advantages in modeling for inhomogeneous media, lossy media, nonlinear devices [7] and metama-
terials. It has been implemented in 3D and 2D cases. In this work, THz propagation through an
infinitely long electrically large inhomogeneous isotropic cylinder is modeled employing 2D TLM
for THz applications. In addition effect of adding a hole in the cylindrical sample is examined.

The TLM method has been applied and studied extensively in the microwave and millimeter
wave range [3–6]. In [8], TLM-IE is used to accurately model a waveguide polarizer based on an
antiresonant reflecting optical waveguide (ARROW) structure operating at 230 THz. The three-
dimensional transmission-line matrix and integral equation (TLM-IE) [8, 9], which combines the
advantages of numerical TLM method in dense finite regions and those of IE method in open
regions or electrically large homogeneous regions, is applied to analysis of ARROW polarizer and
photonic bandgap gratings. The ARROW polarizer has severe aspect-ratio around 105 that most
of numerical technique cannot handle, so by considering the very long polarizer as a periodic
cascade connections of elementary short sections called “unit sections” and then apply TLM-IE
to each section. Inside the unit section, the EM field is discretized using TLM and represented
by analytical expression in free-space and numerical Green’s function in substrate regions. The
propagation/radiation properties of TE/TM modes is performed by comparing theoretical results
of TE/TM losses and measured data in [8].

For electrically large homogenous structures, the 2D Spectral ray tracing (SRT) is applied by
extending the 3D SRT [10, 11] formulated for this class of 2D Gaussian-beamC cylinder scattering
problem. The 2D SRT is advantageous since it is fast for electrically large structures and homoge-
neous regions and can be incorporated in a hybrid approach with 2D TLM. The methods are then
compared and verified using the Finite-difference time-domain (FDTD) method.

Section 2 describes the formulation for 2D TLM rigorous numerical solver. The 2D SRT, 2D
TLM and 2D FDTD methods are then applied to THz Gaussian beam propagation through a
polyethylene cylinder with and without holes. The results of the simulated electric field magnitude
and phase are shown in Section 3. Finally, conclusions are made in Section 4.

2. TWO-DIMENSIONAL TRANSMISSION LINE MATRIX METHOD (2D TLMZ)

The 2D TLM algorithm is applied for modeling Terahertz (THz) Gaussian beam propagation
through a cylindrical structure. The TLM is a time-domain space-discretizing method in which the
dynamics of the EM field is found by applying Huygens’ principle [5]. Other than an application of
a hybrid method, TLM-IE [8] to model ARROW with large aspect ratio at 230 THz, to the authors’
knowledge, it is the first time that TLM method [2, 6] is fully applied to model THz propagation
in free-space and through curved electrically large lossy dielectric structure. The TLM is applied
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to modeling of THz TMz-mode propagation through a cylinder. The 2D TLM algorithm for the
case of TM-mode uses shunt nodes and involves sequence of scattering and connection steps. For
each node, the total node voltage is given as

kVz =
2

(
kV

i
1 +k V i

2 +k V i
3 +k V i

4

)
+ 2kV

i
s Ŷs

4 + Ŷs + Ĝs

, (1)

where incident sinusoid kV
i
1 on line 1 and source sinusoid kV

i
s at kth time step, are scattered

according to,

k+1




V1

V2

V3

V4




r

= S

k




V1

V2

V3

V4




i

. (2)

S =
1
Ŷ




2− Ŷ 2 2 2 2Ŷs

2 2− Ŷ 2 2 2Ŷs

2 2 2− Ŷ 2 2Ŷs

2 2 2 2− Ŷ 2Ŷs

2 2 2 2 2Ŷs − Ŷ




. (3)

The admittance Ŷ = 4 + Ŷs + Ĝs and the normalized capacitive stub admittance is given by
Ŷs = 4(εr − 1), Ĝs = 0. The loss is added in the TLM method by introducing a lossy stub with
Ĝs = −σ∆l

Z−1
T L

, where the characteristic impedance of each link line is ZTL. Another advantage of TLM
is that the scattering matrix is equal to its inverse implying that time reversal and time reversal
radar-based imaging algorithms can be achieved by only reversing the process without changing the
algorithm [6]. The structure and computation region is shown in Figs. 1 and 2. A TEM absorbing
boundary condition is used to truncate the solution space. The input signal or incident field is a
Gaussian beam given by

Ez(x, y) = E0e
−
„

y2

2w2
0

«

, (4)
in the space domain and modulated with exponential

fi(t) = Ez(x0, yi) · exp(−ω(k − 1)dt), k = 1, 2, . . . , (5)

in time domain. The source is located at xi = x0 plane and ω0 = λ.
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Figure 1: The geometry of cylindrical structure and
SRT backward launched rays that hit the cylinder
in the xy-plane is shown. Here the x = 0 is source
plane and x = 14mm is the observation plane.
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Figure 2: The |Ez| total electric field shown is ob-
tained from 2D TLM simulation for Gaussian beam
propagation through a lossless 2D cylinder with
beam width of 2λ or w0 = λ. The cylinder has
R = 3.5mm ≈ 10λ and the source is 3.5 mm from
the cylinder.
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3. NUMERICAL EXAMPLES OF TLM NUMERICAL TECHNIQUE

To verify the accuracy of the proposed method we start with application of homogenous circular
cylindrical geometry structures, shown in Fig. 1, for which analytical solutions exist [12, 13].

The far-field interaction with infinitely long inhomogeneous circular polyethylene cylinder, with
radius of 10λ and εr = 2.3, was evaluated using 2D TLM and the |Ez| total electric field is shown
in Fig. 2. The simulation was for a Gaussian beam propagation through a lossless 2D cylinder
with beam width of 2λ or ω0 = λ. For comparison, the electric field for TMz mode propagation
at 860 GHz is simulated using 2D SRT, a fast asymptotic method, 2D TLM and 2D FDTD [14]
for the 1500 points observations made at line of x = 14 mm is shown in Fig. 3. The source in this
study is a Gaussian beam located at a plane 7 mm from the center of cylinder. A Gaussian beam
is incident on the x = 0.5mm plane, 3.5 mm from the cylinder. It is polarized along the z-direction
as in Eq. (4), where E0 = 1 V/m, beam waist of w0 = λ and Ey(x, y) = 0.

The corresponding spectral distribution is given by

Ẽz(kx, ky) =
E0w0√

2π
e−

w2
0k2

y

0.5 , Ẽy(kx, ky) = 0 (6)

The Gaussian source, Eq. (4) and Eq. (6) has beam width of 2λ or w0 = λ. The cylinder is 10λ
or with approximate radius of 3.5 mm and the source is 3.5mm from the cylinder.

For the TLM simulation of the cylinder with a hole, the maximum number of time steps is
K = 5, 000. An absorbing boundary condition applied to a computation region of cells 860× 860,
and dl = 17.4µm, where the descritization is 20 cells/wavelength. The elementary time step is
dt = 4.11 × 10−5 ns. It took 4 hours on a PC with the Intel Centrino Duo 2.4 GHz processor
and 6 GB of RAM. The magnitude of the electric field for Gaussian beam propagation through a
cylinder is shown in Fig. 4.

Figure 5 shows the E-field distribution for the Gaussian beam propagation through a lossy
cylindrical dielectric at 860 GHz. The TLM method is used for solving the direct problem in inverse
scattering problems; we introduce a problem of cylinder with holes with different sizes. Fig. 6(a)
shows the dielectric profile under study for THz imaging and Fig. 6(b) shows the magnitude of Ez

obtained from 2D TLM simulation.
The 2D TLM and SRT codes were implemented using Matlab [15]. The time taken for 2D SRT

simulation was 7 minutes and 43 seconds with 210 backward rays launched and 1500 observation
points on the same PC with the Intel Centrino Duo 2.4 GHz processor and 6 GB of RAM. The TLM
method took 10 hours for resolution of 34.8 cells/wavelength and 10,000 time steps and FDTD took
11 hours to simulate on the same PC. The descritization for FDTD was 34 samples per wavelength
with maximum number of time steps being 20,000. A PML absorbing boundary condition is applied
around computation region with 100 PML cells.

-8 -6 -4 -2 0 2 4 6 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Y (mm)

|E
z
| 
V

/m

 

2D SRT

2D TLM

2D FDTD

-4 -3 -2 -1 0 1 2 3
-200

-150

-100

-50

0

50

100

150

200

250

Y (mm)

P
h

a
s
e

 E
z

2D SRT

2D TLM

2D FDTD

(b)(a)

4

Figure 3: The (a) magnitude and (b) phase of Ez obtained from 2D SRT, 2D TLM and 2D FDTD simulations
of Gaussian beam propagation through a 2D cylinder. The location of observation is 14 mm from the source.
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Figure 4: The magnitude of the total electric field Ez obtained after 2D TLM simulation for Gaussian beam
propagation, w0 = λ, through a 7 mm diameter cylinder with a circular hole with diameter of 2mm at center.
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Figure 5: The (a) magnitude of Ez obtained from 2D TLM simulation for Gaussian beam propagation,
w0 = λ, through a lossy polyethylene cylinder (εr = 2.3075, σ = 0.01 S/m). (b) The 2D TLM lossy vs.
lossless case at x = 11 mm.
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Figure 6: The (a) dielectric profile of the structure to image and (b) the magnitude of Ez obtained from
2D TLM simulation for Gaussian beam propagation, w0 = λ, through a cylinder with a circular hole with
diameter of 2.72 mm and elliptical hole with diameter of 1.6 mm along x and 4.16mm along y.
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4. CONCLUSIONS

The authors present a fast and computationally efficient two-dimensional Transmission Line Ma-
trix (2D TLM) method applied in the terahertz (THz) range to simulate wave propagation and
scattering inside and around an inhomogeneous cylinder. The 2D TLM is applied for cylinders of
10λ in size giving accurate magnitude and phase results as compared to FDTD. The direct solution
obtained using 2D TLM can be used for THz image reconstruction and hybrid 2D TLM and 2D
SRT techniques for future study.
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Abstract— This paper designs a 3-element Yagi beam aerial in free space for a frequency of
150MHz using EZNEC, which has the maximum possible gain at the frequency, and is with
front/back ratio of at least 10 dB, and input impedance to be purely resistive. Besides, it de-
termines the optimum length of each element and the optimum spacing between elements (S),
which requires readjustment of the element lengths.

1. INTRODUCTION

The Yagi-Uda antenna was invented by Shintaro Uda of Tohoku Imperial University, Sendai, Japan,
with the collaboration of Hidetsugu Yagi, also of Tohoku Imperial University. The Yagi beam an-
tenna is unidirectional. It can be vertically polarized or horizontally polarized with little difference
in performance (other than the polarization) [1]. The Yagi antenna can be rotated into position
with little effort. Yet the Yagi antenna shows power gain (so it puts out and receives a stronger
signal), reduces the interfering signals from other directions, and is relatively compact [1].

2. YAGI ANTENNA DESIGN AND ADJUSTMENT

In fact, the structure of Yagi antenna is very simple. The basic Yagi antenna consists of three
elements, as shown in Figure 1.

In order to minimize the number of variables, it does not use different spacing between the
dipole and the other two elements. Hence, there are four variables to optimize: reflector length,
director length, driven element length and spacing S [3].

Hence, it got the computing results from the above equations. The director length is 0.938 m;
driven element length is 0.9713 m; reflector length is 1 m which is a half wavelength; spacing length
is 0.2886m. Considering the effect of environment, it got a wavelength 1.99862m according to
150MHz from the software EZNEC, so the above parameters change a little. And in practice, it
adjusted the length of the three elements and the space. The following figures and some results
are the most excellent parameters which are brought from the optimization process. The director
length is 0.9373 m; driven element length is 0.9706 m; reflector length is 0.9993 m which is a half
wavelength; spacing length is 0.2884 m. Figure 2 is the main window of EZNEC, and the operating
frequency is set to 150 MHz, and the wavelength is 1.99862 m.

Figure 3 is the wire setting window of Yagi antenna, and it adopted 3-element structure which
includes three wires in EZNEC.

Figure 1: The basic Yagi antenna. Figure 2: The main window of EZNEC.
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Figure 4 is the 3D plot of the designed Yagi antenna with three elements, and it set the second
wire as the source port.

Once finished the design, it provides the far field plot of designed Yagi antenna, shown in
Figure 5. And in this figure, it is obvious that the front/back gain is 17.9 dB, which is more than
the requirement that front/back gain is at least 10 dB.

Figure 6 is a snapshot of all the active windows of the design of Yagi antenna, which display
the designed parameters, effect plot, wire setting and the FF plot.

Figure 3: The wire setting window of Yagi antenna.

Figure 4: The 3D plot of the designed Yagi antenna
with three elements.

Figure 5: The far field plot of designed Yagi antenna.

Figure 6: A snapshot of all the active windows of the design of Yagi antenna.
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3. IMPEDANCE MATCHING OF YAGI ANTENNA

It is common practice to match impedances of antenna, transmission line, and either receiver or
transmitter. The feedpoint impedance of most beam antennas is lower than the one of a half
wavelength dipole, despite that the half wavelength dipole is a driven element.It adopts the gamma
match shown in Figure 7 [4]. It consists of a piece of coaxial cable connector such that its shield
is to the center point on the radiating element (L), and its center conductor goes to the matching
device.

The dimensions of the gamma match of Figure 10 are as follows:
L is the driven element length, A = L

10 , B = L
70 , where: L, A and B are in meters.

4. EFFECT OF THE VARIATION OF FREQUENCY

Figure 8 is the far field plot of designed Yagi antenna with frequency varying in the frequency range
+/− 6% from the centre frequency.

From Figure 8, evidently the forward gain and F/B ratio of the designed Yagi antenna decrease
according to the frequency shifting.

The resonant frequency depends on the dimensions of the Yagi antenna, and the dimensions
of the Yagi antenna depend on the wavelength of the operating frequency, therefore, with the
operating frequency shifting, the dimensions of the Yagi antenna keep their original values, then
the forward gain and F/B ratio of the designed Yagi antenna are not the optimized situation, so
they are decrease definitely [5].

Figure 7: Gamma match.

Figure 8: The far field plot of designed Yagi antenna with frequency varying in the frequency range +/−6%
from the centre frequency.
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5. CONCLUSIONS

This paper includes the process of designing a Yagi antenna, the design software usage, the dia-
grams of computing and simulation results, the rules of matching the antenna and the 50 Ω cable,
and comments on the adjustment of the length and space of antenna, including discussion of gain
variation and radiation. And the design of a 3-element Yagi beam aerial in free space for a fre-
quency of 150 MHz using EZNEC, which has the maximum possible gain at the frequency, and is
with front/back ratio of at least 10 dB, and input impedance to be purely resistive, meeting the
requirements from the simulation results.
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Abstract— This paper makes a detail analysis of the several important parameters of oscillator,
which focus on the gain, distortion, stability of the gain, 180◦ phase shift, RC circuit for the
oscillator design, and design a Wien bridge oscillator circuit based on the analysis, with the
oscillating frequency 100 kHz by varying component values with 2.8% distortion.

1. INTRODUCTION

Oscillators are circuits that produce specific, periodic waveforms such as square, triangular, saw-
tooth, and sinusoidal. They generally use some form of active device, lamp, or crystal, surrounded
by passive devices such as resistors, capacitors, and inductors, to generate output. There are two
main classes of oscillator: relaxation and sinusoidal [1]. Thus, a sine wave may be the input to
a device or circuit, with the output harmonics measured to determine t amount of distortion [2].
The waveforms in relaxation oscillators are generated from sine waves that are summed to provide
specified shape.

2. ANALYSIS OF OSCILLATION

The canonical, or simplest, form of a negative feedback system is used to demonstrate the require-
ments for oscillation to occur. Figure 1 shows the block diagram for this system in which VIN is the
input voltage, VOUT is the output voltage from the amplifier gain block (A), and β is the signal,
called the feedback factor, that is fed back to the summing junction [3]. E represents the error
term that is equal to the summation of the feedback factor and the input voltage.

The corresponding classic expression for a feedback system is derived as follows. Equation (1)
is the defining equation for the output voltage; Equation (2) is the corresponding error:

VOUT = E ×A (1)
E = VIN + β · VOUT (2)

Eliminating the error term, E, from these equations gives

VOUT

A
= VIN−β · VOUT (3)

Rearrangement of the terms produces Equation (4), the classical form of feedback expression:

VOUT

VIN
=

A

1 + Aβ
(4)

Oscillators do not require an externally-applied input signal; instead, they use some fraction of the
output signal created by the feedback network as the input signal.

Figure 1: Canonical form of a feedback system with positive or negative feedback.
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Figure 2: Oscillations occurring.
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Figure 3: Oscillations attenuating.
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Figure 4: Oscillations amplifying.

The operational amplifier gain is

G =
V1(S)
VS(S)

= 1 +
R2

R1
(5)

VO(S) = V1(S)
Z2(S)

Z1(S) + Z2(S)
(6)

We now have an equation for the overall circuit gain

T (S) =
VO(S)
VS(S)

=
sRCG

s2R2C2 + 3sRC + 1
(7)

If G = 3, oscillations occur, if G < 3, oscillations attenuate, if G > 3, oscillations amplify.

3. PHASE SHIFT IN OSCILLATOR

Phase shift determines the oscillation frequency because the circuit oscillates at whatever frequency
accumulates a 180◦ phase shift. The sensitivity of phase to frequency, dϕ/dω, determines the
frequency stability [4].

In the region where the phase shift is 180◦, the frequency of oscillation is very sensitive to
the phase shift. Thus, a tight frequency specification requires that the phase shift, dϕ, be kept
within exceedingly narrow limits for there to be only small variations in frequency, dω, at 180◦ [5].
Although two cascaded RC sections eventually provide 180◦ phase shift, the value of dϕ/dω at the
oscillator frequency is unacceptably small.

4. SINE WAVE OSCILLATOR CIRCUITS DESIGN

The transfer function for the circuit is derived using the technique described there. It is readily
apparent that Z1 = RG, Z2 = RF , Z3 = (R1 + 1/sC1) and Z4 = (R2‖sC2). Equation (8) shows
the simple voltage divider at the non-inverting input. Each term is then multiplied by (R2C2s+1)
and divided by R2 to get Equation (9).

V+ = VTEST

(
Z2

Z3 + Z4

)
= VTEST




R2

R2C2s + 1(
R2

R2C2s + 1

)
+

(
R1 +

1
C1s

)


 (8)

V+

VTEST
=

1

1 + R1C2s +
R1

R2
+

1
R2C1s

+
C2

C1

(9)

V+

VTEST
=

1

1 +
R1

R2
+

C2

C1
+ j

(
ω0

ω1
− ω2

ω0

) (10)
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Figure 5: Wien-bridge circuit schematic in the window of OrCAD.

Figure 6: Time domain of wien-bridge circuit. Figure 7: Frequency domain of wien-bridge circuit.

V+

VTEST
=

1

1 +
R

R
+

C

C
+ j

(
ω0

ω1
− ω2

ω0

) =
1

3 + j

(
ω0

ω0
− ω0

ω0

) =
1
3

(11)

The final circuit is shown in Figure 5, with component values selected to provide an oscillation
frequency of ω0 = 2πf0, where f0 = 1/(2πRC) = 100 kHz. The circuit oscillated at 100 kHz, caused
by varying component values with 2.8% distortion. Figure 6 and Figure 7 show the output voltage
waveforms. The distortion grew as the saturation increased with increasing RF, oscillations ceased
when RF was decreased by a mere 0.8%. The result of Wien bridge oscillator design is following.

In fact, due to limitations of the op-amp, frequencies above 1 MHz are unachievable.

5. CONCLUSION

This paper introduces the sinusoidal and relaxation type oscillator, and makes a detail analysis of
the several important parameters of oscillator, and gives the result of Wien bridge oscillator circuit
design which is according to the requirements and the design is based on the above analysis.
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Abstract— This article describes the high-speed underwater acoustic communication of the
key technologies of the OFDM underwater acoustic communication system, make an analysis of
the advantages and disadvantages of the key technology of TURBO codes design based on high-
speed underwater acoustic OFDM communication coding scheme, and it conducts the simulation
and analysis, and finally, the reliability of the TURBO code in high-speed underwater acoustic
OFDM communication is analyzed.

1. INTRODUCTION

Limited bandwidth, multi-path, the long propagation delay, and the fast time-varying of the chan-
nel structure, are the most difficult problems high-speed underwater acoustic communication faced,
coupled with the background with high noise of the marine environment, which makes the under-
water acoustic channel become by far the most difficult of wireless communication Channel [1].

The results show that acoustic communication in the water within an acceptable signal to noise
ratio, using Turbo code BER performance is better than no channel coding and convolution coding;
in the same bandwidth utilization using the program performance of underwater acoustic commu-
nication system better than that without channel coding and convolution codes [2]. Therefore, the
combination of Turbo codes and OFDM system can significantly improve the transmission of un-
derwater acoustic communication system transmission rate and reliability, resulting in underwater
acoustic communication has a good application [3].

2. THE KEY TECHNOLOGIES OF HIGH-SPEED UNDERWATER ACOUSTIC
COMMUNICATION

High-speed underwater acoustic communication of the key technologies including six directions,
and that the new multi-path effects of reduced modulation; coding techniques, including image
compression and transmission needed to improve the reliability of the system error correction cod-
ing; receiver structure embodies a powerful signal processor for the use and algorithms; underwater
network system; a variety of fading channels were used in diversity and diversity techniques hidden;
underwater acoustic channel physics, including the simulation and measurement of the channel [4].
OFDM underwater acoustic communication system is the key techniques, including spatial diversity
techniques, anti-Doppler technology, PAPR technology and channel estimation and equalization.

The basic principle of OFDM is to convert the original signal through the string and split
into N sub-signals, if the serial symbol rate is R, the conversion rate after the symbol R/N ,
sub-signal period is ∆t, the integrity of the original signal cycle theory is T = N ∗∆t, then N sub-
signals are modulated in the N -orthogonal subcarriers, and finally N Road, adding that the signal
modulated by transmission signal; At the receiving end, the input signal is divided into N -branch,
respectively, and mixing with N sub-carrier integration, to recover the parallel data, and then after
string conversion and demodulation, and can recover the original data [5].

3. OFDM-BASED HIGH-SPEED UNDERWATER COMMUNICATION

Figure 1 shows the OFDM-based high-speed underwater acoustic communication system archi-
tecture including coding, interleaving, modulation module; OFDM (orthogonal frequency division
multiplexing) module, with 52 sub-carriers, 64 point FFT, and 16 sample cyclic prefix; PLCP
(Physical Fusion Protocol) module, pilot model for four long training sequence; multi-path fading
channel dispersion module, can be used for multi-path channel parameters to configure the channel
characteristics change; receiver equalizer module; Viterbi decoder module.

OFDM-based high-speed underwater acoustic communication system structure modified in each
packet of data symbols and the number of missing bits; with continuous frame structure, omitting
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Figure 1: OFDM-based high-speed underwater acoustic communication system.

Figure 2: Structure of frequency domain equalizer.

the last part; decoder with a reset state; fixed transmit power level, instead of different channels
Average signal to noise ratio.

As shown in Figure 2, Turbo frequency domain equalizer structure. Both the demodulator and
decoder to use, input and output values of the prior processing operations, are provided for the
next iteration of a Turbo incentive. The same principles also apply to Turbo coded CDMA systems,
resulting in Turbo multiuser detection.

4. SIMULATION RESULTS

In accordance with the above-mentioned high-speed underwater acoustic communication in OFDM
Turbo coding design, the simulation results are as follows.

Random binary data, you can see different data rates, see Figure 3 Turbo code based on high-
speed underwater acoustic OFDM communication system simulation results — the data rate.

Plot before and after they receive a balanced signal, can know the modulation system is used,
similar to a signal constellation of 2, 4, 8 or 64 points, Figure 4 Turbo Codes Based on high-speed
underwater acoustic OFDM communication system simulation results — balanced.

Balance before and after encoding the received signal power spectrum. Before the equilibrium
depends on the multipath fading channel model parameters of the dynamic signal block of spectrum,
see Figure 5 Turbo codes based OFDM communication systems high-speed underwater acoustic
simulation results — the received signal power spectrum, and Figure 6 Turbo-based high-speed
underwater acoustic OFDM Code Communication System Simulation Results — Power spectrum
equalization.

SNR estimation, error vector magnitude: Shows the maximum signal to noise ratio SNR estima-
tion error vector magnitude. SNR in the multipath channel is the actual meaning of the received
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Figure 3: Data rate.

Figure 4: Balanced.

Figure 5: Received signal power spectrum. Figure 6: Power spectrum equalization.

Figure 7: SNR. Figure 8: Error rate of every packet.

signal power subsystem, the signal to noise ratio, see Figure 7 Turbo codes based on high-speed
underwater acoustic OFDM communication system simulation — SNR.

Each packet error rate: packet error rate as a percentage. For most of the data packet, the
error rate is zero; see Figure 8 Turbo codes based on high-speed underwater acoustic OFDM
communication system simulation results — every packet error rate.

5. CONCLUSION

Through this high-speed underwater acoustic communication of the key technologies of the presen-
tation and OFDM underwater acoustic communication system of research, analysis of the OFDM
underwater acoustic communication systems in the application of key technologies and the advan-
tages and disadvantages, and code design based on high-speed TURBO OFDM underwater acoustic
communication coding scheme for the system simulation, data rate, the signal is not balanced, bal-
anced signal, the received signal power spectrum, balanced signal power spectrum, SNR, bit rate
and packet error rate of each outcome were analyzed. Finally, BER and SNR under different condi-
tions between the simulation results of the TURBO code in high-speed underwater acoustic OFDM
communication reliability are analyzed.
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Abstract— In the long-wavelength limit, we establish the analytical resonance relation for
coated rotationally uniaxial anisotropic spheres. We examine ranges of permissible constitutive
parameters in conjunction with feasible radial ratios for two cases, one with a metallic shell and
the other with a metallic core. In general, for the metallic shell case, an increase in core dielectric
anisotropy leads to a larger permissible region constituted by both the shell permittivity and
the core tangential permittivity for supporting localized surface plasmonic resonance (LSPR). A
reverse trend is observed for having shell dielectric anisotropy. Furthermore, it is shown that
for both above-mentioned arrangements, an increase in the order of LSPR results in a smaller
permissible region. The derived relation serves as a design map of permissible values of the
structural and material parameters, so that considerable time can be saved for future designs of
resonant structures with radial anisotropy.

1. INTRODUCTION

For an electrically small sphere with positive permittivity, it is well-known that weak dipolar
scattering prevails as described by Rayleigh scattering. On the other hand, for a small sphere
with negative permittivity, giant scattering, termed plasmonic resonance, takes place due to the
excitation of surface plasmons (polaritons), where surface plasmons are found in metals and surface
polaritons in dielectrics [1]. With a core-shell structure, Alu and Engheta [2] speculated that LSPR
can be supported when at least one layer possesses negative permittivity. Coated anisotropic
spherical particles are of particular interest to this work due to their emerging applications in optical
devices and plasmonic nanoantennas. Earlier work in the spectral domain [3–5] demonstrated that
coated anisotropic spheres with either metallic shell or metallic core are capable of supporting
LSPR. In this paper, we focus on the monochromatic case and generalize the resonance condition
developed by Alu and Engheta by introducing an additional degree of freedom from dielectric
anisotropy. The derived relation is analyzed pertaining to the role of dielectric anisotropy.

2. THEORETICAL FORMULATION

As illustrated in Fig. 1, a coated rotationally uniaxial anisotropic spherical scatterer of shell radius
a1 and core radius a2 is centered at the origin and immersed in an isotropic host medium whose per-
mittivity and permeability are denoted by εm and µm, respectively. An x-polarized monochromatic

1 1
,ε µ

2 2
,ε µ

,
m m
ε µ

1
a2

a

k

E

x

z

o

Figure 1: Configuration of scattering of in-
cident plane wave by coated sphere with ra-
dial anisotropy.

Figure 2: Contour plot of resonance condition over εt,1–εt,2

(εr,1–εr,2) space: gray region corresponds to 0 < a2/a1 < 1;
white region corresponds to forbidden region.
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plane wave with unit amplitude travels along the z direction, as described by Ei = x̂eikmze−iωt,
where km = ω

√
εmµm. The permittivity and permeability tensors of the scatterer are defined in

the spherical coordinates as ε̄j = (εr,j − εt,j) r̂r̂ + εt,j Ī and µ̄j = (µr,j − µt,j) r̂r̂ + µt,j Ī, where the
identity tensor is given by Ī = r̂r̂ + θ̂θ̂ + φ̂φ̂. The symbol j denotes the layer number (j = 1 for the
shell region and j = 2 for the core region). It should be noted that kt,j = ω

√
εt,jµt,j .

In the long-wavelength or small-radii limit, we derive the closed form expression of the scatter-
ing coefficient from the Mie solution [6]. The formulation presented below focuses on transverse
magnetic (TM) waves with respect to the radial direction, whereas the transverse electric (TE) case
can be inferred by duality. Following the approach presented in [6], the TM scattering coefficient
of order n, corresponding to the n-th order component in the harmonic expansion of the incident
wave, can be presented in symbolic form as

TTM
n =

CTM
n

CTM
n + iDTM

n

. (1)

Both CTM
n and DTM

n are real with the assumption of negligible loss. Dissipative loss may cause
severe attenuation to plasmonic resonance [1] and is not discussed in this paper.

In the limit of z → 0, expressions of first- and second-kind Riccati-Bessel functions can be
simplified with reference to those of pertinent cylindrical Bessel functions as [7]

Ĵv (z) =
√

π(z/2)v+1
/

Γ (v + 3/2), (2)

Ŷv (z) = − (
1
/√

π
)
Γ (v + 1/2) (z/2)−v, (3)

where Γ(·) denotes the Gamma function.
With reference to (2) and (3), the closed form expression for DTM

n is given by

DTM
n =

n

2n + 1

(
RTM

n

STM
n εm

+
n + 1

n

)
, (4)

where

RTM
n = εt,1 (n + 1)

{
εt,1

(
vTM
n,2 + 1

)
+ εt,2v

TM
n,1 +

(
a2

a1

)2vTM
n,1+1 [

εt,2

(
vTM
n,1 + 1

)− εt,1

(
vTM
n,2 + 1

)]
}

,

STM
n =

(
vTM
n,1 + 1

) [
εt,1

(
vTM
n,2 + 1

)
+ εt,2v

TM
n,1

]−vTM
n,1

(
a2

a1

)2vTM
n,1+1 [

εt,2

(
vTM
n,1 +1

)− εt,1

(
vTM
n,2 +1

)]
,

with vTM
n,j =

√
εt,j/εr,jn (n + 1) + 1/4− 1/2.

Resonance occurs when the scattering coefficient in (1) reaches its maximum of TTM
n = 1,

which is equivalent to setting DTM
n = 0. As such, the n-th order LSPR become resonant in small

scatterers. By setting (4) to zero, the resonance condition for the coated small sphere with radial
anisotropy is derived as

a2

a1
=

2vTM
n,1+1

√√√√√
[
εt,1n + εm

(
vTM
n,1 + 1

)] [
εt,1

(
vTM
n,2 + 1

)
+ εt,2vTM

n,1

]
(
εmvTM

n,1 − εt,1n
) [

εt,2

(
vTM
n,1 + 1

)
− εt,1

(
vTM
n,2 + 1

)] . (5)

A graphical illustration of (5) is shown in the contour plot in Fig. 2, for given modal number n,
dielectric anisotropy in core εt,2/εr,2 and shell εt,1/εr,1, and permittivity of the surrounding medium
εm. In plotting Fig. 2, we presume that the dielectric anisotropy in all layers is positive, i.e., the
tangential and radial permittivity in any layer must be of the same sign. The gray area corresponds
to the permissible regions in which a combination of radial ratio a2/a1, tangential permittivity in
the core εt,2 and shell εt,1 exists for resonance to take place. Lighter shades represent higher radial
ratios. The white areas represent forbidden region for resonance. In addition, labels for the contour
plot with respect to radial permittivity are provided in brackets.
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By using duality (ε → µ), the resonance condition for the TE waves can be derived as

a2

a1
= 2vT E

n,1+1

√√√√√
[
µt,1n + µm

(
vTE
n,1 + 1

)] [
µt,1

(
vTE
n,2 + 1

)
+ µt,2vTE

n,1

]
(
µmvTE

n,1 − µt,1n
) [

µt,2

(
vTE
n,1 + 1

)
− µt,1

(
vTE
n,2 + 1

)] . (6)

In particular, when the material in both layers is isotropic, (5) and (6) converge to the formulae
presented in [2].

3. NUMERICAL ANALYSIS

In this analysis, we presume the surrounding medium to be water (with εm = 1.7689ε0 and µm = µ0)
and the scatterer is non-magnetic (µ1 = µ2 = µ0). Hence, under small-radii assumption, only
TM resonance modes are relevant to our analysis. Furthermore, dissipative loss is assumed to
be negligible everywhere. We investigate the properties of the contour plot over the shell–core
tangential permittivity space, in particular, the εt,1–εt,2 space. Results can be easily extended to
the εr,1–εr,2 space. As can be observed from Fig. 2, at least one layer of the particles has to possess
negative permittivity for resonance to occur. Negative permittivity exists in certain metals near
their plasma frequency, as described by the Drude model [3–5]. Therefore, we consider two kinds
of particles in the following analysis, namely, one with anisotropic core and metallic shell, and the
other with anisotropic shell and metallic core.

First we consider the metallic shell case with εt,1/εr,1 = 1 for the isotropic shell, whose resonance
condition is shown in 4th quadrant in Fig. 2. We are interested to know how anisotropy affects the
permissible ranges of constitutive parameters. After some manipulations, a quantitative study is
performed on the proportion of gray area to total area in the 4th quadrant. A higher proportion
correlates with a wider permissible region. In Fig. 3, the proportion of permissible area in the
4th quadrant with varying core dielectric anisotropy between 0.01 ∼ 100 is presented for dipolar,
quadrupolar and higher order multipolar resonance. In Fig. 3(a), the core tangential permittivity
is limited between 0 ∼ 15ε0, the shell permittivity is limited between −15ε0 ∼ 0. In Fig. 3(b), the
constraint is relaxed, so that the two ranges become 0 ∼ 100ε0 and −100ε0 ∼ 0 instead.

It can be observed in Fig. 3(a) that the proportion of permissible area increases with increasing
core dielectric anisotropy, reaches a maximum and then gently decreases. For a low core anisotropy,
the proportion of permissible area decreases with increasing modal number, whereas a reverse trend
is observed for a high value of the core anisotropy. In Fig. 3(b), the proportion of permissible area
increases with increasing core dielectric anisotropy and decreases with increasing modal number.
By comparing Figs. 3(a) and (b), it can be concluded that when the choice of core tangential per-
mittivity is limited, there exists an optimal core dielectric anisotropy that maximizes the proportion
of permissible area. When the constraint is lifted, i.e., the ε1–εt,2 space is expanded, a higher core
dielectric anisotropy leads to a higher proportion of permissible area.

For a particle with metallic core, results are presented in Fig. 4. In general, increasing the shell
dielectric anisotropy εt,1/εr,1 leads to decreasing proportion of permissible area, in contrast to the
case with metallic shell.

(a) (b)

Figure 3: Proportion of permissible area in the 4th quadrant of contour map against εt,2/εr,2 with εt,1/εr,1 =
1, εm = 1.7689ε0 and (a) |εt,2,max| = |ε1,max| = 15ε0; (b) |εt,2,max| = |ε1,max| = 100ε0.
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(a) (b)

Figure 4: Proportion of permissible area in the 2nd quadrant of contour map against εt,1/εr,1 with εt,2/εr,2 =
1, εm = 1.7689ε0 and (a) |εt,1,max| = |ε2,max| = 15ε0; (b) |εt,1,max| = |ε2,max| = 100ε0.

4. CONCLUSION

In this paper, the effects of dielectric anisotropy on permissible ranges of constitutive parameters
to support LSPR are quantitatively analyzed. The formulation is based on small-radii and low-loss
assumption. Therefore the derived resonance relation will lose its accuracy when either the particle
size or the dissipative loss increases. Nevertheless, the proposed resonance relation serves as a good
starting point for selecting structural and material parameters in the design of resonant composite
particles with radial anisotropy at given frequencies of interest.
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Abstract— Total internal reflection fluorescence microscopy (TIRFM) among several tech-
niques of determining single molecule orientations by fluorescence measurements is a widely used
imaging technique that is useful in probing the structure and dynamics of the basal surfaces of
cells due to its excellent surface selectivity and ability to suppress background fluorescence. A
single-layer metal film is often coated on surface of the coverslip in TIRFM to efficiently excite
fluorescence molecules. However, the coated single-layer metal film decreases largely the trans-
mission of emission fluorescence which propagation direction is contrary to that of the excitation
light so that the intensity of detected image cannot be substantiality strengthened. In this paper,
a metal-dielectric photonic crystal (MDPC) film is structured. The transmission of two counter-
propagation lights from the MDPC film is analyzed by using the characteristic matrix method
in the film optics. Compared with the single-layer metal thin film, the MDPC film consisted
of 4.5 Ag-Si3N4 layers can increase not only the transmission of the excitation light but also
the transmission of the emission light. If such a MDPC film is used to practical TIRFMs, the
intensity of single-molecule fluorescence image can be markedly enhanced.

1. INTRODUCTION

Metallic devices at the nanometer scale have stimulated a broad range of interests in nanophotonics
and near-field microscopy. For instance, sharp apertureless metal tips have been used to enhance the
signal-to-noise ratio and the spatial resolution in a wide range of experiments [1–4]. A thin metal
film can produce the surface plasmon-coupled emission (SPCE). Surface plasmon-coupled emission
microscopy (SPCEM) was proposed as a high sensitivity technique that makes use of a thin layer of
metal deposited on glass slides to efficiently excite fluorophores and to collect the emission light. The
SPCEM technique with the total internal reflection fluorescence microscopy (TIRFM) configuration
was used in the imaging of muscle fibrils to study the dynamics of interaction between actin and
myosin cross-bridges [5]. The SPCEM method was first proposed as a high sensitivity and efficient
fluorescence detection method by Lakowicz et al. [6, 7]. They showed, through imaging fluorophores
near to a silver-coated glass substrate, that the fluorescence emission was highly directional and
this increased the collection efficiency to nearly 50%, as well as contributed to low background
noise. Experiments have also shown that the fluorescence of single molecules in the vicinity of a
thin metallic film may appear enhanced up to a factor of 12 when detected through the metallic
film [8]. Recently, Tang et al. proposed theoretically a model for SPCEM and show, through
theoretical analysis and empirical results, that the point spread function of SPCEM is irregular
and has an annular-like structure, significantly different from the familiar point spread function of
the conventional wide-field microscopy [9]. This result is due to the highly polarized and anisotropic
emission caused by the metal layer.

Theory and experimental results have shown that duo to the SPCE, the single-layer metal film
coated on the surface of glass slides in the TIRFM can intensify the transmission of the excitation
light so that the emission of fluorescent molecules is enhanced. On the other hand, the metal film
also collects the emission light which propagating direction is contrary to the propagating direction
of the excitation light in the TIRFM. The calculation in this paper shows that if the metal film
coated on the glass slide in TIRFM is a single-layer metal film structure, its collection ability to the
emission light is lower than that without the metal film. To overcome this disadvantage and further
increase the intensity of fluorescent image, we propose a multilayer metal-dielectric photonic crystal
(MDPC) film structure. The transmissions of two counter-propagating lights can be enhanced by
use of the proposed MDPC film and consequently the fluorescent imaging intensity is larger than
that by use of a single-layer metal film in the TIRFM.

2. MODEL AND FORMULAE

For simplicity, we calculate the transmission coefficients of plane wave passing through the MDPC
film using the transfer matrix method [10]. For concreteness, we assume that the MDPC composite
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(a) (b)

Figure 1: Metal-dielectric photonic crystal structure. (a) The incidence of excitation light from the glass
and (b) the incidence of emission light from the water.

film consists of a Si3N4 dielectric layer with the dielectric constant εd = 4.08 and an Ag metal
layer (as shown in Fig. 1) and the thickness of metal and dielectric layers are denoted t and h
respectively. Both metal and dielectric are assumed nonmagnetic (i.e., µ = 1). The glass slide in
the TIRFM is on top of the MDPC film and water is below the MDPC film, fluorescence molecules
is in water and in the vicinity of the interface between the MDPC film and water. We assume
excitation light with 532 nm wavelength propagates along the route of glass→MDPC→water, while
emission light with 560 nm wavelength propagates along the route contrary to the excitation light,
i.e., water→MDPC→glass. (ng, nw nm nd) denote the refractive indices of glass slide, water, metal,
and dielectric, respectively.

According to the film optics, the electric-filed transmission coefficient of the film can be written
as [10]

ts =
2p1

(ms
11 + ms

12pl)p1 + (ms
21 + ms

22pl)
, (1)

p1 =
√

ε1

µ1
cos θ1, pl =

√
εl

µl
cos θl, (2)

for the TE-polarized wave incident on the MDPC film and

tp =
√

µlε1

µ1lεl

2q1

(mp
11 + mp

12ql)q1 + (mp
21 + mp

22ql)
, (3)

q1 =
√

µ1

ε1
cos θ1, ql =

√
µ1

ε1
cos θl, (4)

for the TM-polarized wave incident on the MDPC film. In Eqs. (1) and (3), m
s/p
ij is the elements of

the characteristic matrix (M(zN ) = M1(z1)M2(z2−z1). . . MN (zN−zN−1)) of the MDPC film where
the superscripts s and p denote the components for the TE- and TM-polarized lights, respectively.

3. NUMERICAL RESULTS

It is well known that when the TE-polarized light is incident on a metal film, there is no the SPCE
to come into being. Only for the TM-polarized light is incident on a metal film, the SPCE may be
generated. Therefore, the TM-polarized light [8, 9] or radially polarized light [11, 12] are usually
used in the TIRFM to effectively produce the SPCE. In the following calculations, we study only
the transmission of the TM-polarized light from a metal film or a MDPC film. All calculation
parameters are listed in Table 1.

As a starting point, we first calculate the transmission coefficient from a single-layer Ag film.
Fig. 2 presents the amplitudes of the transmission coefficient |tp| from a single-layer Ag film as the
incident angle θ, where (a) and (b) is the cases for the excitation light which propagating direction
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Table 1: Calculation parameters.

parameter value

λexcitation 532 nm

λemission 560 nm

ng of glass 1.518

nm of Ag at λ = λexcitation 0.12932-i3.19320

nm of Ag at λ = λemission 0.12132-i3.42061

nd of Si3N4 4.08

nw of water 1.33

 (a) (b)

Figure 2: Amplitudes of transmission coefficients as a function versus the incident angle of the TM-polarized
light. (a) For the excitation light propagating along the glass→metal→water direction and (b) for the
emission light propagating along the water→metal→glass direction.

(a) (b)

Figure 3: Amplitudes of transmission coefficients as a function versus the incident angle of the TM-polarized
light incident on the MDPC. (a) For the excitation light propagating along the glass →MDPC→water
direction and (b) for the emission light propagating along the water →MDPC→glass direction.

is from glass to water and for the emission light which propagating direction is from water to glass.
As comparison, the transmission coefficient is also compiled together (dash-dot curves). From
Fig. 2(a) it is seen that the metal film of Ag can enhance the transmission of the excitation light.
The size of SPCE peak value has a non-monotone behaviour with the thickness t of Ag film. Our
calculation shows that |tp| reaches its maximum value of 700 at t = 42 nm. However, it is seen
from Fig. 2(b) that the metal film result in the decrease of the transmission of the emission light
which propagating direction is opposite to that of the excitation light and |tp| is smaller for larger
t, which is disadvantage for enhancing the intensity of fluorescence image.

In order to overcome the shortcoming that a single-layer metal film reduces the transmission
of the emission light, we propose a MDPC film structure as shown in Fig. 1. The MDPC film we
designed consists of 4.5 metal-dielectric periodic layers, that is, the MDPC film consists of 5-layer Ag
and 4-layer Si3N4 and the thickness of each layer is within the nanometer level. We find that when
each Ag layer is 20 nm thick and each Si3N4 layer is 60 nm thick. such one-dimensional photonic
crystal film can enhance the transmission of two counter-propagating lights. Figs. 3(a) and (b) show
the transmission coefficients of the excitation light propagating along the glass→MDPC→water
direction and the emission light along the opposite direction to the excitation light, respectively.
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It is clear that the transmissions of the MDPC film for two counter-propagating lights are both
enhanced compared with the case without any film. The brightness of fluorescent imaging patterns
will be increased remarkably if such MDPC film is used in the TIRFM.

4. CONCLUSION

To enhance the image of single molecule fluorescence, one single-layer metal film is usually deposited
on the glass slide in conventional localized TIRFMs. Our calculation has shown that one single
layer metal film can enhance in faith the transmission of the excitation light but it reduces the
transmission of the emission light propagating in the opposite direction of the excitation light. In
this paper we have designed a MDPC film structure which consists of 4.5 Ag-Si3N4 layers. When
the thickness of each Ag layer is 20 nm and the thickness of each Si3N4 layer is 60 nm in the MDPC
with 4.5 Ag-Si3N4 periods, the MDPC film can enhance not only the transmission of the excitation
light but also the transmission of the emission light. There is no doubt that if such MDPC film
replaces the single layer metal film in the TIRFMs, the image quality of single molecule fluorescence
will be improved markedly.
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Abstract— In this paper, we propose and demonstrate a quantitative technique to extract
the non-thermal terahertz (THz) emission from a high-electron-mobility transistor (HEMT). The
THz emission is extracted from a strong background thermal radiation which lies in the terahertz
spectrum too. Based on the technique, we obtained both efficiencies for terahertz emission and
thermal emission. We found that the onset voltage of THz emission is below Vds ≈ 1V and the
efficiency is maximized at Vds ≈ 2V. Both THz emission and thermal emission saturate above
Vds > 9V.

1. INTRODUCTION

The radiative decay of two-dimensional (2D) plasmons in semiconductor heterostructures is one of
the most promising candidates for realising solid-state terahertz (THz) sources. Numbers of experi-
mental studies have demonstrated THz emission from GaN/AlGaN, GaAs/AlGaAs heterostructures
as well as Si MOSFETs [1–6]. Also there are a few rigorous theoretical studies on this subject [7, 8].
However, practical difficulties come from the fact that emission efficiency is low (∼ 10−5− 10−3) in
such devices. This requires a highly sensitive detection technique to extract the weak THz emission
from a strong thermal background which could be at room temperature or at an elevated device
temperature. Hence, devices under test are usually cooled down to a low temperature to minimize
the background emission. Cyrogenic narrow band detectors are often applied to achieve ultra high
sensitivity and to enable spectrum analysis [5]. One of the widely used commercial detectors is
cyrogenic silicon bolometer which normally works at liguid heilium temperature (4.2K). A Fourier
transform spectrometer (FTS) equipped with a silicon bolometer allows for sensitive detection and
spectrum analysis [6]. These techniques have played an important role in extracting relatively
strong THz emission with signal-to-noise ratio greater than one. In this paper, we present a scheme
to extract weak THz emission which is submerged in a strong blackbody radiation.

2. EXPERIMENTAL SETUP

Our experiment was performed on a high-electron-mobility transistor (HEMT) fabricated from a
GaN/AlGaN heterostructure, which provides a two-dimensional electron gas (2DEG) about 23 nm
below the surface. The 2DEG has an electron mobility of 1400 cm2/Vs and an electron density of
1× 1013 cm−2 at room temperature. The electron channel was formed by standard UV lithograph
and has a length of 18µm and a width of 400µm. To couple the THz emission out of the electron
channel, a metallic grating coupler (Ni/Au) with a period of 300 nm was fabricated on the surface
by electron beam lithography (EBL).

The HEMT device was cooled down to 18 K in a pulse-tube cooler equipped with a 5mm thick
Polymethylpentene (TPX) window. As show in Fig. 1(a), the total emission from the HEMT was
collected by a copper light pipe onto a Si bolometer (Model HDL5, IRlabs, Inc.). A DC source-drain
bias (Vds) is applied to excite two-dimensional plasmons. Here, we also superimposed a negative
square-wave voltage (Vpp = −1V) on the source-drain bias so that the induced emission power can
be detected by a lock-in amplifier. The modulation frequency is tuned from 33 Hz to 2033Hz in a
step of 100 Hz. The duty cycle of the modulation signal is fixed at 50%. The average source-drain
current is recorded by measuring the voltage drop on a 5 Ω resistor in series with the HEMT. The
electrical power and detector signals as a function of the DC bias obtained at various modulation
frequencies are plotted in Fig. 1(b).

3. DATA PROCESSING AND ANALYSIS

The total emission power seen by the bolometer contains two parts. One of them is caused by the
radiative decay of 2D plasmons which is converted to electromagnetic radiation by means of grating
coupler. The other is of thermal radiation due to the lattice heating by electric current. Both are
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Figure 1: (a) Schematic of the experimental setup. (b) Electrical power and detector signal as a function of
the DC bias at different modulation frequencies.
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Figure 3: Frequency response of the detector signal
from the device.

modulated by the 1 V square-wave source-drain voltage. These two emission processes have distinct
characteristics of frequency response. For thermal emission, the characteristic frequency is low due
to the device has a relatively large heat capacity and low thermal conductance. On the other hand,
radiative decay of 2D plasmons has a much higher frequency response which is mainly determined
by the damping of 2D plasmons. Nevertheless, when both emission energies are rendered onto the
silicon bolometer, the silicon bolometer determines the highest response frequency.

Based on the above qualitative analysis, the detector signal can be written as

Vd = p0[α(Vds)Qh + β(Vds)]sQb. (1)

In Eq. (1), p0 is the total electrical power delivered to the device, s is the responsivity of the
silicon bolometer which is about 8000 V/W. α(Vds) and β(Vds) are the bias-dependent efficiencies
for thermal emission and THz emission, respectively. Qh and Qb are the frequency responses for
thermal emission and silicon bolometer, respectively, and can be expressed as

Qh =
1√

1 + (f/fh)2
, (2)

Qb =
1√

1 + (f/fb)2
, (3)
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Table 1: Parameter k(Vds) at different DC bias voltages.

Vds (V) 1 2 3 4 5 6 7 8 9 10

k(Vds) 0.40346 0.7564 0.14688 0.1406 0.05632 0.02944 0.02265 0.0168 0.0156 0.01513
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Figure 4: The efficiency of thermal emission.
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Figure 5: The efficiency of THz emission.

where, f is the modulation frequency, fh and fd are the characteristic frequency for thermal emission
and THz emission, respectively. The detector signal can be further rewritten as

Vd = p0α(Vds)s[Qh + k]Qb, (4)

where k = β(Vds)/α(Vds) is the ratio of THz emission to thermal emission.
The characteristic frequency fb is determined in an experiment by chopping the THz output from

a backward wave oscillator (BWO) as a standard THz source. As shown in Fig. 2, the frequency
response is well fitted by Eq. (3) and fb is found to be 715.3 Hz. By fitting the experimental data
obtained at a constant DC bias and different modulation frequencies according to Eq. (1), both
fh = 30 Hz and parameter k are obtained. In the fitting, all curves are normalized to f = 33Hz,
as shown in Fig. 3. The obtained values for k as a function of the DC bias are listed in Table 1.

Based on the above analysis of k, both α and β can be obtained from

α(Vds) =
Vd

p0s[Qh + k]Qb
, (5)

where both Vd and p0 are experimental data shown in Fig. 1(b). Bias-dependent parameters α and
β are shown in Fig. 4 and Fig. 5, respectively. Thermal emission increases with applied DC bias and
saturates above Vds ≈ 9V, while THz emission efficiency decreases with DC bias and also saturates
above Vds ≈ 9V. It is noted that the ratio of Thz emission to thermal emission is pronounced in
the bias range of 1–4 V (also clearly shown in Table 1.

In the above analysis, details on the spectra of thermal emission and THz emission are ignored.
The specific spectra and the filters used in front of the bolometer will vary the numbers for parameter
α and β. In the experiment, the filter chosen is of low-pass type and has a cut-off wavelength about
20µm. In the future, emission spectrum will be measured by using a FTS system to reveal the
physical nature of the extracted THz emission.

4. CONCLUSION

In conclusion, both a frequency-tuned detection technique and the corresponding quantitative anal-
ysis are applied to uncover the THz emission from a grating-coupled HEMT device at 18 K. The
efficiencies for THz emission and thermal emission are extracted and exhibit strong DC bias de-
pendence. High efficiency THz emission is observed at low DC bias in the range from 1 V to 4 V.
This technique provides a simple yet quantitative way to evaluate the THz emission efficiencies in
electrical powered solid-state devices. More detailed measurements on the emission spectrum are
needed to reveal the physical nature of THz emission in grating-coupled HEMT devices.
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Abstract— Quantum point contacts (QPCs) are nanoscale constrictions for electron wave
packets. QPCs are usually realized in a high-mobility two-dimensional electron gas (2DEG) by
applying negative bias to split Schottky gates. We explored the photocurrent in point contact
(PC) devices induced by terahertz (THz) electromagnetic wave in the frequency range from
850GHz to 930GHz. Directional photocurrent were observed by varying the conductance of the
point contacts. Furthermore, photocurrent from two point contacts in series was measured and
exhibited fairly independent THz responses. A model based on homodyne mixing of THz electric
field was examined. The results suggest that voltage-controlled nonlinear point contact devices
could be suitable for high sensitive THz detection above 1THz.

1. INTRODUCTION

The terahertz or submillimeter-wave region of the electromagnetic spectrum, ranging from 300 GHz
to 10 THz, has not been exploited for practical applications to the same degree as other frequency
regimes. While its suitability for spectroscopy of low-energy excitations of matter has long been
recognized (far-infrared spectroscopy) [1], this has only led to limited practical applications outside
of research laboratories. In the past decade, THz detectors based on solid-state plasmons have
been proposed and demonstrated both at cryogenic and room temperatures [2–5]. These plasmonic
devices utilize the resonance between high density two dimensional [2–4] or three dimensional [5]
electron gas and the incident THz wave. Due to the resonant nature, plasmonic detectors offer high
sensitivity and possibly an ability to resolve the spectrum. Recently, subterahertz detectors and
focal plane arrays based on complementary metal-oxide-semiconductor (CMOS) technology have
been developed for room temperature operation [6–8]. A self-mixing model based on the resistive
network of the field-effect transistor is found to be adequate for analyzing the devices operating in
the non-resonant detection regime. In principle, any voltage controlled nonlinear resistor driven by
THz electric field may exhibit a photocurrent or photovoltage. In this report, we provide evidences
for possible THz detection (850–930 GHz) using a point-contact device based on GaAs/AlGaAs
heterostructures. Furthermore, we attempted to study the effect of two point contacts connected
to each other in series.

2. DEVICE FABRICATION AND THE EXPERIMENTAL SETUP

The device is fabricated from a GaAs/AlGaAs heterostructure, which provides a 2DEG about
90 nm below the surface. The 2DEG has an electron density of 8 × 105 cm2/Vs and an electron
mobility of 1.4× 1011 cm−2 at 4.2 K. As shown in Fig. 1, five pairs of Schottky gates are fabricated
using electron beam lithography and metal evaporation. The gate width is 200 nm. The distance
between each two neighbouring Schottky gates is 150 nm. It has to be noted that the device was not
deliberately designed for THz applications. Instead, the device was designed as a coupled double
quantum dot for an experiment on photon-assisted tunneling in the microwave frequency range
(3–50GHz) [9]. Nevertheless, the bonding pads connecting to the Schottky gates are in a shape of
bow-tie antennas.

The experiment setup is shown in Fig. 2(a), where the THz radiation from a backward wave
oscillator (BWO) is chopped (fc = 317Hz), collected, collimated and focused onto the device
located in a pulse-tube cooler. A 5 mm thick Polymethylpentene (TPX) disk is used as a window.
Furthermore, a 2 mm thick high-resistivity-silicon wafer is used as a filter in front of the window
in order to minimize the thermal radiation at room temperature and to block the visible light.
For in-situ calibration, the THz beam is splitted (T/R ≈ 0.96) by another high-resistivity-silicon
wafer and guided to a pyroelectric (PE) detector (Model SPI-A-62THZ, from the Spectrum Detector
Inc.). As shown in Fig. 2(b), the detector operates as a photocurrent sensor with zero source-drain
bias. Only a small AC bias (fm = 37 Hz, 20µV) is applied to the drain. Both modulated AC
source-drain current and the induced photocurrent are amplified by a DL1211 current preamplifier.
Since the THz light and the source-drain bias are modulated at different frequencies (fc, fm), a
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Figure 1: (a) The device layout. (b) A zoom-in view of the Schottky gates in the center of the device. The
two point contacts labelled as QPC-A and QPC-B are about 900 nm apart.
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Figure 2: (a) The schematic of the experiment setup. (b) The scheme of dual lock-in technique to measure
the differential conductance and photocurrent simultaneously. The inset is an equivalent circuit for the point
contact device including the series lead resistance and the input resistance of the current preamplifier.

dual lock-in technique following the current amplifier is applied to extract the photocurrent (iT )
and the differential conductance (G = dIds/dVds) simultaneously.

3. RESULTS AND DISCUSSION

First, the gate-voltage controlled conductance of the device was characterized at 2.9K, as shown
in Fig. 3(a), (c). The electron channel can be pinched off completely at VgA ≤ −0.5 V for QPC-A
and at VgB ≤ −0.9V for QPC-B, respectively. Both point contacts can be fully opened when
the corresponding gate voltage is greater than −0.2V. It is clearly shown that both conductances
have a transition around −0.3 V. This rapid decrease in conductance is due to the depletion of
2DEG under the large area of Schottky gates. When the gate voltage becomes more negative
than −0.3V, the constriction at the point contact begins to regulate the conductance. Before
the pinch-off voltage is reached, steps of quantum conductance could appear. However, in our
experiment we did not observe clear conductance steps mainly due to the temperature is relatively
high. In Fig. 3(a), (c), the derivative (dG/dVg) is plotted to reveal the rapid change in differential
conductance.

In the second step, we rendered the device with a coherent THz irradiation from the BWO
source. The frequency can be continuously tuned and is set between 850 GHz and 930 GHz. The
induced photocurrent in the electron channel as a function of the gate voltage is shown in Fig. 3(b),
(d). Under THz irradiation at 875 GHz, clearly shown is that strong photocurrent is induced when
the conductance is varied by the gate voltage. According to the homodyne mixing of THz electric
fields in the point contact, the induced photocurrent is in proportional to the derivative of the
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Figure 3: The (a) conductance and (b) photocurrent as a function of the gate voltage in point contact A.
The (c) conductance and (d) photocurrent as a function of the gate voltage in point contact B. The data
are taken at T = 2.9K and the THz frequency is 875 GHz. The solid curves in (b) and (d) are calculated
photocurrent from measured conductance based on the model described by Eq. (1).

conductance
ip = AP0ξdG/dVg,

where, P0 is the incident THz power, ξ is the coupling coefficient of the THz field at the point
contact, A is a geometric factor. In the real device, there are parasitic resistances along the source
and drain leads. An equivalent circuit is shown in the inset of Fig. 2(b), where the series resistance
from the leads are marked as r1, the input resistance of the current preamplifier is rm, the gate
voltage controlled resistance is r = 1/G. The measured photocurrent by the current preamplifier
can be expressed as

iT = AP0
ξ

1− (2r1 + rm)Gm

dGm

dVg
, (1)

where Gm = 1/(2r1 + rm + r) is the measured conductance as shown in Fig. 3(a), (c). Curve fitting
based on Eq. (1) were taken to examine the mixing model, as shown in Fig. 3(b), (d). In the fitting,
parameters are chosen as rm = 20 Ω and r1 = 100 Ω. It is shown that the induce photocurrent can
not be fully described by simple homodyne mixing. One of the possible causes of this deviation
may comes from the fact that the above mixing model assumes that the coupling coefficient ξ is
independent on the gate voltage. When varied by the gate voltage, the electron density near the
point contact may change the effective THz electric fields. Other possible causes of the deviation
include inhomogeneous heating of the 2DEG and nonlinear rectification of THz field across the
point contact as has been discussed in Refs. [10–15].

In the third step, we studied the coupling effect between two point contacts in the neighbourhood,
i.e., the induced photocurrent as a function of both gate voltages (VgA and VgB). The differential
conductance and induced photocurrent are shown in Fig. 4(a) and (b) for direct comparison, re-
spectively. Since the two point contacts are about 900 nm apart, fairly independent conductances
were obtained. This decoupled feature is also clearly shown in the induced photocurrent. Clear
correlations between the conductance change and the photocurrent can be seen and are marked by
thin dashed lines in Fig. 4. When two point contacts get closer to each other, more complicated
photocurrent patterns were observed (data not shown).

Finally, we studied the THz frequency response of the device. The power spectrum of the BWO
source was monitored by a room-temperature pyroelectric detector, as shown in Fig. 5(a). The



1230 PIERS Proceedings, Suzhou, China, September 12–16, 2011

0.0 0.0
i ( A)

-0 4

-0.2

0.0

2.400E-4

3.000E-4

)

G
m

(mS)

-0 4

-0.2

0.0

3 600

4.800

6.000

i
T

(nA)

0.3

V
)

0 2 40

60

0 8

-0.6

-0.4

6.000E-5

1.200E-4

1.800E-4

V
g

B
 (

V
0 8

-0.6

-0.4

1.200

2.400

3.600

V
g
B
 (

V0.2

0.1

0 0

20

40

-0.5 -0.4 -0.3 -0.2 -0.1 0.0
-1.0

-0.8 0

V (V)

-0.5 -0.4 -0.3 -0.2 -0.1 0.0
-1.0

-0.8

V (V)

00 0

VgA (V) VgA (V)

(a) (b)
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Figure 5: (a) The power spectrum of the BWO source measured by a pyroelectric detector at room tempera-
ture. (b) The photocurrent through point contact A at VgA = −0.3V and VgB = 0 V. (c) The photocurrent
through point contact B at VgB = −0.66V and VgA = 0V.

two point contacts have similar THz response in the frequency range from 850 GHz to 930GHz.
However, QPC-B has a relatively higher sensitivity, especially at the lower end of the frequency
range. This is mainly due to the different shapes of gates/antennas.

4. CONCLUSION

In conclusion, we measured the THz photocurrent in point contacts at 2.9 K. Pronounced photocur-
rent were observed when the gate voltage strongly modulates the conductance. A model based on
homodyne mixing of THz electric fields was applied to examine the induced photocurrent. Although
the main feature in gate-controlled photocurrent can be recovered by the model, there are clear
deviations between the model and the experiments. To uncover the physical nature of the induced
photocurrent and its possible application in sensitive THz detection, more detailed experiments
based on deliberately designed device structures have to be completed in the future.
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Abstract— Synthetic aperture radar (SAR) has been recognized as an essential component of
future surveillance systems. One of the major challenges associated with SAR is image formation
process. The generation of a two-dimensional image out of the SAR raw data is a computational
intensive task. SAR sensors produce gigabytes of raw data that have to be processed into SAR
image, thus the selection of the right SAR image algorithm for a particular system is very impor-
tant to ensure time and cost efficiency without compromising the accuracy of the image. This
is a time-consuming task without a reconfigurable and comprehensive software package. Thus,
a new unmanned aerial vehicle (UAV) based SAR integrated simulator and processor software,
called iSARX, is developed to aid the system designers in optimizing all the system parameters
and performance. The iSARX is developed using Matlab platform, which is capable to perform
mission planning, terrain modeling, autofocus and image processing algorithms evaluations as
well as for understanding of SAR processes. Various plots are available for image quality analysis
in iSARX software package. The design of iSARX is based on modular simulation and processing
platform, which consists of various independent modules that share a pool of data files. Each
module may be developed and executed separately, depending on individual applications. The
data format of iSARX is a simplified version of the CEOS (Committee of Earth Observations
Satellites) standard on SAR data set. The SAR data records will use the same data format for
all SAR product types in iSARX. By having common formats, users from various working groups
would be able to analyze and merge data from multiple resources. In the iSARX performance
evaluation, simulated and actual SAR raw data were used for further analysis.

1. INTRODUCTION

One of the very important subsystems in SAR system is the ground-based SAR processing unit.
The raw echoed signal received need to be processed in order to form a SAR imagery. Thus, a SAR
integrated simulator and ground-based processing software is developed. The software package is
known as integrated SAR simulator and processor (iSARX). A complete simulator would model
end-to-end SAR process, including the sensor-target geometry, the operation of a signal processor
and production of a radar image.

2. iSARX

The iSARX software is implemented by using Matlabr application software. The iSARX is capable
of performing mission planning, terrain modeling and signal processing algorithms evaluations.
The iSARX has been designed for the specification of unmanned aerial vehicle based synthetic
aperture radar (UAVSAR). One of the enhancements of the iSARX is the development of UAVSAR
specification simulator module. Apart from the SAR point target simulation, this simulation module
is able to read and extract the SAR data from an existing SAR data which stored in CEOS
(Committee of Earth Observations Satellites) format [3].

The structure of iSARX is a modular-based SAR simulation and processing platform as shown
in Figure 1. It consists of various independent modules that share a pool of data files. Each
module may be developed and executed separately, depending on individual applications. In order
to exchange data resources, the iSARX requires an interpreter to convert their task-specific results
to a common format. Besides, a common SAR data record format has been proposed. This data
record format will be used in iSARX simulator module and processor module for further signal
processing.

3. PERFORMANCE EVALUATION OF iSARX

Figure 2 shows the SAR processing program structure of the point target simulation. The SAR
point target simulation module will first load the SAR system parameters and the point target’s
coordinate and radar cross section (RCS). With these parameters and information, the SAR point
target simulation module will generate the SAR received signal and save the data into “.MAT” file
for further processing. The generated data will then be loaded in the SAR processor module where
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Figure 1: Structure of Modular-based iSARX.

Figure 2: SAR point target simulation and processing program structure.

SAR image formation is performed. The output from the SAR processor module will be displayed
on the module itself and the image can be saved into “.JPG” file format.

The first performance evaluation of the iSARX software will be a user-defined SAR point target
simulation. The simulation raw data with three simulated point targets is generated using SAR
Simulator module from iSARX. The reflectivity of the three simulated point targets is set at 1.0
(max), 0.8 and 0.6 respectively. Figure 3 shows the ideal 2D and 1D SAR images plots of the three
simulated point targets using Range Doppler Algorithm from the SAR Processor Module.

Further verification of the performance of iSARX is conducted by using a selected set of actual
SAR raw data extracted from Radarsat-1 SAR sensor [1, 2]. This set of Radarsat-1 SAR data
which was acquired on June 16, 2002 covers the area of Vancouver, Canada. Radarsat-1 uses a
SAR sensor to image the Earth at a single frequency of 5.3 GHz (C band) and its data are stored
in CEOS format.

The selected portions (in circles) of the Radarsat-1 raw data employed in this evaluation are
shown in Figure 4. The number of samples data extracted in this test for range and azimuth is
2048 by 2048 which will produce an image size of 2048× 2048 pixels.

Figure 5 shows a processed SAR image of the selected portions of the Radarsat-1 SAR raw data
by using RDA As illustrated in Figure 5, the iSARX has successfully processed the Radarsat-1 raw
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(a) (b)

Figure 3: 2D and 1D SAR image of the three simulated point targets.

Figure 4: Selected portions of the Radarsat-1 SAR
raw data.

Figure 5: SAR image from Radarsat-1 data (pro-
cessed by iSARX).

Figure 6: SAR image processed by iSARX of a Study Area at Mersing, Johor, Malaysia.

data. Similar SAR image can be produced by using chirp scaling algorithm (CSA) and Omega-K
algorithm (ωKA) for the same set of Radarsat-1 raw data. In short, three precision image formation
algorithms namely RDA, CSA and ωKA have been successfully implemented in iSARX software.

An airborne SAR flight test by using UAV has been conducted in December 2010 at Mersing,
Johor, Malaysia. The primary objective of this flight test is to verify the capability of the developed
UAVSAR sensor. During the Mersing flight test, 6 flight measurements were successfully conducted.
Figure 6 shows one of the processed SAR image by iSARX. Clear signatures of river, roads, urban
and forested areas are observed.
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4. CONCLUSION

This paper introduces an integrated UAVSAR simulator and processor software package, called
iSARX, which is developed to assist system designers and researchers in simulating and processing
SAR data. This simulator is capable of generating raw SAR data based on user-defined system
configurations. Three commonly used image formation algorithms (RDA, CSA and and ωKA) is
also integrated in iSARX. Performance evaluations of iSARX are performed by using simulated
and real UAVSAR data.
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Abstract— An Unmanned Aerial Vehicle (UAV) airborne synthetic aperture radar (SAR) is
being developed at Multimedia University, Malaysia with collaboration from Agency of Remote
Sensing Malaysia (ARSM). The SAR system is a C-band, single polarization, linear FM pulse
radar system. The system will be used for monitoring and management of earth resources such
as paddy fields, oil palm plantation and soil surface. This paper describes the design and devel-
opment of the UAVSAR.

1. INTRODUCTION

The principle of synthetic aperture radar (SAR) was discovered nearly 40 years ago [1–3]. It
becomes a main tool of microwave remote sensing because of its capability to operate in nearly all
weather condition and operates during day and night.

SAR is an imaging radar which uses signal processing to improve the resolution beyond the
limitation of physical antenna aperture. As the radar platform flies over an observation area, the
doppler spread of the echo signal can be processed using a digital signal processing method. This
reduces the number of hardware components for doppler filtering as well as range gating [2].

Microwave remote sensing is one of the major research areas conducted by a research group
in Multimedia University, Malaysia, for the past 10 years or so. Theoretical modelling and image
processing technique on SAR images have been developed. However, the main limitation is the
dependence on overseas institution to supply the measurement data and SAR images. For national
monitoring and management of earth resources, limited number and timely supply of the required
SAR images have been a major problem. Therefore, there is an urgent need to develop our own
SAR sensor system.

In late 2007, the project to develop a UAVSAR system was initiated with joined collaboration
with Agency Remote Sensing of Malaysia. The main objective of this project is to design and
construct an imaging radar system with UAV as the platform. The proposed system is an single
polarization, linear FM radar operating at C-band (5-cm wavelength). This SAR system is designed
to operate at low altitudes with low transmit power and small swath width in order to optimize
the development cost and operating cost.

This paper describes the design and development of the SAR sensor and current status of the
development.

2. SYSTEM OUTLINE

System specifications of the UAVSAR system are summarized in Table 1. The development of
UAVSAR system is presented in the subsequent section.

The UAVSAR Sensor can be functionally divided into a few assemblies: (i) RF section; (ii)
Timing & Control Unit; (iii) Motion Sensor; (iv) Chirp Generator; (v) Data Recorder (vi) Real
Time Processor and (vii) Antenna System. Each of these assemblies can be further divided into
subassemblies and components.

Figure 1 shows the functional block diagram of the UAVSAR Sensor. The FPGA based Chirp
generator produced the required LFM pulse signal and it will be upconverted and further amplified
by the RF Section to the desired power level before transmitted via an antenna system. The light
weight antenna system will be implemented by microstrip patch array antenna. The transmitted
energy is intercepted by the target and reflected back to the same antenna system. The received
echoes are amplified and down-converted to lower frequency in the RF section. Finally the in-
termediate frequency (IF) signals are digitised and stored in FPGA based data acquisition unit
for future analysis. The IF signals is also feed into the real time processor to produce the low
resolution image on the sport. The resultant image will transmitted to the ground station via the
data downlink unit. Timing and Control Unit will provide the reference signal of 10 MHz to the
RF section for synchronization purpose and acts as the signal and waveform manipulation device
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Table 1: UAVSAR system parameter.

System Parameters Specifications
Mode of Operation Stripmap

Operating Frequency 5.3GHz (C-band)
Bandwidth 80 MHz

Polarization Single V V

Antenna Gain 18 dBi
Spatial Resolution 5m× 5 m

RCS Dynamic Range 30 dB (0 dB to −30 dB)
SNR > 10 dB

Platform Height, h 2000m
Swath Width 1000m

Nominal Platform Speed 30m/s
Data Take Duration 1 hour (10 min per scene)

SAR Processing Off-line
Operating Platform UAV, Aludra MK1

Overall Sensor Weight < 20 kg
Overall Sensor Dimension 12” (L)× 9” (H)× 12” (W )
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Figure 1: Block diagram of SAR sensor.

to supply appropriate and accurate signals or pulses. Besides, the motion sensor equipped with
Inertial Measurement unit (IMU) and the Global Positioning System (GPS) receiver will provide
the necessary real time motion information and this data will be recorded by the it’s on board data
recorder.

All the UAVSAR system except the SAR antenna system and GPS antenna will be sat inside the
UAV compartment. The SAR platform has been identified as the Aludra MK1 from Unmanned
System Technology (UST), Malaysia. Figure 2 shows the image of Aludra MK1 platform with
optical sensor as payload.

An housing has to be design and constructed to host all the unit in a limited working space.
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Figure 2: UAV.

Figure 3: SAR sensor. Figure 4: Antenna system.

Figure 5: SAR image of Mersing site.
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Figure 3 shows the complete UAVSAR sensor and Figure 4 shows the microstrip antenna system
employed in our UAVSAR system. In order to further reduce the hardware used in this system, a
high performance FPGA board has been selected to perform the task of Chirp Generator, Timing
and Control Unit, and Data Recorder.

3. FIELD MEASUREMENT

A series of field measurements have been successfully conducted end of 2010 at Mersing, Malaysia
with primary objective is to verify the capability of UAVSAR system. During the Mersing Flight
Mission, 6 flight measurements were successfully conducted. A total of about 200 sets of SAR raw
data were collected. Figure 5 shows one of the samples of SAR images captured during the flight
mission. Clear signatures of river, roads, urban and forested areas are observed.

4. CONCLUSION

In this research activity, a UAVSAR system has been successfully designed and developed based
on the Aludra MK1 platform. A series of flight test has been conducted to verify the performance
of UAVSAR sensor. A huge amount of SAR data was acquired during the flight test. Good quality
SAR images with 3 m× 3m resolutions were processed using this flight mission raw data.
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Abstract— A SIMO-SF (single input and multiple output, step-frequency) radar system is
presented for numerical simulations of electromagnetic scattering, imaging and reconstruction of
a complex electric-large target.
The SIMO-SF system utilizes the linear SF radar array, working at 2 ∼ 6GHz band in downward-
looking spotlight mode and moving in transverse to form a 2-D (dimensional) synthetic array.
The central radar of the array is used as both the transmitter and receiver, and the others are
the receivers only. Suppose the radar number be N , the data acquisition time of the SIMO can
be N times smaller than the SISO (single input and single output) model.
The FEKO codes are employed to calculate electromagnetic scattering from a complex electric-
large target. An improved 3-D RMA (range migration algorithm) is then utilized to make the
radar imaging. Finally, reconstruction of the 3-D PEC target, i.e., a tank-like, is presented and
discussed.

1. INTRODUCTION

In recent years, ultra-wideband (UWB) imaging system has been applied to reconstruction of the
reflectivity imaging of a complex scene. The migration algorithm is the most common approach,
such as the range migration (RMA) and Kirchhoff migration (KMA), etc. [1]. The RMA can form
a 3-D imaging by coherently integrating the backscattering data over the frequency band and 2-D
synthetic aperture. It was further improved to cope with the signal-transmitting and multiple-
receiving (SIMO) linear array antennas [2]. The RMA performs the image reconstruction in spatial
Fourier domain with the advantage of fast Fourier transform (FFT). This algorithm can present
good computational efficiency, much higher than other approaches of time domain integral. The
Kirchhoff migration expresses the wave field at any point following the Kirchhoff integral theorem.
It was modified to cope with multi-static data and sparse aperture [3]. The KMA can provide good
image quality, while RMA’s computation is more efficient. A comparison of the RMA and KMA
can be found in [4].

The MIMO (multi-input and multi-output) system has been seen as a novel development of the
UWB radar technology, which may simplify the RF front-end electronics and significantly increase
the scanning speed. The MIMO system has been extensively applied to those imaging areas, such
as ground penetrating radar (GPR), indoor/outdoor probing and positioning, and medical imaging,
etc. The RMA of SIMO system has been described in [2] for imaging the point targets. However,
its radiation pattern and operational process have not been well studied in those simulations.
Actually, the imaging efficiency and quality are totally dependent on the complex system modeling
with various antenna parameters. In this paper, numerical simulation of scattering, imaging and
reconstruction using the SIMO system to observe a complex target is developed.

2. FORMULATION

Figure 1 shows a model of the SIMO system, where a 2-D synthetic array at the altitude h makes
the measurements at the receiver grids with the spacing ∆xa and ∆ya. The central antenna (as
both the transmitting and receiver) is denoted as TX at (0, ya, h), and other receiver antennas are
RX at (xa, ya, h). The acquired backscattering data at each receiver is denoted as S0(xa, ya, f),
where f is the frequency.

Suppose a point scatter P at (xt, yt, zt) with the reflectivity σ(xt, yt, zt), the distance between P
and TX is written as

RT (xa) =
√

(xa − xt)2 + y2
t + (h− zt)2 (1)

And the distance between P and the n-th RX is

RR(xa, ya) =
√

(xa − xt)2 + (ya − yt)2 + (h− zt)2 (2)



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1241

Figure 1: A SIMO-SF model for 3-D scattering, imaging and reconstruction of a complex electric-large
target.

Thus, the round-trip range yields

R(xa, ya) = RT (xa) + RR(xa, ya) (3)

The receiving signal can be written as

S0(xa, ya, f) =
∫∫∫

σ(xt, yt, zt) exp
[
−i

2πf

c
R(xa, ya)

]
dxtdytdzt (4)

The 2-D FFT of the signal S0(xa, ya, f) with respect to (xa, ya) is written as

S1(kx, ky, k) =
∫∫

S0(xa, ya, f) exp[−i(kxxa + kyya)]dxadya

=
∫∫ ∫∫∫

σ(xt, yt, zt) exp {−i[kR(xa, ya) + kxxa + kyya]}dxtdytdztdxadya (5)

Making X = xa − xt, Y = ya − yt, Eq. (5) becomes

S2(kx, ky, k) =
∫∫∫

σ(xt, yt, zt) exp [−i(kxxa + kyya)]
∫∫

exp {−i [kR(X, Y ) + kxX + kyY ]} dXdY dxtdytdzt (6)

Using the stationary phase method and the approximate signal spectrum [2], it gives

Φ(X,Y ) = kR(X,Y ) + kxX + kyY (7)
Φ0(X, Y ) = k1(kx, ky, k)yt + k2(kx, ky, k)zt (8)




k1(kx, ky, k) = 0

k2(kx, ky, k) = −
√

(k +
√

k2 − k2
y)2 − k2

x
(9)

Eq. (6) becomes

S3(kx, ky, kz) =
∫∫∫

σ(xt, yt, zt) exp [−i(kxxt + kyyt + kzzt)]dxtdytdzt (10)

where kz = −
√

(k +
√

k2 − k2
y)2 − k2

x.

The algorithm is described in Fig. 2.
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Figure 2: Block diagram of the 3-D SIMO RMA.

3. RESOLUTION AND SAMPLING CRITERIA

3.1. Resolutions
The resolution of a 3-D image resulting by the wideband radar depends on the operational band-
width, the center frequency, the potential range distance of the target, and the dimensions of
the synthetic array aperture. The down-range resolution is determined only by the bandwidth as
δr = c/(2B), where B is the frequency bandwidth at −10-dB level and c denotes the speed of
light [4]. The influence of the bandwidth on the cross-range resolution is very limited, even the tar-
get is supposed in the near field. In practice, the system bandwidth is about the same order of the
central frequency in order to minimize influence on the cross-range resolution. Thus, the horizontal
and vertical cross-range resolutions are estimated as δx ≈ λch/LE

x , δy ≈ λch/LE
y , where LE

x and
LE

y are the lengths of the effective aperture of the 2-D synthetic/array aperture, h represents the
range distance of the target, and λc is the wavelength at the center frequency fc. For the synthetic
aperture, the length of the effective aperture is twice the physical length LSAR of the synthetic
aperture LE = 2LSAR.

3.2. Sampling Criteria
Suppose that a target is confined within a rectangular box with the dimensions Dx × Dy × Dz

centered at the coordinate origin. The Nyquist criteria should be satisfied in order to obtain a
successful discretization. Specifically, the phase shift from one spatial sampling point to the next
should be less than π rad. For distributing targets, the largest phase shift occurs at the farthest
opposite edge of the target and the aperture. Thus, the Nyquist criterion for the spotlight model
are given by [1]

∆f ≤ c

2Dy
(11)

∆xa
≤ λminh

2
√

D2
x + D2

z

, ∆ya
≤ λminh

2
√

D2
y + D2

z

(12)

4. NUMERICAL RESULTS

Let the target be in a box with each size of 1m. A system of SIMO TX/RX antenna synthesizes
a linear radar array of 2 m located at h = 2 m from the target center. The number of RX antenna
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Figure 3: The imaging results of the complex target tank.

is 51 with each spacing 4 cm in the x-direction. The TX antenna working in the spotlight mode
is in the center of the linear radar array. In this paper, the TX antenna is a magnetic dipole.
The direction of the dipole is (θ, φ), where θ = arctan(ya/h), φ = 0 when the dipole is positioned
at (0, ya, h). The Frequency ranges from 2 to 6 GHz to make sampling 41points with a step of
100MHz. The theoretical resolution is calculated as 3.75 cm.

The 3-D imaging of the reconstructed reflectivity (in green color) and an outline profile of the
tank target (in yellow color) are overlapped as shown in Fig. 3.
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Abstract— The L-band of LHCP and RHCP array antenna for circularly polarized synthetic
aperture radar (CP-SAR) has been developed using simple corner-truncated square-patch ele-
ments. The corporate feed design concept is implemented by combining a split-T and a 3-way
circular-sector-shape power divider to excite circularly polarized radiation. The fabrication of
both antennas based on the simulation using the method of moment (MoM) gives a good cir-
cular polarization. Impedance bandwidth and 3-dB axial ratio bandwidth for LHCP are 6.1%
and 1.0%, respectively, while for RHCP are 6.2% and 1.0%, respectively. The full antenna (four
panels), will be installed on an Unmanned Aerial Vehicle (UAV) JX-1 in Center for Environ-
mental Remote Sensing, Chiba University. In the future, CP-SAR is expected to improve the
characteristics of conventional SAR system, especially to extract some new physical information
on the earth surface.

1. INTRODUCTION

Currently, we are developing a Circularly Polarized Synthetic Aperture Radar (CP-SAR) sensor [1]
for various applications such as land cover and snow cover mapping, oceanography, and disaster
monitoring. To realize the circular polarization, the CP-SAR system is composed by Left Handed
Circularly Polarized (LHCP) and Right Handed Circularly Polarized (RHCP) sub array antenna,
where the transmission (Tx) is working in RHCP or LHCP, and reception (Rx) is working in
both RHCP and LCHP. The main purpose of this sensor is to reduce the Faraday rotation effect
when the microwave radiation propagates through the ionosphere and some other experiments
for remote sensing field using circular polarization. This sensor is operated at L-Band frequency
(1.27GHz) and intended to install on a small satellite platform (µSAT CP-SAR) as illustrated
in Figure 1. To verify the sensor performance, firstly, the sensor will be mounted a Josaphat
experimental unmanned aerial vehicle (JX-1 UAV) in the Microwave Remote Sensing Laboratory
(JMRSL), CEReS, Chiba University (Figure 2). In previous research [2], the LHCP array antenna
has been reported and in this paper the comparison result of LHCP and RHCP array antenna will
be discussed.

2. ARRAY ANTENNA DESIGN

The designing of circularly polarized array antenna for UAV and µSAT based on the essential
parameters of CP-SAR as listed on Table 1 [3, 4]. The proposed antenna is developed using simple
corner-truncated square-patch elements. In addition, a circular sector power divider [5] is adopted
in feeding network, which is an improved version of the feeding method proposed in a literature [6].
The LHCP and RHCP array antennas are consisting of three blocks, each block having 2×2 element
patches. Figure 3 shows the design and photograph of the antenna, made using a substrate with
a permittivity εr = 2.17 and a loss tangent δ = 0.0005. The length and width of the fabricated
antenna are 810 mm and 325mm, respectively.

Figure 1: Circularly polarized synthetic aperture radar (CP-SAR) sensor onboard a small satellite (µSAT).
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(a) (b)

Figure 2: Josaphat experimental unmanned aerial vehicle (JX-1 UAV), (a) basic design, and (b) photograph.

(a)

 
LHCP  RHCP  

(b)

RHCP

LHCP

Figure 3: LHCP and RHCP array antennas, (a) configuration design, (b) photograph.

Table 1: The essential parameters of CP-SAR sensor.

Parameters
Specification

UAV µSAT
Frequency center (GHz) 1.27 1.27
Pulse Bandwidth (MHz) 233.31 10

Axial ratio (dB) ≤ 3 ≤ 3
Antenna efficiency > 80% > 80%

Antenna gain (dBic) 14.32 36.6
Azimuth beamwidth 6.77◦ 1.08◦

Elevation beamwidth 3.57◦ − 31.02◦ ≥ 2.16◦

Antenna size (m) 1.5× 0.4 2× 4
Polarization (Tx/Rx) RHCP + LHCP RHCP + LHCP

3. RESULTS AND DISCUSSION

In Figures 4 to 8, respectively, express the reflection coefficient (S11), axial ratio (AR), gain (G) and
radiation pattern of the both LHCP and RHCP array antenna. In general, good agreements are
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shown between the simulated and measured results, indicating that the antenna properties mostly
satisfy the target specification as a CP-SAR array antenna. Slight differences in comparisons are
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Figure 4: Simulated and measured reflection coefficient plotted as a function of frequency, (a) LHCP, and
(b) RHCP.
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Figure 5: Simulated and measured axial ratio (AR) plotted as a function of frequency, (a) LHCP, and (b)
RHCP.
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Figure 6: Relationship between antenna gain and frequency at θ angle = 0◦, (a) LHCP, and (b) RHCP.
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Figure 7: LHCP Array antenna characteristics in the theta plane (negative theta for Az = 180◦ and positive
for Az = 0◦) (x-z plane), (a) gain versus theta angle, and (b) axial ratio versus theta angle.
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Figure 8: RHCP Array antenna characteristics in the theta plane (negative theta for Az = 180◦ and positive
for Az = 0◦) (x-z plane), (a) gain versus theta angle, and (b) axial ratio versus theta angle.

probably derived from imperfections in the fabrication such as soldering, milling, and assembling
the antenna segments.

4. CONCLUSION

The development of LHCP and RHCP array antennas for CP-SAR sensor system has been presented
in this paper. The circular polarization for both array antennas has successfully been designed and
constructed. The fabricated of proposed antenna has shown good performance in terms of return
losses, axial ratio, gain, and radiation patterns. A good agreement has been obtained between
the simulated and measured results, indicating that the antenna properties mostly satisfy the
requirements for the CP-SAR sensor. In the future work, the performance of these array antennas
will be enhanced and realized on synthetic aperture radar sensor.
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Abstract— This paper describes the design and development of a ground based Frequency Mod-
ulated Continuous Wave (FMCW) radar system in Multimedia University (MMU), Malaysia. In
this project, a ground-based fully polarometric, C-band, high bandwidth linear FM-CW imaging
radar system is to be designed and constructed. The system should have the capability to mea-
sure the complex scattering return of distributed targets using FMCW system and obtained fully
polarimetric signals which can be used to provide more accurate identification and classification
of the geophysical media.

1. INTRODUCTION

When an earth terrain is illuminated by an electromagnetic wave, the characteristics of the scattered
wave are found to be related to the physical properties of the terrain [1]. The wave received by
a radar, commonly known as the backscattered signal, is therefore the information carrier from
which the dielectric and geometrical properties of the terrain may be retrieved. In recent years,
polarimetric technique has proven to be a promising tool for geophysical remote sensing [1–5].
Fully polarimetric radar signals carry additional phase information of the backscatterer and thereby
provide more accurate identification and classification of terrain types [5–7].

In this project, a ground-based, full polarimetric C band imaging radar is constructed. FM-CW
configuration is employed in this system due to its simplicity and constructions. The FM-CW
also has added advantages in obtaining a high resolution image [8]. The main objectives of this
project should cater the capability to measure the complex scattering matrices of distributed targets
using FMCW system and produced a two dimensional image for the field measured. Based on the
measurement results reported in numerous literatures, it is found that the typical value of scattering
coefficients for various categories of terrain falls in the range from 0 dB to −30 dB. Therefore, a
wide dynamic range (> 30 dB) is needed to accommodate the measurement of various types of
terrain. A summary of the system specification is given in Table 1.

2. SYSTEM DESCRIPTION

In general, the this system can be subdivided into four major sections: Antenna System, Radio
Frequency (RF) Section, Intermediate Frequency (IF) Section and Data Acquisition Unit (DAU).

Table 1: Summary of system specifications.

System Parameter Selected Value
System configuration FM-CW
Operating Frequency 6 GHz (C-band)
Transmit power, Pt 15mW
Measurement range 20m to 50 m
σ◦ dynamic range +20 dB to −40 dB
Received power, Pr −24 dBm to −122.6 dBm

IF bandwidth 100 kHz
Minimum signal-to-noise ratio 10 dB
Useful maximum signal level +10 dBm

Narrowband noise level −122 dBm
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2.1. Antenna
The primary aspect in polarimetric radar is non other than the antenna. In this project, a quasi-
static configuration is practised in this design. A total of four identical horn antennas were employed
in this system, where two antennas are used for transmitting and the other two antennas are for
receiving. Figure 1 shows the arrangement of antenna polarization.

2.2. RF Section
Figure 2 shows the RF section of the FMCW imaging radar. The required microwave signal is
generated by a 15 mW voltage-controlled oscillator (VCO). The centre frequency of the VCO is
fixed at 6 GHz, while the RF bandwidth is set to 400 MHz by a 60 Hz modulating signal. A fraction
of the transmitted signal is used as the local oscillator (LO) signal for the quadrature mixer. The
signal is then pass through the high-power amplifier which amplifies its signal to a range suitable

Figure 1: Arrangement of antenna polarization.

Figure 2: RF section.

Figure 3: RF system.
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for transmission. The polarisation states of the transmitted and received signals are selected using
two mechanical switches. The received signal captured by antenna is amplified by a low noise
amplifier. Finally the signal is fed to the quadrature mixer, where it is converted to form the full
phase intermediate frequency signals (I and Q). Figure 3 shows the completed RF system.

2.3. Intermediate Frequency (IF) Section
The primary purpose of the IF section is to filter and amplify the full phase two-channel IF signals.
At the input stage, to prevent the leakage signals from saturating the amplifier in the following
stage, the 5th order Butterworth high-pass filter, cut-off at 5 kHz is used. To prevent the aliasing
problem, a 5th order Butterworth low-pass filter, cutoff at 65 kHz, is used in the last stage of the
IF section. After the signal is processed in this section, the output from the low-pass filter is then
fed to the data acquisition unit for further processing.

2.4. Data Acquisition Unit (DAU)
Converting the analogue signals into strings of digital data is the responsibility of the data acqui-
sition unit. It then stores them in a memory bank. In this project, a personal computer (PC) was
used as the signal processor and storage device. The PC-based system is more flexible in handling
various sources of data as compared to the network analyzer-based system. An 8-bit dual channel
100 kHz analogue-to-digital converter (ADC) has been used in this project to digitize the return
radar echo into digital signals before stores them into high-density digital disk.

3. FIELD EXPERIMENTS

The FMCW imaging system was tested in outdoor environment with low reflection characteristics.
The aptitude of the system as a useful tool to collect ground-truth measurement data is determined
through the experiment. The outcomes of the experiment are reported in the following sections.

3.1. Measurement Setup
Several field experiments for the system have been carried out to verify functionality of the subsys-
tems of FMCW imaging radar. This paper reported one of the experiments which took place at a
car park. The measurement setup is shown in Figure 4.

3.2. Measurement Results
Figure 5 shows the polarimetric results with intensity of azimuth points vs range in meters. The
difference in the color intensity of the results is the image location of the targets.

Base on the V V polarization result, the lamp posts is seen to be in the range of 30 m. The
lamp post reflect strong horizontal components of the co-polarize image which produce a strong
intensity of the target. The HV and V H polarization result show the lamp post can still slightly
be seen in the range of 30 m. However the cross polarization did not produce a strong intensity in
the image. It seen that the cross polarization of HV and V H have almost same magnitude. Base
on the V V polarization result, the lamp post is seen to be in the range of 30m. The targets reflect

Figure 4: Experimental setup.
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(a) HH (b) HV

(c) VH (d) VV

Figure 5: The polarimetric return of field experiment.

strong vertical components of the co-polarize image which produce a strong intensity of the return
echo.

4. CONCLUSION

A FMCW imaging radar system has been successfully designed and constructed at the Multimedia
University, Malaysia. Upon completion, a series of controlled testing and experiments have been
conducted to verify the performance of the radar system. The validity of the imaging was confirmed
by running tests in the laboratory which extended to the field measurements. The measured results
gave good agreement with the field arrangement. This radar system may be useful and necessary
for future sensor design and space technology development.
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Abstract— Synthetic Aperture Radar (SAR) is classified as one of the high resolution imaging
system in microwave remote sensing. The operational elements of SAR, unlike optical sensing,
consist of a large number of frequency-modulated received echoes which must be acquired in
real-time. Recently, airborne unmanned aerial vehicle (UAV) was commonly appeared in SAR
applications for data acquisition purposes. Assumption was made on the nominal trajectory of
the airborne UAV to be straight line path. In reality, however, such assumption will not hold
due to atmosphere turbulence and UAV’s motion error, which results in severe degradation in
output images quality. In this paper, a global positioning system (GPS) aided strapdown inertial
navigation unit (SINU) was used to sense and compensate the motion errors of the airborne
UAVSAR. The GPS/SINU was mounted together with the airborne UAVSAR. The integration
of GPS/SINU was modeled using extended Kalman filter. The results indicate the applicability
and effectiveness of the proposed design.

1. INTRODUCTION

For many years, Synthetic Aperture Radar (SAR) has been a fascinating and efficient tool for
microwave imaging of Earth’s surface. Various applications such as imaging, guidance, and remote
sensing were involved in the usage of SAR. Modern SAR system employed digital signal processing
techniques to improve the imaging resolution with enhanced processing speed [1]. Recent trend
in SAR sensor development turned the focuses on light weight, low cost systems such as airborne
Unmanned Aerial Vehicle (UAV)-based SAR [2]. Airborne UAVSAR, which differs from spaceborne
SAR, provides higher mobility and flexibility in geodetic imaging applications, which includes time
critical missions such as earthquake assessment [3] and flood monitoring [4]. Like most SAR pro-
cessing algorithms’ assumption, the SAR raw data acquisition process assumed that the UAVSAR
platform travelled in its nominal straight line path. However, such assumption doesn’t hold for
airborne UAVSAR. The atmosphere turbulence and deviations of UAV motion both contributes to
the motion error of airborne UAVSAR which potentially jeopardized the output images.

Numbers of algorithms and methods were proposed in the last few decades to tackle the mo-
tion errors problem. John C. Kirk [5] proposed a generalized motion error compensation algo-
rithm for SAR system. A detailed analysis on motion compensation was outlined in this paper.
Joao R. Moreira [6] proposed a relatively unique method to achieve extraction of motion error
from airborne SAR by combining the reflectivity displacement method (RDM) and the spectrum
centroid method (SCM). The extracted errors were used for the real time motion compensation
system. Gianfranco Fornaro et al. performed motion compensation errors analysis for airborne
SAR images. Evan C. Zaugg et al. examined the theory and application of motion compensation
for LFM-CW airborne UAVSAR.

Due to the effectiveness of SAR, the Multimedia University (MMU), in collaboration with
Malaysian Remote Sensing Agency (ARSM) had developed a new C-band (5.3GHz) UAVSAR
for remote sensing applications. Two preliminary flight tests had been carried out in 2010. An
onboard high performance single board computer is used to perform raw data storing, processing
and motion sensing and compensation. A simplified SAR processing algorithm, based on the clas-
sical range-Doppler algorithm, is developed to enable image preview in real-time. It soon found out
that one of the biggest challenges of this UAVSAR system is the degradation of image quality due
to motion errors. Because of the size and the weight of the UAV, it is very difficult to maneuver
steadily in cloudy and windy conditions. The flight path may have significant trajectory deviations
from the ideal path and the variations of the UAV’s forward velocity and attitude (yaw, pitch, and
roll) further complicate the problem.

In this paper, a global positioning system (GPS) and a strapdown inertial navigation unit
(SINU) are used for UAV’s motion sensing. The SINU, which consists of three orthogonally ar-
ranged accelerometers and three orthogonally arranged gyroscopes, provides estimation of UAV’s
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accelerations and angular velocities in 167 Hz, which in turn provides estimation of position, veloc-
ity and orientation. Due to high accumulated errors that exist in SINU, a GPS with 5 Hz data rate
is integrated to improve the position measurement accuracy. An extended Kalman filter is modeled
and used for the GPS/SINU system, which in turn combining the merits of SINU in terms of short
term accuracy and GPS in terms of no accumulated position errors.

This paper is organized as follow. Section 2 discussed the fundamental requirements and theories
of motion sensing and compensation for SAR. Section 3 outlined the system specifications. Section 4
listed down the analysis and discussion of the experimental results using the designed system, and
Section 5 concluded the findings in this paper.

2. MOTION SENSING AND COMPENSATION

This section discussed the theories and knowledge which were essential for motion sensing and
compensation.

2.1. Motion Compensation Requirements
A successful SAR image processing depends on the returns of each image scatter’s coherent phase
history, which in turn provides a known phase relationship between successive radar returns. This
knowledge is crucial for the relative phase of radar’s returns adjustment. Consider a typical point
scatter, the phase history can be described as:

φ (t) = φT (t) +
4π

λ
R (t) (1)

where φT (t) is the transmitter’s phase modulated signal, λ is the radar’s wavelength, and R(t) is
the range from antenna phase center to the point scatter. In general case, both λ and φT (t) are
known exactly. Thus it is the uncertainty in R(t) that leads to massive image degradation in SAR
system. The straight line path assumption is no longer hold, and a measurement on real R(t) is
required to estimate the phase history correctly.

From (1) it is easy to derive:

φ (t) + δφ (t) = φT (t) +
4π

λ
(R (t) + δR (t)) (2)

where δφT (t) is the residual phase distortion, and δR(t) is the range deviation from the nominal
path which is best estimated using a GPS/SINU integrated system.

2.2. Motion Sensing and Error Computation
The navigation equations (or motion equations) is a set of 1st order differential equations which
describe the relationship of SINU outputs to the inputs in terms of accelerations and angular rates.
Its derivation involved the usage of Newton’s first law, and is best to be represented as follows:




ṙe

v̇e

Ṙe
b
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ve

Re
bf

b + ge − 2Ωe
iev

e

Re
bΩ

b
eb


 (3)

where re, ve are the position and velocity vectors in e-frame, ge is the gravitational vector in e-
frame, f b is the b-frame’s specific force vector measured by accelerometers, Re

b is the direct cosine
matrix (DCM) that transform coordinate from b-frame to e-frame, Ωe

ie is the skew-symmetric matrix
related to Earth’s rotational rate ωie ≈ 7.292115∗10−5 rad/s, and Ωb

eb is the skew-symmetric matrix
which represent the rotation rates between e-frame and b-frame.

The navigation error equations can be derived from (3) by performing perturbations on the first
order differential equations:

[
δṙe

δv̇e

ε̇
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δve

Re
bδf

b − Se
fε + δge − 2Ωe

ieδv
e

Re
bδω

b
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ieε


 (4)

where ε denotes the attitude error vector of the small angle rotations of the DCM Re
b, and Se

f is
the skew-symmetric matrix of the specific force f b.
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As a conclusion (3) shows the system’s navigation equations in terms of 1st order differential
representation of position, velocity and orientation, while Equation (4) describes the erroneous of
Equation (3) which are particularly important in performance analysis. It is of great desire to
reduce, or eliminate, the errors and it can be accomplished by modeling and applying an extended
Kalman filter.

2.3. Extended Kalman Filter

Due to the non-linear nature of the GPS/SINU system, an extended Kalman filter (EKF) is used to
overcome the non-linearity problem. Figure 1 shows the EKF’s recursive process in block diagram,
with x̂−k and x̂k denote as a priori and a posteriori state estimate respectively, uk denotes the
state input, P−

k and Pk denote the a priori and a posteriori estimate error covariance respectively,
Ak and Wk are the process Jacobians, Qk is the process noise covariance, zk is the measurement
update, Hk and Vk are the measurement Jacobians, and Rk is the measurement noise covariance.
The k indicates the current step of each variable.

3. SYSTEM SPECIFICATIONS

This section outlined the designed GPS/SINU system specification. A high precision GPS and a
high precision inertial measurement unit (IMU) were incorporated in the system design, as shown
in Figure 2(a). The IMU’s gyroscopes and accelerometers were 14-bits resolution. The resolution
of GPS, with at least 4 visible satellites, is 3 meters. Since the data rate of IMU is 167 Hz, while the
data rate of GPS is 5 Hz, a process of linearization is required for the modeled EKF. Figure 2(b)
visualized the overall system setup, including its operations, processing and expected outcomes.
Both the GPS and IMU were communicated with a high performance computer (HPC) using serial
communication. Data were recorded in MATLAB .mat format and processed using MATLAB.

Figure 1: Operational descriptions of Extended Kalman filter with two stages of prediction and three stages
of measurement that form the recursive loop. Zero initial condition is assumed.

(a) (b)

Figure 2: (a) The designed GPS/SINU system. (b) Block diagram representation of overall system specifi-
cation.
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4. EXPERIMENTAL RESULTS

Experiments were carried out in Melaka International Trade Centre (MITC) on May 2011 using a
car to validate the designed GPS/SINU system and the motion sensing & compensation algorithm
using EKF. Calibration and Alignment were made before carried out any experiments. The initial
b-frame was aligned to be in-conjunction with the NED frame. Since GPS data are represented in
e-frame, it is best to transform the information obtained from the strapdown IMU into e-frame for
the purpose of errors measurement:

zk =
(

re
IMU − re

GPS
ve
IMU − ve

GPS

)
(5)

where re
IMU and ve

IMU are the IMU’s position and velocity respectively, and re
GPS and ve

GPS are
the GPS’s position and velocity respectively. The errors measurement zk is used in EKF for errors
estimation.

Figure 3 shows graphs plotting of GPS data, uncompensated and compensated IMU data under

(a) (b) (c)

Figure 3: Static (no movement) data recorded of GPS, uncompensated and compensated IMU. (a) In X
position, (b) in Y position, (c) in Z position.

(a) (b) (c)

(d) (e)

Figure 4: GPS/SINU recorded data with compensation for a round trip with (a) calculated position bias
errors, (b) calculated velocity bias errors, (c) NED plot of GPS and SINU position, (d) e-frame plot of GPS
and SINU position, (e) GPS plot using Google Earth.
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static condition. All three axis results show exponential deviation of uncompensated IMU data
from the GPS measurements, as compared to the compensated IMU data using EKF which kept
its error to be within ±0.02m.

Figure 4 shows another set of GPS/SINU data record by taking a round trip, with Figures 5(a)–
(c) show the position plots using EKF, Figures 5(d)–(e) show the position and velocity biases
calculated from EKF, Figure 5(f) shows the round trip in NED frame, Figure 5(g) shows the same
round trip in e-frame, and Figure 5(h) plots the GPS data in Google Earth to verify the results.

5. CONCLUSION

In this paper, a GPS/SINU system had been designed and developed to perform motion sensing
and compensation using EKF algorithm. Experimental results indicate the applicability of such
system for motion compensation applications, which is usable for UAVSAR applications.
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Applications
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Abstract— An E-shaped printed slot antenna is presented as a candidate to cover dualband
operation over the entire wireless local area network (WLAN) frequency bands of 2.4–2.5GHz
and 4.9–5.8 GHz. The E-shaped slot structure has been etched in the ground plane, and the
50 microstrip line feed is etched on the reverse side of the substrate. An additional trapezoidal
slot has been etched attached to the slot structure on the feeding side to facilitate tuning and
the dual-band operation. The antenna structure has been modeled and its performance has been
evaluated using a method of moment based electromagnetic simulator, IE3D from Zeland Software
Inc. Simulation results show that, the proposed antenna offers good return loss response (for S11

less than −10 dB) at the two bands. The ratio of the two resonating frequencies f02/f01 could be
varied in a considerable range, without changing the antenna external dimensions, making the
antenna suitable for other dual band wireless applications.

1. INTRODUCTION

The application of the E-shaped structure in patch antenna design has been first presented in [1];
in an attempt to overcome the narrow band and the large size of the conventional microstrip patch
antennas. Since then, this structure had attracted antenna designers in their efforts to produce
antennas with reduced size and broadband performance for different applications. The conventional
E-shaped patch antenna has been used to design wideband antennas [2–5]. Various E-shaped patch
antennas with tapered, corrugated, and trapezoidal slots have been reported in the literature [6–8].
Many variants of the E-shaped patch structure have been proposed to produce reduced size and wide
band antennas [9–12]. Patch antennas with half E-shaped and folded E-shaped structures have been
also reported [9, 10, 13–15]. Moreover, the E-shaped structures have been used together with other
slot structures to produce antennas with enhanced bandwidths [15–17]. For dual band antenna
applications, E-shaped patch structures have been successfully verified as reported in [17, 18].

As a slot, the E-shaped structure has drawn less attention from antenna designers; to name
a few [19, 20]. In [19], the E-shaped slot structure has been applied to build a complementary
part of an ultrawideband (UWB) antenna to produce the 5 GHz/6 GHz band-notch. In the other
work [20], two printed wide-slot antennas constituting of both E-shaped patch and E-shaped slot
with rounded corners and fed by CPW and microstrip line have been presented. The presented
antennas have been found to possess fractional bandwidths of about 146%.

In this paper, a printed microstrip slot antenna has been presented as a candidate for use in
dual-band wireless applications. The slot structure is composed of a main E-shaped part and a
small trapezoidal part for tuning purposes.

2. THE ANTENNA STRUCTURE

The geometry of the proposed E-shaped slot antenna structure is shown in Figure 1(a). The slot
has been constructed, in the form of E-shape, on the ground plane side of a dielectric substrate.
In order to achieve broadband operation, a small trapezoidal slot structure has been etched in the
same plane and placed on the feed side of the rectangular E-shaped slot.The dielectric substrate
is supposed to be the FR4 with a relative dielectric constant of 4.4 and thickness of 1.6 mm. For
design convenience, the proposed antenna is fed by a 50Ω microstrip line printed on the reverse
side of the substrate. The microstrip line, with a width of 3.0 mm is placed on the centreline of the
combined slot structure (x-axis). Figure 1(b) shows the antenna layout with respect to coordinate
system.

3. ANTENNA DESIGN

The E-shaped printed slot antenna structure, depicted in Figure 1, has been modelled using the com-
mercially available method of moments based EM simulator, IE3D, from Zeland Software Inc. [21].
The first design step is to make the modelled antenna resonating such that the lower resonant band
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is located at 2.45GHz. This design goal has been reached by suitable rescaling of the whole struc-
ture, varying the trapezoid dimensions, wt and Lt, and varying the E-shape parameters, wv and wh.
At this step, the proposed antenna has the following dimensions. The E-shaped slot dimensions are
as follows: Lh = 15.52mm, Lv = 23.38mm, wh = 4.12mm, and wv = 7.10 mm. The trapezoidal
slot dimensions are: the central length, Lt = 5.4mm the larger width, wt = 4.31mm, and smaller
width is equal to 3.00 mm, which is the same as that of the microstrip line. A parametric study
has been carried out to demonstrate the effect of the slot internal dimensions, wv and wh on the
antenna performance, such that the slot external dimensions are being held constant.

4. PERFORMANCE EVALUATION

Observing the influence of the various parameters on the dual band resonant behaviour of the
modelled antenna, it has been found that the dominant factors in the antenna structure are the
E-shaped slot parameters wh and wv, besides the slot external dimensions.

Figure 2 shows that the return loss response of the proposed antenna is highly affected by
the variation of the value of wh with constant value of wv = 7.0mm. As the value of wh has
been increased, the antenna dual band behaviour is still maintained. However, the lower resonant
frequency has been influenced more than the higher frequency because of the effect of change of
wh.

Variation of wv has a little impact on both the lower and the upper resonant frequencies, as
Figure 3 implies. Again the lower resonant frequency is relatively more affected than the higher
one. Figure 4 shows the simulated the electric field radiation patterns Eθ, of the proposed E-shaped

(a) (b)

Figure 1: (a) The proposed antenna structure, and (b) its layout with respect to the coordinate system.

Figure 2: Simulated return loss responses of the pro-
posed antenna for different values of wv = 7.0mm
with wh as a parameter.

Figure 3: Simulated return loss responses of the pro-
posed antenna for different values of wh = 4.12mm
with wv as a parameter.
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(a) (b)

Figure 4: Simulated electric field radiation patterns, Eθ, of the proposed E-shaped slot antenna for ϕ = 0◦

and ϕ = 90◦ at, (a) 2.45 GHz, and (b) 5.8GHz. The antenna is printed on an FR-4 substrate. Other
parameters are wh = 4.12mm and wv = 7.0mm.

slot antenna for ϕ = 0◦ and ϕ = 90◦ at: (a) 2.45GHz, and (b) 5.8 GHz. The modeled antenna is
with slot parameters of wh = 4.12mm and wv = 7.0mm.

5. CONCLUSIONS

A combined E-shaped microstrip printed slot antenna is presented in this paper, as a candidate
for use for dual band wireless applications. The antenna has been modeled and its performance
has been analyzed using a method of moment based software, IE3D. The proposed antenna shows
an interesting dual band resonant behavior with a wide range of the two resonant frequency ratio
without changing the external dimensions of the combined slot structure; providing the antenna
designer with more degrees of freedom.
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Abstract— In this paper, we propose the combination of several fractal geometries for mi-
crostrip patch antenna for the achievement of their miniaturization and multi banding character-
istics. By placing air gaps under the microstrip patches (actually making suspended microstrips)
the bandwidths of antennas are drastically improved. By cutting appropriate rectangular and
triangular slits as perturbations on the edges of fractal geometries, circular polarizations may be
realized in the radiation patterns.

1. INTRODUCTION

Antennas are mainly designed for narrow band applications and if their dimensions are smaller
than a quarter wave length, they become impractical. Utilization of fractal antennas may extend
their bandwidth. A few iterations of fractal geometries may make the antenna multiband. As
the order of fractal iteration increases, the lowest resonance frequency decreases and additional
frequencies appear in their frequency response. If the dimensions of an antenna become quite
smaller than the wavelength of its operating frequency, then its efficiency drastically deteriorates,
because its radiation resistance decreases and the reactive energy stored in its near field increases.
Consequently, the impedance matching of the antenna with its feeding system becomes difficult
and at best quite narrow band [1]. Consequently, the utilization of fractal geometries is one of the
best methods for their miniaturization. Fractal antennas are design as monopoles, dipoles and as
arrays with multi-band characteristics [2].

Common fractal antenna shapes (such as, Koch and Hilbert) have been used as shown in Fig. 1.
Fractal antennas are based on self-similar geometries, which possess improved characteristics and
some degree of miniaturization. They are used in integrated circuits, multi-band antennas and
arrays [2]. Scale independent and frequency independent antennas were made possible by the
introduction of fractal geometries, first proposed by Mandelbrot [1]. Then, they were used fractal
for the design of multi-band antennas in 1993 [3].

The fractal dimension is defined as a fractional dimension, which may be considered as a crite-
rion for the space filling potential of fractal geometries and also for the comparisons among fractals.

(b)

(a)

Figure 1: Ordinary fractals (a) Koch fractal (b) Hilbert fractal.
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Figure 2: Geometries of combined fractals.

(a)

(b)

Figure 3: Procedure for the generation of fractals (a)Type I (b)Type II.

(a)

(b)

Figure 4: Combined fractal patch antennas.

Fractal geometries may be combined together to improve the characteristics, achieve their minia-
turization and cause additional frequencies to appear in their bandwidths. For example we can
combine Koch fractal and Hilbert fractal as shown in Fig. 2 [4].

In this paper, we apply the combination of triangular Koch and Minkowski fractal geometries
on the sides of a square patch antenna. The fractal geometry is generated by an initiator and
then generators are used for two types combinations [4]. Type I, uses first the Minkowski fractal
then Koch triangular fractal as shown in Fig. 3(a). Type II, employs the reverse order as shown
in Fig. 3(b). In both types, the scale factor is equal to 0.33. That is, in type I, the straight line
is divided into three equal sections and a square is generated in the middle one. Then, each one
of the four generated sections is divided into three equal sections and an equilateral triangular is
generated in the middle one. This process may be continued. A similar procedure may be followed
for the fractal type II .

Application of the fractal of types I and II to the edges of a square patch antenna for two
iterations are shown in Figs. 4(a) and (b). We call them combined fractal patch antennas. It has
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Figure 5: Structure of the proposed antenna.

Figure 6: Comparison among S11 of proposed frac-
tal antenna and common fractals.

Figure 7: Current distribution on the antenna
patches.

been shown that fractal iterations of more than two times do not have significant effect on the
antenna characteristics [4].

2. COMPUTER SIMULATIONS

We use HFSS 12 software for the simulation of the designed fractal antennas. The substrate is
FR4 epoxy with dielectric constant εr = 4.4, substrate thickness h = 1.6mm and loss tangent
tanδ = 0.02. The initial size of square patch is a = 30 mm. The patch antenna feed is through a
coaxial cable, which is positioned along its diagonal line at a distance of 4.2 mm from its center, as
shown in Fig. 5. Both antenna types I and II are shown in Fig. 5.

2.1. Linear Polarization

The linear polarization of radiation is obtained by placing similar fractal shapes on the edges of
square patch, so that their electrical lengths are identical. Fig. 6 shows the reflection coefficients
(S11) of the square patch fractal types I and II, with Minkowski and triangular Koch (with two
iterations). Observe that the resonance frequencies of type I and II fractals are lower than that of
the simple patch antenna by 600MHz and 400MHz, respectively. The reduction of the resonance
frequency actually leads to the effective reduction of antenna size. Table 1 summarizes the resonance
frequencies, band widths, areas and periphery lengths of square, Minkowski fractal, Koch fractal,
combined fractal types I and II. Observe that by increasing the periphery of antennas, effective
electrical length increases and the resonance frequency decreases [3]. The current distribution on
the antenna patches is shown in Fig. 7. Observe that the length of current paths has increased,
which leads to the reduction of resonance frequency.
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Table 1.

Type of Antenna Fr(GHz) BW Area mm2 Periphery mm
Square patch 2.23 3% 900 120

Minkowski fractal 1.6 4% 464.4 268.99
Square koch 1.625 2% 624.9 225.04

Combined fractal 1 1.5 2% 533.8 243.4
Combined fractal 2 1.8 2% 549.8 257.6

Figure 8. Combined fractal geometries for wide band antennas with circular polarization.

Figure 9. S11 for combined fractal geometries for
wide band antennas with circular polarization.

Figure 10. Axial ratio for combined fractal geome-
tries for wide band antennas.

2.2. Bandwidth Extension and Circular Polarization
We place an air gap of height H between the dielectric substrate (FR4) and the ground plane , as
shown in Fig. 8. The air gap decreases the effective dielectric constant of the antennas, leading to
the reduction of quality factor and eventual increase of the antenna band-width. The combined
fractal patch antenna and the 50Ω coaxial feed are also shown in Fig. 8. However, the increase of
length of the coaxial the impedance matching more difficult. In order to compensate for this effect,
a square slot is cut around the feed point in the patch to produce to a capacitance effect and make
the impedance matching possible [2]. For the achievement of circular polarization with maximum
band-width, two orthogonal modes with 90 degrees phase shift are needed. For the excitation of two
orthogonal modes with diagonal feed, the electrical length of patch edges should differ by about a
quarter wavelength. Consequently, a rectangular slit is cut in an edge of the patch (see Fig. 8)in the
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 XZ-plane at 2.1 GHz XZ-plane at 2.4 GHz   XZ-plane at 2.7 GHz

(a)

 YZ-plane at 2.1 GHz YZ-plane at 2.4 GHz YZ-plane at 2.7 GHz

(b)

Figure 11. Computer simulated radiation patterns (a) simulated pattern in the XZ-plane (E-plane); (b) in
the Y Z-plane (H-plane).

Figure 12. Radiation Gain in circular polarization band.

place of triangular slit as perturbation in antenna type II (see Fig. 5) [2, 3]. In order to maximize
the frequency band-width, an optimization is performed by the HFSS12 on the square patch that
exist on top of the feed point (L) and width of square slot cut around the feed point (W ) and
height of air gap under patch in suspended microstrip (H) (see Fig. 8). The optimum values are
L = 2 mm, W = 0.25mm and H = 10 mm. The return loss (S11) of the proposed Combined Fractal
patch Antenna With Circular Polarization is drawn in Fig. 9 and the axial ratio for this antenna is
shown in Fig. 10. Figs. 9 and 10 show that the proposed antenna has a resonance frequency equal
to 2.4GHz and a band width (S11 < −10 dB) equal to 890 MHZ or 36 percent. The bandwidth for
circular polarization (axial ratio < 3 dB) is 90 MHZ or 3 percent. The radiation patterns of the
antenna are drawn in the xz-plane (E-plane) and yz-plane (H-plane) and is shown in Fig. 11. The
diagram for the radiation gain of proposed antenna versus frequency is drawn in Fig. 12, which is
about 5 dB.

3. CONCLUSIONS

We propose several combinations of fractal geometries for the design of microstrip patch antennas,
which achieve some degree of antenna miniaturization, specifically reducing its resonant frequency.
The perturbation of fractal geometries provides circular polarization of the radiation patterns. The
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antenna bandwidth is also extended by cutting square slots around the feed point on patch. The
optimization on the antenna geometrical configuration (namely, dimensions of slits on the patch
edges, slots on the feed point, height of air gap) improve the antenna characteristics. It is shown
that the combination of fractal geometries has improved the performance of antenna, relative to
the application of single fractals.
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Abstract— This paper introduces the design of a new dual-band internal printed monopole
antenna structure as a candidate for WLAN (wireless local area network) USB (universal serial
bus) dongle applications. The proposed antenna structure is based on the second iteration of
Peano- type space-filling geometry. The antenna has been printed on a substrate with relative
permittivity of 2.33 and thickness of 0.8 mm, and fed with 50 Ω microstrip line. The resulting
antenna has been found to possess a compact size of 15mm× 5.6 mm, which is suitable for this
application. Furthermore, the proposed antenna offers a dual resonant behavior with frequency
ratio of about 2.41; resulting in bandwidths, for return loss ≤ −10 dB, covering the two WLAN
band standards. Modeling and performance evaluation of the proposed antenna have been carried
out using the CST Microwave Studio. Simulation results of return loss, radiation patterns, and
gain verify that the presented antenna represents a good solution for dual-band WLAN USB
dongle applications.

1. INTRODUCTION

Many USB dongle antennas for WLAN applications have been reported in the literature [1–8].
Beside the limited size constrains, these antennas must fight against other challenges such as the
resulting gain, the radiation pattern, the bandwidth, and the ease of fabrication. In [1], a printed
meander-line antenna has been proposed for WLAN/USB dongle; however this antenna can only
operate at 2.4 GHz. Planar inverted-F antenna PIFA had been presented in [2] as a dual-band
antenna for UTMS/WLAN applications. However, this antenna is considered more complex for
fabrication, in spite of the compact size achieved. Another microstrip fed folded PIFA antenna
has been presented in [3], but it only covers the lower WLAN band. A combined C-shaped strip
and a straight strip of a compact printed monopole antenna provide two resonant paths to achieve
2.4, 5.2, and 5.8 GHz multiband operation [4]; the size of this antenna made it improper for USB
dongle. A combination of meander line and Cohen-like fractal geometry has been suggested to
construct a printed monopole antenna in [5]. This antenna has been found to possess suitable size
and dual-band performance covering the required band for WLAN 802.1a/b/g standards; but it
lacks from the relatively low gain. Another printed monopole antenna configuration for dual-WLAN
USB dongle has been reported in [6]. The antenna consists of two parts; a circular hook-shaped
patch resonating at 2.5GHz ISM band, and a folded monopole stub, inserted in the hook-shaped
patch to produce another resonant frequency at the upper frequency band near 5.5 GHz. On the
other hand, a miniaturized internal antenna design covering the 2.4GHz WLAN and UWB (ultra
wideband) system bands, for USB dongle applications, has been reported in [7]. The antenna
mainly consists of a folded metal plate with two sided beveled; supported by short circuited pin
connected to the ground plane, and slots in the bevel sides of the folded metal plate. A coplanar
printed loop antenna fed by a coupling-feed mechanism for 2.4-GHz WLAN applications has been
proposed in [8]. The antenna has noticeable compact size; making the proposed design suitable
for the use within wireless devices in the lower WLAN band environment. Except for the work
reported in [5], fractal geometries have not been investigated in the design of dual-band antenna
for WLAN USB dongle applications. However, these geometries have been successfully used to
construct antenna structures for dual-band WLAN embedded in the laptop computers [9–11].

In this paper, a printed dual-band monopole antenna is proposed for use in the USB WLAN
dongle applications covering the IEEE 802.11a/b standards. This antenna is combined of a trans-
mission line structure, based on the 2nd iteration modified Peano fractal geometry, fed with a 50 Ω
microstrip line, via a printed line used for allocating the two resonating WLAN bands.

2. THE PROPOSED ANTENNA STRUCTURE

The conventional Peano fractal curve has been widely used in the design of compact and multiband
antennas, because of its space-filling and self-similarity properties it possesses [12–14]. Space-filling
property leads to produce miniaturized antennas, while self-similarity results in antennas with
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(a) (b) (c)

Figure 1: The generation process of the modified Peano pre-fractal curve up to the 2nd iteration.

Figure 2: The layout of the proposed dual-band monopole antenna with respect to the coordinate system.
All dimensions are in mm.

multi-resonant performance. However, this fractal curve fills the space, in such a way to form a
square after infinite number of iterations. Taking into consideration the size constraints imposed on
the antenna for USB dongle applications; this fractal geometry does not represent a proper choice.

Instead, a modified version of the conventional Peano fractal curve has been considered for
this task. This Peano-type fractal geometry, as depicted in Figure 1, has been suggested to
construct miniaturized microwave transmission lines, filters, capacitors, and many other passive
components [15]. In this structure, the conventional Peano pre-fractal curve generator has been
stretched by a factor of 0.5 in only one dimension, so the resulting fractal structure will no longer
be with a square outline.

Figure 1 demonstrates the generation process of the modified Peano pre-fractal curve up to
the 2nd iteration. The straight line in Figure 1(a), (the initiator), has been replaced by the nine
segment structure in Figure 1(b), the generator. Then, in certain iteration n, each line segment
has to be replaced by the whole structure of its preceding iteration, taking into account segment
scaling and orientation.

Hence, the 1st iteration consists of 9 segments, and the 2nd iteration has 81 segments, and so
on. If the length of the initiator line is Lo, the length enclosed by any pre-fractal structure at the
nth iteration n, Ln is:

Ln = 2nLn−1, for n ≥ 1 (1)

3. ANTENNA DESIGN

Figure 2 shows the layout of the proposed dual-band monopole antenna with respect of the coordi-
nate system. A monopole antenna, in the form of the 2nd iteration modified pre-fractal geometry,
has been printed on one side of a substrate with a relative dielectric constant of 2.33 and a substrate
thickness of 0.8mm. On the reverse side of the substrate, is the ground plane of the system which
has the dimensions of 20× 50mm2.

The fractal part is combined with a small length of a printed transmission line, used for tuning
purposes. A 50 Ω-microstrip line is used to feed the combined monopole antenna. It has been found
that, the monopole antenna resonates near the standard dual WLAN bands when its length, L, of
about 15 mm. In terms of the antenna parameters, the lower resonant frequency, fL is calculated
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Figure 3: The simulated return loss response of the proposed antenna together with the current distributions
at the two resonating bands.

(a)

(b)

Figure 4: The simulated gain of the proposed antenna at: (a) the lower band, and (b) the upper band.

as
fL =

C◦
6L
√

εre
(2)

where Co is the speed of light in free space, εre and is the relative effective permittivity of the
substrate.

4. PERFORMANCE EVALUATION

The proposed antenna has been modeled, and its performance has been calculated using the CST
Microwave Studio (MWS) simulation software. The simulated return loss has been depicted in
Figure 3. The simulated return loss, for S11 ≤ −10 dB, bandwidths range from 1.93–2.67 GHz
and from 5.59 to 6.1GHz with corresponding bandwidths of about 0.74 and 0.46 GHz respectively.
Figure 3 also shows the simulated current distributions at the IEEE 802.11a and IEEE 802.11b/g
bands, where the current distribution implies that the realization of the two bands is attributed by
the corresponding antenna parts with reddish color.

The peak gain values in the two bands have been evaluated, as shown in Figure 4. In the lower
frequency band, the peak gain plotted in Figure 4(a) is as large as 3.28 dBi, which is higher than
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(a) 2.4 GHz

(b) 5.2 GHz

X-Y  plane Y-Z  plane 

Figure 5: The simulated radiation patterns of the proposed antenna at: (a) the lower band, and (b) the
upper band in the X-Y and Y -Z planes.

the gain values of reported antennas [5]. The gain versus frequency, for the upper band, is plotted
in Figure 4(b), where the maximum gain of copolarization is found to be of about 4.6 dBi which is
also higher than that reported in [5].

Curves in Figure 5 show the simulated radiation patterns in the X-Y plane and the Y -Z plane
at the two bands. Like the conventional monopole antenna, the modeled antenna has an omnidi-
rectional radiation patterns in the Y -Z plane at the two bands, while it has the two conventional
minima in the X-Y plane radiation patterns.

5. CONCLUSION

In this paper, a new compact monopole dual-band antenna has been suggested to be a solution
for the internal antenna for dual-band WLAN USB dongle. The proposed fractal shaped antenna
has been found to offer acceptable dual-band behavior with nearly omnidirectional patterns at the
two WLAN bands. In addition, the compact size of the proposed antenna makes it a good solution
for the USB dongle applications. Beside the simple structure, the resulting antenna gain at the
two bands is noticeably greater than what is published in the literature for other antennas of the
same category. It is hopeful that this antenna finds its place for use in portable dual-band MIMO
applications.
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A New Miniaturized E-shaped Printed Monopole Antenna for UWB
Applications
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Abstract— In this paper, a compact UWB printed monopole antenna design is proposed. The
monopole antenna has the form of an E-shaped structure printed on a substrate with relative
dielectric constant of 3.38, and thickness of 1.52mm. The matching through the UWB response
is satisfied using a reduced ground plane. The proposed antenna is fed by a 50 Ω unsymmetrical
microstrip line. The ground plane is printed beneath the microstrip line. Modeling and perfor-
mance evaluation of the proposed antenna have been carried out using the commercially available
electromagnetic simulator, IE3D from Zeland Software Inc. A parametric study is performed to
show the effects of the different antenna parameters on the overall antenna performance. The
performance of the antenna is mainly affected by geometrical and electrical parameters, such as
the width and length of the branches of the E-shape structure, feed gap as well as the ground
plane. Simulation results show that the proposed antenna possesses an operating bandwidth, for
return loss ≤ −10 dB, extending from approximately 2.93 GHz to about 14GHz which covers the
entire UWB band of 3.1 GHz to 10.6 GHz.

1. INTRODUCTION

The need of exchanging huge quantity of information at high transfer rates, in modern communica-
tion systems, tends toward the UWB systems. Multimedia contents as video data or high resolution
ranging, are critical in hostile environment, such as underground communication for mines; hence,
security issues and economic context leads to high demand of low-cost and reliable UWB systems
for underground communication [1, 2]. The application of the E-shaped structure in patch antenna
design has been first presented in [3]; in an attempt to overcome the narrow band and the large size
of the conventional microstrip patch antennas. Since then, this structure had attracted antenna
designers in their efforts to produce antennas with reduced size and broadband performance for
different applications. The conventional E-shaped patch antenna has been used to design wideband
antennas [4–6].

Various E-shaped patch antennas with tapered, corrugated, and trapezoidal slots have been
reported in the literature [8–10]. Many variants of the E-shaped patch structure have been pro-
posed to produce reduced size and wide band antennas [9–12]. Patch antennas with half E-shaped
and folded E-shaped structures have been also reported [11, 12, 15–17]. Moreover, the E-shaped
structures have been used together with other slot structures to produce antennas with enhanced
bandwidths [17–19]. For dual band antenna applications, E-shaped patch structures have been
successfully verified as reported in [19, 20].

The E-shaped slot structure has been applied to build a complementary part of an ultrawide-
band (UWB) antenna to produce the 5 GHz/6 GHz band-notch [21]. In [22], two printed wide-slot
antennas constituting of both E-shaped patch and E-shaped slot with rounded corners and fed by
CPW and microstrip line have been presented. The resulting antennas have been found to possess
fractional bandwidths of about 146%.

In this paper, an E-shaped printed monopole antenna has been presented as a candidate for
use ultrawideband applications. The influence of the antenna parameters on the ultrawideband
resonating behavior has been investigated.

2. THE ANTENNA DESIGN

The geometry of the proposed E-shaped printed antenna structure is shown in Figure 1. The
E-shaped radiating element has been printed on the upper side of a dielectric substrate, while a
finite size ground plane is in the lower side, as shown in Figure 1(a). For design convenience, the
proposed antenna is fed by a 50 Ω microstrip line printed on the radiator side of the substrate.
The E-shaped structure is supposed to be printed on a substrate with relative dielectric constant
of 3.38, and thickness of 1.52 mm. Figure 1(b) shows the antenna layout with respect to coordinate
system. An initial design has been obtained to meet the ultrawideband bandwidth requirements.
The resulting antenna structure has the following parameters; the E-shape length LE = 12.9 mm,
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(a) (b)

Figure 1: (a) The proposed E-shaped printed monopole antenna structure, and (b) its layout with respect
to the coordinate system.

(a) (b)

(c)

Figure 2: The resulting E-shaped printed monopole antenna return loss responses corresponding to the
variation of (a) the feed line position, (b) the size of the ground plane, and (c) the space width S.

and its width WE = 13.9mm. The size of the ground plane has been found to be of LG = 25mm
and WG = 8.9mm. The feed line width is of about 3mm, and its position, FP, is located at about
7mm from right edge of the ground plane. The space width between the E-shaped structure and
the ground plane is of about 1mm. This antenna, with the depicted parameters, has been used as
a reference in the parametric study later conducted.

The E-shaped printed monopole antenna structure, depicted in Figure 1, has been modelled
using the commercially available method of moments based EM simulator, IE3D, from Zeland
Software Inc. [23].

3. PERFORMANCE EVALUATION

Besides the E-shaped structure external dimensions, the influence of the various antenna parameters
on the ultrawideband resonant behaviour have been observed. It has been found that the dominant
parameters that have clear impact on the overall antenna performance are the unsymmetrical feed
position, FP, the width of the space between the E-shaped radiator and the ground plane, S, and
the size of the ground plane. Many antenna structures have been modelled to demonstrate the
effects of these parameters on the resulting ultrawideband response. Figure 2 depicts the resulting
return loss responses corresponding to variations of the related antenna parameters. The previously
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Figure 3: Simulated current distributions on the reference antenna at 3, 5, 6, 10, and 12 GHz.

Figure 4: Simulated 3D total field radiation patterns of the reference antenna at 3, 6, and 10 GHz.

depicted antenna dimensions are used as a reference in this parametric study. Figure 2(a) shows
the effect of the feed position on the resonant behaviour of the antenna, when all other parameters
are kept constant. The change of the feed line location around the reference position makes the
proposed antenna tending to have a dual-band response, for lower values of the feed position with
respect to the right edge of the ground plane.

Results of the variation of the size of the ground plane, as Figure 2(b) implies, show that
the ultrawideband response deteriorates for ground plane lengths other than the reference value.
However, dual-band responses are obtained with increased or decreased higher resonating bands.
The effect of the space width, S, has been demonstrated in Figure 2(c). For larger values of the space
width, the antenna offers a dual-band resonant behavior, and the ultrawideband resonance occurs
as the space width is made smaller and approaches that of the reference antenna. In addition,
Figure 3 illustrates the electric current distributions on the surface of the reference antenna at
frequencies of 3, 5, 6, 10, and 12 GHz. The contributions of the different antenna parameters on
the related resonances are quite clear. In mobile applications, 3D radiation patterns are of greater
interest than the 2D radiation patterns [24]. Figure 4 shows the simulated 3D radiation patterns for
the total fields at 3, 6, and 10 GHz. The corresponding calculated average gains are 0.68, 2.47, and
2.76 dBi respectively. The radiation performance is almost stable across the operating bandwidth.

4. CONCLUSIONS

An E-shaped printed monopole antenna is presented in this paper, as a candidate for use for
ultrawideband applications. The antenna has been modeled and its performance has been analyzed
using a method of moment based software, IE3D. The proposed antenna has been found to possess a
miniaturized size and a bandwidth making it suitable for compact size ultrawideband applications.
The influence of the different antenna parameters on the ultrawideband resonant behavior has been
demonstrated, providing the antenna designer with more degrees of freedom.
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Miniaturized Surface Wave Dipole Antenna for Millimeter Wave
Application
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Abstract— In the proposed paper a surface wave antenna is designed for millimeter wave
application. We used a simple dipole structure whose length is optimized for millimeter wave (60
to 80GHz) band. We introduced periodic patches with partial ground, which is responsible for
guiding the surface wave along the partial ground and giving a directional radiation pattern as
in case of monopole with reduction in magnitude of back lobe radiation. The proposed structure
achieved a band width of ∼ 20 GHz (−10 dB), i.e., 60.5 to 80 GHz. The maximum gain is around
8.32 dBi at 64 GHz and the average gain is of 7.5 dBi. The analyses of other antenna parameters
like Co and cross polarization, gain, Radiation efficiency etc are also done.

1. INTRODUCTION

The concept of surface wave antenna was suggested in 1950 [1–3], and then many novel structure
were reported. In surface wave antennas, surface waves are guided along the thin ground loaded
with periodic patches resulting in non uniform input phase and low profile conformal geometry. Due
to periodic patches the wave reflected back from the ground plane will be in phase to the radiated
wave and results in constructive interference. Unlike conventional EBG structures, which involve
via hole in the periodic patch and resulting in t band gap for certain frequencies, surface wave
antennas do not contains via holes. In surface wave antennas in phase response is achieved through
periodic patches but there won’t be any band gap for any frequency or a band of frequencies.
Through surface wave antennas the properties of basic antenna could be altered to achieve needed
characteristics.

Through surface wave antennas, only narrow band width could be achieved, so for a wide band
response a partial ground is added in place of conventional PEC. In the proposed structure the
ground and the periodic patches are on same plane not like the conventional surface wave antenna.
This structure Provides bandwidth of ∼ 20GHz with the maximum gain of 8.23 dB is at 64GHz
and with an average gain of 7.5 dB for the complete bandwidth.

The frequency at millimeter wave band, i.e., 60 to 80 GHz has a wide area of applications which
includes high speed data communication, satellite to satellite link communication, astronomy and
automotive radars systems etc. Band of 60 GHz i.e., 60 to 65 GHz is a good candidate for high
speed data communication (up to Gbps range) [6] where as band of 70 to 80 GHz is utilize for
automotive radar systems and astronomy. Even with such advantages millimeter wave faces a
drawback, especially band of 60 GHz. At 60GHz the attenuation rate of the frequency is very
high, since resonant frequency of the oxygen is 60 GHz so this frequency has to face high free
space absorption [6]. For this reason the applications of this frequency band are restricted to
small distance only. But with proper design and frequency reuse criteria this deficiency could be
overcome.

2. PROPOSED STRUCTURE

In the proposed structure the dimensional values are as follows: a = 0.36λ, b = 0.7λ, c = 0.1λ,
d = 1.2λ, e = 1.2λ, f = 0.22λ, g = 0.02λ, u = v = 1.2λ, y = .6λ. Here w represents the feed
width of the 50Ω transmission line which is design according to the design equations given in [8].
Whereas the periodic patches in the ground were paced such that their center to center distance
is less than the wave length. In the proposed structure we used FR4 substrate having dielectric
permittivity of 4.4. The analysis of the antenna is done using the CST Microwave Studio simulator.
The proposed structure was firstly designed as a complete dipole then the length a, is optimized
for better result, using the optimizer provided in CST soft ware.

3. RESULT ANALYSIS

In this section the antenna parameters like return loss, radiation pattern, antenna gain and radiation
efficiency were analyzed through simulation. During simulation the highest order of mesh limits
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(a) (b)

Figure 1: (a) Proposed dipole structure with Microstrip feed. (b) Partial ground plane with periodic patches.

Figure 2: Return loss characteristic for the proposed structure.

were chosen so that high simulation accuracy could be maintained.

3.1. Return Loss Characteristic

From above graph it can be concluded that the proposed structure gives a wide band response.
Though there is a small notch in the S11 response at the frequency 63.5 GHz and the value for
return loss for this frequency in terms of dB is −9.89 dB. This notch was also reduced when the
mesh cells for simulations were increased.

3.2. Radiation Pattern for Both E and H Plane

Figure 3 shows the radiation pattern characteristic for the proposed structure. Here the chosen
frequency is 64GHz. From above figure it is clear that the cross polarization level in both E and
H plane are less than the co polarization level. Here, the obtained main lobes 3 dB beam width is
around 80.3◦ and the direction for main lobe radiation pattern is around 64◦.

The Gain and Radiation efficiency characteristic for complete band is given as in Fig. 4.
Since the gain required for the short distance data transmission at 60 GHz band especially for

WPAN, WLAN application should be high and Figure 4 shows that the average gain given by the
proposed structure is around 7.5 dB and highest of 8.25 dB at 64 GHz, thus it can be concluded
that the proposed structure could be very well used for above mentioned applications. The total
radiation efficiency for this structure is also in good terms with the required efficiency, needed for
practical application.
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(a)

(b)

Figure 3: (a) Co-cross polarization characteristic for E Plane, (b) Co-cross polarization characteristic for
H Plane.

Figure 4: Gain and efficiency graph for proposed structure.

4. CONCLUSIONS AND FUTURE WORK

The proposed structure is showing a wide band width for complete 60 GHz and 70GHz band, with
an average gain and radiation efficiency of around 7.5 dB and 85% respectively. The proposed
structure can also be used for band of 70–80 GHz which has a less attenuation level. Though the
size of the antenna is reduced (i.e., from basic length of a dipole) it didn’t affected the antenna
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performance. Since the structure is drawn for higher frequency, similar concept can be used for
designing the antenna at frequency of L-band with miniaturization technique.
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Abstract— In the proposed paper Umbrella shaped Dipole antenna is chosen and its radius
is optimized for Millimeter wave band, i.e., 60 GHz. The Extended dipole is given Microstrip
feed and it is backed by Artificial Magnetic Conductor (AMC) ground added with closed cap via
holes. In the proposed work the dimensions of Spiral ground and vias are optimized and their
combine effects were used to suppress surface wave effect, which were responsible for decrement
in the antenna performance in terms of antenna gain and efficiency. The proposed structure is
drawn on RT Duriod having permittivity of 2.2 with substrate thickness of 0.45 mm. the results
are based on simulation, done using IE3D simulator of Zeland Corporation.

1. INTRODUCTION

Monopole antenna being low profile, finds many application in different area. Their compatibility
rate with MIC structures is very high, and their fabrication is also very easy, compared to other
antenna structure. In this paper Millimeter wave is referred to unlicensed frequency band of 55
to 60GHz. This band now a day’s is seen as good candidate for high speed short distance data
communication. The high free space attenuation rate for this band limits its application to short
distance range only, and that makes it possible for using excellent frequency reuse criteria [1].

But when designing the antenna at such a high frequency it is seen that if the substrate thickness
is less than quarter wavelength then, the radiated wave which impinges substrate and passes to
ground layer will undergo two effects. Firstly some of the wave will get reflected back from ground
layer with 180 degree phase shift (in order to maintain node and antinodes criteria of E and H
field) and causes a destructive interference with the main radiation pattern. Secondly some wave
will travel through the ground surface and get diffracted at the discontinuity, since ground used
is finite in nature. This diffracted wave will again interfere with main radiating wave. Thus from
both the effects the performance of the antenna in terms of Return loss, Gain and Efficiency will
reduce.

For this reason, Antenna with Spiral AMC ground is proposed and further the performance of
the proposed antenna is increased by introducing the vias to the structure [3–5], in following sections
it will be explained that how surface wave effects are reduced and their by antenna performance is
enhanced.
1.1. Semicircular Monopole Patch Antenna
The proposed antenna has a semicircular shape, and is designed on the RT Duriod substrate having
relative permittivity of 2.2 with thickness of 0.45 mm. The semicircular patch is chosen because
of the fact that, for increasing the band width of the simple monopole wire antenna, it has to
be replaced with plate elements such as, elliptical, triangular, rectangular, circular or in this case
a semicircular [3]. The semicircular shape of the proposed antenna is optimized, for getting the
band width near 60GHz frequency. The optimization is with respect to the cavity model of patch
antenna and IE3D simulator optimizer, in which the semicircle part of the antenna is chosen and
for needed frequency the limits of the dimension is given. For best optimized results the structure
is finalized. After finalizing the design of the antenna the position of the vias was analyzed. Point
of placing the vias at the lower end of semicircle and upper end of the Microstrip transmission line
is to provide a path to surface wave and to seizes it in vias their by providing a high impedance
surface and thus decreasing the effects of surface wave [5]. In following section it can be seen that
through this process the radiation efficiency for the structure is also increased and is sufficient
for Millimeter wave band. In Fig. 1 the semicircular monopole patch is shown, here W = 0.26λ,
L = 0.73λ, and r = 0.4λ, here λ is free space wave length. The feed used is 50 Microstrip feed.
1.2. Spiral AMC Ground and Conventional PEC Ground
Artificial magnetic conductor (AMC) spiral geometry is often used, to reduce the antenna size and
minimize the surface wave effect. There are several AMC structures like Hilbert Curve, Jerusalem
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Figure 1: Semicircular monopole antenna with mi-
crostrip feed.

Figure 2: AMC ground with via holes.

Feed line
 Front view

PEC

 Back view

 Front view  Back view

(a)

(b)

Via holes

Feed line

Figure 3: (a) Antenna on conventional PEC ground. (b) Antenna on AMC ground with via holes.

Cross, etc.. Hilbert curves are utilized for getting a variable resonance with respect to number of
turns in spiral AMC. The dimensional analysis for the spiral is based on the equations [5],

din = dout − 2n(w + s) + s (1)

davg =
dout + din

2
(2)

l = 4n× davg (3)

Here din = inner diameter of the spiral structure, davg = average dia, dout = distance (edge to
edge of the spiral), n = no. of turns, W = width of the spiral, S = gap between the consecutive
strips. Considering Fig. 2 the strip width of AMC ground, i.e., W = 0.04λ, S = 0.06λ and total
length and width of the Spiral square is 5.5–5.5 mm. the radius of both the vias are 0.5 mm. The
structure was again optimized to get 60 GHz band as resonating frequency. In Fig. 3 semicircular
monopole patch antenna is designed with various grounds. The conventional PEC ground is of
7× 7mm. In the proposed paper the monopole antenna is designed on conventional PEC ground,
AMC with via hole. During simulation the structure without Via is also checked and its results
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Figure 4: Return loss and gain characteristics of proposed structures.

were compared with proposed designs. Via holes in the proposed structure is closed cap and its
radius is 0.5mm. the whole ground is on finite dielectric substrate. The following figure shows the
patch with different ground patterns, as stated above the feed point will remain same for all the
structures.

2. RESULT ANALYSIS

2.1. Return Loss and Gain Characteristic
From Fig. 4 it is clear that the return loss in the case of AMC ground with via holes is less in
comparison to AMC and PEC grounds. The bandwidth for the antenna in case of antenna with
via holes is recorded as 6GHz, i.e., from 57 GHZ to 63 GHz, where as in case of simple AMC the
band width obtained is of 4 GHz. Thus from above figure it can be concluded that the antenna
with via holes provide wider bandwidth. The gain across 60 GHz for the case of monopole antenna
with AMC ground with via holes is around 7.7 dbi, whereas for simple AMC and PEC grounds the
gain recorded is 7.3 dbi and 5.56 dbi respectively. For the short range Millimeter wave application
the gain around 5 to 6 dbi is sufficient, only when a frequency reuse criterion is applied.

3. CONCLUSIONS

In this paper a novel design of semicircular monopole antenna with Microstrip feed is proposed,
and it is integrated with AMC ground with via holes. All the antenna parameters are compared
with respect to different structures. And it is found that, the performance of antenna with via holes
gives good results as far as millimeter wave applications are concern. The achieved bandwidth is
of 7 GHz with gain of 7.7 dbi at 59.6 GHz, with consistent radiation efficiency of 98% for whole
bandwidth. Since the obtained gain is sufficient for short distance millimeter wave application, for
long distance more gain is needed, and for this reason analysis for more sophisticated designs are
going on. For this purpose investigation on surface wave antenna will be done in future.
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Abstract— In this paper, a novel antenna design for simultaneous improvement of patch an-
tenna gain and bandwidth has been proposed using partial substrate removal in a multiple-layer
dielectric by suppression of surface wave losses beneath the substrate surface by embedding a
low-dielectric (air) void. In this way, improvement in gain is achieved by fractional removal
of substrate. Bandwidth of the patch antenna is increased by using multiple layer dielectric
substrates. It is known that bandwidth of microstrip antenna is small and varies directly with
the size of the patch, Increasing size of patch to improve bandwidth makes it large and bulky.
Thus to overcome the bandwidth limitation without increasing size unacceptably, a patch on
multiple-layer scheme has been designed to reduce the effective dielectric constant. This ensures
that bandwidth increases greatly while size is nearly unaffected. Performance parameters like
bandwidth and reflection loss have been evaluated and compared with that obtained from single
layer dielectric substrates. Results suggest considerable improvement in bandwidth using the
proposed patch antenna design on multi-layered dielectric substrate. The designed patch has a
size of 12× 8 mm2 and gives a bandwidth and gain of 314MHz and gain 4.035 dB at 6.479GHz.

1. INTRODUCTION

A microstrip patch antenna is widely used in compact and portable communication devices due
to its small size, thin profile configurations, conformity and low cost. In spite of these remark-
able advantages, the patch suffers some serious drawbacks like low bandwidth (due to small size).
Bandwidth can be increased but at the cost of size of the patch, making it large and bulky. To
overcome this problem, a multiple-layer dielectric substrate has been used to improve bandwidth,
in this paper [1]. There are different types of losses in antenna, one of which is surface wave loss
due to of the permittivity of the material and thickness of the substrate [2–5]. Due to excitation of
surface waves, patch antenna also suffers from reduced gain and efficiency as well as unacceptably
high levels of cross-polarization and mutual coupling within an array environment at high frequen-
cies. In this paper, parts of the substrate surrounding the patch have been strategically removed
to suppress surface wave losses, and thereby increase gain [6–10]. It is known that for a particu-
lar resonant frequency, the bandwidth increases with increase in size of patch antenna for a high
dielectric [11]. The patch antenna of low dielectric has a moderate bandwidth but large size [12].
Bandwidth decreases with increase in the dielectric value of the substrate. The two substrates have
been combined so as to include the quality of both high and low dielectric, i.e., high bandwidth
and low patch size respectively [1]. A microstrip patch antenna implemented on silicon (εr = 11.9)
has moderate bandwidth with a small sized patch and that implemented on glass (εr = 4.6) has a
high bandwidth. In this paper, a multiple-layer substrate is made by sandwiching one layer of glass
(εr = 4.6) in between two layers of silicon (εr = 11.9) so as to reduce the antenna size as much as
possible. Here, silicon (εr = 11.9) has been used directly below the patch so as to maximize the size
reduction. As a result, the size is increased slightly, but the bandwidth is increased greatly. The
method to improve the gain is to reduce the loss of the microstrip antenna. The gain of the antenna
can be increased by reducing the loss due to surface wave propagation [13–17]. One method to
do so is by replacing the substrate of patch with low dielectric values or with air (εr = 1). Peri-
odic structures of electromagnetic band-gap (EBG) can be used to block the surface waves from
propagating in a certain band of frequency. A common method to generate EBG structures is to
drill holes in substrate to synthesize a lower dielectric constant substrate [18]. However, in this
paper, a rather simpler version of EBG structure approach has been used by partially removing
the substrate surrounding the patch instead of drilling periodic holes. Removing the substrate
partially stops the propagation of surface wave in the substrate, which reduces the power coupled
in backward direction and enhances the forward coupled power [6]. As a result the gain increases.

2. SIGNIFICANCE OF A MULTIPLE-LAYER SUBSTRATE

The wavelength of an EM wave at 5 GHz is about 6 cm in air [1]. The size of the antenna at 5 GHz
is typically in the order of centimeters, which take a lot of area in wireless devices. To address
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the issue of narrow bandwidth, many methods can be found in literature, typical methods being
E-patch and U slot, aperture coupling [19]. These approaches enable broadband characteristics
using air or low dielectric constant substrates, but at the cost of large volume and need of a large
ground plane. For small-size compact antenna, the requirement is not only the smaller size but
also a smaller ground plane. A compact rectangular patch microstrip antenna with small volume
has been proposed in [20]. It has broadband characteristics due to multiple layer substrates. The
dielectric constant of the substrate is closely related to the size and the bandwidth of the microstrip
antenna. A trade-off relationship exists between antenna size and bandwidth [21]. But if we use
multiple-layer substrates of different materials, the effect of trade-off relationship can be reduced.
The use of high and low dielectric constant materials for multiple layer substrates puts effective
dielectric constant to a value at the centre of both high and low dielectric constant materials [20].
HRS (High Resistivity Silicon) was chosen as a substrate. An antenna fabricated on HRS substrate
had small patch size but it also had narrow bandwidth. However, a glass substrate in the middle
of silicon substrates lowered the effective dielectric constant. By using a Si/Glass/Si multi layer
substrate, the bandwidth is increased greatly while the size is increased slightly. In this paper we
have designed the antenna which has a broad bandwidth and a higher gain [22].

3. PROPOSED ANTENNA DESIGN

It is known that for a particular resonant frequency, the bandwidth increases with increase in size
of patch antenna for a high dielectric [6]. The patch antenna of low dielectric has a moderate band-
width but large size. Bandwidth decreases with increase in the dielectric value of the substrate [6].
The two substrates have been combined so as to include the quality of both high and low dielectric,
i.e., high bandwidth and low patch size respectively. Figure 1 shows the proposed antenna design
for a circular patch antenna on multiple-layer dielectric. A microstrip patch antenna implemented
on silicon (εr = 11.9) has moderate bandwidth with a small sized patch and that implemented
on glass (εr = 4.6) has a high bandwidth. In this paper, a multiple-layer substrate is made by
sandwiching one layer of glass (εr = 4.6) in between two layers of silicon (εr = 11.9) so as to
reduce the antenna size as much as possible. Here, silicon (εr = 11.9) has been strategically used
directly below the patch so as to maximize the size reduction. As a result, the size is increased
slightly, but the bandwidth is increased greatly. The proposed fractional substrate removal design
consists of replacing certain fractions of the patch substrate by air in certain configurations. It
has been tested for fractional substrate removal in various configurations like-along radiating and
non-radiating edges, making trenches of different widths all-around the patch, below the patch
and on all its sides. Figure 1 shows the design using removal of a fraction of substrate from the
substrate surrounding the patch. The performance metrics — gain (dB), half power Beam Width
(E plane) and half power Beam Width (H plane) in degrees has been computed and analyzed for
the proposed structure.

(a)

(b)

(c)

Figure 1: Proposed antenna design — Patch on multiple-layer dielectric. (a) Isometric view. (b) Top view.
(c) Side view.
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4. SIMULATION RESULTS

The advantages of the proposed multi-layer substrate for a rectangular patch were verified using
the Computer Simulation Technology Studio SuiteTM 2011 simulation tool. Simulation results and
performance parameter bandwidth has been calculated using the proposed multilayer dielectric and
were compared with that obtained from single-layer silicon and single-layer glass substrate. Table 1
shows the dimensions and the simulation results of the tested microstrip antenna designs.

The parametric description of the multiple-layer substrate is as follows:

• Glass substrate (εr = 4.6) of 1 mm is sandwiched between two silicon layers (εr = 11.9) of
thickness 0.5 mm each.

• The rectangular patch has size 12× 8mm2 and has been fed using microstrip feed.
• All of the designed microstrip antenna have 15× 15mm2 ground plane.

5. OBSERVATIONS

Performance metric — bandwidth — has been analyzed and observations regarding the radiation
pattern and reflection loss obtained using the proposed patch antennas have been discussed in this
section.

5.1. Bandwidth and Patch Size
Figure 2 shows reflection loss (in dB) for different dielectric substrates.

• Best bandwidth-size trade-off was observed using the proposed multiple-layer dielectric sub-
strate (Si/Glass/Si) giving a bandwidth of 314 MHz (reflection loss: −9.5014 dB) at patch size
8× 12mm2.

Table 1: Comparison of simulation results on rectangular patch antenna using different types of substrates.

Dielectric
Dielectric

constant

Thickness

(mm)

Bandwidth

(MHz)

Size of

rectangular

patch

Gain Directivity

Silicon

(single layer)
11.9 2 72.7 8× 6 2.490 4.728

Glass

(single layer)
4.6 2 86.4 12× 13 2.326 4.528

Silicon/

Glass/Silicon

(Multiple-layer)

11.9/4.6/11/9 0.5/1/0.5 314 8× 12 4.035 6.646

Figure 2: Reflection loss (in dB) for Multiple layer Dielectric with partial substrate removal. Reflection loss
for the proposed antenna reaches −9.5014 dB, it has the highest 3 dB bandwidth of 314MHz.
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(a) (b)

Figure 3: Radiation pattern for patch antenna on multiple-layer dielectric with partial substrate removal in
(a) E plane, ϕ = 90. (b) H-plane, ϕ = 0. The main lobe magnitude (gain) is found to be 4.035 dB.

• The smallest patch on single-layer silicon substrate was found to be 8× 6 mm2 and very low
reflection loss of −19.246 dB but the bandwidth was only 72.7 MHz.

• The rectangular patch on single-layer glass substrate was found to give a bandwidth of
86.4MHz (reflection loss: −7.8 dB) but at a size of 12× 13mm2.

When compared with bandwidth of single-layer substrate the bandwidth was found to increase
remarkably using the proposed multiple-layer substrate. Bandwidth using multiple-layer dielectric
is greater than that obtained using single-layer Si substrate by while the size (patch area) was
increased.

On comparison with bandwidth of single-layer glass substrate, multiple-layer dielectric substrate
gives 260% increase in bandwidth while the size is reduced by 38%.
5.2. Radiation Pattern
• Figure 3 shows the simulation results of the radiation patterns for the proposed patch on

multiple-layer substrate along E and H-planes. The microstrip antennas on glass and Si/glass-
/Si substrate were found to have similar radiation patterns.

• The gain of the proposed multiple-layer with partial substrate removal patch was found to be
4.035 dB. This is acceptable value gain for a microstrip antenna.

• Also back lobe of the radiation pattern is quite large due to small ground planes. These can
be improved by increasing the area of the ground plane.

6. CONCLUSION

The proposed antenna design using multiple-layer dielectric with partial substrate removal has
been found to give a bandwidth of 314 MHz with a gain of 4.035 dB at an operating frequency of
6.646GHz. This is a noteworthy improvement in bandwidth over that obtained using microstrip
antenna over single-layer silicon or single-layer glass substrate. These broadband characteristics
can be attributed to the multiple-layer dielectric substrate that lowers the effective dielectric value
while reducing the size as much as possible. The proposed antenna has a gain of 4.035 dB. This
approach can be extended further to improve gain and bandwidth simultaneously by incorporating
various electromagnetic band-gap structures in a multiple-layer configuration.
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Abstract— A non-spatial filter based on the angular selectivity of volume Bragg grating
(VBGs) is described for laser beam cleanup. The diffraction characteristics of VBGs are dis-
cussed with coupled wave theory. The angle selectivity of VBGs is markedly influenced by tiny
deviation of thickness and refractive index modulation. Two VBGs with period of 0.96µm and
the thickness of 2.5 mm and 2.9mm in Photo-Thermo-Refractive (PTR) Glass are used for non-
spatial filtering. The filtering effect is exhibited with divergent beams.

1. INTRODUCTION

In high-power or high-energy laser system, the load capacity is limited by the small-scale self-
focusing in laser beams [1]. The spatial filtering has been used for more than 30 years to combat
with the nonlinear effects [2]. The traditional spatial filter consists of a pair of lenses that focus
and recollimate a beam, with a pinhole in the transform plane. The pinhole acts as a low-pass filter
for the spatial modulation in the input laser beam, allowing only the lower spatial frequencies to
be transmitted [3]. This eliminates the need for laser beam focusing, which is the source of many
inherent defects of traditional spatial filters, such as “pinhole closure” [4].

The non-spatial filter which is developed by Ludman et al is a practicable way to overcome
the inherent defects of traditional spatial filters [5]. Unlike traditional spatial filters, they operate
directly on the laser beam [6]. Therefore, they are aligned more easily, may be used with high-power
or high-energy lasers, and are cheaper in manufacturing. The non-spatial filters are based on the
angular selectivity of thick holograms [5]. Initial holographic materials are not suitable for this
application because differential shrinkage during holographic processing limits the maximum Bragg
angle selectivity attainable by affecting the Bragg angle in a nonuniform manner [6], and their
optical damage threshold is low [7]. Photo-Thermo-Refractive (PTR) glasses developed by Glebov
possess linear transfer characteristics, high resolution and high optical damage threshold [8].

In this paper, we theoretical and experimental research the non-spatial filter on the basis trans-
mission Volume Bragg gratings (TBGs) in PTR glass. The simulation of angular selectivity of
TBGs with coupled wave theory is discussed, and the angular selectivity of TBGs is experimentally
measured. The divergent laser beams are used to evaluate the filtering ability of non-spatial filters.

2. SIMULATION

According to the coupled wave theory [9], the diffraction efficiency of lossless transmission volume
Bragg grating can be expressed as follow:

η = sin2(υ2 + ξ2)1/2
/

1 + (ξ/υ)2 (1)




υ = πn1d
/
λ(cos θ(cos θ −K cosφ/β))1/2

ξ = ∆θKd sin(φ− θ0)/2(cos θ −K cosφ/β)
K = 2π/Λ, β = 2πn0/λ

(2)

where n1 is refractive index modulation, n0 is average refractive index of recording material, d is
the effective thickness of the gratings, Λ is the gratings period, φ is the tilt angle of grating vector,
λ is the wavelength of incident beam, is incidence angle in medium. As shown in this Fig. 1, The
peak diffraction efficiency of VBG is 96% and the Half Width at First Zero (HWFZ) is ∼ 0.45mrad.

The desired non-spatial filters could be achieved with selection of structural parameters of VBGs,
such as thickness, period, refractive index modulation or tilt angle of grating vector. The target
wavelength is 532 nm, 632.8 nm and 1064 nm. The diffraction characteristic of VBGs varies with
one of the above grating parameters, and the others are determinate.
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Figure 1: The angular selectivity of volume Bragg gratings (Theoretically).
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Figure 2: The dependence of peak diffraction efficiency of angular filter with tile angle of grating vector for
(a), the product of refractive index modulation and thickness for (b), grating period for (c).

2.1. Peak Diffraction Efficiency
The VBGs have maximum peak diffraction efficiency when the beam is incident on the VBGs at
Bragg angle. Meanwhile, the VBGs operate on Bragg condition, and θ = θB, λ = λB.

ηMAX = sin2

[
πn1d

λB(cos θ0(cos θ0 − λB cosϕ/n0Λ)1/2)

]
(3)

As known from Eq. (3), each structural parameter of VBGs reacts on the peak diffraction
efficiency of non-spatial filters. Besides, the effect of refractive index modulation and the grating
thickness is equivalent, thus, we investigate the product of refractive index modulation and the
grating thickness on the peak diffraction efficiency. The analysis results are shown in Fig. 2.

As shown in Fig. 2(a), the peak diffraction efficiency reaches maximum value as tilt angle of
grating vector of ∼ 45 deg, approach to 100%. As shown in Fig. 2(b), the product of thickness and
refractive index modulation makes the periodic variation of peak diffraction efficiency. The period
is 0.52µm, 0.63µm and 1.04µm with respond to wavelength of 532 nm, 632.8 nm and 1064 nm,
respectively. As shown in Fig. 2(c), when the grating period is larger than a specific value of
∼ 0.2µm, the variation of peak diffraction is not obviously. Once the grating period is less than
∼ 0.2 µm, the peak diffraction efficiency reduced sharply.

2.2. FWFZ
ull Width at First Zero (FWFZ) of VBGs directly limits the filtering ability of non-spatial filters.
When the diffraction efficiency of VBGs is zero, according to Eq. (1)

sin2
(
υ2 + ξ2

)1/2 = 0 (4)

and
(ν2 + ξ2)1/2 = ±kπ, k = ±1,±2,±3 . . . (5)

where υ and ξ is shown in Eq. (2). A series of k value is corresponding to zero value at all levels
on the angular selectivity curve. When the each grating parameter is determined, υ and ξ is a
function of one variable on divergence angle of ∆θ. The exponential increase of υ2+ξ2 is caused
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Figure 4: The angular selectivity of designed VBGs.

Figure 5: The schematic diagram of non-spatial filtering with VBGs in PTR glass. The beam is incident on
the VBGs at Bragg angle.

by addition of ∆θ. Therefore, the first-order and m-order zero is corresponding to k = ±1 and
k = ±m, respectively. The analysis results are shown in Fig. 3.

As shown in Figs. 3(a) and (b), the FWFZ increases linearly with the addition of grating period,
but reduces with the addition of grating thickness. The FWFZ approximately increase 1.12 mrad
(532 nm), 1.0 mrad (632.8 nm) and 0.8 mrad (1064 nm) when the grating period raise 1µm. With
the increase of thickness, FWFZ be reduced sharply and tend to smooth at a specific value which
is about 2 mm, 3 mm and 4mm with the incident wavelength of 532 nm, 632.8 nm and 1064 nm,
respectively. As shown in Fig. 3(c), the FWFZ reaches minimum value as tilt angle of grating
vector of 90 deg. It means that the grooves of VBGs are perpendicular to grating surface. When
the tilt angle of grating vector gradually deviates from 90 deg, the FWFZ raises slowly. As shown in
Fig. 3(d). The refractive index modulation only chooses in a certain interval. When the wavelength
is 532 nm, the upper limit is 200 ppm.

2.3. Results and Error Tolerance Analysis

The designed angular selectivity of VBGs for different wavelength (532 nm, 632.8 nm, 1064 nm) is
shown in Fig. 4. Obviously, peak diffraction efficiency of VBGs is all greater than 99%.

Results of error tolerance analysis are shown in Table 1. It was demonstrated that the diffraction
characteristic of VBGs is little affected by the deviation of grating period and tilt angle of grating
vector. Otherwise, the deviation of grating thickness and the refractive index modulation cannot
be ignored. The diffraction characteristic of VBGs is weakened observably by the small deviation
of grating thickness and refractive index modulation.
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Table 1: Results of error tolerance analysis. ηMAX is the peak diffraction efficiency, ηsis the sidelobes
diffraction efficiency, λ is the wavelength of incident beam.

λ Grating ability
Λ(lp/mm) φ (deg) d (mm) n1 (ppm)

+10 −10 +0.1 −0.1 +0.1 −0.1 +10 −10

532
nm

ηMAX 0 0 0 0 +1.8% −1.1% −0.6% −3.2%
ηs −0.9% −0.1% 0 0 +8.9% −8.5% +19% −17.4%

FWFZ −2.6% +5.2% +1.2% +1% −4.1% +5.7% −2.8% +2.9%

632.8
nm

ηMAX 0 0 0 0 −1.3% +0.5% −3.3% +0.12%
ηs 0 0 0 0 +8.1% −7.8% +15.7% −14.9%

FWFZ −1.2% +1.2% 0 0 −5.3% +5.7% -3% +2.7%

1064
nm

ηMAX 0 0 0 0 −0.12% −0.3% −0.9% −1.2%
ηs 0 0 0 0 +5.8% −5.6% +12.1% −12.8%

FWFZ −2.8% +2.8% 0 0 −3.8% +3.8% −2.3% +2%
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Figure 6: Contours of angular selectivity for VBGs. Both VBGs have the same period (0.96 µm) and the same
tilt angle of grating vector (0.03 deg). Illustration theoretical contour calculated for the same parameters of
the VBGs.
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Figure 7: The beam profile of different divergence angle from the non-spatial filter.

3. EXPERIMENT

The equipment of measuring the angular selectivity of VBGs borrows ideas from Ref. [10]. The
schematic diagram of non-spatial filtering was shown in Fig. 5. The laser is a CW frequency-doubled
YAG laser with the wavelength of 532 nm and output power of 2 W. The near field beam profile
was shaped with a serrated aperture. Different beam divergence angles are obtained by adjusting
the second mirror in the spatial filter. After shaped, the laser beam is incident on the VBGs at
the Bragg angle of 16.2 degree. The 12 bit CCD camera is used to monitor the diffracted beams
through the VBGs.

FIgure 6 presents the measured contours of angular selectivity for these two VBGs. Illustration
displays the theoretical angular selectivity contour for these VBGs. One can see that the exper-
imental contours of angular selectivity of the VBGs are good, but it is somewhat greater than
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the theory. The first diffraction zero of the theoretical contour is 0.44 mrad and 0.5 mrad that of
experimental contour are 0.44mrad and 0.52 mrad. The experimental peak diffraction efficiency is
in line with the theoretical value.

The incident beams with different divergence angle are used to evaluate the filtering ability of
non-spatial filtering. As shown in Fig. 7. The width of main maximum diffraction is 4.84mm,
4.71mm, 3.6 mm and 2.44mm with respect to the divergence angle of 1.16 mrad, 2mrad, 2.95 mrad
and 3.6 mrad respectively. Meanwhile, the height of first sidelobe is 8.73%, 8.3%, 7.95% and 7.56%
respectively.

4. CONCLUSION

Practical mathematical model on the basis of coupled wave theory is developed for laser beam
clean-up with efficient VBGs. The experimental data coincides with simulation results. VBGs
possess high diffraction efficiency of 96% and angular selectivity of 0.44mrad and 0.52 mrad. With
the increasing of divergence angle of incident beams, the width of central peak narrows and the
height of sidelobes reduce. The nonspatial filtering may has potential applications in laser beam
clean-up.
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Abstract— A partition-integration method is proposed and used to study the dispersion prop-
erty and the frequency response for chirped volume Bragg gratings (CVBGs). The CVBG is
divided into short segments, in which each segment is assumed to be uniform and characterized
with a matrix. The frequency responses and dispersion properties of CVBGs are simulated. The
frequency response is a gate-like function, and the group delay shows linearity with a few ripples.

1. INTRODUCTION

Ultrashort laser pulses with high peak power and short duration have been widely used in various
fields of science, medicine and engineering such as spectroscopy, optoelectronics, communication
and material processing [1–4]. As one of the technologies in high power laser facilities, chirped
pulse amplification (CPA) has been the most effective approach to purchase ultrashort pulses since
its development by Gerard Mourou and Donna Strickland [5] in the mid 1980s. The indispensable
devices in CPA are the dispersion elements, which are used as the stretchers and compressors, such
as surface gratings [6–8], prism pairs [9, 10] and single mode fibers [11, 12], etc.. The widely used
surface grating is not of an ideal laser damage threshold, and improving the laser beam power
requires the increase of the grating size. Petawatt-class systems would require gratings exhibiting
ruled areas of approximately 1 m × 1m [13], and such a huge aperture of surface grating orders
extreme fabrication. Chirped volume Bragg gratings (CVBGs) may be the potential dispersion
elements for CPA due to the high laser damage threshold, simple configuration and easy alignment.

In 1998, A. Galvanauskas presented an experimental demonstration of using a 200µm×300µm×
5mm CVBG for ultrashort pulse stretching and recompression in a compact CPA arrangement,
and a 500 nJ pulse was obtained [14]. In 2005, researchers in University of Michigan and Univer-
sity of Central Florida employed a 5 mm × 5mm × 10 mm CVBG recorded in the photo-thermal-
refractive glass for a fiber CPA system [15]. The stretcher and compressor are realized in the
same CVBG. Specially, such grating has a pretty high laser damage threshold of about 20 J/cm2

for 1-ns pulse duration at 1054-nm [16], and it would be adapted to high power laser facilities.
These researchers subsequently made a series of experimental investigations on CPA systems with
photo-thermal-refractive glass based CVBGs at different central wavelengths, original pulses’ du-
rations and bandwidths [17–20]. The analytic theory for CVBGs in Ref. [21], to our knowledge, is
derived from Shapiro’s theory [22] which is based on the coupled mode analysis and proposed for
the chirped fiber gratings. Transfer matrix approach for volume Bragg gratings discussed by B.
Y. Zeldovich [23] has the potential to characterize CVBGs. In this paper, we describe the detailed
derivation of a partition-integration method which is easy and simple and could characterize the
CVBGs as well.

2. PRINCIPLE

Since the grating period of CVBGs varies with the location in the gratings, the wave equation in
such a configuration is not a Mathieu function, thus the coupled wave theory [24] and rigorous
coupled wave theory [25] are not suitable for characterizing CVBGs. While dividing CVBGs into
N short segments shown in Fig. 1, the variation of refractive index in each part can be taken as
uniform. The CVBG is considered the congregation of all these uniform parts.

The CVBG is assumed to operate at normal incidence and be an unslanted reflective one, so
the index modulation varies along z-axis. The basic cell in this partition-integration method is a
uniform part with constant permittivity and predetermined thicknesses. The propagation of the
TE mode (E = Ey; Ex = Ez = By = 0) during the j-th uniform part (zj ≤ z ≤ zj+1) in Ref. [26]
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Figure 1: Uniform decomposition of chirped volume Bragg grating.

could be characterized with a matrix(
E

(j)
y (zj+1)

cB
(j)
x (zj+1)

)
= Mj

(
E

(j)
y (zj)

cB
(j)
x (zj)

)
. (1)

where E
(j)
y and B

(j)
x are the tangential components in TE mode, and c is the light speed in vacuum.

The transfer matrix Mj is given below

Mj =
(

cos(kjLj) i
nj

sin(kjLj)
inj sin(kjLj) cos(kjLj)

)
, (2)

where kj is the propagation constant in the j-th part. Lj and nj are the thickness and refractive
index of the j-th part. With the continuity of the electromagnetic field’s tangential components
(E(j)

y (zj+1) = E
(j+1)
y (zj+1), and (B(j)

x (zj+1) = B
(j+1)
x (zj+1)), the relationship between the input

and output fields is obtained
(

ER
y (zR)

cBR
x (zR)

)
= M

(
EL

y (0)
cBL

x (0)

)
. (3)

where zR is the thickness of CVBG. M is the transfer matrix of the CVBG, and it is the product
of all the N small parts’ matrix

M =
(

M11 M12

M21 M22

)
= MNMN−1 · · ·Mi · · ·M2M1. (4)

Assuming that the electric reflective coefficient and electric transmitted coefficient are r and t, the
fields’ distribution in the left and right region out of the CVBG is obtained

{
EL

y (z, t) = (E0 exp(ikLz) + rE0 exp(−ikLz)) exp(−iωt), z ≤ 0
ER

y (z, t) = tE0 exp(ikRz) exp(−iωt), z ≥ zR
. (5)

where E0 is the amplitude of the incident field, and ω is the angular frequency in vacuum. kL =
nLω/c and kR = nRω/c are the propagation constants in the left and right region out of the CVBG,
respectively. nL and nR are the refractive indexes. The magnetic field Bx could be obtained with
the relation B = (1/iω)∇×E. Inserting the fields into Eq. (3), the electric reflective coefficient is

r =
(nLM22 − nRM11)− (nLρRM12 −M21)
(nLM22 + nRM11)− (nLnRM12 + M21)

. (6)

The diffraction efficiency of the CVBG is

R = |r|2 , (7)

and the group delay is

f =
d arg(r)

dω
= − λ2

2πc
· dIm(ln r)

dλ
, (8)

where λ is wavelength of the incident field in vacuum.
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Figure 2: Frequency response of a chirped volume
Bragg grating.
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Figure 3: Group delay of a chirped volume Bragg
grating.

3. SIMULATION

With this partition-integration method, the diffraction efficiencies and the group delays of arbitrary
CVBGs could be obtained. For a pure reflective CVBG, the most important parameters are the
thickness and the refraction index modulation. If the parameters are well designed, the gratings
would show satisfactory diffraction efficiency, considering that the inherent absorption of recording
material is negligible.

Figure 2 shows the frequency response of a linear chirped CVBG with the partition-integration
method in which the number of points per period of spatial modulation is fixed at N = 30, then
the step varies along the grating. The central wavelength of this CVBG is about 1550 nm, the
bandwidth is 10 nm, the thickness is 10 mm and the refraction index modulation is about 800 ppm
(n1 = 8×10−4). The diffraction efficiency at the pass band from 1545nm to 1555 nm is about 88%,
but some ripples exist especially at the two ends of the band. Fig. 3 shows the group delay of the
same CVBG as in Fig. 2. In the predetermined band of the CVBG, the group delay is almost a
linear function with respect to the incident wavelength, and there are a few dispersion ripples.

4. CONCLUSION

The partition-integration method describing the frequency responses and dispersion properties of
CVBGs is given in this paper. The numerical analysis shows the frequency response is almost a
gate-shaped function with some ripples especially at the two ends of the band, and the group delay
is linear and with a few dispersion ripples in the bandwidth.
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Abstract— We present a semi-analytical model to investigate the optical properties of the
metal grating which is transparent for white light. At a balanced angle the Fabry-Perot effect
is absent and the transmission curve becomes nearly flat in a long wavelength range. This
phenomenon can be explained by spoof surface plasmons (SSPs). Our numerical calculations
show that by modifying the refractive index of the substrate the phenomenon of non-degeneracy
of the Wood’s anomalies appears. As a consequence, more long-wavelength ranges in which the
transmission curve is nearly flat appear. At the same time, as the increase of the refractive index
the transmittance decreases. Moreover, we can tune the balanced angle by varying the refractive
index of the material filling the slits in the grating.

1. INTRODUCTION

Since the experiments of Ebbesen, et al. [1] showed extraordinary transmission through two-dimensional
(2D) arrays of holes in metallic films, the goal of theoretical research in this area has been to achieve
an understanding of the transmission mechanism in one-dimensional (1D) and 2D configurations [2–
4]. In many cases, the enhanced transmission of holes or slit arrays has been explained in terms
of the excitation of surface plasmons on the metal film, but the explanation was challenged. It
has been shown that for slit arrays Fabry-Perot-type waveguide resonances can also give rise to a
considerably enhanced transmission [2, 5, 6]. In 2004, Pendry et al. proposed the concept of spoof
or structured surface plasmons for perfectly conducting structures [7]. The effective permittivity
of the SSP has the same form as classic surface plasmons. Recently Huang et al. have presented a
concrete picture of SPP combined with cavity resonance to clarify the basic mechanism underlying
extraordinary light transmission through metal films with subwavelength silts [8–10]. They find
that when light incidents on a highly conducting surface, it can drive free surface electrons to move.
The moving electrons can be impeded by grooves, holes, or particles on the surface to form charge
patterns. The oscillating charges and dipoles then emit new wavelets and the interference between
the new wavelets may give rise to anomalous transmission, reflection, or scattering. Interestingly,
at oblique incidence the incident wave can drive free electrons on the conducting surfaces and part
of the slit walls to form spoof surface plasmons. As a consequence, at a balanced angle the metallic
gratings consisting of narrow slits may become transparent for extremely board bandwidths.

In this letter, we investigate the optical properties of the metallic grating transparent for white
light. Our numerical calculations show that by modifying the refractive index of the substrate
the phenomenon of non-degeneracy of the Wood’s anomalies appears. And as the increase of
the refractive index the transmittance decreases. Furthermore, the balanced angle can be tuned
through adjusting the refractive index of the material filling the silts in the grating.

2. THEORETICAL AND NUMERICAL ANALYSIS

Figure 1 shows a schematic view of the structures under study with the definition of the different
parameters: the period of the grating d = 3.5µm, the width a = 0.5µm, and height h = 4µm of
the slits. The grating is sandwiched between air and substrate with refractive index n1. The silts
are filled with dielectric with refractive index n2. A transverse magnetic (TM) polarized wave with
incident angle of θi and wavelength λ0 is considered.

As depicted in Fig. 2, at oblique incidence the incident light can illuminate part of the slit
wall BP, providing a vertical driving force FV on the electrons on the wall. On the top surface,
the electrons can move continuously around corner B because of the vertical driving force FV .
However, charge discontinuity occurs at corner A since the incident wave provides no driving force
on wall AD, resulting in the charge accumulation at the corner A. The charges near corner A
oscillate with the incident wave and emit new wavelets. For a subwavelength grating, only along
the specular reflection direction R0 are the wavelets emitted from adjacent slits in phase, which
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Figure 1: Schematic view of the metallic grating. Figure 2: Light transmission through the metal grat-
ing at oblique incidence.

form the propagating reflected wave. Wavelets along other directions are always out of phase and
form evanescent waves.

The charge waves formed on the active surfaces AB and BP then continuously propagate on the
wall PC as an SSP. The moving charges are stopped and accumulated at corner C. The wavelets
emitting from corners C form the transmitted wave along the transmission direction T0. The SSPs
on the slit walls are bounced back from C. The forward and backward SSPs then form standing
charge waves on the walls, resulting in the Fabry-Perot resonance transmission peaks [11, 12].

In order to achieve flat transmission spectra, we should eliminate the backward SPP. The ten-
dency for the SSP to be bounced back is suppressed by the vertical force FV . Similarly, the force
FH on AB suppresses the tendency for the charge waves to be bounced back from A. Note that
the magnitudes of both forces depend on the incident angle, and the vertical force depends on the
refractive index of the material filling the silts. We can find a balanced angle θB, near which the
two forces completely suppress the bouncing-back tendency of the moving electrons at both A and
C. The balanced angle can be approximately expressed as

θB = arctan (n2d/a− 1) (1)

The balanced angle can be tuned by changing the refractive index of the material filling the
silts, as predicted by Eq. (1). At the balanced angle, the transmission is maximized and flat, as
shown in Fig. 3(a). The numerical calculations are performed by the means of a semi-analytical
model which can quantitatively predict the transmission [6, 13]. The zero-order transmittance can
be calculated by

T0 =
4p

(1)
2 p3u/ (1 + β3)(

p3 + p
(3)
2

)(
p1 + p

(1)
2

)
+

(
p3 − p

(3)
2

)(
p
(1)
2 − p1

)
u2

(2)

where u = exp (−jneff k0h) with k0 = 2π/λ0. neff is the effective mode index [11]. p1 =
1/ cos θi, p3 = n1/ cos θt, p

(l)
2 = n2

2/
[
neff fg2

0 (1 + βl)
]

(l = 1 or 3) with f = a/d and βl =∑
s 6=0

(
g2
s cos θi

)
/

(
g2
0γl,s

)
, s is the relative integer. γl,s =

[
1− (

sin θi + sK/k2
0

)
/n2

l

]1/2, K = 2π/d,
and gs = (k0 sin θi + sK) a/2.

Figure 3(a) shows the transmission spectral of the grating with different substrates. The refrac-
tive indices of the substrate are 1.0 (green), 1.05 (red) and 1.1 (blue), respectively. In the Fig. 3(a),
the transmission dips attribute to Wood’s anomalies occurring at [14]

λ =
nd

m
(1 + sin θ) (m = 1, 2, 3, . . .) (3)

where n is the refractive index of the material in region 1 or 3. θ is the incident angle or the
refractive angle.

When the wavelength λ is smaller than d (1 + sin θ), the grating is no longer a subwavelength
grating. So the non-evanescent wave diffraction appears, resulting in low transmission in the short
wavelength range, as presented in Fig. 3(a).

From Fig. 3, one can see that as the increase of the substrate’s refractive index, the trans-
mittance drops evidently and the Wood’s anomaly becomes non-degenerate. The decrease of the
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(a) (b)

Figure 3: Transmission spectral of a gold grating with slits of depth h = 4 µm, period d = 3.5 µm, and width
a = 0.5 µm. (a) The refractive indices of the substrate are 1.0 (green), 1.05 (red) and 1.1 (blue), respectively.
Small variation of the refractive index results in great change of the transmission spectral. (b) The refractive
indices of the material filling the slits in the grating are 1.0 (green), 1.5 (red) and 2.0 (blue), respectively.
As the increase of the refractive index, the balanced angle increases.

transmittance results from the mismatch of the impedances. Equation (2) indicates that the wave-
length position of Wood’s anomaly depends on the substrate’s refractive index. Because the space
above the grating is air, the wavelength position of Wood’s anomaly at the upper surface of the
grating is d (1 + sin θi) /m (m = 1, 2, 3, . . .). However, the wavelength position of Wood’s anomaly
at the lower surface of the grating is n1d (1 + sin θt) /m (m = 1, 2, 3, . . .). Consequently, the previ-
ous degenerate Wood’s anomaly splits, as depicted in Fig. 3(a). One can see that small variation
of the refractive index of the substrate may result in great change of the transmission spectral. So
one may expect the optical properties may be helpful for the design of biosensors.

Figure 3(b) presents the transmission spectral with different material filling the slits. The
refractive indices of the material filling the slits in the grating are 1.0 (green), 1.5 (red) and 2.0
(blue), respectively. Equation (1) predicts that the balanced angle depends on the refractive index
of the material filling the silts of the grating. So when the increase of the filling material’s refractive
index, the balanced angle increases. Note that the transmittance is not evidently disturbed. And
the wavelength position of Wood’s anomaly is independent of the filling material’s refractive index,
as predicted by Equation (3).

3. CONCLUSION

We have studied the optical properties of the metal grating which is transparent for white light. At
a balanced angle the Fabry-Perot effect is absent and the transmission curve becomes nearly flat
in a long wavelength range. By modifying the refractive index of the substrate the phenomenon of
non-degeneracy of the Wood’s anomalies appears. As a consequence, more long-wavelength ranges
in which the transmission curve is nearly flat appear. Moreover, the transmittance decreases with
the increase of the refractive index of the substrate. In addition, the balanced angle can be tuned
by modifying the refractive index of the material filling the slits in the grating. And the wavelength
position of Wood’s anomalies is independent of the refractive index of the material filling the slits.
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Abstract— The realization of correlated color temerature (CCT) tunable white sources with
a combination of high color rendering index (CRI) and the special CRI of R9 for strong red is
an important challenge in the field of solid-state lighting. The CCT tunable WW/R/G/B LED
cluster with extrehigh color rendering property has been found by simulation and fabricated,
which consists of three WW LEDs (excited wavelengh λo = 450.5 nm, CCT = 3183 K, Φ =
62.1 lm, Pin = 1.15W, and η = 53.9 lm/W at IF = 350 mA), one red LED (λo = 634.1 nm,
Φ = 34.4 lm, and Pin = 0.83W at IF = 350mA), one green LED (λo = 513.9 nm, Φ = 41.0 lm,
and Pin = 1.24W at IF = 350 mA), and one blue LED (λo = 456.2 nm, Φ = 10.2 lm, and
Pin = 1.18W at IF = 350 mA). The experimental results show that the WW/R/G/B LED
cluster can realize the CCT tunable white lights with CRIs of 93 ∼ 95, R9s of 90 ∼ 96, averages
of the special CRIs R9 to R12 of 83 ∼ 85, as well as luminous efficacies of 46.8 ∼ 56.8 lm/W at
CCTs of 2719 K to 6497K.

1. INTRODUCTION

Semiconductor white light-emitting diodes (LEDs) have attracted a great deal of attention in solid-
state lighting applications. Due to their potential for substantial energy savings, high efficiency,
small size, and long lifetime, it has been projected that LEDs will broadly replace conventional
incandescent and fluorescent lamps for general lighting in the future [1]. An important factor is
how well a light source renders the true colors of objects. This factor is known as color rendering
index (CRI) [2]. Another important aspect to consider is luminous efficacy (lumens per watt). The
term luminous efficacy is normally used as the conversion efficiency from the input electrical power
(watt) to the output luminous flux (lumin) and is hereinafter denoted as LE. The challenge in the
design of white light LED clusters with correlated tunable color temperatures (CCTs) consists of
achieving high CRIs over a reasonable range of color temperatures, while at the same time maximiz-
ing LEs. To create CCT tunable LED white lights, many approaches using of three or four LEDs
have been adopted. A warm-white/cool-white (WW/CW) cluster, a red/green/blue (R/G/B) clus-
ter, a R/G/B/amber (R/G/B/A) cluster, a WW/G/B cluster and R/G/B/CW cluster have been
discussed [3]. Their performance of WW/CW and R/G/B clusters was suboptimal for architectural
lighting applications. The R/G/B/A cluster could achieve high CRIs, but the LEs were lower due
to the low LEs of red, green, blue and amber LEDs. In addition, the primary disadvantage of this
approach was the strong temperature dependency of the amber LED for both wavelength shift and
luminous flux. The WW/G/B cluster could achieve the highest CRI (above 90), but LEs was lower
duo to low LE of WW LED. The R/G/B/CW cluster could achieve the higher LEs, but CRIs were
not good (about 60–70). A 3-color RpcGB system with phosphor-converted red (Rpc) and a 4-color
RAGB system were investigated [4]. With both systems, a CRI of at least 80 can be maintained over
the relevant color temperature range of approximately 2700 K to 6500 K. It was reported that the
apparent emission colors of InGaN-based LEDs using micro-structured multifacet quantum wells
as active layers can externally be controlled over a wide spectral range that encompasses green to
blue or white at a color temperature of 4000 K to blue along the Planckian locus [5]. A sunlight-
style color temperature tunable as well as color temperature span tunable OLED was achieved by
employing daylight-complementary emissive constituents with the use of a hole-modulating layer
to regulate the distribution of holes [6, 7], however, the CRI was not reported. A CCT tunable
phosphor-coated white LED with an omni-directional reflector (ODR) was proposed [8]. The opti-
mum color properties of the resulting white light are (0.3347, 0.3384), 5398 K, 81, 3137 ∼ 8746K
for color coordinates, CCT, CRI and CCT tuning range, respectively. In order to analyze numer-
ous designs of white light LED clusters, the model for LED spectra at different drive currents and
the simulation program were developed [9]. It was reported that the WW/R/G/B cluster could
achieve CRIs above 91.6, but LEs below 64.4 lm/W, that the CW/R/A/G cluster could achieve
CRIs above 84.6, but LEs below 52.8 lm/W, that the neutral-white/R/G/B (NW/R/G/B) cluster
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Figure 1: The relative SPDs of WW, red, green and blue LEDs.

Table 1: The predicted and measured results of the WW/R/G/B LED cluster at Ta = 45◦C.

Predicted results

CCT (K) 2703 2952 3431 3922 4490 4976 5715 6547

WW LED IF (mA) 273 268 260 250 239 229 214 203

red LED IF (mA) 156 126 87 60 44 34 20 10

green LED IF (mA) 27 56 88 115 140 160 198 213

blue LED IF (mA) 0 12 53 90 129 154 179 210

dC× 10−3 +1.2 +1.6 −0.9 −2.6 −4.9 −5.2 −3.0 −3.3

CRI 93 93 94 95 96 96 96 95

R9 94 88 90 93 98 98 94 91

R(9-12) 85 82 84 84 86 85 86 85

R13 98 96 97 98 99 100 97 96

R15 99 97 98 99 97 97 95 94

Φ (lm) 173.7 173.5 172.2 169.2 166.4 163.3 159.2 155.0

η (lm/W) 57.9 57.9 56.2 54.4 52.4 50.9 48.9 47.1

Measured results

CCT (K) 2719 3028 3458 3983 4537 5008 5723 6497

dC× 10−3 −1.1 −2.6 −3.6 −4.5 −4.7 −5.4 −4.6 −4.9

CRI 93 93 94 94 95 94 94 94

R9 90 94 92 95 96 95 96 93

R(9-12) 84 85 83 84 85 85 84 83

R13 97 98 98 98 97 98 97 97

R15 98 99 99 99 95 95 95 94

Φ (lm) 170.5 166.3 174.8 169.5 163.0 162.7 156.0 151.9

η (lm/W) 56.8 55.8 56.9 56.4 51.9 50.9 48.5 46.8

could achieve CRIs above 86.2, as well as LEs above 64.4 lm/W [9], and that the NW/R/B cluster
could achieve CRIs above 85.7, as well as LEs above 67.4 lm/W [10].

The realization of CCT tunable white sources with a combination of high CRI and special CR R9
for strong red is an important challenge in the field of solid-state lighting (such as art objects, shop
window displays, and medical applications). The high R9 have to be considered as requirement for
general lighting due to the red-green contrast is very important for color rendering property [11, 12],
and red tends to be problematic. Lack of red component shrinks the reproducible color gamut and
makes the illuminated scene look dull. In this paper, a CCT tunable WW/R/G/B LED cluster
with extrahigh color rendering (CRI > 93 and R9 > 90) at CCTs of 2700K to 6500 K is found by
simulation. The predicted and measured results are presented.

2. SIMULATION AND REALIZATION OF THE WW/R/G/B LED CLUSTER

A model for spectra of single color LED as well as phosphor-coated white LED at different drive
currents was developed [9]. To analyze the possible performance of the CCT tunable white light
LED cluster, the simulation program has been developed according to the principle of additive
color mixture [9]. The simulation program can predict not only the relative SPD, chromaticity
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coordinates, but also numbers of LED (N), drive currents (IF ), the input power (Pin), the luminous
flux (Φ) and the luminous efficacy (LE) according to requirements of CRI, R9, CCT, and the
distance from the Planckian locus on the CIE 1960 uv chromaticity diagram (dC), with polarity,
plus (above the Planckian locus) or minus (below the Planckian locus) [1]. The CCT tunable
WW/R/G/B LED cluster with extrahigh color rendering has been found by simulation analysis,
which consists of three WW LEDs (excited wavelengh λo = 450.5 nm, CCT = 3183 K, Φ = 62.1 lm,
Pin = 1.15W, and η = 53.9 lm/W at IF = 350 mA), one red LED (λo = 634.1 nm, Φ = 34.4 lm, and
Pin = 0.83W at IF = 350 mA), one green LED (λo = 513.9 nm, Φ = 41.0 lm, and Pin = 1.24W at
IF = 350 mA), and one blue LED (λo = 456.2 nm, Φ = 10.2 lm, and Pin = 1.18W at IF = 350mA).
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Figure 2: The measured SPDs of the WW/R/G/B LED cluster at different CCTs: (a) CCT = 2719 K;
(b) CCT = 3028K; (c) CCT = 3458K; (d) CCT = 3983K; (e) CCT = 4537K; (f) CCT = 5008K; (g)
CCT = 5727 K; (h) CCT = 6497 K.



1306 PIERS Proceedings, Suzhou, China, September 12–16, 2011

The relative SPDs of WW, red, green and blue LEDs are shown in Fig. 1. The predicted and
measured results of WW/R/G/B LED cluster at an ambient temperature (Ta) of 45◦C are shown
in Table 1. The SPD and luminous flux of the cluster are measured by using the spectroradiometer
with an integrating sphere. R(9–12) in the Table 1 is the average of the special CRIs R9 to R12 of
the four saturated colors (red, yellow, green, and blue). The Table 1 indicates that the predicted
results are very close to the measured values. The measured SPDs of the WW/R/G/B LED cluster
at different CCTs are show in Fig. 2. The experimental results show that this cluster can realize
CCT tunable white lights with CRIs of 93 ∼ 95, R9s of 90 ∼ 96, R(9–12)s of 83 ∼ 85, as well as a
LEs of 46.8 ∼ 56.8 lm/W at CCTs of 2719 K to 6497 K. Furthermore, its special CRIs of R13 and
R15 corresponding to the colors of the skin on the face of European and Chinese women are also
very high (R13 > 97 and R15 > 94). R13 and R15 are especially important for interior lighting.

3. CONCLUSIONS

The WW/R/G/B LED cluster consisting of three WW LEDs (excited wavelengh λo = 450.5 nm,
CCT = 3183 K, Φ = 62.1 lm, Pin = 1.15W, and η = 53.9 lm/W at IF = 350 mA), one red LED
(λo = 634.1 nm, Φ = 34.4 lm, and Pin = 0.83W at IF = 350 mA), one green LED (λo = 513.9 nm,
Φ = 41.0 lm, and Pin = 1.24W at IF = 350 mA), and one blue LED (λo = 456.2 nm, Φ = 10.2 lm,
and Pin = 1.18W at IF = 350 mA) can realize the CCT tunable white lights with CRIs of 93 ∼ 95,
R9s of 90 ∼ 96, R(9–12)s of 83 ∼ 85, as well as a LEs of 46.8 ∼ 56.8 lm/W at CCTs of 2719 K to
6497K.
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Abstract— The realization of correlated color temerature (CCT) tunable white sources with
a combination of high color rendering index (CRI) and the special CRI of R9 for strong red is
an important challenge in the field of solid-state lighting. The CCT tunable WW/R/G/B LED
cluster with extrehigh color rendering property has been found by simulation and fabricated,
which consists of three WW LEDs (excited wavelengh λo = 450.5 nm, CCT = 3183 K, Φ =
62.1 lm, Pin = 1.15W, and η = 53.9 lm/W at IF = 350 mA), one red LED (λo = 634.1 nm,
Φ = 34.4 lm, and Pin = 0.83W at IF = 350mA), one green LED (λo = 513.9 nm, Φ = 41.0 lm,
and Pin = 1.24W at IF = 350 mA), and one blue LED (λo = 456.2 nm, Φ = 10.2 lm, and
Pin = 1.18W at IF = 350 mA). The experimental results show that the WW/R/G/B LED
cluster can realize the CCT tunable white lights with CRIs of 93 ∼ 95, R9s of 90 ∼ 96, averages
of the special CRIs R9 to R12 of 83 ∼ 85, as well as luminous efficacies of 46.8 ∼ 56.8 lm/W at
CCTs of 2719 K to 6497K.

1. INTRODUCTION

White LED lamps have promising features such as small size, safety, long lifetime, and are mercury-
free, so they are expected to replace conventional incandescent and fluorescent lamps for general
lighting applications in the near future [1]. The luminous efficacy (LE) of white LED lamp now
exceeds not only to that of conventional incandescent lamps but also to that of fluorescent lamps.
With the luminous efficacy of white LEDs progressing steadily, however, their color rendering
properties cannot fully meet the requirements for general lighting applications, and are needed to
be improved greatly. Different from an incandescent lamp or a fluorescent lamp, the phosphor-
coated white LED (p-W LED) do not cause the damage to the illuminated body, because they do
not give infrared ray and ultraviolet (UV) ray. Therefore, they are considered to be very suitable for
lighting for art objects, shop window displays, and medical applications, but these purposes require
much higher color rendering properties. However, the p-W LED suffers from low luminous efficacy
due to down-conversion and relatively broad emission spectra [2, 3]. A solution for producing
white-light LED cluster using the red LED and the p-W LED with green and orange phosphors
excited by blue LED die was proposed in order to overcome the low conversion efficiency of red
phosphor [4, 5]. It has been reported that the W/R LED cluster consisting of the red LED and p-W
LED had achieved warm-wihte light with high color rendering properties and and high luminous
efficacy. However, the spectral power distribution (SPD) of p-W LED is not optimal. To determine
optimized peak wavelengths of red LED, blue LED die, green and yellow phosphors for maximizing
the LER while the CRI and the special CRI of R9 for strong red above 90, a model for spectra of
the white-light LED with p-W LED and red LED is presented. In this paper, the optimal spectra
of the p-W LED and the red LED in the warm-white W/R LED cluster (WWLED) with CCT =
2700K have been found by nonlinear program for maximizing the luminous efficacy of radiation
(LER) while both color rendering index (CRI) and special CRI R9 for strong red above 90. The real
WWLED is fabricated and measured at an ambient temperature (Ta) of 45◦C. Optimal wavelength
combinations and experimental results are presented.

2. SPECTRAL OPTIMIZATION OF THE WWLED

A WWLED consists of the red LED and p-W LED with blue LED die, green and orange phosphors.
The relative SPD of WWLED, SWW (λ), is given by,

SWW (λ) = qbSb(λ) + qgSg(λ) + qorSor(λ) + qRSR(λ) (1)

where Sb(λ) refers to relative SPD of the blue spectrum transmitted through the phosphors, Sg(λ)
and Sor(λ) refer to the relative emission spectra of green and orange phosphors respectively, SR(λ)
refers to the relative SPD of red LED, qb, qg, qor and qR are proportions of the relative spectra of
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Figure 1: Optimal and real SPDs of the p-W LED
and the red LED.
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Figure 2: SPDs of the optimal and real WWLEDs.

Table 1: Optimal proportions, relative luminous and radation fluxs of Sb(λ), Sg(λ), Sor(λ) and SR(λ).

Sb(λ) Sg(λ) Sor(λ) SR(λ)

q 0.1295 0.2233 0.1368 0.8708

Φ(%) 1.5 49.7 27.2 21.6

Φe(%) 9.7 33.4 26.1 30.8

Sb(λ), Sg(λ), Sor(λ) and SR(λ) respectively. The relative SPD of the single color LED, S(λ), was
given as [6],

S(λ) =
{
exp

[−(λ− λ0)2/(∆λ)2
]
+ k1 exp

[−k2(λ− λ0)2/(∆λ)2
]}

/(1 + k1) (2)

where ∆λ = { ∆λ1, (λ < λo)
∆λ2, (λ > λo)

, ki = { k1
i , (λ < λo)

k2
i , (λ > λo)

(i = 1, 2, ), λo refers to peak wavelength, ∆λ1

refers to the left half-spectral-width (HSW) which is 2
∫ λo

380 nm S(λ)dλ, ∆λ2 refers to the right HSW
which is 2

∫ 780 nm
λo

S(λ)dλ, and ∆λo refers to the HSW which is (∆λ1 + ∆λ2)/2, ki (i = 1, 2) refers
to characteristic parameters of spectral shape. The units of peak wavelength and HSW are nm.
Also Sg(λ) and Sor(λ) can be expressed by Eq. (2).

Consider a SPD that contains emission spectrum from AlGaInP red LED as well as p-W LED
with a InGaN blue LED die, silicate green and silicate orange phosphors of the WWLED. We employ
model SPD of Eq. (2) for AlGaInP red LED, InGaN blue LED die and silicate phosphors. Since
photon energy linewidths of InGaN blue and AlGaInP red LEDs about 5 kT and 2 kT respectively,
HSW of SR(λ) is assumed to 20 nm, and HSW of Sb(λ) is assumed to be 32 nm duo to broadening
blue spectra transmitted through the phosphors. Subjecting the 8-dimensional parameter space to
three color-mixing constrains results in the location of the feasible vectors on the hypersurface with
5 dimensionality [7]. It was found that the high CRI is not good color rendering for white LED
sources [8–10]. Poor color rendering of white LED with high CRI is duo to low special CRIs of
R9 to R12 for the four saturated colors (red, yellow, green, and blue) [11, 12]. The special CRI R9
is very important to visual color rendering so that CRI and R9 are considered in optimization of
WWLED. In order to optimize spectra of the WWLED lamp, we introduce an objective function

F (λR, λb, λg, λor, qR) = LER (under conditions of CRI > 90 and R9 > 90) (3)

where λR, λb, λg and λor refer to peak wavelengths of SR(λ), Sb(λ), Sg(λ) and Sor(λ), respectively.
Hence the optimization problem reduces to finding maxima of the objective function under condi-
tions of CRI > 90 and R9 > 90. Nine silicate green (510 nm ∼ 546 nm) phosphors and five silicate
orange (580 nm ∼ 606 nm) phosphors are used in optimization.

The WWLED with extrahigh CRI and R9 as well as high LER at CCT of 2700 K, which consists
of p-W LED and red LED, has been obtained by nonlinear program for maximizing the objective
function F while both CRI and R9 above 90 at CCT of 2700 K. Optimal peak wavelengths of
red LED, blue LED die, silicate green and orange phosphors are 626 nm, 454 nm, 535 nm and
584 nm, respectively. The optimal proportions, relative luminous fluxs (Φ%) and relative radation
fluxs (Φe%) of Sb(λ), Sg(λ), Sor(λ) and SR(λ) are shown in Table 1. The CCT and chromaticity
coordinates (u, v) of the p-W LED are 4599K and (0.1854, 0.3593), respectively. The optimal
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Table 2: Color redering properties and luminous efficacy (of radiation) of optimal and real WWLED.

WWLED lamp CCT (K) dC CRI R9 R(9–12) R13 R15 LER (lm/W) LE (lm/W)

optimal 2700 0.0007 92.5 90.4 88.5 92.2 94.4 343.6

real 2653 0.0001 90.4 93.7 88.3 91.1 91.5 340.7 80.2

Table 3: The CCTs, chromaticity coordinates, color rendering properties, luminous fluxs and luminous
efficacies of the real WWLED at different drive currents of the red LED.

red LED: IF (mA) 350 330 310 290 270 250 230 210

CCT (K) 2392 2448 2511 2578 2653 2817 2910 3014

u 0.2787 0.2755 0.2720 0.2684 0.2645 0.2567 0.2525 0.2480

v 0.3520 0.3520 0.3521 0.3522 0.3522 0.3523 0.3524 0.3525

dC 0.0034 0.0027 0.0019 0.0010 0.0001 0.0024 0.0038 0.0055

CRI 86 87 88 89 90 92 93 93

R9 86 88 89 91 94 95 92 86

R(9–12) 87 89 89 89 88 86 84 81

R13 84 85 87 89 91 96 98 98

R15 86 87 89 90 92 95 98 99

Φ (lm) 516.7 508.9 501.2 493.2 485.4 469.5 461.7 453.6

LE (lm/W) 78.2 78.5 79.2 79.7 80.2 79.4 79.9 80.3

SPDs of the p-W LED and the red LED are shown in Fig. 1. The SPD of the optimal WWLED
is shown in Fig. 2. The color rendering properties and LER of optimal WWLED are shown in
Table 2. R(9–12) in the Table 2 is the average of the special CRIs R9 to R12. The results show
that the optimal WWLED could realize white-light with CRI = 92, R9 = 90, R(9–12) = 88 as well
as LER = 343.6 lm/W at CCT of 2700 K. The p-W LED with the spectra shown in Fig. 1 could be
realize white-light with high luminous efficacy, and the relative luminous flux of the p-W LED in
the WWLED lamp is 78.4%, therefore the WWLED could realize warm-white-light with extrahigh
color rendering properties as well as high luminous efficacy.

3. REALIZATION OF THE WWLED

The p-W LED (CCT = 4579K, Φ = 96.5 lm, Pin = 1.10 W, and LE = 87.7 lm/W at IF = 350 mA)
with a InGaN blue LED die (451.6 nm), 56% silicate green (535 nm) and 44% orange (584 nm)
phosphors, and the AlGaInP red LED (627.2 nm, Φ = 44.2 lm, and Pin = 0.74W at IF = 350 mA)
are fabricated and measured at an ambient temperature (Ta) of 45◦C. The real SPDs of the p-W
LED (4579 K) and red LED (627.2 nm) are shown in Fig. 2. The numbers of LED (N), drive currents
(IF ) according to requirements of CCT, CRI, R9 and input power (Pin) of the WWLED can be
predicted by using He-Zheng model [6]. The real WWLED consists of four p-W LEDs and three
red LEDs. The drive currents of p-W LED and red LED are 350 mA and 270mA, respectively. The
SPD of the real WWLED is shown in Fig. 2. The color redering properties and luminous efficacy of
the real WWLED at an ambient temperature (Ta) of 45◦C are shown in Table 2. The experimental
results show that the real WWLED can realize the warm-white-light with CCT = 2653 K, CRI =
90.4, R9 = 93.7 and R(9–12) = 88.3, as well as LE = 80.2 lm/W. Furthermore, their special CRIs
of R13 and R15 corresponding to the colors of the skin on the face of European and Chinese women
are also very high. Both R13 and R15 are especially important for interior lighting.

The AlInGaP red LED and p-W LED with InGaN LED die as well as phosphors and exhibit
different the long term degradation and aging characteristics. Both CCT and CRI of the WWLED
will be changed duo to different the long term degradation and aging characteristics. To simulate
the influence of relative intensity of red LED on CCT as well as CRI, the WWLEDs at different
drive currents of the red LED are measured. The CCTs, chromaticity coordinates, color rendering
properties, luminous fluxs and luminous efficacies of the real WWLED at different drive currents
of red LED are shown in Table 3. The experimental results show that the WWLED keep high
color rendering properties and luminous efficacy in despite of decreasring or inreasing the relative
luminous flux of the red LED. Therefor, the WWLED can relized CCT tunable warm-white-lights
with CRIs of 86 ∼ 93, R9s of 86 ∼ 95, R(9–12) s of 81 ∼ 89 and LEs of 78.2 ∼ 80.3 lm/W at CCTs
of 2392 K to 3014 K by adjusting drive current of the red LED.
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4. DISCUSSION

The luminous efficacy of WWLED with extrahigh color rendering properties is dependence on that
of p-W LED and is about 91% of p-W LED. The luminous efficacy of p-W LED in our experiment
is only 87.7 lm/W duo to lower radiant efficiency blue LED die (about 350 mW/W). If the blue
LED die with radiant efficiency of 500 mW/W is applied to the p-W LED, The luminous efficacy
of the p-W LED will attain to about 125 lm/W, and the luminous efficacy of the WWLED will
rise to about 114 lm/W. The p-W LED and red LED will exhibit different long-term degradation
rates that will change the resulting spectral distribution of the WWLED. This could be solved
by adjusting drive currents of LEDs according to the ratio of their light intensity, which could be
measured by an auxiliary detector in the WWLED. Detailed solutions need to be further explored.

5. CONCLUSIONS

The optimal WWLED consists of AlGaInP red LED (λo = 626 nm), and the p-W LED (4599 K)
packaged by combining silicate green (535 nm) and orange (584 nm) phosphors with a InGaN blue
LED die (454 nm). It could realize warm-white-light with CRI = 92, R9 = 90, R(9–12) = 88,
as well as LER = 343.6 lm/W. The real WWLED with CCT = 2653 K, CRI = 90, R9 = 94 and
R(9–12) = 88, as well as LE = 80.2 lm/W is fabricated. The experimental results show that the
WWLED keep high color rendering properties and luminous efficacy in despite of decreasring or
inreasing relative luminous flux of the red LED. Furthermore, it has been found that the WWLED
lamp can relized CCT tunable warm-white-light with CRIs of 86 ∼ 93, R9s of 86 ∼ 95, R(9–12)s
of 81 ∼ 89 and LEs of 78.2 ∼ 80.3 lm/W at CCTs of 2392 K to 3014 K by adjusting drive current
of the red LED. The luminous efficacy of the WWLED could rise to about 114 lm/W if the p-W
LED with LE of 125 lm/W is used.
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Abstract— In this paper, we have proposed an all-optical controllable switch with ultrahigh
speed by using dipole induced transparency effect applied on 5-level nanocrystal doped in pho-
tonic crystal (PC) cavity. By applying the third control field the PC cavity, comprising 5-level
nanocrystal, has been converted to transparent one and switching operation has been occurred.
Then by applying the second or first control field, the transparent PC cavity has been changed
to opaque one again. However,applying both of the second and the first control field simulta-
neously can change the opaque PC cavity to transparent medium again. Analytical relation of
this all optical switch has been presented and investigated in different situations of parameters
on switching characteristics.

1. INTRODUCTION

Many theoretical and experimental works has been done on Quantum information processing or all-
optical communication as one of all-optical discipline, recently. So in recent years, many valuable
works has been done on EIT specially on solid state atomic systems with few photon level, where
multilevel nanocrystals are realized by quantum dots (QD) [1, 2]. Theoretical and experimental
research on QDs and multilevel atomic systems is on the frontier of research, which has seen rapid
progress.

All-optical switching (AOS) is one of the main building blocks of quantum information processing
and all-optical communication. So, study of AOS is very interested to many scientists. In some of
researches, all-optical switch is based on nonlinear optics and Nonlinear phase shift, which requires
strength optical intensity, so it is difficult and expensive.

In this paper, we have suggested doping a single multilevel atomic system in a PC cavity, which
is coupled to input and output waveguides. By using DIT, where perpendicular applied control
fields to the cavity is strong enough, we have got strong Purcell regime (g2/κγ > 1). Where γ is
the QD decay into modes other than the cavity mode, κ is the cavity field decay rate and g is the
coupling between the cavity and the QD [2, 3].

2. THEORY BACKGROUND

In this paper, we have proposed an all-optical controllable normal on or off switch, illustrated in
Fig. 1. Including two coupled waveguides a, b by using a two dimensional photonic crystal cavity
doped with a 5-level nanocrystal (QD). In this configuration input signal propagates in waveguide
a, and three control fields are applied in perpendicular dimension to the PC cavity. In the absent
of control fields, waveguides are transparent and PC cavity is opaque, so the input signal field
propagates in waveguide a. While in presence of Ec3 control field, the cavity becomes transparent
to the input signal. Then the input signal is switched to the waveguide b via PC cavity. By applying
one of the Ec1 or Ec2 control fields, the PC cavity becomes opaque again. But by applying both of
Ec1 and Ec2 the PC cavity becomes transparent again. To illustrate these processes, we consider
5-level atomic system that can be realized using suitable QDs structures. In absent of control fields,
the nanocrystal has |1 >, |2 >, |3 >, |4 > and |5 > bare states [2–5].

Now, we can observe that how the PC cavity changes from an opaque case to a transparent one
and vice versa, which is in result of shifted nanocrystal states by applying strong control fields.
Thereby after shifting the probe signal resonant with transition energy between excited and ground
states. Then the input field transmits from original waveguide into another through the cavity.

The Hamiltonian of the 5-level system, by using Rotating wave approximation, can be written
as [4].

Based on the considered Hamiltonian, dynamics of the annihilation operator, ĉ, transition op-
erators of σ15− , σ24− , σ34− and σ45− are obtained by using the Heisenberg equations.

By using Fourier transformation with some approximations and mathematical manipulations,
the following relations are given for output modes of the waveguides. Where, we have assumed
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Figure 1: Proposed PC cavity-waveguide switch system, including schematic of 5-level nanocrystal doped in
PC cavity.

that the optical signal is very weak to transit electrons from the bottom state to the upper state
and the control field is sufficiently far from resonant, so population transition by control field is
neglected too [1, 7]. If we start simplifying of the dynamics equations by inserting σ24− in σ34− after
some mathematical manipulation, the outputs of waveguides are calculated as following equations

aout =
−γbin +

(
iδ0 + κ/2 + g2

−iδ15+Γ/2−S3

)
ain(

−iδ0 + γ + κ/2 + g2

−iδ15+Γ/2−S3

) ,

bout =
−γbin +

(
iδ0 + κ/2 + g2

−iδ15+Γ/2−S3

)
ain(

−iδ0 + γ + κ/2 + g2

−iδ15+Γ/2−S3

) ,

(1)

where, dependency of output fields to the control fields are given by the following equations,

S1 =
Ω2

1

−iδ24 + Γ/2
, S2 =

Ω2
2

−iδ34 + Γ/2− S1
, S3 =

Ω2
3

iδ45 + Γ/2− S1 + Ω2
2

−iδ34+Γ/2−S1

, (2)

However, if we start simplifying of the dynamics equations by inserting σ34− in σ24− after some
mathematical manipulation, the outputs of waveguides are given by the following equations

aout =
−γbin +

(
−iδ0 + (κ/2) + g2

−iδ15+(Γ/2)−S
′
3

)
ain(

−iδ0 + γ + (κ/2) + g2

−iδ15+(Γ/2)−S
′
3

) ,

bout =
−γbin +

(
−iδ0 + (κ/2) + g2

−iδ15+(Γ/2)−S
′
3

)
ain(

−iδ0 + γ + (κ/2) + g2

−iδ15+(Γ/2)−S
′
3

) ,

(3)

where, dependency of outputs to the control fields are obtained by

S
′
2 =

Ω2
2

−iδ34 + Γ/2
, S

′
1 =

Ω2
1

−iδ24 + (Γ/2)− S2
, S

′
3 =

Ω2
3

iδ45 + (Γ/2)− S
′
2 + Ω2

1
−iδ24+(Γ/2)−S2

, (4)

where detuning of the cavity mode, the probe and control fields’ frequencies from the corresponding
resonant frequencies are defined by

δ0 = ωc − ω0, δ15 = ω − ω15, δ34 = ω2 − ω34, δ24 = ω1 − ω24, δ45 = ω3 − ω45 (5)
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Now, we can calculate the transmission coefficients of the waveguides by following equations

Ta =
〈a†outaout〉
〈a†inain〉

, Tb =
〈b†outbout〉
〈a†inain〉

, (6)

3. SIMULATION RESULTS

In Figs. 2, 3 and 4 transmission coefficient of PC cavity-waveguide switch system doped with 5-level
nanocrystal is represented. Fig. 2 shows the transmission coefficient versus the Rabi frequency of
Ω3 with constant values of Ω1 = Ω2 = 1 GHz. We can see that for Ω3 = 0 the input optical
field transmits directly without coupling with the PC cavity, i.e., Ta ≈ 1. By increasing the
Rabi frequency of Ω3, input optical field couples to the PC cavity and therefore Ta decreases and
Tb increases continuously, because of the destructive interference of the |2 >–|4 > and |3 >–|4 >
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Figure 3: (a) Transmission coefficient. (b) Transmission coefficient phase, vs. Rabi frequency of the first
control field to 5-level nanocrystal. δ0 = 0 , δ15 = 0, δ24 = 1GHz, δ34 = 1GHz, δ45 = 1 GHz, k = 100 GHz,
g = 330GHz, γ = 6THz, Γ = 1 GHz, Ω3 = 1GHz, Ω2 = 1GHz.
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Figure 4: (a) Transmission coefficient. (b) Transmission coefficient phase, vs. Rabi frequency of the second
control field (Ω2) of 5-level nanocrystal doped in PC cavity. δ0 = 0, δ15 = 0, δ24 = 1 GHz, δ34 = 1GHz,
δ45 = 1 GHz, k = 100 GHz, g = 330 GHz, γ = 6THz, Γ = 1 GHz, Ω3 = 1 GHz, Ω1 = 1 GHz.

transitions. With the value of Ω3 = 2.046GHz, we can get Ta = Tb = 0.5. When the Rabi frequency
reaches to Ω3 = 3.021GHz, Tb increases to 0.988 and Ta decreases to 0.012, i.e., Switching occurs.

Figure 3 shows advantage of the PC cavity-waveguide switch system doped with a 5-level
nanocrystal. Fig. 3(a) represents the transmission coefficient versus the Rabi frequency of Ω1

while Ω2 = Ω3 = 1GHz. By increasing the Ω1 to 1.111GHz, both of Ta and Tb oscillate. So, with
the value of Ω1 = 1.106GHz Ta becomes 0.988 and Tb becomes 0.012 but by increasing of the Ω1,
Ta returns to 0.1 and Tb becomes 0.9. This oscillation of data between two outputs is occured in
result of destructive interference of |2 >–|4 > and |3 >–|4 > transitions. In this case, Ta and Tb

can be used as drop and band pass filters, respectively. In this situation 5-level nanocrystal acts as
two isolated 3-level Λ type nanocrystals, |1 >–|5 >–|4 > and |2 >–|4 >–|3 >. Fig. 3(b) shows the
phase of transmission coefficient, where both phases of Ta and Tb oscillate in Ω1 = 1.111GHz. In
out of oscillation region, phase of Ta is less than phase of Tb, so the most of input signal transmits
to aout.

Figure 4(a) represents the transmission coefficient of 5-level nanocrystal doped PC cavity-
waveguide switch system versus the Rabi frequency of Ω2 with constant values of Ω3 = 1 GHz
and Ω1 = 1GHz. It is seen that transmission coefficient and phase versus Ω1 in Fig. 3 and versus
Ω2 in Fig. 4 are the same corresponding to symmetric transitions |2 >–|4 > and |3 >–|4 >.

4. CONCLUSION

We have proposed an all-optical DIT based switch using cavity-QED effects, which can act as an
all-optical controllable normal on or off low-power switch. We demonstrate that doping 5 level
atomic systems not only increases transmission coefficient but also decreases its required power.
Also, one can control the normal case of switch and it’s controlling by the applied control fields.
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System-level Susceptibility Analysis for Intentional EMI Based on
Bayesian Networks

Congguang Mao, Hui Zhou, Zhitong Cui, Aibin Zhai, and Beiyun Sun
Northwest Institute of Nuclear Technology, Xi’an 710024, China

Abstract— The Bayesian Networks (BN) is applied to the system-level susceptibility analysis
for the intentional EMI. Based on the Bayesian Networks model the structural function character-
izing the electronic system reliability can be obtained. The physical meanings of the formulation
are illuminated further. Then several helpful concepts, such as the EM sensitivity, probability
importance and criticality importance, are defined and analyzed, which are of great engineering
senses in the practical protective design and effect tests of the systems.

1. INTRODUCTION

With the remarkable progress of the high-power electromagnetic (HPEM) technologies, the suscep-
tibility problem of the electronic systems and the civilian infrastructures has abstracted increasing
attentions [1]. The term of the intentional EMI (IEMI) mainly refers to the activities that utiliz-
ing the HPEM energy to interfere the normal operation of the electronics. Generally the HPEM
environments mean the amplitude of the electric field greater than 100V/m, such as the electromag-
netic pulse (EMP), high-power microwave (HPM), intense radio frequency (RF), lightning EMP
(LEMP), and so on. The American EMP Commission has assessed the threat to the United States
from EMP attack, and concluded that “the electromagnetic pulse generated by a high altitude nu-
clear explosion is one of a small number of threats that can hold our society at risk of catastrophic
consequences”, and it further pointed out that “the increasingly pervasive use of electronics of all
forms represents the greatest source of vulnerability to attack by EMP” [2].

The purpose of the system-level susceptibility assessment and analysis is to quantify the adverse
impact of the electromagnetic (EM) environment on the electronics, and ultimately improve and
ensure their survivability and functional safety. The fundamental concepts of the system-level sus-
ceptibility assessment are illuminated in [3]. And a special standard focusing on the tests techniques
in the assessment has been developed by International Electrotechnical Commission (IEC) [4]. Be-
cause the assessment procedure involves several subprograms, i.e., the response analyses, tests,
protection designs, nonlinear effect characterizations, and so on, an appropriate methodology or
framework to unify all sides of activities is badly necessary.

With respect to the susceptibility analysis method, the Bayesian Networks (BN) has been in-
troduced and the BN model is built based on the electromagnetic topology (EMT) and fault tree
(FT) [5]. Thus the structural function characterizing the reliability of the system in the rigorous
environments can be obtained. In this paper the physical meanings of the formulation are fur-
ther expounded. And several helpful concepts, such as the EM sensitivity, probability importance
and criticality importance, are defined and analyzed, which are of great engineering senses in the
practical protective design and effect tests of the systems.

2. BAYESIAN NETWORKS MODEL OF SYSTEM RELIABILITY

The structural and functional diagrams of a typical system are presented respectively in Figs. 1
and 2. In Fig. 2, V2 and V3 denote respectively the exterior conductors and antenna; V6, V7 and
V8 the three assistant subsystems of the core equipment, V9. On the branches of V2-V6 and V3-V8

there are conducted protective devices, P3 and P4. V7 and V8 are redundantly designed, i.e., they
are of the same function and can replace each other. Moreover, V8 is protected by V3-P4, which is
similar with V6.

The Bayesian Networks (BN) model of the system is built in Fig. 3 [5]. The upper part represents
the functional structure and the lower describes the physical composition and the EM energy
propagation scenarios. The nodes and rows stand respectively for the components of the system
and EM propagating paths and logical depending relations. V1 is the outer space; V4 and V5 denote
the slots and diffusion. The shields, P1 and P2, are placed on the branches of V1-V4 and V1-V5. The
abbreviation, EMS, indicates the EM stress on the particular element coupling from the outer EM
environments and through all kinds of routes. The interference or damage threshold (IT) of the
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Figure 3: Bayesian Networks (BN) model.

element means the inherent strength of the element itself tolerating the EMS. All these factors in
the BN model can be unified into one formulation (1), named as the structural function,

P (Vsys) = P (V9|V8, V7, V6, EMS9) (1)
= P (V9|V8, V7, V6)× [P (V6) + P (V7)P (V8)] + P (V9|EMS9) (2)
= P (V9|V8, V7, V6)× {[P (V6|V2) · FP2 · P (EMS2) + FP6 · P (EMS6)] (3)

+[FP7 ·P (EMS7)]× [P (V8|V3)·FP3 ·P (EMS3)+FP8 ·P (EMS8)]}+FP9 ·P (EMS9)(4)

where, given i, j = 2, 3, 6, 7, 8 or 9, P (Vsys) stands for the failure probability of the whole system;
P (Vi|Vj) means the Vi failure probability under the conditions of the Vj failure, which represents the
functional dependent relationship of the subsystems; FPi = P (V i|ITi, EMSi) refers to the failure
probability of the element under the condition of the interfering threshold (ITi) of itself and the
corresponding EMSi, which quantifies the effect of the EMI on the component; P (EMSi) is the
probability of the EMS greater than some level, which describes the responses of the system to the
environment; and P (V9|V6, V7, V8) depicts the V9 failure possibility with the operation statuses of
V6 ∼ V8.

All of the parameters in (1) need to be iteratively updated in the cycle of the analysis, design,
manufactures and tests until the system reliability satisfies the specifications of the contracts. The
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primary data generally comes from the computation and the small size of sampling tests. With the
progress of the system design and test the data will get more and more precise.

Beside the algebraic operation, the symbols “×” and “+” in (1) respectively denote the logical
relationship “AND” and “OR”, which conforms to the principles of the Boolean algebra. For
example, only when V7 and V8 failed simultaneously, Vsys would fail; however, the breakdown of
Vsys only needs one element of V6 OR V9. The building of the logical relationship of the elements
is completed during the system partition. The dividing of a complex system into the tractable
subsystems is a critical idea in the system-level susceptibility assessment, which is one of the tasks
of the BN model to fulfill.

3. SUSCETPTIBILITY ANALYSIS OF SYSTEM

With the BN model and structural function, we can analyze the sensitivity and reliability of the
system in the HPEM environment, and applies the analysis results to the protective designs and
tests of the system.

3.1. System-level Electromagnetic Sensitivity Analysis

The sensitivity analysis aims at the investigation the physical meanings and influences of the value
varying of the elements to the failure probability of the overall system. According to the BN
model and EM interfering mechanism, the failure causes of elements can be mainly divided into
two classes: one is the EMS from the exterior environment; the other is the dependency between
the elements.

When P (EMSi) = 1, the ith element of the system is suffered from the highest level of EMS, i.e.,
the most rigorous EM environment or the rated EMS level, and P (Vsys) becomes the maximal failure
probability under the EMSi. At the extreme circumstance if all P (EMSi) = 1 (i = 2, 3, . . . , 9),
all the elements are exposed to the highest level of EMS, thus P (Vsys) reaches the lowest survival
probability. Actually the structural function (1) under this condition is just as the same as that of
the fault tree (FT).

Otherwise, if P (EMSi) = 0, FP i · P (EMSi) = 0, this means that the EMSi on the element Vi

cannot reach the lowest rated level or just not exist. So the failure of the subsystem Vi caused by
the EM interference need not to be considered, then this item can be deleted from formulation (1).
Similar to the circumstance forenamed, if all P (EMSi) = 0 (i = 2, 3, . . . , 9), then P (Vsys) = 0.
Thus the reliability of the system R(Vsys) = 1−P (Vsys) = 1, it means that the system is absolutely
safe in the EM environment, which just is the aim of the protective design.

Now we take the parameter FPi into account. If P (V i|ITi, EMSi) = 0, the level of EMSi cannot
reach that threshold, ITi, so cannot cause the element Vi to fail. Thus this item can also be removed
from (1). After some elements are ignored in the analysis phase, the complexity of the assessment
can be reduced and the remainder items or factors can be emphasized in the following design and
test procedure.

As for the factors P (Vi|Vj) and P (V 9|V 8, V7, V6), they represent the element fault possibility
caused by the other components, which reflects the functional structure and logical relationship.
This property of BN model is identified with the other reliability tool, such as Fault Tree Analysis
(FTA) [6].

3.2. Probability Importance Analysis

For the system composed with many elements or subsystems, what we want to know firstly is which
one failure has the great contribution to the fault of the whole system. The quantity characterizing
this property is called the probability importance, i.e., the varying extent of the failure probability
of the overall system induced by the changing of that of the elements, that can be formulated as (5)

∆Pi =
∂P (Vsys)

∂Pi
. (5)

For instance,

∆PV6 =
∂P (Vsys)
∂P (V6)

= P (V 9|V 8, V 7, V 6) · P (EMS6). (6)

This formulation (6) shows that the importance of V6 to the system depends on both the environ-
ment stress EMS6 and the relevancy of V6 ∼ V8 to V9. Obviously if the latter two values are great,
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V6 is the component needed to be carefully protected. For another instance,

∆PEMS6 =
∂P (Vsys)

∂P (EMS6)
= P (V 9|V 8, V 7, V 6) · FP6. (7)

It indicates that the importance of EMS6 to the system rests with both the failure probability
FP (V6) and the relevancy of V6 ∼ V8 to V9. If the latter two values are great, EMS6 should be
measured and investigated in the effect tests.

3.3. Criticality Importance Analysis [6, 7]
In the practical applications the important element must be well strengthened, so the failure prob-
ability of the element itself would be very low and little margin could be achieved. It reveals such
a fact that improving a robust component will be more expensive and difficult. And this character
can be described by the concept of the criticality importance, which is defined as following:

ICR
i =

P (Vi)
P (Vsys)

· ∂P (Vsys)
∂P (Vi)

=
P (Vi)

P (Vsys)
·∆Pi. (8)

It can be seen that for the given P (Vsys) the probability importance ∆Pi and the failure proba-
bility of the component itself P (Vi) are directly proportional with each other, however, only one
value great cannot always increase the product P (Vi) · ∆PVi

. So the criticality importance is a
more comprehensive measurement. If this weight value is high, the component should be carefully
considered.

Take the element V6 and its EM stress as an example,

ICR
V6

=
P (V6)

P (Vsys)
· ∂P (Vsys)

∂P (V6)
=

P (V6)
P (Vsys)

·∆P6 =
FP6

P (Vsys)
P (V 9|V 8, V 7, V 6) · P (EMS6). (9)

ICR
EMS6

=
P (EMS6)
P (Vsys)

· ∂P (Vsys)
∂P (EMS6)

=
P (EMS6)
P (Vsys)

·∆P6 =
P (EMS6)
P (Vsys)

P (V 9|V 8, V 7, V 6) · FP6. (10)

Formula (9) and (10) indicate that FP6 and EMS6 are at the same consequence. Both improving
the strength of V6 and depressing the EM stress EMS6 can enhance the survivability of the overall
system, which just identifies with that in the practice. Similarlybecause of the redundancy design
the criticality importance of the subsystem composed by V7 and V8 will be reduced greatly.

4. CONCLUSION AND COMMENT

Based on the idea of the Bayesian Networks (BN), the reliability model of the system interacting
with the HPEM environments has been built. All of the parameters in the structural function
are of definite physical meanings. Furthermore the concepts of the sensitivity and importance of
the subsystems or elements are defined and analyzed, which can be utilized in the system-level
effect tests and protective design. All these characters shows that BN method can present a more
clear view of the complex behaviors of the system in IEMI, and can play an important role in
the system-level susceptibility/vulnerability assessment. The assessment test of a typical electronic
system guided by the BN model and definitions is now ongoing, which will further examine the
validity of the method.
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Time Domain Analysis of Nonlinear Load Terminated in Shielded
Cable
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Abstract— Aimed to verify the proposed time domain calculation model is fit for analyzing
and estimating the protective effectiveness of the nonlinear loads against EMP (Electromagnetic
Pulse), the nonlinear device of SPD (Surge Protection Device) is researched in this paper. The
SPD test system is built and the response character of the under tested SPD is obtained by this
system. Introducing the obtained U-R relation to the time domain calculation, result shows that
this time domain calculation is fit for forecasting and analyzing the protective effectiveness to
EMP.

1. INTRODUCTION

When the non plane wave act on the shielded cable or shield enclosure, the research in time domain
plays very important role. The authors have created a model to analyze the induced current and
induced voltage in the shielded cable in time domain. In this built model, the digital filtering
technique is combined with the FDTD method and the induced voltage and induced current in the
shielded layer have been obtained under the external electromagnetic field [1, 2]. Then, the authors
designed a transfer impedance test system and the transfer impedance of shielded cable can be
measured and the induced voltage and induced current in the core line can be calculated by the
established system and model [3].

However, how to protect the devices and equipments terminated in the shielded cable or other
shielded enclosure is a problem valuable to research. We know nonlinear load SPD can suppress
surge overvoltage in the power line or signal transmission line to the immunity limit. As a kind
of protective device it has nonlinear response character. This kind of device is generally used
to protect devices connected in cables against lightning surge overvoltage [4]. Whether it has
protective effectiveness against EMP still hasn’t certain convolution. Thus, according to the relative
international standard, the nonlinear device testing system is built in this paper and its response
characters can be measured. Introducing the nonlinear device response character (U-R relation)
to the proposed time domain calculation model, the induced voltage and induced current in the
nonlinear load will be obtained under the external injected electromagnetic field. By the proposed
calculation and measurement system, the induced voltage and induced current can be acquired
respectively. Then, combining the measured data, the protection effect of the nonlinear load to
device terminated in shielded cable against the external electromagnetic field can be analyzed
validly.

2. SPD TEST AND CALCULATION

To accurately assess the protective effectiveness of SPD to the terminated device against the EMP,
test systematically is necessary to obtain its response character to injected EMP, on the other hand,
the model is require to introduce test result of SPD to the domain calculation equations. Owing to
the practical protective effectiveness is related to its install location in the whole test system and
the relevant electromagnetic environment, the test to SPD should coincide with its actual service
condition and take measures to deduce noises. According to [5], the test fixture is designed by the
5.7mm aluminum sheet and with the following features:

(1). It can fix the device under tested and its cavity is applicable to the usual SPD;
(2). It is designed with standard joint and matched with frequent-use test instruments (generally

is 50 Ω);
(3). It has certain shielding efficiency to insulate the instant pulse radiation;
(4). It has adequate strength to protect the tester from sudden burst.

This established test system is shown as Figure 1. It is composed by the pulse generator,
current probe, SPD test fixture, attenuators and the oscilloscope. Here the current probe is adopt
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to measure the injected voltage and current through the SPD in the meantime, and then the V-I
relation of the under tested SPD can be acquired by data fitting technique.

By this test system, the response character of frequent-used SPD and different signal protection
device has been tested and researched. Here the TVS tube is taken as an example to explain
the analysis process and principle. The TVS tube suppresses transient voltage by means of the
PN junction avalanche effect. If the transient disturbance has not appeared, the TVS tube doesn’t
work. Once the transient over voltage coming, the TVS tube will limit the peak voltage to immunity
limit for protecting the terminated device.

Injecting a wide pulse to the TVS tube, the response voltage and current through this TVS
tube is shown as Figure 2. It can be seen from this figure that the protection device can limit the

Figure 1: Photo of the SPD test system.
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voltage under about 200 V and enlarge the pulse wide obviously.
Applying the repetitious testing result, the V-I character of this TVS tube can be described as

Figure 3. Aimed to get the relationship of its voltage and current, the 3rd exp fit is used here.
Figure 3 is the TVS tube V-I character, in this figure, the dashed line and solid line are the actual
measurement value and fitted value, respectively. The fitted relationship of voltage and current is
shown as Equation (1).

U = 43.75× exp
(
− I

2.18

)
− 20.12× exp

(
− I

11.57

)
− 42.59× exp

(
− I

2.17

)
+ 192.39 (1)

3. SPD PROTECTION EFFECTIVENESS ANALYZING

According to the TVS voltage and current character, the curve of injected voltage U and its equiva-
lent resistance R can be obtained, and exp fitted it we can get relationship of U-R as Equation (2).

R = 14740559.96× exp
(
− U

10.74

)
− 321.89 (2)

Calculation of EMP coupled to SPD devices in time will be processed as the following steps:
Firstly, by the proposed DF-FDTD time domain calculation model [1], coupled voltage and

current in the outer layer of the shielded cable can be obtained;
Then, using the designed transfer impedance test system, transform the current in the outer

layer to the source voltage of the inner conductor and obtained the coupled voltage and current in
the inner conductor;

Nest, introducing the nonlinear device (TVS tube here) as a terminated load and calculate the
coupled voltage between it;

Finally, analyzing the protective effectiveness of this nonlinear device and estimating whether it
can be choose to protect the device or equipment connected in this shielded cable.

According to above method, the calculation process can be expressed as the following model:

∂[vT (z, t)]
∂z

+ LT
∂[iT (z, t)]

∂t
+ RT iT (z, t) = ρ(t)⊗ i(z, t) (3)

∂[iT (z, t)]
∂z

+ CT
∂[vT (z, t)]

∂t
+ GT vT (z, t) = 0 (4)

where: ρ(t)⊗i(z, t) denotes the convolution of the transfer impedance with the current in the shield-
ing layer; ρ(t) = F−1(ZT ); F−1(·) denotes the inverse Fourier transform; ZT denotes the transfer
impedance; LT , RT , CT and GT denotes the inductance, impedance, capacitance and conductance
in unit length, respectively. vT , iT denotes the coupled voltage and current in the core line of the
shielded cable.

By the 1st center difference method, the iterative relationship of coupled current in the inner
conductor can be obtained as:

In
Tk =

(
LT

∆t
+

RT

2

)−1
{

M∑

i=1

Tn
ki −

V n
Tk+1 − V n

Tk

∆z
+

(
LT

∆t
− RT

2

)
In−1
Tk

}
(5)

Similar method can be adopted for the coupled voltage.

V n
Tk =

(
CT

∆t
+

GT

2

)−1
{
−In−1

Tk − V n−1
Tk−1

∆z
+

(
CT

∆t
− GT

2

)
V n−1

Tk

}
(6)

We introducing the SPD expressed as Equation (2) to the calculation model, then, the coupled
voltage and current of the core line can be calculated. Here we must attention the boundary
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Terminated with SPD

Open-circuit 

Figure 5: Comparison of the coupled voltage open-circuit and terminated with the TVS tube.

conditions (Equations (7), (8)) is different under different calculation circumstances).

In
T1 =

(
LT

∆t
+

RT

2
+

3Z0

2∆z

)−1
{

M∑

i=1

Tn
1i −

V n
T2

∆z
+

Z0

2∆z
In
T2 +

(
LT

∆t
− RT

2

)
In−1
T1

}
,

V n
T1 = −Z0

3In
T1 − In

T2

2
(7)

In
TN =

(
LT

∆t
+

RT

2
+

3ZL

2∆z

)−1
{

M∑

i=1

Tn
1i +

V n
TN

∆z
+

ZL

2∆z
In
T (N−1) +

(
LT

∆t
− RT

2

)
In−1
TN

}
,

V n
T (N+1) = ZL

3In
TN − In

T (N−1)

2
(8)

where, Z0 is the character impedance of the shielded cable, when the end is open-circuit ZL is ∞,
while the end is terminated with the nonlinear load TVS tube, introducing Equation (2) to ZL.

In the above equations, ∆z and ∆t are space-step and time-step, respectively. The relationship
of every item in the difference equation is shown as following:

zk
V = (k − 1)∆z tnv = n∆t In

Tk = iT

(
zk
I , tnI

)

zk
I = (k − 1/2)∆z tni = (n + 1/2)∆t V n

Tk = vT

(
zk
V , tnV

)

The voltage between this nonlinear device can be calculate. Figure 5 gives the comparison of
the coupled voltage when the end is open and terminated with the TVS tube. In order to facilitate
observing, the coupled voltage between the TVS is enlarged 10 times shown. It can be seen from
the figure, before connected the nonlinear device, peak voltage coupled in the core line is about
871V. After connected this device, the coupled voltage is about 208 V. This is accordance with the
rule reflected by Figure 2.

4. CONCLUSIONS

In this paper, the SPD test system is built and by this test system the response character of
nonlinear device has be measured. Using the tested result and adopted the exp fit method, the U-R
relationship can be acquired. Introducing this relationship to the time domain calculation simplified
by the authors, the voltage between the terminated equipment after connected the nonlinear device
can be calculated. The calculation result shows that this model can be used to forecast and analyze
the protective effectiveness to EMP.
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Abstract— In this the paper, by setting up the high voltage electrostatic discharge systems
composed of 300 kV, 1000 pF, 1Ω and so on, that the simulating test about electrostatic discharge
of helicopter air supplying is mainly discussed. In this system, it is six levels of electrostatic
sensitivity for fuse (which do not bear passing-explode tubes and expanding drug) and for EED
(electro-explosive devices), with charging voltage from 50 kV to 300 kV including positive polarity
and negative polarity that may be tested. At present, the related testing research on calibrated
resistance of 100 Ω has been made.

1. INTRODUCTION

EEDs are not only absolutely necessary igniting and blasting components in special power, but
also the most dangerous and susceptive subsystems in weapon systems. They are widely used
not only in the fuse of engine of rocket, missile and roll booster impetus but in spreading of two-
double’s wing, self-damage setting and explosive bolt and so on. The safety and reliability of whole
weapon’s system are directly decided by the safety and the reliability of EED. The research on
anti-electrostatic technology of EED is in the demand of development of science and technology of
military affairs, and is the important part of improving safety and the reliability of weapon system.
So it is attached important to home and abroad.

With the development of science of military affairs, in the future, the war will be in the capacious
field of solid. Because electron antagonism, electromagnetic interference, microwave weapon etc
will make the electromagnetic field of astrospace become more and more strong. At the same
time, with the change appearance of the transportation and the logistic safeguard of weapon [1],
the highly insulted materials and the costume of chemical fiber are also indispensable for the
weapon equipment and the persons attending a war. In order to ensure that the EED are immune
to danger of electromagnetic and to avoid invalidation and improper action, the simulative test
of EED against electromagnetic environment hazard is of importance, of which, the simulative
electrostatic sensitivity test for EED is more vital, which insure the safety and the reliability of
EED against electromagnetic environment hazard.

In our nation, since seventies’ of last century, such special apparatuses as instrument of electro-
static sensitivity of EED, instrument of electrostatic sensitivity of powder and instrument of elec-
trostatic accumulating of powder have been completely manufactured. At the same time, the test
of electrostatic sensitivity of EED has been developed, the test with the capacitance of 500± 25 pF
having voltage charged of 2500 kV, the serial resistance of 5000±250 Ω. In the test, the electrostatic
sensitivity of EED’s leg-leg or leg-shell may be tested by Bruceton method. Then, according to the
result of test, the electrostatic sensitivity of EED, namely the firing average voltage and criterion
may be calculated. In later of eighties’ of last century, GJB736.11-90 [5] (method of EED test, EED
determining electrostatic sensitivity), WJ1869-89 (method of EED test, powder determining elec-
trostatic sensitivity), JGB737.3-89 (method of EED test, column of powder and surface resistance
determining electrostatic sensitivity) and WJ2018-91 (method of EED test, powder accumulating
electrostatic sensitivity) are successfully set down. Such methods have met the demand of hazard
of electrostatic from human body to EED but not in the demand of hazard of electrostatic from
aerial supply to EED.

In the nineties’ of last century, the test simulating electrostatic discharge of helicopter was
brought forward, because of the change appearance of transportation and logistic safeguard of
weapon, the test of electrostatic sensitivity confined to simulating static of human body does not
meet the demand of actual war, especially, in aerial transportation of weapon. With the speed
of transportation growing up, and the conveyances charged up by atmosphere or thundercloud in
interspaces, the new hazard of electrostatic power to EED appears. So, the test that simulate elec-
trostatic of aerial transportation of weapon will be new one subject. So, the electrostatic discharge
test technique simulated aerial supply have been studied since 2003 in our research institute.
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2. ELECTROSTATIC DISCHARGE TEST OF AERIAL SUPPLY TO FUSE’S SYSTEM

In the nineties’ of last century, the test simulating electrostatic discharge of helicopter was brought
forward, whose character with capacitance of 1000 pF, discharging resistance of 1Ω, maximal in-
ductance of 20µH and maximal testing voltage charged of 300 kV. If packed fuse under the test, its
electrostatic sensitivity is tested. Then the safety of fuse against electrostatic discharge is further
assessed. If bare fuse under the test, the reliability may be evaluated

According to above figure, the testing equipment of 300 kV electrostatic discharge of aerial
supply to fuse’s system including EED, with maximal Voltage of 300 kV, Capacitance of 1000 pF
and Maximal resistance of 1 Ω, was successfully manufactured by us. As is shown in following
Fig. 1.

In the simulating circuit, the capacitance of capacitor is 1000 pF, and other parameters are
referred to Table 1. When tested, rising maximal voltage, rising time and pulse width passing
calibrated resistance will be gotten. By comparing the result of test with indexes of MIL-STD-
331B, as is shown in Table 1, we can come to conclusion that, given the same rising maximal
voltage, rising time and pulse width (half-height width of pulse) passing the calibrated resistance
in MIL-STD-331B is respectively 180 ns and 300 ns, but in our test, which is respectively 50ns
and 150ns. At the same time, the dissipation of energy in calibrated resistance in MIL-STD-331B
accounts for 88.8 percent of total energy of capacitor but in our test 95.9 percent. The waveform
of test result is shown in Fig. 2.

3. TEST

When testing, to ensure that the selected test point in fuse surface is the worst case, especially, the
test point can be selected which the electromagnetic energy can be transferred, such as, contact
point, lead, pinhole, aperture and so on. The test result on high voltage electrostatic discharge to

Figure 1: The configuration of high voltage electrostatic discharge test system on EED and fuze.

Figure 2: Current and voltage waveforms of calibrated resistance with capacitor charged voltage of 300 kV,
channel 1 is current waveform; channel 2 is voltage waveform.
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EED and Fuze is shown as followed:

(1) Detonators are placed with one pin contacted to the ground and another pin contacted to the
discharge electrode, the ten detonators are random took from one set of detonators, then the
voltage of high voltage electrostatic discharge test system is adjusted to 50 kV, the all testers
are fired.

(2) Ten detonators are random took from one set of detonators, detonators are placed with two
wringing pins contacted to the ground and the case contacted to the discharge electrode, The

Table 1: The voltage peak, rise time, pulse width in 100Ω calibrated resistance through simulated calculation
and actual testing.

PPPPPPPPPPPP
voltage

Parameters
of circuit

Parameters in MIL-STD-331B

R = 1Ω, Rs = 100Ω, L < 20 µH

Parameters in our test

R = 4Ω, Rs = 100Ω, L = 3.0 µH

Us /kV Tr /ns pulse width /ns Us /kV Tr /ns pulse width /ns

50 kV 22.3 180 300 40.70 50 100

100 kV 44.7 180 300 81.70 50 100

150 kV 67.0 180 300 122.5 50 100

200 kV 89.0 180 300 163.4 50 100

250 kV 112.0 180 300 204.2 50 100

300 kV 134.0 180 300 245.1 50 100

PPPPPPPPPPPP
voltage

Parameters
of circuit

Actual testing result (calibrated

resistance of 100Ω is linked)

Us /kV Tr /ns pulse width /ns

50 kV 40.2 50 150

100 kV 81.6 50 150

150 kV 121.7 50 150

200 kV 161.9 50 150

250 kV 205.0 50 150

300 kV 252.0 50 150

Table 2: The test results of EED of pin-case.

Tester
The quantity

of tester

The voltage

of charge /kV
Test result remark

1#detonators

50 0

1 100 0

200 0

50 0

1 200 0

250 0

1
200 0

225 1

1
150 0

300 1

1 300 1

1
275 0

300 1

1
150 0

200 1

1 150 0

1 200 0

1 300 1
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Figure 3: The figure of electrostatic discharge test system on fuse (contained EED).

test results of detonators are shown in Table 2.
(3) The fuse(contained EED)is selected, the voltage of high voltage electrostatic discharge test

system is adjusted to 50 kV, 100 kV, 200 kV, 300 kV, the EED in fuse is not fired, the figure
of test with fuse is shown in Fig. 3.

4. CONCLUSION

According to above analyzing, the testing performance of electrostatic discharge of aerial supply
to fuse’s system manufactured by us is superior to that of MIL-STD-331B. For example, the 95.9
percent of energy dissipation in calibrated resistance in our test is higher than that of MIL-STD-
331B

In above 300 kV electrostatic discharge testing system for EED, there is a isolated circuit, which
has following function: when the capacitor is charged by power of high voltage, the discharge circuit
will be isolated; in turn, when the capacitor is discharged toward sample, the charge circuit will
be isolated. Most of all, in this systems, six levels of electrostatic discharge for fuse or for EED,
with charging voltage from 50 kV to 300 kV including positive polarity and negative polarity, may
be tested. So this testing systems supply a gap in our nation.
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Abstract— The methods used for assessing HERO(hazards of electromagnetic radiation to
ordnance) and the measurement for the induced energy or current about EED which located in
special electromagnetic radiation environment were discussed in this paper. The infrared fiber
temperature sensor is suitable for the measurement of induced current caused by high power elec-
tromagnetic radiation on electro-explosive device (EED) since the transmission link of the sensor
is infrared optical fiber which is immune to electromagnetic radiation. This paper investigates
the application of an infrared mercury-cadmium-telluride (MCT) based on radiation thermometer
within a high-power electromagnetic (HPEM) environment in order to measure induced energy
and to determine EED’s safety. According to the test requirement, the temperature range of the
senor should be between 0◦C to 2000◦C. The response time of the MCT detector should be less
than 1ms. The InSb detector is even faster because of its smaller edge length of 100 mm com-
pared to 250 mm for the MCT detector. However, the MCT is the preferable detector because
its maximum spectral response is shifted to higher wavelengths. This makes the detector more
sensitive for lower temperature. The experimental results using the infrared sensor suggest that
the measurement of bridge-wire temperature caused by induced current is satisfactory, which
would be a reliable and improved method for evaluating the safety of EED against HPEM.

1. INSTRUCTION

The problem of HERO (hazards of electromagnetic radiation to ordnance) that was widely consid-
ered since from 1950s, and the quantitative assessment techniques for HERO have been pressing
to solve. With the development of science technology, HERO testing technology has gone through
the process of qualitative to quantitative. Initially, the researchers use wax or paper sensitive of
temperature to monitor the induced energy that used for early safety assessment of ordnance which
has large error and difficult to quantify the HERO. Then, the researchers used a thermocouple to
test the induced energy of ordnance which is susceptible to electromagnetic radiation environment
should be resulting in distorted measurement [1]. And then, the researchers used current probe
with fast response time and stable result to test the induced current directly on the bridge-wire of
EED, but it is limit to it’s frequency range. Finally, temperature measurement gradually applied
to the HERO test with the development of optical fiber technology with fast response time and free
from the influence of electromagnetic radiation characteristics solve all the problem very well [2].
Test method described in this paper is based on principle and method of infrared temperature
measurement technology.

2. INFRARED TEMPERATURE MEASUREMENT

Non-contact infrared temperature measurement is a method of temperature measurement, temper-
ature measurement devices and measured object without contact, through the principle of thermal
radiation to measure temperature. Theoretical and experimental studies have shown that: Any
object above absolute zero temperature, and the radiation energy of the vast majority objects are
in the infrared region. The method of infrared temperature measurement using the characteristics
by measuring the infrared radiation of an object [3].

Characteristic of hot wire EED is presented as a temperature response on the bridge wire when
the current flowed through the bridge wire. So we can establish the relationship between the
temperature and the current of EED in EME.

By Stefan-Boltzmann thermal radiation principle, the bridge wire current density of spectral
radiation:

Φ =
∫ ∞

0
rdλ =

∫ ∞

0

ε2πc2h

λ5(ehc/(λkT ) − 1)
dλ = εσT 4

where h is Planck’s constant, C is the speed of light, k is the Boltzmann factor, ε is the bridge wire
radiation coefficient, T — the absolute temperature of the bridge wire, σ is the Stefan-Boltzmann
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constant. For a given spectral range λ1 to λ2 (λ1 < λ2), the

Φλ1−λ2 =
∫ λ2

λ1

rdλ =
∫ λ2

0
rdλ−

∫ λ1

0
rdλ

Then, light voltage of the detector:
Vλ1−λ2 = RT P

where RT is the detector responsivity, P is the radiation optical power of bridge wire

P = AΦλ1−λ2

A is the radiated area
Vλ1−λ2 = RT AΦλ1−λ2

Then another wavelength range λ3 to λ4 (λ2 < λ3 < λ4) optical response voltage Vλ3−λ4, the ratio
of

q =
Vλ3−λ4

Vλ1−λ2

= t
Φλ3−λ4

Φλ1−λ2

where t is the response of two detectors the ratio of degrees
According to the analysis above, the corresponding relationship between voltage and current, is

carried out the induced current measurement.
It is a complex process of thermoelectric response of EED in the electromagnetic environment,

the mathematical model is difficult to solve. After it made a lot of evolution of a simplified
mathematical model, the most famous is the Rosenthol energy equation, and has been widely used,
the core consideration is to ignore the explosive chemical reaction before ignition.

C
dT̃ (t)

dt
= P (t)−G · T̃ (t)

where: T̃ (t)is temperature of change; P (t) is induced power; C is thermal capacitance; G is thermal
conductivity;

When temperature of EED arrive a steady situation. the equation must be a simple format [4]:

T̃ (t) =
P (t)
G

Figure 1: Relationship between light voltage ratio of mid and far infrared and current.
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3. INDUCED ENERGY TEST

The test method of EED induced energy which pick up from the electromagnetic environment
based on infrared optical approach to establish the relationship between temperature and induced
current. Using the result to assess the safety of EED in the electromagnetic environment.

The Fig. 2 describe the test principle of infrared optical fiber temperature system.
The infrared temperature measurement system consists of lenses, infrared fiber, infrared spec-

troscopy, infrared detectors, fiber, signal amplifier,and so on. Infrared signal is generated from
bridge wire coupling through infrared lens, go through the infrared spectroscopy, separate the sig-
nal to the mid-infrared and far infrared signal and sent separately, and then photoelectric detector
will transform infrared signal as a weak signal which will magnify by the signal amplifier, sampling
and analysis the data into the signal processing device for reading the temperature [5].

The main parameters of infrared temperature measurement system are as follows:

(1) Temperature Dynamic Range: 0 ∼ 2000◦C.
(2) Response time: 1 ms.
(3) Temperature accuracy: ±0.5◦C.

Figure 2: Induced current test in EME.

Figure 3: Infrared detector and system.
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In this paper, we used a typical bridge-wire EED to test the temperature and induced current and
assess the safety of the EED.

According to the parameters of this typical hot wire EED, the no-fire current is 600 mA; To assess
the safety of EED in the electromagnetic environment using the induced current that mentioned
in MIL-STD-464A and GJB786; In order to ensure the safety of ordnance, the induced current of
EED should not exceed 16.5 dB of the no-fire current; In another words, the induced current can
not exceed 15% of no-fire current. Fig. 6 describe the relation between induced current and safety
margin.

According to Fig. 6, when the induced current more than 90mA (temperature exceed 80◦C) of
the typical EED in the electromagnetic environment, there will be a potential safety hazards of the
EED(in this case the electric field Strength of about 150 V/m, frequency: 190MHz).

Table 1: Data for temperature and current of a typical bridge-wire.

number temperature◦C current mA number temperature ◦C current mA
1 10 35 11 110 104
2 20 50 12 120 106
3 30 62 13 130 110
4 40 70 14 140 111
5 50 77 15 150 114
6 60 82
7 70 88
8 80 91.5
9 90 93
10 100 100

Figure 4: Coupling device between bridge-wire and fiber.
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Figure 5: Temperature and current of typical bridge-wire.
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Figure 6: Relation between current and safety margin.

4. CONCLUSION

Based on the principle of infrared fiber temperature measurement that is not only solve the other
test systems vulnerable to electromagnetic radiation shadow of the shortcomings, but also solve
the other measurement system is attached to the introduction of human error.
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Abstract— Protection of electronic system from high intensity radio field (HIRF) receives
more and more attention in avionic systems. Shielding effectiveness (SE) and transfer impedance
are important parameters that describes the electromagnetic protection ability of cable systems.
In the design of electronic system in flights, it is required to compare the shielding property of
different kinds of cable connectors. A triaxial test fixture for measuring SE of cable connectors
is designed according to IEC 62153-4-7. Compared to the most commonly used test fixtures,
this fixture is designed to eliminate the influence of cable shields and bonding condition at cable
ends. Therefore the material property and the manufacturing quality of the connector itself can
be evaluated. Two kinds of connectors made of aluminum alloy and carbon-fiber composite,
respectively, are tested and compared.

1. INTRODUCTION

Electromagnetic fields from distant sources such as high intensity radiate field (HIRF), lightning,
high electromagnetic pulse (HEMP), as well as nearby interference sources can induce undesired
signals at the endpoints of transmission lines and connectors and therefore disturbs those termina-
tion systems. Besides cable shields, connectors of cables also have electromagntic leakage and its
value may be higher than cable shields if the connector is not properly selected or not imperfectly
bonded [1]. Susceptibility measurement and analysis of connectors to electromagnetic interference
(EMI) are becoming a key requirement in design of modern electronic systems.

Field coupling to connectors has been widely addressed in the literatures [2–5]. Because the
connectors are electrical small, the testing results were transfer impedance of assembles including
additional cables and connectors, the impact of additional cables was not eliminated. A triaxial test
fixture for measuring SE of cable connectors is designed according to IEC 62153-4-7 in this paper.
Compared to the most commonly used test fixtures, this fixture is designed to eliminate the influence
of cable shields and bonding condition at cable ends on SE of the connector under test. Therefore
the material property and the manufacturing quality of the connector itself can be evaluated. Two
kinds of connectors made of aluminum alloy and carbon-fiber composite, respectively, are tested
and compare by using the established triaxial test fixture.

This paper is organized as follows. Section 2 presents the design method of the triaxial test
fixture applying for the avionic connectors. Data processing and measurement results analyzing in
Section 3. The conclusions are given in Section 4.

2. DESIGN OF THE TRIAXIAL FIXTURE

The connector test method of IEC 62153-4-7 is an extended triaxial method, also named screening
shielding method, or tube in tube method. The complete measurement setup is shown as Figure 1.
The connector is electrical small, this method for testing connector has some advantages as follows:

1) an apparatus of a triple coaxial form with a length sufficient to produce a superimposition of
waves in narrow frequency bands which enable the envelope curve to be drawn.

2) variable length of the tube, e.g., by different parts of the tube and/or by a movable tube in
tube. Both transfer impedance and screening attenuation are measured with this method.

3) a RF-tight extension tube, variable in length, which should have preferably a diameter such
that the characteristic impedance to the outer tube is 50 Ohm respectively the nominal impedance
of the network analyser or generator and receiver.

4) the material of the extension tube shall be non ferromagnetic and well conductive (copper or
brass) and shall have a thickness ≥ 1mm such that the transfer impedance is negligible compared
to the transfer impedance of the device under test.
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2.1. Design the Diameter Size and Length of the Outer Tube and Extension Tube
In order to avoiding the resonance, the tube length must consider the following condition in terms
of transmission lines theory [6]:

4L

λ
= 2n− 1, (n = 1, 2, 3, . . .) (1)

where, L is the tube length, λ = c/f is the wavelength, c, f are light speed and frequency,
respectively.

Simultaneity, the higher mode of TEM wave must be restrained with the ratio of the diameter
of the outer tube and extension tube:

π (Din + Dout) < 2λ (2)

Considering the characteristic impedance of connectors, the ratio is

ZC =
60√
εr

ln
(

Din

Dout

)
(3)

where, ZC is the characteristic impedance of connectors, εr is relative permittivity, Din, Dout are
the diameter of the outer tube and the extension tube, respectively.

2.2. Impedance Matching Circuit
It is very important that the inner circuit should be matched. If not matching, the input current
cannot be injected into the inner circuit; and the receiver cannot gain the maximal coupling voltage
of the outer circuit, which conspicuously degrade the precision of the test setup. However, the
outer circuit may not be matched. The likely voltage peaks at the far end are not dependant on the
input impedance of the receiver, provided that it is lower than the characteristic impedance of the
secondary circuit. However, it is an advantage to have a low mismatch, for example, by selecting
a range of tube diameters for several sizes of coaxial cables [1].

If the impedance of the connector under test ZC is not equal to the generator output resistance
(commonly 50Ω), then an impedance matching circuit is needed. It shall be implemented as a two
resistor circuit with one series resistor, RS and one parallel resistor RP [1]. If the impedance of the

 

Figure 1: The complete measurement scheme.
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1336 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Outer tube Extension tube 

Figure 3: The outer tube.

Extension Tube DUT N-portBracket

Figure 4: The extension tube.

Test Fixture Matching R2 

High Voltage  

Pulse Generator Oscilloscope 

Ohmmeter

Network Analyzer 

Figure 5: The complete testing setup.

inner system is greater than 50 Ω, the formulas below are used:

RS = ZC

√
1− 50

ZC
, RP = 50

/√
1− 50

ZC
(4)

The configuration is depicted in Fig. 2.
If the impedance of the inner system ZC is less than 50 Ω, the formulas below are used:

RS = 50

√
1− ZC

50
, RP = ZC

/√
1− 50

ZC
(5)

The feed resistor R2 is related to the outer circuital characteristic impedance. It has an impor-
tant impact on the cut-off frequency of the test setup, so impacts also on the precision of the higher
frequency. R2 is

R2 = 1.4× ZOut − 50 (6)

The Photo of the outer tube, the extension tube, and the complete test system are shown as
Fig. 3, Fig. 4, and Fig. 5, respectively.

3. MEASUREMENT RESULT ANALYZING

3.1. Screening Attenuation
By extending the electrically length of the RF-connector by a RF-tight closed metallic extension
tube (tube in tube), the tested combination becomes electrically long and the cutoff frequency
is moved towards the lower frequency range. In this way, also in the lower frequency range, the
screening attenuation may be measured and the effective transfer impedance calculated of electrical
short devices.

As = AB,min −Az,min + 10 log10

∣∣∣∣
Zout

Zin

∣∣∣∣ (7)

where, As is the screening attenuation related to an outer circuit (radiating) impedance of Zout

in dB; AB,min is the operational attenuation recorded as minimum envelope curve of the measured
values in dB; AZ is the additional operational attenuation of an eventually inserted adapter, if
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Figure 8: Effective transfer impedance of aluminium alloy-nickel plating connector (a) and carbon-fiber
composite-nickel plating connector (b).

not otherwise eliminated, e.g., by the calibration, in dB. Zin is the characteristic impedance of the
feeding cable and the DUT, in Ohms.

Two kinds of connectors are tested, which are aluminium alloy-nickel plating and carbon-fiber
composite-nickel plating connectors, respectively. Test results shown as Fig. 6. show that the
SE curve of the two connectors are very close to each other (the red and light blue ones) if the
additional cable influence is not eliminated, and the quality of connectors can not be identified
clearly. By using the newly designed test fixture, shown as Fig. 7, the difference of the connector
can be found (the blue and black ones). It is proved that the test fixture designed in this paper
can be used as a good approach for selection of cable connectors.
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3.2. Effective Transfer Impedance
Contrary to the measurement of the transfer impedance of cable screens, the transfer impedance
of the connector is not related to length.

ZT =
√

Z1Z2 · 10−
AB
20 , or, ZT dB(Ω) = 20 · log

( |ZT |
1Ω

)
(8)

where, Z1 and Z2 are the characteristic impedance of inner circuit and outer circuit. AB is the
results of network analyzer.

The results of effective transfer impedance are shown as Fig. 8 with the neglect of the transfer
impedance of the extension brass tube. In addition, the low frequency data of transfer impedance
is in accord with the resistor rdc = 3 mΩ, which is one of the characteristic parameters of connector.

4. CONCLUSION

The connector measurement is very complicated due to the multi-materials, multi-conductors and
complex structure. An improved triaxial method has been proposed in this paper. The testing setup
can measure both screening attenuation and the effective transfer impedance. Two kinds of dif-
ferent material connectors for the avionic connectors are tested, these connectors are distinguished
successfully.
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A Small-sized Fast Rise Time HEMP Simulator

Yanxin Li, Qiwu Wang, Lihua Shi, Cheng Gao, Feng Lu, and Bihua Zhou
Nanjing Engineering Institute, No. 1 Haifuxiang, Nanjing, Jiangsu 210007, China

Abstract— A small-sized fast rise time HEMP simulator is designed. The structure of the
small-sized fast rise time HEMP simulator is made of four components, including automatic
high voltage source, pusle generator, antenna and match load. The automatic high voltage
source produces high direct current voltage for the pulse generator automatically. Through
replacing the traditional gas by refined rapeseed oil in the pulse generator, a moving electrode
reduces the inductance of the discharge circuit. Therefore, the rise time of the pulse is more
fast, up to 2 ns. A microcomputer (MPU) controls the charge procedure and monitors the charge
voltage. To measure the electronic field a fiber optic measurement device is used. An application
on measurement of shielding body’s pulse electric field shielding effectiveness shows that the
simulator is suitable for fieldwork.

1. INTRODUCTION

Nowadays, EMP simulator is widely studied [1, 2]. In Reference [2], a portable pulse electric field
shielding effectiveness measurement device, which can be used in fieldwork, is designed. But the
pulse electric field simulator of the device can not meet the requirement of the MIL-STD-461E [3]
or IEC61000-2-9 [4] specification. Because the rise time of the device is 4 ns, slower than 2.5 ns of
the specifications. In this paper, a small-sized fast rise time HEMP simulator is designed.

2. HEMP SIMULATOR

2.1. The Structure of the Simulator
The structure of the small-sized fast rise time HEMP simulator is made of four components, in-
cluding automatic high voltage source, pulse generator, antenna and match load, showed in Fig. 1.
The automatic high voltage source produces high direct current voltage for the pulse generator
automatically, and can control the discharge procedure. The structure of the pulse generator is
showed in Fig. 2.

The circuit diagram of the simulator is showed in Fig. 3. To charge high voltage pulse capacitor
Cm, A microcomputer (MPU) controls a MOS FET T1 to swith on and off alternatively. The
charge procedure and charge voltage are also monitored by the MPU. If the voltage reachs the
preseted level, the MPU instructs the electromagnet to move through the transistor T2, and then
the upper electrode is pushed to the nether electrode in Fig. 2, so the high voltage pulse capacitor
Cm discharges. Because no gas control circuit is need, the structure of the simulator is simpled.

2.2. Oil Isolation Fast Discharge Switch
The discharge switch is made of two electrodes, one electromagnet and one isolation stick, showed
as Fig. 2. When the electromagnet is power on by the transistor T2, the isolation stick is pushed,

Automatic

high

voltage

source

Load

Switch control

High voltage 

charge

Pulse

generator

Antenna

Figure 1: The structure of the small-sized fast rise
time HEMP simulator.

Figure 2: The structure of the pulse generator.
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Figure 3: The circuit diagram of the simulator.

therefore the upper electrode move to the other the capacitor Cm is discharged. To reduce the
rise time of the simulator, optimizing the parameter of the discharge switch is very important.
The relationship between the inductance of the discharge circuit and the rise-time of the double-
exponential wave produced by the HEMP stimulator is as follows:

tr ≈ 2.2L/R (1)

in formula (1), L is the distribution inductance in the discharge circuit, which plays a key role in
deciding the rise-time of the pulse. However the switch inductance L1 is one important part of L.
According to reference [5] there is the follow formula:

L1 ≈ 14dnH (2)

in formula (2), d is the distance of the spark channel whose unit is cm. Therefore, if the switch
is small and compacted, that is to say the distance of the spark channel is more short, the switch
inductance L1 is more low. The discharge switch gap is filled with innocuous, fully biodegradable,
and well insulating refined rap oil. Through replacing the traditional gas by the refined rapeseed
oil in the discharge switch, when one electrode moving to the other the discharge spark channel is
very short, and the rise time of the radiating electric field is very short, as fast as 2 ns.

3. FIBER OPTIC TRANSMISSION MEASUREMENT DEVICE

In measurement of strong electromagnetic field, a fiber optic transmission device is usually used to
pass the measured quantity of the field to a recording and analyzing system [6]. Because the rise time
of HEMP electric field is about 2 ns, the frequency bandwide must be broad enough. To expand
the bandwide of the fiber optic transmission device in referance [6], a frequency compensation
module is added. The structure is showed in Fig. 4. The electric field is firstly changed to electric
signal, and then be amplified and compensated. At last,it is turn into the optical signal in a light
emission device. The modulation is amplitude modulation. The transmission fiber is multi-mode.
At the receiving end, the optical signal is turn into electric signal within the range of ±1V. Both
the emission device and receiving device are respectively fixed in a metal box which protects the
circuits from outside interference. Especially, the emission device metal box has more than 100 dB
electromagnetic shielding effectiveness.

The fiber optic transmission device bandwide can be sweeped by Agilent 4396B network. The
bandwide is showed in Fig. 5. It can be found in Fig. 5 that the bandwide is expanded up to
200MHz. By adding a electrically small monopole antenna, the fiber optic transmission device can
measure the HEMP simulator’s electric field. Fig. 6 shows the measurement result. The rise time
of the measurement wave is 2 ns.

4. APPLICATION

The simulator can be used to measure pulse electric field shielding effectiveness of a shielding body.
The setup of the measurement is showed in Fig. 7.
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Shielding effectiveness of pulse electric field of shielding body is defined as the ratio of peak
(Eop, Eip) value of the electric field of one point non-shielded and shielded, that is,

SEMP = 20 log
Eop

Eip
(dB) (3)

By measuring the two peaks of Eop and Eip, the shielding effectiveness can be calculated.

5. CONCLUSIONS

Analyze the measurement results, some conclusions can be obtained as following:
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(1) Through replacing the traditional gas by refined rapeseed oil in the discharge switch, a
moving electrode can reduce the inductance of the discharge circuit. Therefore, the rise time of the
pulse is more fast, up to 2 ns.

(2) The simulator is convenient for using because of its automation and its small size.
(3) By adding a frequency compensation module, 100MHz bandwide fiber optic transmission

device can be expanded to 200 MHz bandwide, suitable for HEMP measurement.
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Coupling Energy Analysis and Calculation of HEMP on EED
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Abstract— In order to analyze the impact of HEMP on EED, the energy distribution of HEMP
at different frequency bands and the coupling energy of HEMP on EED should be studied firstly.
This paper analyzed the coupling energy of high altitude nuclear electromagnetic pulse (HEMP)
on EED by the methods of effective aperture of the antenna and electromagnetic hazards analysis,
established the quantitative calculation model of coupling energy and proposed the preliminary
verification method. Test the induced current of HEMP radiating on EED by the current monitor,
calculate the coupling energy, and compare with the theoretical results. The test results and
calculated results are at the same magnitude, which indicated that the theoretical analysis model
is relatively reasonable.

1. INTRODUCTION

The vast majority of currently used EED are hot bridge wire type, and the initiation is achieved
by the heated bridge wire buried in detonator. When the EED is in the nuclear electromagnetic
pulse radiation field, its foot line is able to receive electromagnetic pulse energy to make the foot
line generate induced current, which lead to EED initiation or degradation in performance.

High-altitude nuclear electromagnetic pulse (HEMP) is the single pulse wave. It’s often rep-
resented by double exponential function. The action time is from tens to hundreds nanoseconds,
peak power is up to MW, and the power of each point in the pulse duration is different. From the
frequency domain analysis, frequency band is wider, different energy densities of different frequency
bands, so the effects research of HEMP on EED should analyze the energy distribution of various
frequency bands and the energy of HEMP coupling into EED.

2. HEMP ENVIRONMENT

High-altitude electromagnetic pulse (HEMP) is generally expressed as a double exponential func-
tion [1, 2],

E(t) = E0k(e−α t − e−β t) (1)

where: E0 is the peak electric field strength, k is the correction factor, α, β are the parameter of
the pulse trailing edge and the pulse leading edge.

At present, in HEMP effect test, typical waveform standards applied are primarily Bell Labo-
ratory and MIL-STD-461E waveform standards. The waveform of Bell Lab is shown in Fig. 1; the
waveform of MIL-STD-461E is shown in Fig. 2.

Waveform parameters of Bell Lab are as follows:

Figure 1: Bell Lab waveform. Figure 2: MIL-STD-461E waveform.
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- rise time (between 10% and 90% points) about equal to 5 ns,
- full width half maximum (FWHM) pulse width equal to 184 ns,
- parameters: α = 4× 106 s−1, β = 4.76× 108 s−1, k = 1.05, E0 = 50 kV/m.

MIL-STD-461E standard waveform parameters are as follows:

- rise time between 1.8 ns and 2.8 ns,
- FWHM pulse width equal to 23 ns± 5 ns,
- parameters: α = 4× 106 s−1, β = 6× 108 s−1, k = 1.3, E0 = 50 kV/m.

From the time domain analysis, the rising time of MIL-STD-461E Waveform is faster than
Bell Lab waveform (the latter is about 2 times of the former), and half width of MIL-STD-461E
Waveform is more narrow than Bell Lab waveform (the latter is about 8 times of the former). From
the frequency domain analysis, 96% energy flow of MIL-STD-461E waveform distribute between
100 kHz ∼ 100MHz; and the energy flow of Bell Lab waveform distribute between 10 kHz ∼ 30 MHz.
By calculating the energy density, the energy density of Bell Lab waveform is larger, which is about
0.891 J/m2; and the energy density of MIL-STD-461E is smaller, which is only 0.114 J/m2.

3. COUPLING ENERGY ANALYSIS MODEL OF HEMP ON EED

The EED foot line which is expanded to 180◦ in the nuclear electromagnetic pulse field, can be
calculated coupling energy as the equivalent dipole. The coupling energy of HEMP on EED has
prodigious relation with the foot line length. The operating frequency of equivalent antenna with the
different length of foot line is different. HEMP frequency bandwidth is wider, then the distribution
of energy in each band is also smaller under the same total energy. The more narrow bandwidth
is, the smaller the probability covering the equivalent antenna bandwidth will, and the greater the
average power of distribution in each band is. Under normal circumstances, HEMP bandwidth is
wider than the bandwidth of equivalent antenna, which can completely cover the work bandwidth
of the equivalent antenna.

This paper approximately calculated the coupling energy of HEMP on EED by the methods of
effective aperture of the antenna and electromagnetic hazards analysis. In free field, the effective
aperture of the dipole antenna is Ae, which like this [3].

Ae =
1.64λ2

4π
=

1.64c2

4πf2
f > fc (2)

Ae =
1.64c2f2

4πf4
c

f ≤ fc (3)

Make Fourier Transform for the field expressions of High-altitude nuclear electromagnetic pulse.
E(f) can be obtained.

E(f) = kE0

(
1

α + j2πf
− 1

β + j2πf

)
(4)

Energy spectral density can be calculated by the equation:

S(f) =
2

∣∣E(f)

∣∣2
Z0

(W/m2 ·Hz), Z0 = 120π Ω (5)

The feet line of EED starting can be equivalent to the dipole antenna. The foot length is l m.
Effective length of dipole antenna l = λ/4, the resonant frequency f0 = c/λ, the antenna bandwidth
∆f = f2 − f1. Dipole antenna bandwidth is currently 10% of resonant frequency typically. The
lower limit of antenna bandwidth is f1 = (1− 5%)fc, and the upper limit of antenna bandwidth is
f2 = (1 + 5%)fc. The energy of HEMP coupling into EED can be calculated:

dW = S(f) ·Aedf (6)

W =
∫ f2

f1

S(f)Aedf =
2
Z0

f2∫

f1

∣∣E(f)

∣∣2 Aedf (7)

where:
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W — coupling energy of HEMP on EED (J);
Ae — antenna effective aperture (m2);
c — the speed of light, 3× 108 m/s;
Z0 — free space wave impedance, Z0 = 120π = 377 Ω;
f1 — the lower limit antenna bandwidth (Hz);
f2 — the upper limit antenna bandwidth (Hz).

Calculate the coupling energy of HEMP on EED with different foot line length by using the
above method. In the test, measure the induced current of EED, which is I(t), and calculate the
coupling energy HEMP on EED with the formula W =

∫
I2
(t)Rd t. Where: R is the EED resistance;

t is the ignition time of EED. The ignition time of EED is greater than the pulse width of HEMP
waveform, and there is the heat accumulated in the process, so t is taken as the pulse width of
HEMP waveform in the calculation.

4. COMPARATIVE ANALYSIS OF TEST RESULTS AND THEORETICAL
CALCULATION RESULTS

Calculate the energy of HEMP coupling into EED by using the effective aperture of equivalent
antenna and electromagnetic hazard analysis methods. The calculation results record as the the-
oretical value. Use current monitor to test the induced current of EED which in the nuclear
electromagnetic pulse field, and calculate the coupling energy through integral. The test results
record as the test value.

Such as the foot-line length of the EED is 90 cm. Vertically place in the MIL-STD-461E standard
environment, and the theoretical value of coupling energy is W1, the test value of coupling energy
by using current monitor is W2.

1) The coupling energy W1 of MIL-STD-461E standard environment (the theoretical value).
The effective length of dipole antenna is l = λ/4 = 90 cm. The resonant frequency is fc =

c/λ = 3× 108/λ. Antenna effective aperture: when f ≤ fc, Ae1 = 1.64c2f2

4πf4
c

; when f ≥ fc, Ae2 =
1.64λ2

4π = 1.64c2

4πf2 . Peak field strength is E1 = 47 kV/m, and the frequency domain expression for
electric field is E(f) = E1( 1

α+j2πf − 1
β+j2πf ), α = 4.0× 107 s−1β = 6× 108 s−1.

In accordance with the above mestord and data, W1 is gained.

W1 ==
2
Z0

fc∫

f1

∣∣E(f)

∣∣2 Ae1df+
2
Z0

f2∫

fc

∣∣E(f)

∣∣2 Ae2df = 5.1× 10−4 J.

2) The energy through integral W2 by using the current monitor (the test value).
When peak field strength is E1 = 47 kV/m, measure the induced current of EED foot-line by

using the current monitor. Electric the resistance of the EED R = 10 Ω, the time is t = 50ns.
Calculate the energy of HEMP coupling into EED. W2 =

∫
I2
(t)Rdt = 4× 10−4 J.

The data can be gained by the above method. The calculation data is shown in Table 1.
The test value is gained by using current monitor to measure the induced current, through

integral in the whole pulse width (10% to 10% of the time). The theoretical value is obtained as
the calculation result through the whole bandwidth with 100% coupling. From the table analysis, it

Table 1: The test value compare with the theoretical calculation.

Bell waveform MIL-STD-461E waveform

EED foot-line

length(cm)

Electric field coupling energy (J) Electric field coupling energy (J)

strength Test Theoretical strength Test Theoretical

(V/m) value value (V/m) value value

90
4× 104

4.7× 104
10−6 ∼ 10−5 1.3× 10−5

9.6× 10−6

4× 104

4.7× 104
10−6 ∼ 10−5 1.9× 10−5

2.6× 10−5

200
4× 104

4.7× 104
10−4 3.1× 10−4

4.3× 10−4

4× 104

4.7× 104
10−4 5.1× 10−4

7.3× 10−4
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is known that the test results and calculated results are at the same magnitude, which indicated that
the theoretical analysis model is relatively reasonable. We can carry out approximate calculation
on the energy of HEMP coupling into EED by using the effective aperture of equivalent antenna
and electromagnetic hazard analysis methods, and estimate the effect of EED in different nuclear
electromagnetic pulse field.

5. CONCLUSIONS

In this stage the effects research of nuclear electromagnetic pulse, study on inspecting the state
changes by making products test in the nuclear electromagnetic pulse radiation. Such as whether
the computer crashes, whether digital display is wrong, whether EED is ignition and so on, all
these are qualitative judgments.

This paper analyzed the coupling energy of high altitude nuclear electromagnetic pulse (HEMP)
on EED, make the quantitative calculation model of coupling energy and propose the preliminary
verification method. Test the induced current of HEMP radiating on EED by the current loop,
calculate the coupling energy, and compare with the theoretical results. The test results and
calculated results are the same magnitude, indicating that the theoretical analysis model is more
reasonable.

The theoretical and experimental results are compared to verify the theoretical calculation.
Currently, the dipole antenna bandwidth is generally taken 10% of the resonant frequency to
calculate. In the future studies we will study and determine the equivalent bandwidth of the
antenna with the different length of EED foot-line, so that the calculation results are more fit
with the theoretical results. The coupling energy of HEMP on EED in HEMP radiation field can
be theoretically calculated by using the analysis model. All the studies can provide theoretical
guidance for the effect test of HEMP on EED to improve the pertinence and validity of testing.

REFERENCES

1. Xie, Y., Z. Wang, and Q. Wang, “Standards and characteristics of high-altitude nuclear electro-
magnetic pulse waveform [J],” High Power Laser and Particle Beams, Vol. 15, No. 6, 781–787,
2003-8 (in Chinese).

2. Ji, X., Q. Feng, J. Li, T. Zhao, and H. Yao, “Research on anti nuclear electromagnetic pulse
technology of EED [J],” Defense Technology Foundation, No. 3, 21–24, 2008-3 (in Chinese).

3. Yao, H., “Electromagnetic compatibility and safety study on industrial electric detonators,”
Graduate Dissertations (in Chinese).



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1347
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Abstract— In this paper, we introduce a multi-step electromagnetic topology (EMT) method
to analyze interactions of external EM fields and inner wires of a cavity through apertures.
The method involves three basic steps. The first step obtains an interaction sequence diagram
to analyze the interaction processes for the electromagnetic coupling. The second step obtains
different models to compute parameters of each junction in the diagram. For instance, based
on the equivalence principle, we will use a semi-analytical approach based on the Modal Green
Function and the method of moment (MoM) to compute an equivalent source for the aperture and
employe Baum-Liu-Tesche (BLT) equations and Agrawal’s or Taylor’s formulations to calculate
the coupling of field-to-wire. The last step calculates all junctions’ parameters. We use above
models to compute each junction’s parameters from one junction to the next according the
interaction sequence diagram. By multi-step iteration the coupling computation is finished.
Compared with the traditional EMT theory, the new method has a remarkable change that
is not need to compute a scattering supermatrix. Numeric results confirm the validity of the
method.

1. INTRODUCTION

The Electromagnetic Topology (EMT) is first proposed by Baum and Tesche during the 70’s ([1–3]),
which is a method to analyze and calculate the coupling problems of a complex electromagnetic sys-
tem. The main idea of this theory is to break down the complex system into elementary subsystems,
in order to find proper rules for the design of hardened structures [4–6].

The traditional EMT includes three main steps. The first step is to build an interaction sequence
diagram of a system. The outer surfaces of the system is assumed to behave as an EM shield, the
system is broken up into independent volumes which are bounded by these surfaces that define
the so-called “shielding levels”. The propagation of EM signals moving within the system can
be realized by the topological shielding diagram, as depicted in Fig. 1. An appropriate labeling of
volumes and surfaces allows the diagram to define the relative shielding levels between each volume.
The EM interaction in the system can be summarized in an interaction sequence diagram (Fig. 2).
This contains information on the signal flow within the system, in that sense that the directed
branches represent the flux of interference from the outside to the inside.

The second step is to build the Baum-Liu-Tesche (BLT) equation. The BLT equation is used
to determine the signals in any point of the network by grouping the propagation and distribution
equations.

Figure 1: Topological shielding diagram. Figure 2: Interaction sequence diagram.
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Figure 3: Topological network.

On each tube, define two independent opposite directions waves, outgoing wave, Wi(0), Wi(L),
and incoming wave, Wj(0),Wj(L), and define equivalent combined excitation source Wsi

(see
Fig. 3). Where L is the real length of a cable section. Introducing a propagation matrix, Γi,
[7, 10] shows that the equation on a tube supporting a wave Wi can be written as

Wi(L) = Γi ·Wi(0) + Wsi

At each junction, a scattering equation provides the relation between each outgoing wave, Wi,
and incoming wave, Wj , by introducing a Sij scattering matrix. The junction scattering relationship
is thereby defined as

Wi(0) = Sij ·Wj(L)
By collecting all the incoming wave, outgoing wave, and source-wave vectors in wave supervec-

tors, respectively, [W (0)], W (L), and [Ws], a propagation equation and a scattering equation for
the entire network can be defined as

[W (L)] = [Γ] · [W (0)] + [Ws] (1)
[W (0)] = [S] · [W (L)] (2)

where [Γ] and [S] are the propagation and scattering supermatrices of the network, respectively.
By eliminating the incoming wave vector in (1) and (2), the BLT equation is as follows

{[1]− [S][Γ]}[W (0)] = [S][Ws] (3)

where [1] is the unit matrix.
The last step is to calculate the supermatrix [S] and [Γ], and solve the BLT equation. The

concept of supermatrix means that all the calculations of Equation (3) can be made by blocks.
However, the supermatrix [S] is hard to be obtained. For an aperture junction, the supermatrix
is obtained by electric fields probed at the distance of 1 unit on both sides as the expressions are
given by [8]

Sap
11 (ω) = Sap

22 (ω) =
Exref (ω)
Exinc(ω)

Sap
21 (ω) = Sap

12 (ω) =
Extrans(ω)
Exinc(ω)

where Exref (ω) is the reflected field, Exinc(ω) is the incident field, and Extrans(ω) is the transmitted
field.

This paper proposes a multi-step EMT method which need not to compute the scattering su-
permatrix [S]. It also has three basic steps. The first step is to obtain an interaction sequence
diagram to analyze the interaction processes for the electromagnetic coupling similar to the tradi-
tional EMT. The second step is to select a proper method to compute parameters of each junction
in the diagram. The last step calculates coupling of the system applying a multi-step iteration
method from one junction to the next according the interaction sequence diagram.
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2. THE MULTI-STEP ELECTROMAGNETIC TOPOLOGY METHOD

Consider a rectangular cavity with 2 energy penetration paths (apertures) illuminated by a har-
monic plane wave, see Fig. 4. We first analyze the electromagnetic interaction process as Fig. 5
and Fig. 6.

Figure 5 shows the topological structure model associated to Fig. 4. V1 and V2 denote subvol-
umes, ap1 and ap2 denote two apertures. Fig. 6 shows the electromagnetic interaction sequence
network diagram.

The next step is to select a proper method for each junction. For the junction “ap1”, coupling
roads “V1 −→ ap1 −→ V2” and “V2 −→ ap1 −→ V1” are aperture coupling, the exterior (inner)
fields are coupled to the inner (exterior) fields. We employ dyadic Greens functions and the method
of moments to determine the electromagnetic coupling fields inside (outside) the cavity, the detail
to see Ref. [11, 12]. For the junction “tube”, the coupling road “V2 −→ tube” is a coupling of fields
to lines. We apply the BLT equation to obtain the induced voltage and current. Another road
“tube −→ V2” is a coupling of lines to fields, only to compute scattering fields.

The last step is a multi-step iteration algorithm to compute the induced voltage and current on
the tube. Assume the exterior incident field (Ei,H i).

The first-road iteration is to compute the coupling alon the road

V1 −→ (ap1, ap2) −→ V2 −→ tube.

Denote (E1
V 1, H1

V 1) = (Ei,H i). Compute (E1
ap1,H

1
ap1), (E1

ap2,H
1
ap2), (E1

V 2,H
1
V 2) and (I1

tube, V
1
tube)

in turn. Here I1
tube and V 1

tube are the induced voltage and current of the tube.
The second-road iteration is to compute the added coupling alon the road

V1 ←− (ap1, ap2) ←− V2 ←− tube.

Denote (∆I1
tube, ∆V 1

tube) = (I1
tube, V

1
tube) as input. Compute (∆E1

V 2,∆H1
V 2), (∆E1

ap2,∆H1
ap2), (∆E1

ap1,
∆H1

ap1), (∆E1
V 1, ∆H1

V 1) in turn. Here ∆ denotes the added coupling. Then

(
E2

V 1,H
2
V 1

)
=

(
E1

V 1,H
1
V 1

)
+

(
∆E1

V 1,∆H1
V 1

)
(
E2

ap1, H
2
ap1

)
=

(
E1

ap1,H
1
ap1

)
+

(
∆E1

ap1, ∆H1
ap1

)
(
E2

ap2, H
2
ap2

)
=

(
E1

ap2,H
1
ap2

)
+

(
∆E1

ap2, ∆H1
ap2

)
(
E2

V 2,H
2
V 2

)
=

(
E1

V 2,H
1
V 2

)
+

(
∆E1

V 2,∆H1
V 2

)
(
I2
tube, V

2
tube

)
=

(
I1
tube, V

1
tube

)

The third-road iteration is to compute the added coupling alon the road

V1 −→ (ap1, ap2) −→ V2 −→ tube.

Denote (∆E2
V 1, ∆H2

V 1) = (∆E1
V 1, ∆H1

V 1) as input. Compute (∆E2
ap1, ∆H2

ap1), (∆E2
ap2, ∆H2

ap2),

Figure 4: Rectangular cavity with
apertures.

Figure 5: Topological shielding
diagram.

Figure 6: Interaction sequence di-
agram.



1350 PIERS Proceedings, Suzhou, China, September 12–16, 2011

0 10.5 1.5 2.52 2

0.05

0.1

0.15

0.2

I 
(i

n
   λ

)

f (GHz)

Figure 7: Return loss of a circular corrugated horn.

(∆E2
V 2, ∆H2

V 2) and (∆I2
tube, ∆V 2

tube) in turn. Then
(
E3

V 1,H
3
V 1

)
=

(
E2

V 1,H
2
V 1

)
(
E3

ap1, H
3
ap1

)
=

(
E2

ap1,H
2
ap1

)
+

(
∆E2
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ap1

)
(
E3
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3
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)
=

(
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2
ap2

)
+

(
∆E2
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ap2

)
(
E3

V 2,H
3
V 2

)
=

(
E2
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2
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)
+

(
∆E2

V 2,∆H2
V 2

)
(
I3
tube, V

3
tube

)
=

(
I2
tube, V

2
tube

)
+

(
∆I2

tube, ∆V 2
tube

)

And so on, till the algorithm is ended.

3. NUMERICAL COMPUTATION

We compute the coupling of a rectangular cavity with two rectangular apertures on a surface and
a two-wire transmission line in it, which is illuminated by a harmonic plane wave. The parameters
of the cavity is as follows: the cavity’s size 0.5m × 0.4m × 0.3m, two identical apertures’s size
0.1m×0.04m, the wire radius 0.0003 m, the wire length 0.4 m, the wire separation distance 0.02 m,
the load resistance Z1 = Z2 = 50 Ω. Fig. 7 shows that the induced current of the wire at the load
obtained by the first-road iteration is less than that of by the third-road step iteration.

4. CONCLUSION

In this paper, A multistep electromagnetic topology method is introduced to analysis and calculate
the coupling EM fields of a complex system. The method inherits the topology interaction sequence
diagram and abandons the computation of the scattering supermatrix of the traditional EMT. The
method makes our computation easy and convenient.
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Abstract— A new equivalent circuit model for a two-layer dumbbell-type defected ground
structure (DGS) is proposed. Many papers on defected ground structures have been published
over the past ten years. However, the majority have focused on microstrip structures. In this
paper, we introduce a two-layer dumbbell-type DGS, and derive an equivalent circuit model.
The structure is designed for increased equivalent capacitance. To confirm the validity of the
equivalent circuit model, several EM simulation and measurement results for two-layer dumbbell
type DGS circuits are compared with the corresponding simulated results for the equivalent
circuits.

1. INTRODUCTION

A defected ground structure (DGS) allows a circuit to be inserted readily into the ground plane.
These structures are used in the RF/microwave/millimeter-wave frequency bands, and many re-
search papers in this area have been published and presented at conferences [1–11]. The etched
defect in the ground plane of a DGS offers the advantages of increased effective inductance and
capacitance, giving rise to high impedance transmission lines and facilitating size reduction and/or
improved performance of RF/microwave circuits [1–4]. Furthermore, lumped elements and trans-
mission line equivalent circuit modeling can be achieved with DGS circuits, enabling the develop-
ment of low-pass and band-pass filters, couplers, power dividers, antennas, amplifiers, and other
such devices. [4–11] In wireless communication devices, the effective application of DGS requires
an exact equivalent circuit modeling method.

We propose an exact equivalent circuit model for increasing the equivalent capacitance of a two-
layer dumbbell-type DGS until transmission line loss occurs (Fig. 1). The validity of the modeling
technique for the new equivalent circuit and two-layer dumbbell-type DGS is verified by comparing
measurement results, circuit simulation results, and electromagnetic (EM) simulation results.

2. EQUIVALENT CIRCUIT AND MODELING METHOD

Figure 1 shows a schematic of a two-layer dumbbell-type DGS. The microstrip transmission line
width (w) is chosen for a characteristic impedance (Z0) of 50 ohm. The dimensions shown in
Fig. 1 are a = 5 mm, b = 1.4mm, g = s = 0.2mm, w = 1.84mm, w1 = 1mm, and l = 5.8 mm.
The substrate used for the simulations and measurements has a dielectric constant (εr) of 3.2
and a thickness of 32 mil. The characteristic DGS parameters are extracted from Fig. 1 via the
de-embedding technique.

Figure 1. Schematic of a two-layer dumbbell type DGS.
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Figure 2 shows the results of the EM simulation of a two-layer dumbbell-type DGS microstrip
line, using ANSYS HFSS (ver. 12.1). A 3-dB cutoff frequency (fC) and an attenuation pole at
frequency (f0) are seen in the figure. Because of the etched defect in the ground, the current flow
is interrupted, creating an inductance and giving rise to the cutoff frequency. The gap distance
creates a capacitance and causes LC resonance to be achieved, leading to the appearance of the
attenuation pole. Thus, by manipulating the characteristics of the cutoff frequency and attenuation
pole, the parallel capacitance of the DGS circuit can be used to develop the attenuation pole as a
one-pole low-pass filter with series inductance. The capacitance and inductance in the parallel LC
circuit can be obtained from the following equations [1, 2]:

C =
fC

4πZ0

(
f2
0 − f2

C

) (1)

where fC is the cutoff frequency, f0 is the resonant frequency and Z0 is the impedance of the in/out
terminated port.

Figure 3 shows the proposed equivalent circuit model of the two-layer dumbbell-type DGS. In
Fig. 3, the DGS losses in the ground plane and microstrip line are regarded as resistance (R)
components. The 50-ohm fixed-length (P ) microstrip line on the right and left sides of the circuit
is included in the equivalent circuit model, and calculated as a phase characteristic of the equivalent
circuit.

The resistance can be calculated from the transmission coefficient (S21) at the attenuation pole
(i.e., at the resonant frequency (f0)):

R =
2Z0 (1− |S21|)

|S21| (2)

The total length of the microstrip line can be calculated from the dimensional parameters of the
DGS:

P = b + w1 (3)
where P is the physical length in Fig. 3, and b, w1 are the physical lengths in Fig. 1.

Using Equations (1)–(4), we can determine the component values of the equivalent circuit for
the two-layer dumbbell-type DGS.
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3. SIMULATION AND MEASUREMENT

To design the equivalent circuit for the two-layer dumbbell-type DGS, the circuit simulation con-
ditions are: cutoff frequency fC = 2.25GHz, resonant frequency f0 = 3.01GHz, prototype element
value of the Butterworth-type one-pole filter g1 = 2, characteristic impedance of the microstrip line
Z0 = 50 ohms, total microstrip line length P = 2.4mm. The component values of the equivalent
circuit are those shown in Fig. 4. Fig. 5 presents the circuit simulation results for the S-parameters
of the equivalent circuit, using ANSYS Designer (ver. 6.0).

The EM and circuit simulations of the S-parameter magnitudes and phase characteristics (shown
in Figs. 5(a) and 5(b), respectively) are in excellent agreement with each other. Fig. 6 shows
photographs of the two-layer dumbbell-type DGS. Fig. 7 compares the results obtained by circuit
simulation, EM simulation and measurement. The observed agreement between the simulations
and experimental results validates the accuracy of new equivalent circuit.
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4. CONCLUSIONS

This paper introduced a new two-layer dumbbell-type DGS circuit and its equivalent circuit model.
The component values of the equivalent circuit can be found by using resonant frequency conditions
and EM simulation results for the proposed circuit. The equivalent circuit simply consists of a
parallel RLC circuit and series transmission line. The results of circuit simulations, EM simulations,
and experimental measurements were in excellent agreement, and confirmed the validity of the
equivalent circuit. It is anticipated that the new two-layer dumbbell-type DGS equivalent circuit
could be useful in wireless communication devices.
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Abstract— This paper presents an analytical technique for the study of transmission zeros,
which appeared close to the passband edges of a microstrip bandpass filter. The bandpass
filter uses a published triple mode resonator, which exhibits two transmission zeros close to
the passband and odd resonance suppression in its wideband response. Source-load coupling is
introduced to produce an additional transmission zero located to the right of the passband. The
stopband response is further improved by this transmission zero. These filters demonstrate good
selectivity, compact size, and predictable transmission zeros.

1. INTRODUCTION

Triple-mode resonator structures for microstrip filter are rarely reported in literature. Research
work on the triple-mode resonator refers to those using stepped-impedance resonator and ring
resonator with incorporated branch-lines as reported in [1–3]. The designs of higher order filters
are also demonstrated in [1, 2]. In [3], the desired resonant frequencies of a triple-mode resonator
using a ring resonator with two branch-lines can be adjusted by varying the distance between two
branch-lines. In a later research [4], a novel hexagonal loop triple-mode resonator reported, with
the basic structure using a conventional hexagonal loop dual-mode resonator together with three
radial-line stubs.

In this paper, a triple mode resonator consisting of a square open loop resonator and a stepped
impedance resonator, as shown in Figure 1(a), is investigated. The stepped impedance resonator
is connected to the mid-point of the open loop structure where a grounding via is located. The via
which is in the symmetry plane of the square open-loop structure effectively splits the resonator into
two quarter-wavelength resonators. Using odd and even mode analysis, the triple mode-resonator
structure has one odd mode and two even mode resonant frequencies. Further to our previous work
in [5], the existence of the two transmission zeros due to the triple-mode resonator are analyzed.
In addition, source-load coupling is introduced by feed structures, which produce an additional
transmission zero to the right side of the passband. The effects of the source-load coupling on these
transmission zeros, are then investigated and analysed.
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Figure 1: (a) Compact triple-mode square ring-like resonator (Dimension in millimeters). (b) Simulated
responses of various weakly coupled resonators to observe the appearance of transmission zeros. (Top dia-
gram) Triple-mode resonator, (Middle diagram) open-loop resonator with a grounding via in the middle of
the structure, and (Bottom diagram) triple-mode resonator without a grounding via.
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2. TRANSMISSION ZERO ANALYSIS ON TRIPLE MODE RESONATOR

The triple-mode resonator (Figure 1(a)) is designed using Roger Duroid 6010 substrate with a
dielectric constant of 10.2, a substrate thickness of 1.27mm and a copper thickness of 0.017mm.
It is designed and simulated using Sonnet EM simulator [6]. This resonator is designed for a three-
pole bandpass filter with a passband ripple of 0.5 dB, a fractional bandwidth of 15.0% and at the
operating center frequency of 1.0 GHz.

When the triple-mode resonator is weakly coupled to the input and output ports, three resonant
frequencies and transmission zeros, TZ1 and TZ2, on each side of the passband edge are obtained,
as shown in Figure 1(b). Another transmission zero TZ4, not shown in the figure, is located about
three times the center frequency of the passband. This transmission zero is not significant in this
paper because it is not near the required operating frequency. From simulation, it is found that
the stepped impedance resonator can be omitted to obtain TZ1 appearing on the left side of the
resonances. The equivalent circuit of the resonator without the stepped impedance resonator is
shown in Figure 2(a). ABCD matrix for the equivalent circuit in Figure 2(a) is given as

[
A B
C D

]
=

[
cos(2β1`1) + Z1

ωLvia

1
2 sin(2β1`1) jZ1 sin(2β1`1) + j Z2

1
ωLvia

sin2(β1`1)

j 1
Z1

sin(2β1`1)− j 1
ωLvia

cos2(β1`1) cos(2β1`1) + Z1
ωLvia

1
2 sin(2β1`1)

]
(1)

where β1, `1 and Z1 are the propagation constant, the length and the characteristic impedance of
the microstrip line, respectively. Lvia is the inductance value of the grounding via. ω is the angular
frequency of the desired passband center frequency. The matrix element B must be infinite to
produce a transmission zero. This is not possible as B in (1) consists of two sine functions. TZ1
can be explained using the coupling scheme [7] as discussed in the next section.

The transmission zero on the right side of the resonances (TZ2) can be modeled using the
triple-mode resonator structure without the grounding via in Figure 1(b) (the bottom diagram).
The stepped-impedance resonator in this resonator produces second transmission zero, which is an
added advantage to achieve compact design. The frequency of the second transmission zero, fTZ2,
can be estimated using the equivalent circuit in Figure 2(b) and the following equations [8] that
present the inductive (Lzero) and capacitive (Czero) elements on the stepped impedance line,

Lzero =
1

2πfc

[
Z0L sin

(
2π`L

λgL

)
+ Z0C tan

(
π`C

λgC

)]

Czero =
1

2πfc

[
1

Z0C
sin

(
2π`C

λgC

)
+

1
Z0L

tan
(

π`L

λgL

)]

fTZ2 =
1

2π
√

LzeroCzero
(2)

where `, Z0, λg are the length, impedance and guided wavelength of the inductive (L) or capacitive
(C) element, respectively. In this analysis, any capacitive coupling between the two open ends of
the two quarter-wavelength lines is neglected. Using the average length of the inductive element
to compute (2), the calculated higher transmission zero, fTZ2, is at 1.192 GHz compared to the
simulated transmission zeros for the resonator without the grounding via and the triple mode
resonator at 1.195 GHz.

(a) (b)

Zsource ZsourceZload Zload

Figure 2: (a) Equivalent circuit of the open-loop resonator with a grounding via in the middle of the structure
for the analysis of the lower frequency transmission zero. (b) Equivalent circuit of the triple-mode square
ring like resonator without a grounding via for the estimation of the higher frequency transmission zero.
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3. TRANSMISSION ZERO CONTRIBUTED BY SOURCE-LOAD COUPLING

The triple mode resonator filter with source-load coupling can be modeled using the coupling scheme
shown in Figure 3(a) [7]. The transmission zero TZ1 can result only from unequal coupling of the
source-load to the odd and even modes. Since two transmission zeros are produced by such unequal
coupling [7, 9], TZ4 represents the other transmission zero.

The design of the triple mode resonator filter is shown in Figure 3(b), where the gap between the
two feedlines is kept at 1.2 mm to introduce source-load coupling. This introduces a transmission
zero, TZ3, on the right of TZ2. The coupling can be increased by extending the feed structure
(segments `g and `b) as shown in Figure 3(c). The increase in coupling moves TZ3 towards the
passband edge as in [7].

Figure 4(a) shows that increase in length `g pushes TZ1 from 0.5 GHz towards 0.7GHz. It also
pushes TZ3 closer to TZ2. TZ3 merges with TZ2 when `g equals to 4.00 mm. The extra segment
`b is added to the feed structures to move TZ3 away from TZ2, as shown in Figure 4(b).

The following are two applications of this triple-mode resonator with the required feed structures
as shown in Figures 5(a) and 5(b). Figure 5(a) shows the frequency response of the filter without
the extended segment, it shows its TZ1, TZ2 and TZ3 at 0.500 GHz, 1.195 GHz and 1.930GHz,
respectively. The simulated and measured responses are very close to each other. In Figure 5(b)
when the extended segment, `g is 4.00 mm, the simulated TZ3 merges with TZ2 and the measured
results for TZ3 is very close to TZ2. TZ1 and TZ3 of the measured results are 0.700 GHz and
1.235GHz, respectively, compared to the simulated values at 0.700GHz and 1.245GHz, respectively.

When `g is 4.00 mm, the segment `b with the length of 1.00 mm is added as shown in the
inset of Figure 6. This additional segment on the feed structure moves TZ3 away from TZ2 while
maintaining the frequency of TZ1 and TZ2. The simulated results are 0.705 GHz, 1.205 GHz and
1.275GHz compared to the measured results 0.700 GHz, 1.195 GHz, and 1.295GHz.

2

1

3

LS

even-mode 

odd-mode 

(a) (b) (c)

b

 g

via via 

Figure 3: (a) Coupling scheme of the filter, S is the source and L is the load. (b) Layout of the filter with
the required feed structure. (c) Layout of the filter with improved passband response. `g is the extended
source-load coupling segment on the feed structure. `b is the additional segment on the extended segment.
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Figure 4: (a) Variation of the frequencies of the transmission zeros (TZ) due to `g. (b) Variation of the
frequency of the transmission zeros due to `b, when `g equals to 4.00 mm.
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Figure 5: (a) Frequency response of the triple mode resonator filter. The inset shows the filter structure.
(b) Frequency response of the triple mode resonator filter with extended segment, `g, `g equals to 4.00 mm.
The inset shows the filter structure.
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Figure 6: Frequency response of the triple mode resonator filter with extended segment `g of 4.00mm and
an additional `b segment with the length of 1.00 mm.

4. CONCLUSIONS

The appearance of transmission zeros associated with the triple mode resonator filter design has
been studied. Source-load coupling was introduced and further enhanced by the extended portion
of the feed structures. Passband edge and stopband response of the filter are improved.

REFERENCES

1. Chiou, Y.-C., J.-T. Kuo, and E. Cheng, “Broadband quasi-Chebyshev bandpass filters with
multimode stepped-impedance resonators (SIRs),” IEEE Trans. Microwave Theory Tech.,
Vol. 54, No. 8, 3352–3358, Aug. 2006.

2. Zhu, L., S. Sun, and W. Menzel, “Ultra-wideband (UWB) bandpass filters using multiple-
mode resonator,” IEEE Trans. Microwave Wireless Component Lett., Vol. 15, No. 11, 796–798,
Nov. 2005.

3. Cho, C. S., J. W. Lee, and J. Kim, “Dual- and triple-mode branch-line ring resonators and
harmonic suppressed half-ring resonators,” IEEE Trans. Microwave Theory Tech., Vol. 54,
No. 11, 3968–3974, Nov. 2006.

4. Mo, S.-G., Z.-Y. Yu, and L. Zhang, “Design of triple-mode bandpass filter using improved
hexagonal loop resonator,” Progress In Electromagnetics Research, Vol. 96, 117–125, 2009.

5. Lee, K. C., H. T. Su, and M. K. Haldar, “A novel compact triple-mode resonator for microstrip
bandpass filter design,” Proceedings of Asia-Pacific Microwave Conference, 1871–1874, Yoko-
hama, Japan, Dec. 2010.

6. Sonnet User’s Manual, Version 10, Sonnet Software Inc., Syracuse, New York, 2005.



1360 PIERS Proceedings, Suzhou, China, September 12–16, 2011

7. Zhou, M., X. Tang, and F. Xiao, “Miniature microstrip bandpass filter using resonator-
embedded dual-mode resonator based on source-load coupling,” IEEE Trans. Microwave Wire-
less Component Lett., Vol. 20, No. 3, 139–141, Mar. 2010.

8. Hong, J.-S. and M. J. Lancaster, Microstrip Filter for RF/Microwave Applications, Wiley-
Interscience, New York, 2001.

9. Liao, C.-K., P.-L. Chi, and C.-Y. Chang, “Microstrip realization of generalized Chebyshev
filters with box-like coupling schemes,” IEEE Trans. Microwave Theory Tech., Vol. 55, No. 1,
147–153, Jan. 2007.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1361

A Conjunct Analysis for Breast Cancer Detection by Volume
Rendering of Low Dosage Three Dimensional Mammogram

R. Dharanija and T. Rajalakshmi
Electronics & Instrumentation Engineering Department, Panimalar Engineering College

Anna University, India

Abstract— Breast cancer is the fifth most common cause of cancer death after lung cancer,
stomach cancer, liver cancer, and colon cancer. Breast cancer is the most common cause of
cancer in women and the second most common cause of cancer death in women. The earlier the
breast cancer is detected the more the chances of treatment and even cure. If detected early, the
five-year survival rate exceeds 95%.
A majority of breast cancers are diagnosed as a result of an abnormality seen on a mammogram.
A mammogram is actually a 2-D x-ray image of the breast. The radiologist, who specializes in
reading x-ray images, can identify differences between a normal breast and one that may show
signs of cancer. Mammography is a test that allows the doctor to look at images of the inside of
the breasts.
However, it is possible for a 2D mammogram to look normal even though a breast cancer is
actually present. This is more common in patients of younger age where the breast tissues
are denser and thus spotting an abnormality becomes difficult. Also, it is possible for a 2D
mammogram to look abnormal when there is actually no cancer and in this case additional
testing is required. To overcome limitations of these kinds in breast cancer detection, the patient
had to undergo additional testing procedures. One such additional procedure is the recently
developed 3-D (Tomosynthesis) technology which allows us to see cancers that might be hidden
and using a three-dimensional image along with a 2-D mammogram provided a clearer picture.
Despite the fact that 3D mammography eliminates overlapping of tissue that is seen in conven-
tional 2-D mammograms, it was noted that using 3-D mammography technique as an adjunct
with 2-D mammograms doubled the radiation dose the patient received, increasing cancer risk.
This paper gives an idea of how 2D image can be obtained from the 3D mammogram data
without the need to take 2-D slices additionally and hence avoiding issues related to over dose
of radiation. Volume rendering technique is proposed which displays a 2D projection of a 3D
discretely sampled data set.

1. INTRODUCTION

Mammography can detect very early breast tumors, when they are too small to be felt. In fact,
most of the breast cancers detected by screening at this very early stage are relatively easy to cure.
The treatment for breast cancer has been improving for the last twenty years. In the early 1970’s,
only half of all women diagnosed with the disease survived for five years. Now, over three quarters
survive for that long and most of them will live for very much longer. Studies have shown that
women who take part in screening are more likely to have breast cancer diagnosed early and more
likely to have it cured and, as a result, are less likely to die from it, than women who do not take
part in mammography screening. Hence early detection is the most important. It is extremely
important to catch breast cancer at an early stage.

The advantage of screening at an early stage is a significant reduction in false positive test
results. Conventional mammography produces two-dimensional imaging, but identyfing cancer was
not so accurate especially at the earlier stages.

The 3-D mammography exceeded the limitations of conventional 2-D mammograms when used
parallelly. This will give radiologists and doctors the chance to compare a patient’s previous
standard 2-D mammogram side-by-side, as well as provide more thorough information in a 3-D
format. At the same time, the combination of 2-D and 3-D images approximately doubled the
radiation dose the patient received; however, it improved the accuracy with which radiologists
detected cancers, decreasing the number of women recalled for a diagnostic workup. However,
safety of the patient is of atmost importance. The paper gives an algorithm that can be used to
convert the 3D mammogram obtained into a 2D image that avoids additional scanning and hence
does not expose the patient to X-ray dose that exceeds the prescribed levels in the medical field.
Volume rendering techniques are used for this purpose.
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2. 3D MAMMOGRAPHY

A new three-dimensional mammography system (also known as tomosynthesis) for use in screening
patients for breast cancer provides a clearer picture and eliminates overlapping of tissue that is seen
in conventional mammograms. Reviewing an additional 3-D image helped doctors find more cancers
than with 2-D images alone. Approximately 10 percent of women undergo additional testing after
the initial screening exam for abnormalities that are later determined to be noncancerous.

Tomosynthesis takes digital mammography to the next level. It is a modification of a standard
digital mammography unit. The breast is held the same way, but the test requires only one
compression of each breast rather than the two as currently required by standard mammography.
The X-ray tube moves in a 50-degree arc around the breast while 11 number of low-dose images
are taken during a 7-second examination. A computer then assembles the information to provide
high-resolution cross-section and three-dimensional images that can be reviewed by the radiologist
at a computer workstation. These 3-D mammograms had to be used along with 2-D
mammograms for more clarity sacrificing on the dosage factor.

So, for obtaining a combination of both 2D and 3D images frequent exposure to
radiations becomes unavoidable. The Food and Drug Administration(FDA) of the U.S has
voiced concerns regarding patient radiation exposure from diagnostic devices. This paper looks
at the volume rendering technique as a promising tool to eliminate this overdose of radiation by
converting 3-D mammograms to 2-D mammograms.

Figure 1: Illustration of importance of mammogram
in breast cancer detection.

Figure 2: A 2-D mammogram.

Figure 3: 2-D mammogram versus 3-D mammo-
gram.

Figure 4: Volume rendered 2-D mammogram.
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3. VOLUME RENDERING

3D rendering is the 3D computer graphics process of automatically converting 3D wire frame models
into 2D images with 3D photorealistic effects on a computer. Among the rendering techniques
available, surface rendering and volume rendering are commonly used in the medical field. In
surface rendering a complex surface extraction must be done as a preprocessing step, and only a
fraction of the data is retained in the final image.

In contrast to surface rendering, volume rendering is done by considering the imaging volume
to be a translucent gelatin whose optical density and opacity are mapped to each voxel (Volume
Element) intensity through user-adjustable transfer functions.

Volume rendering technique is used to display a 2D projection of a 3D discretely sampled data
set. Volume visualization is used to create images from scalar and vector datasets defined on
multiple dimensional grids, i.e., it is the process of projecting a multidimensional (usually 3D)
dataset onto a 2D image plane to gain an understanding of the structure contained within the
data.

A typical 3D data set is a group of 2D slice images acquired by a CT, MRI, or MicroCT scanner.
Usually these are acquired in a regular pattern (e.g., one slice every millimeter) and usually have
a regular number of image pixels in a regular pattern. This is an example of a regular volumetric
grid, with each volume element, or voxel represented by a single value that is obtained by sampling
the immediate area surrounding the voxel. A volume may be viewed by extracting surfaces of
equal values from the volume and rendering them as polygonal meshes or by rendering the volume
directly as a block of data. The marching cubes algorithm is a common technique for extracting a
surface from volume data.

4. ALGORITHM

4.1. Marching Cubes Algorithm
In a 3D space 256 different situations are enumerated for the marching cubes representation. All
these cases can be generalized in 15 families by rotations and symetries.

Complementary cubes are created and this allows to give an orientation to the surface. Since
the early work on the Marching Cubes algorithm by Lorensen and Cline [1], successive authors have

Figure 5: Generalized representation of marching cubes.
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sought to improve the topological correctness and accuracy of the surface representation. Nielson
and Hamann [2] point out that there is an ambiguity in the face of a cube when all four edges of the
face are intersected. The triangulation has to choose which pairs of intersections to connect. An
inconsistent strategy can lead to “holes” when surfaces in adjacent cells use different connections
on the common face.

4.2. Marching Tetrahedra Algorithm
Marching tetrahedra algorithm is closely related to the so called “marching cube” algorithm except
in that case the fundamental sampling structure is a cube while here it is a tetrahedron.

It was developed to circumvent a patent on the marching cubes algorithm. It also clarifies a
minor ambiguity problem of marching cubes with some cube configurations.

Six tetrahedra are grouped together at a time to form a solid cube, this could have been done
with only five tetrahedra, but by using six there is no need to reorient them between cubes.

It is important to have coherence between cubes, so that all the tetrahedra in the entire grid
share edges, so when a certain edge is found to have the surface going through it that surface point
is used for multiple tetrahedral [4]. If the edges of the different tetrahedra were not the same there
would be holes in the final mesh where the edges did not line up properly.

When dividing a single tetrahedron there are eight possible split cases, enumerated. Through
symmetry though these can be reduced to only three cases, all four vertices are either in or out,
one vertex is different than the other three, or there are two

vertices in and two out. When all four are on the same side nothing need to be done, when one

Figure 6: Basic sampling structure of marching
Tetrahedra algorithm.

Figure 7: Six Tetrahedra to forms a solid cube.

Figure 8: Different cases of iso-surface vertices in marching Tetrahedra algorithm.
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is different then the three edges are splitted leading to that vertex, and a single triangle created,
and when there are two, four edges are splitted, and two triangles are made from those four points.

When splitting an edge it is important to create the vertex for the surface as near as possible
to where the field evaluates to the cutoff strength. Using the midpoint or some other static split
results in very strange, blocky looking results. By simply doing a linear interpolation between the
strengths at the two endpoints nice looking results are achieved.

The advantage of the coherence between different tetrahedra is taken to make a single mesh of
triangles that share vertices, rather than individual triangles with vertices at the same points [3].
This allowed to do per vertex smooth shading which greatly improved the look of the surfaces.

There are several advantages to this approach:

1. It avoids the patent that covered the Marching Cubes algorithm, which has since expired.
2. It could work on unstructured meshes as well as structured meshes (which could be split into

six tetrahedra). In fact, it has been proven that any geometric cell can be deconstructed into a
series of tetrahedra, making Marching Tetrahedra a generic solution for isosurface extraction
on all grid types.

3. A final advantage is that it avoided certain ambiguous cases of the Marching Cubes algorithm.

The Marching Tetrahedra algorithm is also significantly simpler than the Marching Cubes al-
gorithm. Having only 4 points in a cell leads to merely 8 cases to consider, which can be reduced
down to 3 with symmetry (No cross, 3 crosses = 1 point in, 2 crosses = 1 edge in). Because of the
simplicity and that it is essentially a triangle-driven algorithm, the Marching Tetrahedra algorithm
has enjoyed a lot of research by GPGPU groups on accelerating it in hardware.

Marching cube algorithm is a classical 3D reconstruction method, while topological ambiguity
exists. Marching tetrahedra algorithms can solve the problem of topological ambiguity, but there
are too many triangle patches. However research is going on to combine the MC method with
a new decomposing method which could avoid topological ambiguity and the number of triangle
patches with better efficiency.

5. CONCLUSION

Analysis and confirmation of cancer in 2-D mammography is possible only with more number of
follow-up screening tests. 3-D mammography being the latest technology for detection of breast
cancer aids in effective diagnosis and picks up additional cancerous points which are not picked
up by any other method at an earlier stage. It enables precise charaterisation of suspicious lesions
with just 11 number of low dose images. For the radiologist or the doctor to compare a patient’s
previous conventional 2-D mammogram side-by-side with 3-D mammogram, it is necessary to have
2-D mammograms also. Using volume rendering techniques like Marching Cubes Algorithm and
Marching Tetrahedra Algorithm, a 3-D image can be volume rendered to 2-D thus confining to
radiation regulations of medical field.
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Abstract— The scattering patterns of cone array structures with absorbing material, com-
monly used for calibration targets of microwave radiometers are numerically studied using the
finite-finite difference time domain (FDTD) method. The bi-static scattering far-field patterns
are calculated and integrated to obtain the reflectivity of the structures, which provide the emis-
sivity information of the corresponding structures. The scattering patterns from different cone
structures made by PEC, absorbing material coated PEC and absorbing bulk material are simu-
lated with irradiating sources of plane wave and Gaussian beam. A method of calibration target
performance measurement is designed based on the analysis of the simulation results.

1. INTRODUCTION

Periodic cone structure array is the common shape of low reflection walls in microwave chambers,
and the calibration targets used for satellite board microwave radiometer (MWR). For the two kind
of usage, the low reflectivity property is required. The low reflection walls are made of absorbing
foam (or other material) cones, and the calibration targets are usually made of metallic cones,
which are coated with high emissivity (or absorbing) material. These metal cones are built to heat
the coating material uniformly, thus the targets can provide a standard brightness temperature for
the MWR.

For analyzing or evaluating performance of calibration target, one commonly comes to the
Kirchhoff’s law of thermal radiation: at thermal equilibrium, the emissivity and reflectivity of an
object satisfies the equation, e = 1 − r. As a result, the numerical (experimental) evaluation of
emissivity is usually conducted by scattering computation (measurement) [1].

Taking use of the period property of the array, one can do numerical simulations efficiently
to obtain significant information for the design, parameter optimization, and evaluation [2–4]. For
experimental reflectivity (or emissivity) evaluation, numerical simulations are still useful by offering
information about bi-static scattering patterns. In the former works, scattering from an infinite size
or a finite size array of coated cones were studied, with normally plan-wave incident [5, 6]. Those
results provided meaningful information for the scattering measurement. However, simulations
using incident beams with an incline incident direction may offer more. As an irradiating beam
with an incident angle θ > 0 make it more convenient to capture the forward scattering lobe in the
bi-static scattering measurement.

In this paper, the FDTD method is used, to calculate the scattering from a cone array irradiated
by a beam, which is generally the case of the bi-static measurement of a calibration target or a
piece of low reflection wall. We made 2 comparisons in this paper, one is about the difference
of scattering patterns with plane-wave incident and Gaussian-beam incident, the other is about
scattering from the array consisting of different type of cones. Those results help to develop an
evaluating method of reflectivity measurements.

2. GEOMETRY AND CALCULATION DOMAIN

In Fig. 1, the geometry of the considered cone array is shown. It consists of round cones (top-angle
α = 17.5◦) periodically placed along X and Y directions with the period 17.5 mm. We considered
three type of unit cone, one is treated as PEC, another one is modeled as coated cone, which is the
shape of general calibration target units, and the last one is a cone made of absorbing material bulk
directly. The frequencies in the simulation are 18.7GHz and 23.8GHz, those two are the important
frequencies used in remote sensing.

The calculation domain of simulation carried out in this paper is shown in Fig. 2. It seems no
difference with the traditional scattering field/total field (SF/TF) boundaries treatment used in
general scattering calculation in the FDTD scheme. As discussed in [6], in the traditional SF/TF
model with plane-wave incident, it is hard to evaluate the ratio of scattering power and irradiating
power. However, when the incident wave is in form of Gaussian beam with a low edge-level of
irradiating power on the array (scattering object), it is much more convenient to take count of the
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scattering power and incident power, as in Fig. 2. The total field contains incident field only on the
plane XOY 1, and on other recording planes the total fields can be considered as consisting only of
scattering field.

3. NUMERICAL RESULTS AND DISCUSSION

The simulations are done for providing information for the bi-static scattering measurement of
the cone array. Specifically, we’ve made two pair of comparisons. The first one is made between
scattering far-field patterns from PEC-cones array with normally plane-wave incident and Gaussian-
beam incident, as in Fig. 3. The other one is also about far-field patterns, that is the scattering
from arrays of different type of cones, with the same Gaussian-beam incident, as in Fig. 4.

The far-field results presented in this paper is shown in form of differential scattering coefficient,
which is defined as γ = 4πR2Ss

/
SiA cos θi, where SiA cos θi can be considered as incident power

intercepted by scattering target, and the Ss is the far-field scattering power density.
Comparison 1:
When the Gaussian beam is selected as irradiating wave, the edge level of incident on the cone

array is lower than −40 dB. As we can see from the results shown above, when the irradiating wave
switches from plane-wave to Gaussian beam, the bi-static far-field distribution changes dramatically.
First, the forward (also the backward in this case) scattering lobe and second scattering lobe is
obvious wider with Gaussian beam incident. Second, the gap between main scattering lobe and
second scattering lope gets deeper with Gaussian beam incident.

Comparison 2:
For the comparison 2, as shown in Fig. 7 and Fig. 8, the unit made of absorbing material scatters

least energy. And the outlines of differential scattering coefficient curves versus bi-static angle are
closing to each others with some local differences. This fact can be explained. For the scattering
from periodic structure, the angle positions of strongly scattering lobes are mainly related to the
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Table 1: Calculation results (reflectivity) with incident angle theta = 10 degree.

Frequency GHz/Unit type Type 1 (Metal) Type 2 (Coating) Type 3 (Absorbing)
18.7 1.004 0.0143 0.0000162
23.8 0.996 0.00791 0.0000161

incident angle of irradiating source and the periodic parameters. It is interesting that, with the
frequency of 23.8 GHz, the magnitudes of second scattering lobe from type 1 array are even slightly
bigger than that of forward lobe. But for the type 2 array, the strongest scattering direction remains
at the forward direction. Meanwhile, one can arrive at another conclusion that, the reflectivity of
absorbing bulk cones is much lower than coated cones, if the same absorbing material is used.

4. CONCLUSIONS

These simulations are done in order to provide information for reflectivity or scattering measurement
of periodic cone array. With these results, we can arrive at several conclusions:

1. For the measurements of scattering pattern, it is vital for simulations or theoretical analysis
to use the practical irradiating source or an approximate source rather than plane-wave.

2. For the measurements of reflectivity of absorbing cone arrays, an evaluating method can be
derived. First of all, using the measurement and simulation results of metal cone arrays, considering
the noise-bar of measurement system, one can get the lowest reflectivity detection level the specific
measurement system can achieve. Secondly, for an array with reflectivity level higher than the
lowest detection bar, it is vital to capture the scattering magnitude on the forward direction. And
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it is convenient to evaluate the reflectivity, using the scattering power flow density on the forward
direction measured, from a calibrating metal cone array (Mm) and the specific array (Ms), and a
correcting coefficient obtained by simulations, which is defined as below:

c =
(
PsAll

sim ·Mmforward
sim

)
/

(
PmAll

sim ·Msfoward
sim

)

where PsAll
sim, PmAll

sim refer to the total scattering power from the specific array and the calibrating
metal array obtained by simulation, respectively. And MsAll

sim, MmAll
sim are the scattering power

flow density on the forward direction from the specific array and the metal array obtained by
simulation, respectively. Finally the reflectivity can be evaluated: reflec = c · (Ms/Mm).
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Abstract— This paper presents the use of a cylindrical slot antenna sensor to determine the
quality of rice based on the percentage of moisture content and percentage of broken rice. The
reflection coefficient of rice were measured using both single and parallel slot sensors of infinite
ground plane in the frequency range from DC to 6GHz using a Vector Network Analyzer (VNA).
Five varieties of rice with moisture content between 13% and 16% were tested in this work.
Calibration equations were established to relate the measured reflection coefficient to moisture
content which in turn allows prediction of the percentages of broken rice. From the measurement
results, the parallel two slot sensor showed the high sensitivity of reflection coefficient to the
moisture content in the rice grain, as well as the percentage of cracked rice in the samples.

1. INTRODUCTION

There are many brands and grades of rice in the market. Thus, these give raise on the need to
determine and characterize the quality of rice properly to ensure that all types of rice can be
priced accordingly. One of the important physical quality is the moisture content, m.c inside the
rice grain [1–5]. In manufacturing, the rice grain is dried to below 14% moisture content, m.c to
prevent storage deterioration. Nevertheless, when grains are over dried to lower moisture content,
m.c the producers also will lose their money from excessive weight loss [1]. Besides moisture content,
the grade and price of the rice grain are also depending on the percentage of broken grain. The
broken rice grain has a length less than three quarters but more than one quarter of the average
normal grain length. In this paper, microwave techniques were proposed to monitor the moisture
content, m.c in rice grain as well as the fraction of broken rice grain.

2. PRINCIPLE OF RICE GRAINS MEASUREMENT USING SLOT ANTENNAS

The slot antennas concept was implemented in rice quality processing by instead the free space
with thousand of rice grain samples. The rice sample is composed of a mixture of air and rice
grains. The radiated waves from slot antenna spread around the mixed sample, thus the long
wavelength radiated waves (low frequency) is required to reduce the sensitivity of wave to the air
gap between the rice grains. In addition, the low frequency fields can also conduct electric currents
in the rice grains. Different moisture in the rice grain will give a change of reflected signal when
it is measured using Vector Network Analyzer. In contrast, the short wavelength signal (high
frequency) is required to enhance the air gap sensitivity for broken rice measurement and reduces
the penetration of energy into the rice grains. The air gap between the broken grains is smaller as
compared to the normal rice gains. Thus, the density of rice grains in the mixed sample is high.
In measurements, the measured reflection coefficient will vary with changes in the density of rice
grains in the sample.

3. METHODOLOGY

A single and coupling slots sensor with one input signal were fabricated. The slot sensors were
constructed using commercial SMA stub panel with radius of slot, a = 0.65mm and length of slot,
h = 16 mm. The slots were driven from aluminum ground and covered by acrylic as shown in
Figure 1. For coupling slots sensor, the separate distance between the coupling slots is 9 mm and
one of the slot was terminated. The density of sensing field was strengthened using coupling slots
sensor.

The reflection coefficient, Γ of the mixed rice gain-air filled in acrylic casing was measured using
the E5071C Network Analyzer at frequency 1 GHz and 13.5 GHz as shown in Figure 2. Before
taking the measurements, the one-port calibration at the both ends of coaxial cable was carried out
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(a)
Top view

Top view

Bottom view

Bottom view
(b)

Figure 1: (a) Configuration of single slot sensor. (b) Configuration of coupling slots sensor.

Figure 2: Experimental setup.

using calibration kits (open, short and load). The rice samples were placed over the acrylic holder
sensor with a height of 30 mm.

The relative moisture content, m.c(%) in rice gain was obtained by drying the rice gain for 6
hours at 130◦C and following by wet basic calculation [1]

m.c =
mBefore Dry −mAfter Dry

mBefore Dry
× 100% (1)

where mBefore Dry and mAfter Dry are the weighs of mixed rice-air sample before and after drying,
respectively.

4. RESULTS AND DISCUSSION

The moisture measurement for rice grain samples is challenging because all types of rice has a
distinctive dimension and the differential moisture is normally only in the range of ∼ 8% to ∼ 16%.
Dimensions and moisture content, m.c for 5 kinds of rice under test were listed in Table 1. To avoid
the moisture measurement is influenced by the air gap between the rice grains, the measurements
were done at low frequency (1 GHz) in order to reduce air gap sensitivity. Figure 3 shows the
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measured reflection coefficient, |Γ| of the rice grain vary with the moisture content, m.c. From the
measurement, both sensors show that moisture content, m.c had directly proportional relationship
with reflection coefficient, Γ. In this study, the relationship between the magnitude reflection
coefficient, |Γ| and moisture content, m.c (in unit %) at 1 GHz were represented in linear equations
as

|Γ| = 0.012937m.c + 0.72464 ± 0.0062258 for single slot sensor
|Γ| = 0.032956m.c + 0.44156 ± 0.028114 for coupling slots sensor

Figure 4 shows the measured reflection coefficient, |Γ| of the rice grain vary with the percentage
of broken rice in the samples at 13.5 GHz. Similarly, the correlation between magnitude reflection
coefficient, |Γ| and percentage of broken rice (in unit %) in grain sample at 13.5 GHz were also

Table 1: Moisture content, m.c (%) and average dimensions for various rice gain.

Rice Sample m.c (%) Rice length, L (mm) Rice width, W (mm) L/W

Sakura Super Basmathi Pakistan Rice 15.99 7.52 1.76 4.27

Bird of Paradise Thai Fragrant Rice 15.14 7.18 1.86 3.86

Jasmine Nutri Rice 14.79 7.29 2.04 3.57

Floral Glutinous Rice 14.42 7.06 1.95 3.62

Maharaja Basmathi Rice 13.38 6.79 1.52 4.47
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Figure 3: Variation in magnitude reflection coefficient, |Γ| with percentage of moisture content, m.c in the
rice grain at 1GHz at room temperature 25◦C.
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Figure 4: Variation in magnitude reflection coefficient, |Γ| with percentage of broken grain in the rice sample
at 13.5 GHz at room temperature 25◦C.
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represented in linear equations as

|Γ| = −0.0010221 (Broken Rice) + 0.20550 ± 0.013630 for single slot sensor
|Γ| = −0.0010926 (Broken Rice) + 0.22703 ± 0.010239 for coupling slots sensor

5. CONCLUSIONS

In this study, the single and coupling slots sensors have been developed for moisture and broken rice
grain measurement. This work provides a simple and sensitive of microwave sensors for testing and
monitoring of packaging in rice industry in order to minimize the human effort in manufacturing.
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Abstract— The passive microwave sensor can provide significant information compared with
optical and infrared sensors due to its penetrating property. It plays an important role in the
detection of growth vigour of corps. In this paper, consecutive passive microwave detection
experiments were conducted considering row direction effect. The result showed that a well
negative exponential relationship exists between normalized MPDI and LAI for frequencies 6.6
and 18.7 GHz. With the increase of measurement angle, the negative exponential relationship is
more obvious. When observation is parallel to the row, two MPDIs at 6.6 and 18.7 GHz at same
observation angle have a good linear relationship, but when observation is vertical to the row or
cross 45◦ with the row the linear relationship becomes weak.

1. INTRODUCTION

In the 1970s, experimental and theoretical investigations showed that the microwave radiation from
fields covered with canopy were different from bare soil. In order to study the effect of vegetation
on soil microwave radiation, ground and airborne passive microwave measurement experiment were
conducted. Ulaby [1] and Wang [2] etc measured bare fields and fields covered with grass, soybean,
corn, and alfalfa by 1.4 GHz and 5 GHz microwave radiometers. They discovered that the bright-
ness temperature affected by the vegetation biomass, water content, observation angle and the
frequency. During the 1980s Pampaloni [3], Ulaby [4], Brunfeldt [5] and Macelloni [6] etc evaluated
the importance of different canopy constituents (such as heads, leaves, and stalks etc.) to the total
canopy microwave radiation. Their studies established that vegetation microwave radiation were
non-uniform and anisotropic, and was highly related to their constituents. From the later 1990s to
now, scientists have been studying the effects of vegetation parameter (such as vegetation biomass,
water content, soil moisture, LAI) to the vegetation index which is used to derive vegetation infor-
mation from passive microwave instruments For example, Simonetta [7], Paloscia [8], Macellon [9],
Jen [10] and Huhui [11] etc analyzed qualitatively the relationships between vegetation indices and
vegetation biomass, water content and so on.

One commonly used tool in microwave vegetation monitoring is microwave polarization difference
temperatures (MPDT):

MPDT = TfV − TfH (1)

Here, TfH and TfV are respectively the brightness temperature for horizontal and vertical polar-
izations. From microwave radiation transfer theory and field measurements we know that MPDT
is not only affected by vegetation properties but also by effective surface reflectivity (related to soil
moisture and roughness) and the physical temperature [12].

In order to minimize the physical temperature effects, Becker and Choudhury [13] proposed
microwave polarization difference index (MPDI):

MPDI =
(TfV − TfH)
(TfV + TfH)

(2)

MPDI can minimize physical temperature effects for a given frequency, but also affected by
surface effective reflectivity. It is also referred to as the normalized polarization index (PI) [8].

A new index based on the difference in normalized brightness temperature at two frequencies
was explored:

∆T = Tf1 − Tf2 (3)

Here, Tf1 and Tf2 are respectively the brightness temperature for f1 and f2 frequencies. This
approach derives the impact of physical temperature on vegetation properties that it is used for
detecting biomass and water conditions of agricultural crops [14–16].
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A new technique for deriving Microwave Vegetation Indices (MVIs) was demonstrated by jiancheng
Shi. This method is independent of soil surface emission signals, and depend only on vegetation
properties when the microwave sensor can “see” the ground surface [17–19].

Those observations contributed greatly to the development of microwave remote sensing. How-
ever, past passive microwave detection experiments concentrated mainly on the observation of
corps in one growth season, less on the consecutive detection. Moreover, the effect of row direction
on microwave brightness temperature was less considered. Against such weakness, we conducted
consecutive passive microwave detection experiments considering the row direction effect, and the
index MPDI is selected as the tool to detect the growth vigour of the corn.

2. MICROWAVE MEASUREMENT EXPERIMENT

2.1. Experimental Design
The measurements were carried out in Huailai county of Hebei province of China from August
to September in 2010. The observed area was 10 m × 10m (see Fig. 1). Two passive microwave
radiometers (6.7 GHz and 18.7 GHz) were installed in two-dimensional turntable to measure the
brightness temperature variation of corn both horizontal and vertical polarizations in different
growth stages. The turntable was hanged on an elevated tower which could move in three di-
rections. With the help of two-dimensional turntable and three-dimensional elevated tower, the
measurement angle can vary from 0◦ to 60◦ at interval of 5◦ and the measurement direction can
vary respectively in parallel, vertical to the row and cross 45◦ with the row. Because the observa-
tion region changes at different observation angles we made the observation area always at same
center point. The detection periods included eight stages of corn growth. During the experiment,
some ground parameters were measured, such as environment temperature, soil temperature and
moisture, vegetation height, density, thickness, LAI, water content etc. During whole growing pro-
cess the soil roughness and moisture were made to be same in order to avoid their influence to the
measurement.

2.2. Experimental Result
Table 1 shows LAI measurement result at different stages.

2.2.1. Relationship between MPDI and LAI
Figures 2 and 3 illustrate the relationship between MPDI and LAI respectively at 6.6GHz and
18.7GHz, in three measurement direction (parallel (a), vertical (b) and cross 45◦ with the row (c))

Figure 1: The scene of ground passive microwave measurement experiment.

Table 1: The result of LAI during corn’s growth.

Days 10 15 19 25 31 34 40 45
LAI 0.16 0.39 0.68 1.28 2.15 2.54 3.28 3.58
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and at four measurement angle 30◦, 40◦, 50◦, 60◦. Curves are the fitting results between MPDI
and LAI, and the fitting equation and correlation coefficient are showed in Table 2 and Table 3.

The fitting results show a negative exponential function relationship exists between MPDI and
LAI, which indicates that MPDI decreases with LAI increase. Table 2 shows that almost correlation
coefficients are more than 0.80 except that at observation angle 30◦ in vertical direction to the row.
Meanwhile the correlation coefficients in the Parallel direction to the row and Cross 45◦ with the
row are higher than that in the vertical direction to the row, and the fitting relationships between
MPDI and LAI at 18.7GHz are not as good as at 6.6 GHz. With the increase of measurement
angle, the exponential relationship is more obvious. The figure shows also that MPDI and LAI are
affected by measurement direction and angle, as well as frequency of radiometer.

2.2.2. Relationship between Two MPDIs at 6.6 and 18.7GHz

Table 4 shows fitting equation and correlation coefficient of liner relationships between two MPDIs
at 6.6 and 18.7 GHz in different measurement directions during whole corn’s growth stage.

From Table 4 we know that the linear relationship between MPDIs at frequencies of 6.6 and
18.7GHz at same observation angle is well when observation direction is parallel to the row, and
the correlation coefficient decrease with the increase of LAI. But when observation is vertical to
the row or cross 45◦ with the row the linear relationship becomes weak.
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Figure 2: Experiment relationship of MPDI and LAI at 6.6GHz.
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Figure 3: Experiment relationship of MPDI and LAI at 18.7GHz.

Table 2: Fitting equation and correlation coefficient of MPDI and LAI at 6.6GHz∗.

Angle
Parallel to the row Vertical to the row Cross 45◦ with the row

Fitting equation R2 Fitting equation R2 Fitting equation R2

30◦ y = 4.02e−95.35x 0.95 y = 2.76e−86.64x 0.50 y = 4.53e−117.3x 0.84
40◦ y = 4.14e−59.79x 0.94 y = 4.17e−67.52x 0.81 y = 4.58e−72.4x 0.91
50◦ y = 3.95e−43.55x 0.93 y = 3.92e−46.54x 0.89 y = 4.16e−53.18x 0.95
60◦ y = 3.98e−36.04x 0.95 y = 3.67e−36.19x 0.92 y = 4.10e−42.21x 0.95

*y represents MPDI, x represents LAI
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Table 3: Fitting equation and correlation coefficient of MPDI and LAI at 18.7GHz∗.

Angle
Parallel to the row Vertical to the row Cross 45◦ with the row

Fitting equation R2 Fitting equation R2 Fitting equation R2

30◦ y = 3.29e−132.8x 0.42 y = 5.10e−152.2x 0.76 y = 2.06e−71.78x 0.43
40◦ y = 3.51e−91.75x 0.76 y = 5.28e−108x 0.88 y = 2.92e−78.41x 0.60
50◦ y = 3.73e−68.66x 0.88 y = 5.23e−83.07x 0.91 y = 3.71e−73.71x 0.78
60◦ y = 4.26e−65.78x 0.96 y = 4.84e−70.85x 0.87 y = 3.72e−74.11x 0.90

*y represents MPDI, x represents LAI

Table 4: Liner relationship between MPDIs at frequencies of 6.6 and 18.7 GHz.

LAI
Parallel to the row Vertical to the row Cross 45◦ with the row

Fitting equation R2 Fitting equation R2 Fitting equation R2

0.1641 y = 0.5040x + 0.0072 0.99 y = 0.4674x + 0.0113 0.99 y = 0.5243x + 0.0032 0.99
0.3903 y = 0.6622x− 0.0004 0.98 y = 0.5873x− 0.0012 0.98 y = 0.3437x + 0.0163 0.71
0.6862 y = 0.6886x− 0.0124 0.99 y = 0.5745x + 0.0026 0.98 y = 0.6521x− 0.0082 0.98
1.2829 y = 0.7947x− 0.0015 0.98 y = 1.4177x− 0.0155 0.94 y = 4.5127x− 0.0117 0.89
2.1537 y = 0.6561x + 0.0014 0.97 y = 0.4124x + 0.0009 0.46 y = 0.2052x + 0.0060 0.89
3.2874 y = 1.1049x− 0.0044 0.96 y = 0.3210x− 0.0005 0.45 y = 0.8754x− 0.0021 0.97
3.5806 y = 0.4961x + 0.0017 0.91 y = −0.3243x + 0.0063 0.56 y = 0.3139x− 0.0018 0.36
y represents MPDI at 18.7 GHz, x represents MPDI at 6.6GHz

3. CONCLUSIONS

Based on ground passive microwave measurement experiments we analyzed the relationship between
MPDI and LAI, considering the measurement direction’s influence to the radiation of vegetation.
The result showed that a well negative exponential relationship exists between MPDI and LAI for
6.6 and 18.7 GHz frequencies. With the increase of measurement angle, the exponential relationship
is more obvious. When observation is parallel to the row, two MPDIs at 6.6 and 18.7 GHz at same
observation angle have a good linear relationship, but when observation is vertical to the row or
cross 45◦ with the row the linear relationship becomes weak. In addition, with the increase of LAI,
the linear relationship become weak in both parallel and vertical to the row. The experimental
result shows that passive microwave remote sensing can detect the growth vigour of corps, and the
observing angle and direction are very important for detection.
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Abstract— Visual interpretation of Synthetic Aperture Radar (SAR) images plays a critical
role in remote sensing applications. This paper will propose a framework of SAR image visual-
ization, from the single channel SAR image to Polarimetric Interferometric SAR image. Single
channel SAR image can be visualized as a grey image which is suitable for human observation.
Polarimetric SAR (Pol-SAR) image can be visualized as a color image based on the Pauli de-
composition. Since interferometric SAR (InSAR) can provide the elevation information, InSAR
data can be visualized as a three-dimensional (3-D) scene. Especially, Polarimetric Interfero-
metric SAR (Pol-InSAR) data can be visualized as a color 3-D scene. The 3-D visualization is
implemented using Pol-InSAR data of PISAR, SIR-C/X-SAR, and ESAR systems.

1. INTRODUCTION

Synthetic Aperture Radar (SAR) is a kind of imaging radar with all weather, all time working
capabilities [1]. Visual interpretation plays an important role in remote sensing applications, in
particular for the surveillance of natural disasters, such as earthquake, debris flow and so on.
With resolution improvement, it becomes easier to perform the visual interpretation on the SAR
images. Naturally, the original SAR data should be visualized as an image suitable for the human
observation ahead of visual interpretation.

Using the intensity of each resolution element, single channel SAR image can be visualized as
a grey image. Polarimetric SAR (Pol-SAR) measures the target’s reflectivity in four polarization
channel combinations (HH, HV, VH and VV) [2]. This capability makes it possible to visualize the
Pol-SAR data as a color image. The visualization to a grey or color image is called two-dimensional
(2-D) visualization.

SAR interferometry is an important technique [3] which can be used to obtain elevation infor-
mation from the interferometric phase. Combining the 2-D visualization result of the SAR image
above, we can realize three-dimensional (3-D) visualization of the interferometric SAR (InSAR)
data. Polarimetric interferometric SAR (Pol-InSAR) [4] measures for each resolution element in
the scene from two slightly different look angles and provides both polarimetric and interferometric
information simultaneously. Pol-InSAR system is just like human eyes, which have the capability
to observe 3-D color scene. So the Pol-InSAR data can be used to realize 3-D color visualization.

In this paper, the visualization methods of SAR image and Pol-SAR image are proposed, and
finally the Pol-InSAR data are visualized as a 3-D color scene. The other sections of this paper
are organized as follows: in Section 2, a visualization method of the single channel SAR image
is proposed based on the statistic of the data; the visualization method of the Pol-SAR image is
proposed in Section 3; 3-D visualization of the InSAR data or Pol-InSAR data can be realized
based on the theory of the elevation information extraction from the InSAR data which is reviewed
in Section 4; in Section 5, the effectiveness of the framework is demonstrated with the PISAR,
SIC-C/X-SAR and ESAR data.

2. VISUALIZATION OF SINGLE CHANNEL SAR IMAGES

2.1. SAR Data Statistic
In SAR images, the reflectivity of each scattering element or pixel, i.e.,

s = a + jb, (1)

can be regarded as a complex random variable, where a and b are the real and imaginary parts
of s respectively. Considering the very large number of small scattering elements in a resolution
element, we invoke the central limit theorem to assume that the probability densities of the real
and imaginary parts of s are Gaussian [5]. We are mainly interested in the statistics of its intensity,
i.e.,

I = |s|2 , (2)
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which represents the “pixel value” of the image. If we assume that a and b are independent with
zero mean and equal variances σ2, i.e.,

P (a, b) =
1

2πσ2
exp

[
−

(
a2 + b2

)

2σ2

]
, (3)

then I follows exponential distribution,

P (I) =
1
R

exp
(
− I

R

)
, (4)

where R = 2σ2, which is the mean and standard deviation of the intensity.
For purposes of fading reduction, the multi-look data are usually generated by the multi-look pro-

cessing with independent measurements which often correspond to different sub-bands in Doppler
domain, or by averaging the values of neighboring pixels. The multi-look data conform to Gamma
distribution,

P (I) =
(

L

R

)L 1
Γ (L)

exp
(
−LI

R

)
IL−1, (5)

where L is the number of looks and Γ(·) is the Gamma function.
2.2. Gray Image Formation
With the above analysis, the number of pixels with high intensity is very small, and most of the
pixels are with low intensities. In a high contrast visual image, the components of the histogram
cover a broad range of gray scales and further, that the Probability Density Function (PDF) of
the intensity levels is not too far from uniform distribution. Therefore, uniform distribution should
be the target distribution of the transformed image. Performing a transform with the form of the
Cumulative Distribution Function (CDF) of the distribution on the variables, this distribution can
be transformed to a uniform distribution. The CDF of the distribution in formula (4) and (5) can
be obtained as follows.

For the single channel SAR data, in the single look case, the CDF of the pixel’s intensity is

C (I) = 1− exp
(
− I

R

)
, (6)

while in the multi-look case, the CDF of the intensity is

C (I) =
γ

(
L, LI

R

)

Γ (L)
, (7)

where γ (s, x) is the lower incomplete Gamma function.
The parameter R can be obtained by Maximum Likelihood Estimation (MLE) based on the real

SAR data [6, 7].

3. VISUALIZATION OF POL-SAR IMAGES

3.1. Polarimetric SAR Data
Pol-SAR is used to measure the target’s reflectivity with four polarization combinations, which can
be expressed as a complex scattering matrix. The scattering matrix in the linear horizontal and
vertical polarization base can be expressed as

S =
[

SHH SHV

SVH SVV

]
, (8)

where Spq is the scattering element of q-transmitting and p-receiving polarizations. For the recip-
rocal backscattering case, SHV = SVH. The polarimetric scattering information of a pixel i can be
represented by a complex vector, called the Pauli vector,

ki =
1√
2

[
SHH + SVV

SHH − SVV

2SHV

]
and Ti = kikH

i , (9)
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where Ti is the coherency matrix in the single-look case. The equivalent multi-look coherency
matrix can be obtained by averaging n neighboring pixels, i.e.,

〈T〉 =
1
n

n∑

i=1

kikH
i (10)

The same as the single channel data, the intensity of each element in the Pauli vector and every
diagonal element in the coherency matrix conforms to exponential distribution or gamma distri-
bution as formula (4) or formula (5), respectively, but with the different parameters. So the data
of each polarization channel can be transformed to the values between 0 and 1 which conform to
uniform distribution.
3.2. Colorization Based on the Pauli Decomposition
As shown in Formula (9), the polarimetric SAR data are represented as a Pauli vector, which is
based on the linear combinations arising from a complete orthogonal set of 2 ∗ 2 complex basis
matrices, i.e., the Pauli spin matrix basis set {ΨP} [2],

{ΨP} =
{ √

2
[

1 0
0 1

] √
2

[
1 0
0 −1

] √
2

[
0 1
1 0

] }
. (11)

This representation is also called the Pauli decomposition. The elements in the Pauli vector
or the diagonal elements in the coherency matrix relate to the surface scattering, double-bounce
scattering and cross-polarization channel, respectively.

The typical terrains underlying the surface scattering are the physical surfaces, such as ground,
water and sea-ice. Some manmade targets and the ground form a double-bounce scattering, such as
the buildings and bridges. The primary component of the scattering from the vegetation is volume
scattering, which has a relatively high response in the cross-polarization channel. Therefore, three
channels in the Pauli vector can be assigned to three color channels, R, G, and B, respectively.
The surface scattering corresponds to the B (blue) channel, since the color of the sea is blue. The
double-bounce scattering corresponds to the R (red) channel, and then the manmade targets can
be highlighted. The cross-polarization channel corresponds to the G (green) channel, and then the
vegetation can be colorized by green.

4. VISUALIZATION OF POL-INSAR IMAGES

4.1. Topography Retrieval
The single channel SAR or the polarimetric SAR discussed in Sections 2 and 3 only measures the
location of a target in a two-dimensional coordinate system, with the along-track direction and the
cross-track direction. The Interferometric SAR system observes the same scene from two slightly
different angles by two imaging sensors or two repeat passes of a single imaging sensor. Topography
information can be obtained from the actual phase between two SAR images. But the phase of
the interferogram is restricted in [−π, π). Therefore, phase unwrapping is the most important
technique for topography retrieval in InSAR data processing. Many phase unwrapping methods
have been proposed in the past 20 years. One typical method is the branch-cut method proposed
by Goldstein [8]. In this work, this method will be employed for phase unwrapping.
4.2. Tree and Building Height Inversion
According to the theory of SAR imaging, the backscattering of a tree or building can be modeled
by the sum of two dominant scattering centers located on the ground and in the canopy or on the
roof of the building, as the cases from 1 to 4 in the Figs. 1(a) and (b).

Assuming that the InSAR data are obtained from the repeat-pass observation, the received
signals in two orbits may be written by

S1 =
2∑

m=1

σme−j 4π

λ
R + n1 (12)

and

S2 =
2∑

m=1

σme−j 4π

λ
(R+∆Rm) + n2 (13)
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(a) (b)

Figure 1: Imaging mechanisms of the tree and building.

λ is the wavelength of the electromagnetic wave. σm is the scattering coefficient of the m-th
scattering center. n1 and n2 are the additive noises in orbit 1 and 2, respectively. R is the
slant-range distance from the target to orbit 1. ∆Rm is the slant-range difference of the m-th
scattering center. So the interferometric phase of each scattering center is ∆ψm = −4π∆Rm/λ.
The relationship between the interferometric phase and the height difference of two scattering
centers is as follows.

∆ϕ = ∆ψ1 −∆ψ2 =
4πBh cos (θ − α)

λR sin θ
. (14)

h is the height from the first scattering center to the second one, and that is the height of the tree
or building. B is the baseline between two orbits. θ is the look-angle and α is the angle that the
baseline makes with respect to a referenced horizontal plane.

Pol-InSAR system works with four polarization channels. The received signals in formula (12)
and (13) can be rewritten in vector notation as follows.

S1 = Aσ + n1

S2 = AΦσ + n2
, (15)

where

Si =




SHH
i

SHV
i

SVV
i ,


 ni =




nHH
i

nHV
i

nVV
i


 , i = 1, 2 A = e−j 4π

λ
R




ζHH
1 ζHH

2

ζHV
1 ζHV

2

ζVV
1 ζVV

2


 , σ =

[
σ1

σ2

]
,

Φ =
[
ej∆ψ1

ej∆ψ2

]
.

(16)

ζpq
m represents the amplitude difference between the scattering intensities of the different polarization

channels.
The interferometric phases of two scattering centers can be obtained from formula (15) by

ESPRIT algorithm [9]. Then using the formula (14), the height of the tree or building can be
retrieved.

4.3. 3-D Visualization for the InSAR Data

As the discussion above, InSAR data provide the elevation information of the scene, the topography
or the height of the trees and buildings. For the InSAR or Pol-InSAR data of mountainous regions,
the topography information can be obtained through phase unwrapping technique. For the Pol-
InSAR data of the flat terrain, especially the areas of the countryside or town, the height of the
trees and buildings can be retrieved using the ESPRIT algorithm.

Combining the elevation information extracted from the InSAR data and the 2-D visualization
result, the InSAR data can be visualized as a 3-D scene.
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(a) (b) (c) (d)

Figure 2: The visualization results of the Kaimon volcano: (a) 2-D visualization result; (b) wrapped phase;
(c) unwrapped phase; (d) 3-D visualization result.

(a) (b) (c) (d)

(e) (f)

Figure 3: The visualization results of Tienshan area: (a) wrapped phase; (b) wrapped phase after removal
of the flat earth phase; (c) filtered wrapped phase; (d) unwrapped phase; (e) 2-D visualization result; (f)
3-D visualization result.

5. EXPERIMENTAL RESULTS

The experimental data are composed of InSAR data of Kaimon Volcano, Japan, acquired by PISAR
system, Pol-SAR data of Tienshan area, acquired by SIR-C/X-SAR system, and Pol-InSAR data
of Oberpfaffenhofen, Germany, acquired by ESAR system.

The grey visualization result of Kaimon volcano is shown in Fig. 2(a). The altitude-dependent
distortion of the targets, such as foreshorten and shadow, can be seen in the scene. The interfero-
gram of the volcano is shown in Fig. 2(b). The result of phase unwrapping based on the branch-cut
algorithm is shown in Fig. 2(c). The brighter pixel corresponds to the higher region. Combining
the results in Figs. 2(a) and (c), the 3-D visualization result can be obtained, as shown in Fig. 2(d).

The interferometric phase of Tienshan data is shown in Fig. 3(a). In order to thin out the fringes
in the interferogram, the phase contribution of the flat earth should be removed first. The wrapped
phase after that is shown in Fig. 3(b). Then the phase should be filtered to reduce the phase noise,
as shown in Fig. 3(c). The phase unwrapping result is shown in Fig. 3(d). The colorization result
of Tienshan area based on Pauli decomposition is shown in Fig. 3(e). The trees on the mountains
are colorized as green due to their high intensity in cross-polarization channel. The river among the
mountains is blue due to its surface scattering mechanism. The 3-D visualization result is shown
in Fig. 3(f).

The 2-D visualization result of Oberpfaffenhofen is shown in Fig. 4(a). The houses in the
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(a) (b)

(c)

Figure 4: The visualization results of Oberpfaffenhofen: (a) 2-D visualization result; (b) interferometric
phase difference obtained by ESPRIT algorithm; (c) 3-D visualization result.

town are red due to their double-bounce scattering mechanism, and the trees are green as well.
Formula (14) indicates that the height of the tree or building is proportional to the interferometric
phase difference of two scattering centers, which are obtained by the ESPRIT algorithm. As shown
in Fig. 4(b), the brighter pixel corresponds to the higher target. Combining Figs. 4(a) and (b), 3-D
visualization result can be obtained, as shown in Fig. 4(c).

6. CONCLUSIONS

In this paper, a framework of SAR image visualization is proposed, from single channel SAR to Pol-
InSAR, from grey to color, from 2-D visualization to 3-D visualization. 2-D visualization methods
of single channel SAR image and Pol-SAR image are first proposed. Combining the elevation
information extracted from the InSAR data and 2-D visualization results, 3-D visualization of
InSAR or Pol-InSAR data can be realized. The effectiveness of the proposed visualization methods
have been demonstrated by PISAR data, SIR-C/X-SAR data, and ESAR data, respectively.
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Abstract— In order to exploit the dual polarization data more efficiently, the H-α decomposi-
tion in the HH-V V polarization mode is investigated in this paper. Experiment results indicate
that different types of scattering mechanisms can still be separated in the H-α space of the
HH-V V polarization mode, although some ambiguities of classes are observed. Moreover, as the
scattering angle α has an obscure physical meaning, alternatives such as E and ρ are proposed
for both the H and α parameter in this paper. The parameter E, derived from the rotation in-
variants of the Hermitian matrix, has the same maximum and minimum property as the entropy
H, and meanwhile the parameter ρ has an explicit physical meaning as the proportion of the
non-surface scattering powers in the total power. Another advantage of the parameters E and ρ
is that they can be derived quite simply and efficiently. Further experiment results indicate that
the alternative parameters E and ρ possess similar characteristics corresponding to the scattering
mechanisms as that of the H and α parameters under the dual polarization mode.

1. INTRODUCTION

Incoherent polarimetric target decomposition theories lay particular emphasis on separating the
target scattering coherency matrix into a weighted sum of several basic scattering mechanisms [1],
depending on the target polarization information. Cloude and Pottier [2] have proposed an en-
tropy based decomposition method for quad polarization data, based on the assumption that the
polarization scattering characteristics can be represented by the space of the entropy H and the
averaged scattering angle α. Their method is based on the eigenvalue analysis of Hermitian matri-
ces. The H-α decomposition has such good properties as rotation invariance, irrelevance to specific
probability density distributions, and covering the whole scattering mechanism space. There are
two basic polarization modes, namely the quad polarization mode, and the dual polarization mode.
Although the quad polarization data are superior in the extraction of scattering mechanisms, they
are not always available, due to various practical limitations. For instance, they are too expensive
for some certain applications. Therefore, when quad polarization data are un-available, we usually
have to reduce to exploitation of dual polarization data in particular applications [3, 4]. Moreover,
the data of Envisat, PALSAR or Terra-SAR are usually provided in dual polarization mode.

In this paper, we will take the HH-V V dual polarization mode as an example for analysis. In
Section 2, the feasibility of the H-α decomposition is investigated in the dual polarization mode,
compared to that in the quad polarization mode. Comparative evaluations have been carried out
in both of the polarization modes. However, the derivation of the entropy H and the scattering
angle α involves in eigenvalue decompositions of Hermitian matrices, which is not quick enough in
computation. Additionally, the scattering angle α does not have a clear physical meaning when the
entropy is high. Therefore, two alternative parameters are proposed in Section 3. After analyzing
the relationships between these parameters, we will find that the alternative parameters have similar
characteristics with the entropy and α in analyzing the scattering mechanisms. They only require
some simple computations, besides the alternative parameter of α has an unambiguous physical
meaning. The classification results in terms of the alternative parameters based on the ESAR dual
polarimetric data are provided in Section 4. Finally, the paper is summarized in Section 5.

2. TARGET DECOMPOSITION BASED ON THE COHERENCY MATRIX FOR
DUAL-POL DATA

In this section, the theories of the H-α decomposition in both the quad polarization mode and the
dual polarization mode are briefly summarized. Subsequently, the feasibility of the H-α decom-
position in the HH-V V dual polarization mode is analyzed, using the ESAR polarimetric image
acquired over the Oberpfaffenhofen area in Germany.
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2.1. H-α Decomposition in the Quad Polarization Mode
For a quad polarization SAR image, each pixel is represented by a 3× 3 coherency matrix Tquad,
which is nonnegative definite and Hermitian. The matrix Tquad is decomposed as shown in (1) and
(2).

Tquad =

[
T11 T12 T13

T ∗12 T22 T23

T ∗13 T ∗23 T33

]
= U

[
λ1

λ2

λ3

]
UH = λ1u1u

H
1 + λ2u2u

H
2 + λ3u3u

H
3 (1)

where

U =

[
u11 u12 u13

u21 u22 u23

u31 u32 u33

]
= [ u1 u2 u3 ]

and ui = ejφi
[

cosαi sinαi cosβie
jδi sinαi sinβie

jγi
]T

, i = 1, 2, 3

(2)

The superscript H denotes the conjugate transpose, and ∗ denotes the conjugate. The polarimetric
entropy H and the scattering angle α are defined by (3) and (4).

H =
3∑

i=1

−Pi log3 Pi and α =
3∑

i=1

Pi cos−1 (|u1i|) (3)

where

Pi = λi

/
3∑

j=1

λj , i = 1, 2, 3 (4)

2.2. H-α Decomposition in the Dual Polarization Mode
For a dual polarization SAR image, each pixel is represented by a 2 × 2 coherency matrix Tdual,
which is nonnegative definite and Hermitian. The eigenvalue decomposition of Tdual is shown in
(5) and (6).

Tdual =
[

T11 T12

T ∗12 T22

]
= U

[
λ1

λ2

]
UH = λ1u1u

H
1 + λ2u2u

H
2 (5)

where

U =
[

u11 u12

u21 u22

]
= [ u1 u2 ] and ui = ejφi

[
cosαi sinαie

jδi
]T (6)

The superscript H denotes the conjugate transpose, and ∗ denotes the conjugate. The polarimetric
entropy H and the scattering angle α are defined by (7) and (8).

H =
2∑

i=1

−Pi log2 Pi and α =
2∑

i=1

Pi cos−1 (|u1i|) (7)

where

Pi = λi

/
2∑

j=1

λj , i = 1, 2 (8)

Let us take three classical scattering mechanisms as examples, namely the surface, the double
bounce, and the dipole scattering. Their coherency matrices are shown in (9). And the cor-
responding parameters H and α are as (10) shows. From (10), we can find that although the
entropies of the scattering mechanisms are the same, the scattering angles are different, i.e., these
three basic scattering mechanisms are still distinguishable in the H-α space in the dual polarization
mode.

Tsurface =
[

2 0
0 0

]
, Tdouble-bounce =

[
0 0
0 2

]
, Tdipole =




1
2

1
2

1
2

1
2


 (9)

{
Hsurface = 0
αsurface = 0◦ ,

{
Hdouble-bounce = 0
αdouble-bounce = 90◦ ,

{
Hdipole = 0
αdipole = 45◦ (10)
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2.3. Experimental Results of H-α Decomposition in Both Polarization Modes

To evaluate the performance of the H-α decomposition in the dual polarization mode, an polari-
metric image acquired over the Oberpfaffenhofen area in Germany is applied for demonstration.
Both the decomposition results are shown in Fig. 1. It can be seen from Figs. 1(c) and (d) that
the entropy increases in some farmlands, because it lacks the HV scattering channel, and the
remainder scattering mechanisms powers are close to each other. However, the α values in both
polarization modes are similar. Therefore, the scattering mechanisms are still distinguishable in
the dual polarization mode, thus the H-α decomposition in the dual polarization mode is workable.

3. H-α ALTERNATIVE PARAMETERS FOR DUAL POLARIZATION DATA

Despite the advantages of the H and α parameters, some drawbacks exist in the definition of
these parameters. The definition of α, i.e., a weighted eigenvector angles in the complex spherical
coordinate makes its physical significance inexplicit, particularly when the entropy is close to 1. In
addition, the computation of H and α is time-consuming, which is unfavorable for high resolution
images. Therefore, we propose two alternative parameters, which possess explicit physical meanings
and require less time for computation as well. The alternative parameters of H-α are E-ρ, as is
shown in (11). The parameters E and ρ are respectively defined by the Frobenius norm and
the first element of the normalized coherency matrix T . It is easy to find that the computation

(a) (b)

(c) (d) (e) (f)

Figure 1: Decomposition results in both polarization modes (a) the span image, (b) the optical image c©
2011 Europa techniques, 2011 GeoContent, and 2011 Tele Atlas, (c) H values of the quad polarization image,
(d) H values of the dual polarization image, (e) α values of the quad polarization image, (f) α values of the
dual polarization image.

(a) (b) (c) (d) 

Figure 2: Decomposition results of the alternative parameters (a) values of E, (b) values of ρ, (c) correlation
between H and E, (d) correlation between α and ρ.
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load is lower in (11), compared to that in (7). Both of the alternative parameters are rotation
invariant. Another advantage of ρ is that it has a distinct physical meaning, i.e., the power ratio
of the scattering mechanisms exclusive of the double bounce. As shown in Figs. 2(a) and (b),
the alternative parameters have similar characteristics with H and α in relation to the scattering
mechanisms. Both parameters range from 0 to 1. Fig. 2(c) shows that the correlation between H
and E is nearly linear, and all of the pixels in the image in Fig. 1 are overlapped on the curve,
which corresponds to (12a). The correlation between α and ρ, characterized by (12b), is shown in
Fig. 2(d). All pixels lie between the two theoretical correlation curves.

E =2

(
1−

∥∥∥∥
T

span

∥∥∥∥
2

F

)
ρ=1− T11

span
=1− |SHH +SV V |2

span
=1−

(
λ1

λ1+λ2
cosα1+

λ2

λ1+λ2
cosα2

)
(11)





T1 =
[

p 0
0 1− p

]
0 ≤ p ≤ 1

2

T2 =
[

1− p 0
0 p

]
1
2
≤ p ≤ 1

(12a)





ρ1 = sin2
( πα

180

)
0 ≤ α ≤ 90

ρ2 =
α

90
0 ≤ α ≤ 90

(12b)

4. CLASSIFICATION BASED ON THE ALTERNATIVE PARAMETERS

As shown in Fig. 3(a), the H-α space of the dual polarization image is partitioned into 9 regions,
which are identical to those in [2]. Region 3 does not correspond to any pixel in theory, so it
is excluded from analysis. Fig. 3(b) is the corresponding classification result. Fig. 3(c) exhibits
the pixels’ distribution for the dual polarization image in the H-α space, which is partitioned in
the same way as Fig. 3(a). From Fig. 3(c), it can be found that without revisions of the region
borders in the H-α space, some certain pixels with different scattering mechanisms will mix up.
Therefore, corresponding revisions have been carried out according to Table 1. The revised regions

(a) (b) (c)

(d) (e) (f) (g)

Figure 3: Decomposition results in both polarization modes (a) pixel distribution for the quad polarization
image, (b) classification result for the quad polarization image, (c) pixel distribution corresponding to the
same partition method as in (a), (d) pixel distribution for the dual polarization image, (e) classification
result for the dual polarization image, (f) pixel distribution corresponding to the alternative parameters, (g)
classification result corresponding to the alternative parameters.
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Table 1: Scattering regions for classification.

Region 1  Region 2  Region 4 Region 5 Region 6 Region 7 Region 8  Region 9

H [0.95, 1] [0.95, 1] [0.6, 0.95) [0.6, 0. 95) [0.6, 0.95) [0, 0.6) [0, 0.6) [0, 0.6) 

g [46, 90] [0, 46] [46, 90] [34, 46) [0, 34) [46, 90] [40, 46) [0, 40) 

E [0.93, 1] [0.93, 1] [0.51, 0.93) [0.51, 0.93) [0.51, 0.93) [0, 0.51) [0, 0.51) [0, 0.51) 

ρ [0.52, 1] [0, 0.52] [0.52, 1] [0.31, 0.52) [0, 0.31) [0.52, 1] [0.41, 0.52) [0, 0.41) 

and the corresponding classification result are shown in Figs. 3(d) and (e). Similarly, the space
of the alternative parameters E and ρ is also divided into 9 regions in accordance with Table 1.
The values of ρ are the corresponding sine values of α. Figs. 3(f) and (g) are the pixel distribution
and the classification image. The classification results in Figs. 3(e) to (g) are almost identical,
which indicates that the alternative parameters have similar characteristics in term of scattering
mechanisms. Therefore, the parameter set E-ρ is a good option for replacing the parameters H
and α.

5. CONCLUSION

The H-α decomposition method in dual polarization mode is investigated in this paper. Then,
two alternative parameters are proposed in order to reduce the computation load in the derivation
of the entropy and the averaged scattering angle. Moreover, the alternative parameters have an
explicit physical meaning. Experimental results show that the H-α decomposition is applicable in
the dual polarization mode, and that the alternative parameters E and ρ are viable to act as a
good substitute for the previous H and α.
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Abstract— The Random Volume over Ground (RVoG) model has been widely applied to
polarimetric synthetic aperture radar interferometry (POLinSAR) data for forest height inversion.
The model assumes forest as a homogeneous volume of randomly oriented particles characterized
by a constant extinction, over an impenetrable ground layer, which doesn’t take into account
the ground decorrelation. In order to integrate the ground decorrelation, two models taking
into consideration the ground decorrelation will be investigated. The first model uses Gaussian
function instead of Delta function to describe the response of electromagnetic wave interacting
with ground; and the second model considers the ground coherence not equaling one anymore
because of the change of the dielectric properties, even the deformation of ground. The influence
of the complementary forest models on topography related phase is investigated. Finally we will
discuss the method of these two models to invert forest height.

1. INTRODUCTION

Forest canopy height is an important parameter that is strongly correlated with timber volume,
biomass, carbon stocks and ecological values such as habitat quality, as well as key to the terrestrial
carbon cycle, biomass models and in forest inventory. Forest canopy height, together with other
forest parameter, can be retrieved via POLinSAR technique. POLinSAR technique [1] is sensitive
to the shape, the dielectric constants and orientation of the scatterers, and spatial distribution
of distributed scatterers. Therefore POLinSAR technique is an important tool to estimate forest
parameters, and has been widely applied to Geoscience.

In order to invert vegetation height and other parameters, it is necessary to build a simple
geophysical model under some assumptions to relate geophysical parameters to POLinSAR ob-
servables. The vegetated area is always modeled in a simple way by a set of possible overlapping
volume layer over ground. In the most simple case forest model is consisting of a single homogeneous
canopy layer above the impenetrate ground, known as Random Volume over Ground (RVoG) [2–4],
as displayed in Fig. 1. The whole coherence can be expressed as

γ (z) = eiφ0

(
γtvγv + µ (ω) γg

1 + µ (ω)

)
(1)

For the case of RVoG model, volume temporal decorrelation γtv and ground coherence γg are 1.
Due to forest height are mostly determined by forest canopy [5–7], the effect of ground coherence

on forest height inversion is often ignored except ground topography phase (actually it is just a
reference phase, not carrying the ground’s information), so that the ground coherence always is
set to 1. Considering the ground response effected by many factors, for example the moisture of
ground, in fact the ground coherence isn’t always unit. Therefore we will investigate two ground
decorrelation models with respect to the canopy only with pure volume decorrelation caused by the
looking angle difference between interferometers in this paper.

The first model, in which ground is assumed penetrable and a Gaussian response is assumed,
referred as the Random volume over Penetrable Ground (RVoPG) model in the following. In the

Figure 1: Two layer model for forest: ground and canopy.
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second model the underlying surface coherence is assumed as a scalar and smaller than 1, referred
as the Random Volume over Ground with Ground Temporal Decorrelation (RVoG + GTD) model
in the following. As a result, the ground coherence of both models are not unit any more.

In this paper, Section 2 will propose RVoPG model, and Section 3 will introduce the RVoG +
GTD model. Section 4 will discuss the topography bias, and Section 5 will discuss the inversion
steps on vegetation height estimation in the context of two complementary models.

2. RVOPG MODEL

We consider the ground is penetrable with penetrated depth χ and independent on polarization.
Due to the unfitness of Delta function, Gaussian function which is a vertically linear varying
extinction exponent function is chose to describe the ground response. The schematic diagram of
the vertical structure are shown in Fig. 2. In this case, the whole coherence can be characterized
as

γ (z, χ) = eiφ0

(
γv + µ (ω) γg

1 + µ (ω)

)
(2)

with 



γv =
2σz

2σz + jkz

e(2σz+jkz)hv − 1
e2σzhv − 1

γg = exp
(
−k2

zχ
2

4

) erf
(

1 + i
kzχ

2

)
− erf

(
i
kzχ

2

)

erf (1)

(3)

where γv, γg stand for pure volume and ground coherence, respectively. kz denotes the vertical
wavenumber of the interferometer, hv denotes the depth of the volume, σz is the volume extinction.
Function erf(·) is the Gaussian error function.

Figure 3 shows the amplitude (a) and interferometric phase (c) of the ground coherence γg in
RVoPG model with kz ∗ χ ranging from −π to π. Note the γg is complex, with a none-zero phase
determined by kzχ, and its interferometric phase decreases linearly with the increase in kz ∗χ. For
a small penetrable depth for example kz ∗ χ ∈ [−0.4, 0.4], the ground coherence amplitude almost
equal to unit, shown in Fig. 4.

3. RVOG + GTD MODEL

Because of the change in the dielectric properties of ground, as for example due to a change in
soil moisture or the roughness of the groundground will decorrelate. In this case ground coherence
is always very difficult to be estimated but closed to 1, so in most papers ground coherence is
assigned to 1. As a consequence of the change of effective scatterers within the scene leads the
ground coherence no longer to be 1, the whole coherence within a resolution cell becomes

γ (z) = eiφ0

(
γv + m (ω) γg

1 + m (ω)

)
, with γg < 1 (4)

Here γg is a real scalar and smaller than 1.

χ

Figure 2: The schematic diagram for effective vertical ditribution of sactterers for RVoPG.
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(a) (b)

(c) (d)

Figure 3: The amplitude (a) and interferometric phase (c) of the ground coherence γg in RVoPG model with
kz ∗ χ ranging from −π to π. The zoomed pictures are shown on their right for kz ∗ χ ranging from −0.4 to
0.4.

]4.00[kzχ ]17.0[gγ
∈ ∈

(a) (b)

Figure 4: The effect of the ground decorrelation γg on topography.

4. THE EFFECTION ON TOPOGRAPHY ESTIMATION

Rewrite Eq. (2) and Eq. (4) as

γ (z) = eiφ0

(
γv +

m (ω)
1 + m (ω)

(γg−γv)
)

(5)

it can be concluded that the coherences generate a line going through the point γv with direction
(γg − γv) in the complex plane. The line will intersect the circle at two points. The point nearer to
topography phase point will only be consider and indicated by red circle in Fig. 4, although none of
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them are the underlying topography related phase (eiφ0). Fig. 4 shows the effect of ground coherence
decorrelation on topography estimation with the volume coherence as 0.85 exp(i5π

12 ) denotes by
green dot, the true topography is indicated by blue pentagram, ground coherences are indicated by
maroon star. By varying kz ∗ χ or γg the fitting line is rotated about the volume coherence point.
In Fig. 4(a) is for RVoPG model and right is for RVoG + GTD model. We find in the ground
decorrelation case, if using RVoG model to invert parameters, the topography related phase will be
biased, result in an overestimated forest height.

The inversion process also can be break into three stages like classical three-stage inversion
process, least squares line fit, vegetation bias removal and height and extinction estimation; the
difference is in stage 2: vegetation bias removal. Line-circle intersection points is not the topography
point anymore. In order to estimate topography phase, the ground coherence γg should be known
in priori.

5. CONCLUSION

In this paper, in order to integrate the ground decorrelation, we have discussed two models, one is
RVoPG model, the other is RVoG + GTD model, and analyze their influence on topography phase
and forest height estimation. The analysis result show that if the ground coherence is small than
1, it will bias the topography phase, and lead to forest height overestimation.
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Abstract— The authors propose an improved sigma filter for the speckle filtering of polari-
metric interferometry data. The Lee sigma filter was developed in 1983 based on the simple
concept of two-sigma probability, and it was reasonably effective in speckle filtering. However
the speckle model used in Lee sigma filter is the negative exponential model, which is only suit-
able for uniform regions. For the texture and very uneven regional areas, the effectiveness of
this filter is to be questioned. In this paper, we extend and improve the Lee sigma filter by
introducing generalized Gamma model, which can be applied to a variety of areas. In addition,
we incorporate the phase processing to improve the interferometric coherence. The proposed
algorithm is applied to Chinese airborne SAR data to demonstrate its overall speckle filtering
characteristics as compared with other algorithms.

1. INTRODUCTION

Speckle noise is a common phenomena in all coherent imaging systems like laser, acoustic and Syn-
thetic Aperture Radar (SAR) imagery. SAR data are subjected to the speckle effect that degrades
the SAR information content and complicates image interpretation and terrain classification. In
general, speckle reduction techniques are applied before information extraction.

Speckle filtering has been an active research area for more than 20 years, and many algorithms
have been proposed [1–10]. Among them, The sigma filter was introduced by Lee in 1983 [1, 2],
and In 2009, Lee extended the Lee sigma filter and developed the improved sigma filter [10]. The
Lee sigma filter has widely applied because of its simplicity, its effectiveness in speckle reduction,
and its computational efficiency.

In this paper, we propose an improved POLinSAR speckle filtering algorithm based on Lee
sigma filter and the generalized gamma distribution model. Compared to the Lee-Sigma filter, the
proposed filter uses a more accurate clutter model which can estimate the local distributions of
different parts of the image. Therefore, it can get better estimated of filtering parameters, which
result in reducing more speckles while preserving edges. The effectiveness of this proposed method
is demonstrated using Chinese airborne X-band polarimetric interferometric SAR data.

2. LEE SIGMA FILTER

2.1. Lee Sigma Filter
The Lee sigma filter is based on the concept that 95.5% of pixels are distributed within the two-
sigma range from its mean. The main steps of this algorithm is as follows,

Step 1): The pixels with two percents of the Maximum DN in the whole image are as strong
pixels. If more than Tk pixels (usually Tk = 5) (including the center pixel) exist in the 3 × 3
neighboring window, these pixels are point targets without filter.

Step 2): The MMSE filter is applied in the 3 × 3 window for image I, the result Î will be the
basis for determining the threshold.

(a) (b)

Figure 1: The basic principle of the Lee Sigma filter.
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Step 3): The MMSE filter is applied in the 9× 9 window for image Z, only the pixels with DN
in the defined neighborhood of Î is calculated. The neighborhood is defined as (Î ∗ a1, Î ∗ a2) ,
where a1 and a2 are given in advance.

2.2. Deficiencies of the Lee Sigma Filter
One of the theoretical foundation of the Lee sigma filter is that the probability distribution of the
single-look intensity SAR image is the exponential distribution, and the probability distribution of
the multi-look intensity SAR image is the Rayleigh distribution, shown as follows,

p1 (I) =
1
Ī

exp
(
−I

Ī

)
, I ≥ 0 pN (I) =

NNIN−1

(N − 1)!ĪN
exp

(
−NI

Ī

)
, I ≥ 0 (1)

The clutter model used by Lee-Sigma filter is the simplest model and is only suitable for ho-
mogeneous areas, no longer applicable for the general area and uneven areas. If the image does
not meet the Rayleigh distribution, the confidence interval [I1, I2] of the Rayleigh distribution
of cannot guarantee the basic principle that the mean of SAR image remains unchanged; and the
confidence interval must be re-estimated. If different distribution types of surface features should
be filtered using Sigma filter, at first the different distribution model must be estimated.

3. THE IMPROVED LEE-SIGMA FILTER BASED ON GENERALIZED GAMMA
DISTRIBUTION

We proposed a 3-parameter generalized gamma distribution to achieve the statistical modeling of
SAR image. The probability density function of Generalized Gamma distribution,

fGΓ−pdf (x; ρ, β, δ) =
δ

βΓ (ρ)

(
x

β

)ρδ−1

exp

[
−

(
x

β

)δ
]

(2)

where, ρ is a shape parameter, β is a scale parameter, δ is an energy parameter.
By parameter estimation, the corresponding probability density function of SAR image is fitted,

shown in Fig. 2. Figs. 2(a)–(c) are three different surface features in Chinese airborne 4-look
polarimetric SAR data. Figs. 2(d)–(f) represent the histogram and the fitting function of the box
area of the image, respectively.

From Fig. 2, we can see that, the distribution function of different surface feature is different,
the fitting parameters are not the same. Therefore, we need to use the different probability density
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Figure 2: (a)–(c) are three different surface features in Chinese airborne 4-look polarimetric SAR data.
(d)–(f) represent the histogram and the fitting function of the box area of the image, respectively. Where,
the blue curve represents the image histogram, the green curve represents the Rayleigh distribution, the red
curve represents the fitting of generalized Gamma probability density function.
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functions for different regions. In this paper, we propose a PolinSAR filter based on Lee-sigma
filter and model based on generalized Gamma model. The flowchart of this algorithm is shown in
Fig. 3.

4. EXPERIMENTAL RESULTS

To illustrate the performances of the proposed filtering method presented in Section 3, results
obtained with real airborne polarimetric interferometric SLC images are reported. The Chinese
PolinSAR flight took place on January 8, 2010. It is the first dual-antenna polarimetric data in
China. The instrument developed by East China Research Institute of Electronic Engineering,
CETC, collected quad-pol images at X-band. The incidence angle was about 50◦. The resolution
of pixel is one meter. The test site is located in Lingshui Li Minority Autonomous County with a
geographical position at 18◦22′–18◦47′ North and 109◦45′–110◦08′ East, Hainan province, China.
Fig. 4 shows the comparison of different filters.

Table 1 shows the comparison of coherence before and after phase filtering. Compared to the
coherences of three channels, before phase filtering, the coherences of three channels decreased
slightly, and after phase filtering, the coherences have been improved.

In order to verify the filter method applied to PolinSAR, the paper use the data before and after
filter to optimize the coherence by CP algorithm [11], the results is shown in Table 2. It is shown

Figure 3: The flowchart of the improved algorithm.

       

 (a)  Original (b) Boxcar (c)  Refined Lee

 

(d)  IDAN (e)  Lee-Sigma (f) our improved Lee-Sigma 

Figure 4: Comparison of filtered results using Chinese airborne SAR data.
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Table 1: Quantitative comparison of coherence before and after phase filtering.

Original image Without phase filter After phase filter

mean
HH + V V 0.804 0.798 0.871
HH − V V 0.698 0.688 0.817
HV + V H 0.793 0.785 0.864

Standard deviation
HH + V V 0.116 0.112 0.060
HH − V V 0.144 0.138 0.072
HV + V H 0.126 0.123 0.067

Table 2: Comparison of the optimal coherence before and after filter.

Opt 1 Opt 2 Opt 3
Mean Std Mean Std Mean Std

Original image 0.916 0.046 0.810 0.091 0.599 0.161
Boxcar 0.886 0.053 0.796 0.087 0.643 0.135

Our method 0.920 0.050 0.813 0.095 0.598 0.163

that Boxcar filter reduces the optimal coherence.

5. CONCLUSION

In this paper, the authors propose an improved sigma filter for the speckle filtering of polarimetric
interferometry data. Experimental results using airborne SAR data demonstrate its effectiveness.
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Abstract— The structure with periodic array structure is a common structure in electromag-
netic fields. In general, the periodic array with electrically large size or complex electromagnetic
parameters etc., the scattering characteristics of this structure is difficult to obtaine. A novel and
simple analysis method on the scattering characteristics of the finite periodic array is proposed
in this paper, taking advantage of this periodic array structure, and regardless of the unit mate-
rial. The effect of the array arrangement and the unit structure on the scattering distribution of
the finite periodic array is derived. The novel method can be used to analyze the lobe position
conveniently, and the angle error is less than 1 degree based on the verification with the Finite
Difference Time Domain (FDTD) method combined by perfect material layer (PML).

1. INTRODUCTION

The structure with periodic array structure is a common structure in electromagnetic fields, for
example, the array antennas, the frequency selective surface, the absorbing materials, etc.. Espe-
cially, the calibration load used in the microwave radiometer calibration system is often made of this
periodic array, which is constructed by a metal base coated with absorbing materials or made from
certain absorbing materials directly such as ferrite, crystalline silicon. In general, the absorbing
materials are the magnetic materials, whose electromagnetic parameters are difficult to be obtained.
However, the electromagnetic parameters are the key elements in analyzing the scattering charac-
teristics of the target. A novel and simple analysis method on the scattering characteristics of the
finite periodic array is proposed in this paper, taking advantage of this periodic array structure,
and regardless of the unit material. In this paper, the effect of the array arrangement and the unit
structure on the scattering distribution of the finite periodic array is derived, and the array lobe
factor theory is obtained. It may be adopted to estimate the lobe position conveniently.

2. BASIC THEORY

When the uniform plane wave impinges upon a finite periodic array, as shown in the Fig. 1, the
incident direction is negative Z axis.

The incident plane wave is reflected by the finite periodic array, and then the scattering far field
can be expressed by

E(r, θ, ϕ) =
∑
m

∑
n

(∑
p

∑
q

ejkz(xp,yq) e
−jkR

R

)
(1)

where m, n represent the pyramids whose center are at xm
0 , yn

0 . p, q represent the distance to
the center position (xm

0 , yn
0 ). xp, yq, and z(xp, yq) are the coordinate of the point at the pyramid

surface. R is the distance from the point at the pyramid surface to the observing point in the far
field.

Where,

R =
√

(r sin θ cosϕ− xmp)2 + (r sin θ sinϕ− ynq)2 + [r cos θ − z(xp, yq)]2 (2)

On the condition of far field approximation, the small amount is ignored, and the approximation
is taken as

√
1− x ≈ 1− 1

2
x, |x| ≤ 1 (3)
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(a)

(b) (c)

Figure 1: Schematic diagram of the finite periodic array for far field analysis. (a) Structure of the finite
periodic array. (b) Structure of the unit pyramid. (c) Equivalent plan graph.

Then,

E(r, θ, ϕ) ≈
∑
m

∑
n

(∑
p

∑
q

ejkz(xp,yq) e
−jk{r−[sin θ cos ϕxmp+sin θ sin ϕynq+cos θz(xp,yq)]}

r

)

=
e−jkr

r

[∑
m

∑
n

ejk(sin θ cos ϕxm
0 +sin θ sin ϕyn

0 )

]
×

[∑
p

∑
q

ejkz(xp,yq)(1+cos θ)ejk(sin θ cos ϕxp+sin θ sin ϕyq)

]

=
e−jkr

r
AF(θ, ϕ)× f(θ, ϕ) (4)

where, AF(θ, ϕ) is the lobe factor of the array, and f(θ, ϕ) is the scattering lobe factor of the unit.
Then,

AF(θ, ϕ) =
∑
m

∑
n

ejk(sin θ cos ϕxm
0 +sin θ sin ϕyn

0 ) (5)

f(θ, ϕ) =
∑

p

∑
q

ejkz(xp,yq)(1+cos θ)ejk(sin θ cos ϕxp+sin θ sin ϕyq) (6)

It can be seen that under the approximation condition, the scattering interaction among the
units is ignored, and the total scattering field of the finite periodic array approximately equals to
the lobe factor of the array multiplied by the scattering lobe factor of the unit. This is similar to
the multiplication principle of lobe pattern, and it’s the field lobe pattern of the point sources array
which is the product of the lobe pattern of the unit f(θ, ϕ) and the lobe of the point sources array.

The lobe factor of the array AF(θ, ϕ) presents the scattering lobe distribution of the finite
periodic array, and the scattering lobe factor of the unit f(θ, ϕ) presents the weighting of the
scattering lobe distribution at different lobe. The Equation (5) shows that the only lobe factor
of the array AF(θ, ϕ) has relation to the structure parameters in the periodic direction. The
Equation (6) shows that the scattering lobe factor of the unit f(θ, ϕ) has relation to all of the
structure parameters of the unit, which contains the size parameters in the periodic and non-
periodic direction, but has no relation to the array arrangement of the units. Therefore, the finite
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periodic array arrangement of the units influences the scattering lobe distribution of the array,
and the scattering distribution of the unit is the weight of the every scattering lobe determined
by the array arrangement. We can take advantage of the lobe factor of the array to estimate the
lobe position conveniently, regardless of the parameters of the unit such as the size and material
parameters.

3. SIMULATION RESULTS

The calibration load used in the microwave radiometer calibration system is often made of this
periodic array. In this section, a type of calibration load is taken as the analysis target, whose
structure is shown as Fig. 1.

The calibration load is constructed by a metal base coated with absorbing materials or made
from certain absorbing materials directly such as ferrite, crystalline silicon. In general, the ab-
sorbing materials are the magnetic materials, whose electromagnetic parameters are difficult to be
obtained. However, the electromagnetic parameters are the key elements in analyzing the scatter-
ing characteristics of the target. The precise scattering distribution is simulated based on FDTD
method combined by perfect material layer (PML), shown by dotted line in Fig. 2. The simple lobe
distribution is simulated by array factor, shown by solid line in Fig. 2.

Figures 2(a), (b), (c), (d) show that the scattering distribution of the periodic array simulated
by FDTD and array factor at 36.5 GHz, 23.8GHz, 18.7 GHz, 10.7 GHz, respectively. From 10.7–
36.5GHz, the angle difference of the lobe position simulated by FDTD and array factor is less than
1 degree. The angle error is less than 1 degree when the scattering lobe factor theory is adopted to
estimate the scattering distribution of the finite periodic array. For example, when the calibration
load is performed spherical scanning, the scattering distribution can be estimated simply used by
array factor before scanning, then the scanning should be seriously at the lobe position, therefore
it can avoid missing the point at the lobe position effectively.
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Figure 2: The scattering distribution of the periodic array.
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4. CONCLUSION

In this paper, the effect of the array arrangement and the unit structure on the scattering distribu-
tion of the finite periodic array is derived, and the array lobe factor theory is obtained. Under the
premise that the interaction among the scattering from the units is neglected, the total scattering
field is approximately equal to lobe factor of unit by lobe factor of array. Then, the verification for
the array lobe factor theory is performed based on FDTD method combined by perfect material
layer (PML), and the results show that the angle error is less than 1 degree when the scattering
lobe factor theory is adopted to estimate the scattering distribution of the finite periodic array,
thus the scattering lobe factor theory may be adopted to estimate the lobe position conveniently.
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Abstract— The accuracy of measurement of calibrator emissivity is necessary for calibration
of microwave radiometer. In this paper, the optimization of calibration source is presented, and
the method of bistatic measurement system was chosen to measure the emissivity of calibration
source, which is periodic cone array. The scattering property is measured and the emissivity
of the calibrator is evaluated using bistatic measurement. The measurement is used to analyze
scattering field of the calibrator as well as obtain the emissivity by integrating the differential
scattering coefficient of the backscattered field.

1. INTRODUCTION

With the development of quantitive microwave remote sensing technology, the higher accuracy
of data measured by remote sensor is required including the microwave radiometer. However
for microwave radiometer, the accuracy of calibration directly affects the absolute accuracy of
microwave radiometry.

The emissivity of calibrator is an important indicator for accuracy of calibration. In this paper,
finite periodic cone array is taken as a unit of calibration source, which is simulated to test and
confirm the theory and to compare with the experiment [1, 2].

2. SIMULATION

The reflection of single cone is simulated and observed so as to optimize the cone, including its
dimensions, the shape of top and thickness of absorbing material. In the process of the optimization,
the parameters are changed one by one to view the results and compare with the theoretical value,
so as to optimize system working parameters and get the best design scheme. Also the effect from
the parameters on the emissivity can be observed.

The periodic boundary conditions are adopted to simulate the finite periodic array. The corn
with a bottom side length of 10 mm and a height of 40mm is taken as the reference. Periodic
boundary is considered as to optimize the cone. The absorbing material used in this simulation is
CR112.

Figure 1 shows how the emissivity varies with thickness of the coat changed. As seen from this
figure, emissivity increases with coat of the cone comes thicker. When the thickness of the coat
reaches 1.5mm, the emissivity stays stable at 0.9999, although the coat gets thicker. Fig. 2 shows

Figure 1: The emissivity as a function of thickness
of the coat.

Figure 2: The emissivity as a function of the ratio
of height to width.
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variations of emissivity with the changing ratio of height to width. With the ratio of height to
width increasing, the emissivity rises. When the height is four times of the bottom side length, the
emissivity reaches the maximum value.

Table 1 shows the effect of the shape of the cone top on the reflection of calibration source. From
this table, it’s can be seen that the shape with sharp top has the minimum reflection compared
with the other shapes, while the shape of flat top has the maximum one. From the kirchhoff’s law,
it can be known that the smaller the reflection is, the bigger the emissivity. So we will try to use
the top of cone with the sharp shape.

We attend to analyze the scattering properties to obtain the most suitable way of bistatic
measurement. In this situation, we can obtain the scattering field distribution and the differential
scattering coefficient in every direction.

To get the absolute reflection of calibration source, we have to use the calibration target to
calibrate the calibration source. The calibration target includes the metallic flat plate, the metallic
sphere. Here we use the metallic cone arrays with the same shape of calibration source. Fig. 3
and Fig. 4 are consequences solved out by simulation of calibration source and calibration target.
There are 14 corns in diameter location, arranged in 8 rows. And the number decreases to 8 on
the edge of each column (the reduction of two per line in equal difference) as shown in Fig. 5. The
height of one cone is 94 mm while the bottom diameter is 18 mm. The arrays are illuminated by
plane wave. Frequency is 18.7 GHz.

As seen from Fig. 3 and Fig. 4, the reflected power concentrates on the backward direction.
From the two scattering lobes, it can be seen that the arrays with the same arrange have the
similar scattering properties, but the voltage reflected by calibration source is about 30 dB lower
than the calibration target. The emissivity of calibration is 0.9955 by calibration target, which is
an ideal value.

Since the scattering characteristics are supposed to be measured in a two-dimensional device
and thus calculate the emissivity, we draw the line of reflected voltages at the azimuth angle
ϕ(phi) = 0◦. The x axis represents the elevation angle θ(theta), which is from −90◦ to 90◦, while
0◦ is the position of vertical to the array.

In Fig. 6, the left y-axis shows the reflection by calibration target in unit of dB, while the
right y-axis shows reflection by calibration source. Compared with the three-dimensional result,
the shape of two curves are similar but there is 30 dB gap between the two curves. The plane
chosen is appropriate for the scattering voltages of calibration source and target. The emissivity
of calibration is 0.9973 by calibration target, close to the result obtained by three-dimensional
integration.

Table 1: The reflection of periodic cones with different top shape.

The shape of top flat round sharp
reflection at 18.7GHz −20.7 dB −28.9 dB −32.8 dB
reflection at 23.8GHz −21.3 dB −29.3 dB −34.3 dB

Figure 3: The scattering image by cal-
ibration target of metal corn array.

Figure 4: The scattering image by cali-
bration source of ferrite corn array.

Figure 5: The top view of
calibration load.
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Figure 6: The two-dimensional simulation result. Figure 7: The scattering lobe from 23◦ to 90◦ at
frequency of 18.7GHz.

3. MEASUREMENT

All the experiments performed are conducted in the microwave anechoic chamber. Different from
the monostatic measurement, two antennas are adopted, one for the transmitting, the other for the
receiving. The ultimate goal of the measurement is to analyze the scattering field of the calibration
source as well as obtained the reflectivity and emissivity by integrating the differential scattering
coefficient of the backscattered field.

Target is illuminated by the fixed transmitting system and the scattering of target are received
by the receiving antenna point by point guided by a circular slippery path. The array structures are
the same with finite arrays stated in the last section. The following is the scattering lobe of metallic
calibration target and calibration source at 18.7GHz. Due to the space taken by the transmitting
and receiving antennas, scattering can only be received from angle of 23◦ to 90◦.

In Fig. 7, lobes are not obvious at the observing angles because the backward scattering cannot
be detected in a bistatic system. The basic configurations of scattering signal are similar. The
emissivity calculated from this data is 0.9745, which is lower than the simulation result, because
the main backscattering lobe is missing. This result also further proves that calibration target of the
same structure as the calibration source has a similar scattering distribution. The backscattering
energy needs to be obtained in the future work.

4. CONCLUSION

For single cone, the result is better that the height to width aspect ratio is about 4 and the shape of
top of the cone is sharp. When the frequency and polarization of incident wave is determined, the
quantity and position of the scattering lobe of the finite periodic array is only related to the array
configuration, unrelated to the size at the non-periodic direction and the material of the array.
The emissivity of the calibration source is calculated by integration of the voltage along the single
plane.

In the measurement, two-dimensional results are attained and then emissivity is gained. Since
the main lobe is at the backward direction, it is difficult to receive it. So it may take oblique
incident into consideration in later research.
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Abstract— In this paper, electromagnetic (EM) simulation is used to predict the radio-
frequency noise induced by Bulk Current Injection (BCI) in the terminations of a CAN-bus. In
the analysis, a typical setup for automotive applications is considered and common mode (CM)
and differential mode (DM) noise voltages induced across the bus terminations are evaluated by
combining EM simulation of the setup with mixed-mode scattering parameter representation of
the simulation outputs, and suitable circuit models of the bus terminal networks. The proposed
approach can be used to analyze setups with different terminal networks, and allows to quantify
the severity of the BCI test by correlating CM-to-DM conversion to the degree of unbalance of
the CAN-bus terminal networks.

1. INTRODUCTION

Electromagnetic Compatibility (EMC) test procedures based on the Bulk Current Injection (BCI)
technique are widely diffused in the automotive sector for immunity assessment of equipments
interconnected by wiring harnesses. The procedure is cost-effective and not time-consuming. Ad-
ditionally, it allows for onboard testing as well as for pre-compliance verifications at the early
design-stage. However a difficulty is expressed for the shortage of reasonably accurate methods to
predict the noise levels actually injected into the terminal units. This is particularly true in the
practical case of multi-wire bundles, since the fixture for probe-calibration foreseen by the Stan-
dards (i.e., the so-called jig) is designed to reproduce the external characteristics of a bunch of wires
(as an ideal single-ended interconnection), but it is inherently unable to account for its transmission
characteristics, involving different propagation modes. Particularly, differential lines used for data
communication [e.g., bus lines used to implement the controller area network (CAN) technology]
represent simple but relevant examples of cable harnesses for which standard calibration proce-
dures do not provide accurate indication on the actual noise levels entering the terminal units. As
a consequence, consistent correlation between immunity levels obtained by the BCI technique and
by other testing methods foreseen by automotive Standards [1, 2] is also not straightforward. For
instance, in [3] the higher severity of the BCI test with respect to the transverse electromagnetic
(TEM) cell method was proven by measurements.

Particularly, it was shown that CAN-bus sensitivity to the BCI test is mainly to be ascribed
to the susceptibility of the bus terminal-networks rather than to the susceptibility of the CAN-
bus nodes. As a matter of fact, while the nodes are designed to exhibit high impedance levels,
CAN-bus terminations are matched to the line characteristic impedance. Accordingly, assessment
of the severity of the BCI technique for conducted susceptibility testing of CAN-bus lines requires
to verify whether CAN-bus terminations may withstand the high levels of common-mode (CM)
voltages induced by BCI.

In line with this need, in this paper common mode (CM) and differential mode (DM) voltages
induced by BCI across the terminations of the CAN-bus are investigated by resorting to electromag-
netic (EM) simulation of a typical automotive setup for BCI testing. Particularly, FIT-based EM
modeling [4, 5], of the BCI probe mounted onto a differential line above ground is used to obtain a
Scattering Parameter (SP) representation of the structure which does not depend on the bus termi-
nal networks. Effects due to line terminations are subsequently included into the model by off-line
post-processing of simulation results, exploiting mixed-mode SP theory [6] and suitable representa-
tions of the CAN-bus terminal networks. This approach yields prediction of the CM and DM-noise
levels as function of the simulated SPs and of the terminal networks, whose electromagnetic com-
patibility (EMC) behavior could be eventually characterized by measurements. Additionally, it
allows to interpret the injected DM-noise voltages as a result of CM-to-DM conversion, and to
correlate them to the degree of unbalance of the CAN-bus terminal networks.
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Figure 1: BCI setup for CAN-bus testing: (a) principle drawing of the test setup [1]; (b) EM model and
port-numbering adopted for numerical simulation.

2. DESCRIPTION OF THE BCI SETUP

A principle drawing of the BCI test setup under investigation is shown in Fig. 1(a). The setup is
composed of a pair of twisted wires running above ground (standard physical medium for CAN-bus
lines onboard cars) with end-points connected to suitable terminal networks [7]. High-speed CAN-
bus terminations are here considered [see Fig. 1(b)]. In these terminations, the matching resistor
— designed to match the differential impedance, Zdiff

∼= 124 Ω, of the TWP so to optimize DM
signaling — is split into two equal parts (i.e, RD

∼= 62Ω), in order to reduce bus susceptibility
to external disturbances. The center-tap is grounded by means of a capacitor CG, with typical
capacitance values on the order of 10 nF÷ 100 nF [3].

3. EM SIMULATION OF THE BCI SETUP

EM modeling of the BCI test setup in Fig. 1(a) was achieved by the FIT-based numerical code
CST Microwave Studio (MWS) [5]. To this end, an EM model of injection probe FCC-F130A [8]
was developed, validated versus input impedance measurement [4], and mounted onto a two-wire
cable harness. For simplicity, the TWP is approximated via an ideally-balanced differential inter-
connection composed of a pair of 25 cm-long straight wires, with the injection device mounted at
midpoint. The structure was characterized numerically at the five output ports in terms of SPs,
according to the port numbering fixed in Fig. 1(b). To this end, each setup port was excited by a
wave-guide port through an SMA coaxial connector, and the obtained SPs were normalized to the
reference impedance R0

∼= 50Ω. EM simulation in the frequency range 1÷ 400MHz led to a 5× 5
SP matrix,

S5×5 =




S11 S12 S13 S14 S15

S12 S22 S23 S24 S25

S13 S23 S33 S34 S35

S14 S24 S34 S44 S45

S15 S25 S35 S45 S55


 , (1)

exhibiting the following symmetries: S12 = S14 = −S13 = −S15; S24 = S35 = Sc; S23 = S45 = Sb;
S25 = S34 = Sd; S22 = S33 = S44 = S55 = Sa, as long as probe positioning is symmetric with
respect to the harness end-points.

4. CM AND DM-NOISE PREDICTION

To simplify the system in (1), port-reduction is exploited. Namely, the input port of the probe [i.e.,
port 1 in Fig. 1(b)] is eliminated by port-connection to a non-ideal voltage source with internal
parameters VRF , R0

∼= 50Ω. This reduces the passive five-port network in (1) in an active four
port, with the following port-constraints:




b2

b3

b4

b5


 =




Sa Sb Sc Sd

Sb Sa Sd Sc

Sc Sd Sa Sb

Sd Sc Sb Sa


 ·




a2

a3

a4

a5


 +




bS

−bS

bS

−bS


 , (2)
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where bS = S12VRF /(2
√

R0).
Mixed-mode SPs are then introduced by decomposition of the power waves at left (i.e., power

waves associated with ports 2, 4) and at the right (i.e., power waves associated with ports 3, 5)
sides of the probe into their CM and DM components as:

a(L)
m =

(
a

(L)
DM

a
(L)
CM

)
=

[
1 −1

1/2 1/2

]

︸ ︷︷ ︸
M

·
(

a2

a4

)
; b(L)

m =

(
b
(L)
DM

b
(L)
CM

)
= M ·

(
b2

b4

)
;

a(R)
m = M ·

(
a3

a5

)
; b(R)

m = M ·
(

b3

b5

)
, (3)

where apexes L and R denote the pair of ports lying by the left and right side of the probe,
respectively.

Use of the above similarity transformation and subsequent conversion into scattering transfer
parameters (T -parameters) notation allow to re-write the port-constraints in (2) as:

(
a(R)

m

b(R)
m

)
=

[
T11m T12m

T21m −T11m

]
·
(

a(L)
m

b(L)
m

)
−

(
B1Sm

B2Sm

)
· bS (4)

T11m = diag
{

Sc − Sa

Sb − Sd
; −Sc + Sa

Sb + Sd

}
; T12m = diag

{
1

Sb − Sd
;

1
Sb + Sd

}
(5)

T21m = diag
{

S2
b +S2

d−S2
a−S2

c−2(SbSd−SaSc)
Sb − Sd

;
S2

b +S2
d−S2

a−S2
c +2(SbSd−SaSc)

Sb + Sd

}
(6)

B1Sm =
1

Sb + Sd

(
0
1

)
; B2Sm =

Sa + Sb + Sc + Sd

Sb + Sd

(
0
1

)
(7)

Finally, the system in (4)–(7) is solved with respect to the modal power-wave vectors in (3), by
enforcing the additional port-constraints imposed by the bus terminal networks, that is

a(L)
m =

(
S(L)

m

)
· b(L)

m ; a(R)
m =

(
S(R)

m

)
· b(R)

m . (8)

Assuming bus terminations modeled by the lumped-parameter circuits in Fig. 1(b), the SP
matrices, S(X), at the left (apex X = L) and right (apex X = R) termination of the bus take the
general expression:

S(X)
m

∼=

 − 1−r2

D+2zG(1−rD)
(1+rD)2+2zG(1+rD)

4rD∆(X)

(1+rD)2+2zG(1+rD)

rD∆(X)

(1+rD)2+2zG(1+rD) − 1−r2
D−2zG(1+rD)

(1+rD)2+2zG(1+rD)


 =

[
SDM 4S

(X)
∆

S
(X)
∆ SCM

]
, (9)

where rD = RR/R0, zG = ZG/R0 = −j/(ωCGR0), and coefficients 0 ≤ ∆(L), ∆(R) ¿ 1 are used
to denote the degree of unbalance of the left and right termination of the bus. In the ideal case
of absence of unbalance (i.e., ∆(L) = ∆(R) = 0), DM-noise levels are null, while CM-noise voltages
induced across bus terminations are cast by the expression:

V
(L)
CM

VRF
= −V

(R)
CM

VRF
= −S12

2
· 1 + SCM

SCM (Sc + Sa − Sb − Sd)− 1
. (10)

Conversely, if one or both of the bus terminations are unbalanced with respect to ground, both
CM and DM disturbances are induced. However, while CM-noise levels are still predicted by (10),
DM-noise voltages strongly depend on termination unbalance. In particular, if both the terminal
networks are affected by the same degree of unbalance (i.e., ∆(L) = ∆(R) = ∆), DM-noise voltages
are proportional to ∆, according to the expression:

V
(L)
DM

VRF
= −V

(R)
DM

VRF

∼= − 4S∆

1 + SCM
· Sb + Sc − Sa − Sd − 1
SDM (Sb + Sc − Sa − Sd) + 1

· V
(L)
CM

VRF
. (11)
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Figure 2: Example of CM (solid) and DM (dashed) noise levels induced by BCI at the terminations [see
Fig. 1(b)] of the CAN-bus. Comparison versus the voltage level measured across the 50-Ω termination of a
single-ended interconnection [4].

5. SIMULATION EXAMPLE

As a specific simulation example, prediction of the CM and DM-noise voltages induced by BCI
across the CAN-bus terminal networks in Fig. 1(b) [the capacitance value CG = 10 nF is adopted
for the grounding capacitor] are plotted in Fig. 2 by solid and dashed lines, respectively, for different
degrees of unbalance of bus terminations. In the same figure, the voltage levels measured across the
50-Ω termination of a single-ended BCI setup of equal length are also shown (red-dotted curve) [4],
for comparison.
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Analysis and Simulation for RF Interconnect

Jian-Fei Xu and Na Yan
ASIC & System State Key Laboratory, Fudan University, China

Abstract— A RF interconnect system consists of RF transmitters, microwave transmission
lines or antennas, and RF receivers. In this work, the concept and characteristics of RF inter-
connect are introduced. Then a RF interconnect system is analyzed and simulated by system
model in ADS environment. A FDMA (frequency division multiple access) transceiver system
with carrier frequencies at 25GHz, 45 GHz and 65 GHz is designed. Baseband signal is modulated
and transmitted through a common microwave transmission line. The date rate of each RF band
is 4 Gb/s, so the total date rate is 12 Gb/s.

1. INTRODUCTION

As the development of the speed and scale of ULSI, date rate between different cores becomes
higher and higher. For the past years, people have focused on the traditional date communication
methods by reducing the resistivity of the connection wires (using copper) and reducing the di-
electric constant of interlayer dielectric materials (using low-k polymers). But these methods may
meet fundamental material limits [1]. Researchers are looking for new means to achieve high date
rate and low energy. RF interconnect is introduced to overcome the difficulties in 2001 [2]. A RF
interconnect system includes RF transmitters, microwave transmission lines or antennas and RF
receivers. The baseband signal is modulated by a high frequency signal such as 50GHz, then the
RF signal is transmitted through transmission line or antenna; at the other terminal, the signal is
amplified and demodulated. RF interconnect has a great development in the past years. In 2009,
a FDMA interconnect on chip communication system with 10Gb/s was realized [3]; and in ISSCC
2011, a mobile memory I/O interface using simultaneous bidirectional dual (base + RF) band sig-
naling is published [4]. The interface operates at 8.4 Gb/s (quicker than current DDR memory I/O
(5Gb/s)) and with a power efficiency of 2.5 pJ/b (also less than DDR (17.4 pJ/b)).

The block of a RF interconnect system with multiple channels is illustrated in Fig. 1. The
Baseband signals from the digital processor or the memory core are modulated by carriers at
25GHz, 45 GHz and 65 GHz. Then, the three RF signals are added to a transmission line, as the
frequencies of the carriers are different, the interference of the different signals can be filtered. The
transmission line can be intra or inter chips; it depends on whether the baseband signal will be
transferred in the chip or among the chips. Three receivers are added at the other terminal of the
transmission line to demodulate the RF signal to baseband.

2. ANALYSIS AND SIMULATION OF THE COMMUNICATION CHANNEL

Figure 2 illustrates a capacitive coupled RF interconnect module. To minimize the reflection from
the terminals, a resister equals to the characteristic impedance of the transmission line is connected
to each terminal of the line. The RF signals are uplinked to CPW (coplanar waveguide) or MTL
(microwave transmission line) and down linked to receivers through capacitors.
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Figure 1: The architecture of RF interconnect system.
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Figure 3 is the simplified module of the communication channel in Fig. 2. Rt represents the
output impedance of the transmitter; Rr represents the input impedance of the receiver; Ct equals
to the capacitor between the transmitter and the CPW or MTL; Cr equals to the capacitor between
the receiver and the CPW or MTL; and Vrec equals to the voltage transferred from the transmitter
to the receiver. The value of Rt and Rr, Ct and Cr are chosen to be equal to each other; and to
preserve the characteristic impedance, Rt and Rc should be greater than Zc [5]. So in the module

T x T x T x 
R x R x R x 

B a s e b a n d   p a r t s 

( D i g i t a l   P r o c e s s o r s   o r   M e m o r y ) 

R L = Z C R L = Z C 

Capacitive couplers CPW or MTL with characteristic impedance ZC

Figure 2: Channel of the RF interconnect system with multiple I/Os.

C P W   o r   M T L 

Zc

Zc

Cr

Zc

Va Vb

Vrec
Rt

Vs

Ct

Rr

d

Figure 3: Simplified module of the channel in Fig. 2.

Figure 4: ADS simulation module of the communication channel.
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of Fig. 3, the other pairs of Rt, Rc, Ct, Cr in Fig. 2 can be neglected and only one pair of Rt, Rc,
Ct, Cr is considered. The voltage received at the receiver can be calculated as

Vrec =
Rt

Rt− j 1
ω̄c

V b (1)

The impedance from point a is expressed as Za = Zb exp(−jβd)//Zc; β is propagation constant
which is related to the frequency of the signal and the dielectric coefficient εr of the CPW. Neglect
the attenuation of the transmission line, then

V b = V a =
Za

Za + Rt− j 1
ω̄c

(2)

Figure 5: ADS simulation result of the communication channel.

Figure 6: ADS simulation module of the system.
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Then Vrec can be derived according to (1), (2)

Vrec =
ZcRr

2(
Zc
2 + Rt− j 1

ωCt

) (
Zc
2 + Rr − j 1

ωCr

)V −jβd
se (3)

It is clearly from (3) that Rt and Rr should be much greater than 1/(jωCt) and 1/(jωCr) to
obtain dispersion free Vrec . Fig. 3 shows that Rt and Ct compose a high pass filter, so are Rr and
Cr. The cut off frequency of the filter can be chosen to be higher than the baseband frequency to
minimize the interference of the switch noise at baseband. The module of communication channel of
the FDMA RF interconnect system is simulated by ADS in Fig. 4. In this module, Rt = Rr = 2 kΩ,
Ct = Cr = 10 fF, Zc = 50 Ω, and on chip micro strip is used as transmission line with dielectric

Baseband in Mixer Amplifier RF outCt

LO

CrRF in LNA Mixer LPF Limiter

LO

Baseband out

(a) (b)

Figure 7: (a) Block of the transmitter; (b) Block of the receiver.

Figure 8: Simulation results of the FDMA RF interconnect.
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coefficient εr = 4, substrate thickness H = 10µm. It is calculated that when the width of the micro
strip is 18.2µm, the characteristic impedance of the MTL is 50Ω. The length of each micro strip
is 10 mm. Simulation result of the module is illustrated in Fig. 5. The attenuation of the channel
is 38.8 dB at 43GHz, and 62.6 dB at 2 GHz, so the attenuation of the switch noise at baseband is
23.8 dB.

3. ANALYSIS AND SIMULATION OF A FDMA INTERCONNECT SYSTEM

The simulation module of the whole system is shown in Fig. 6. Three carrier frequencies are 25 GHz,
45GHz, and 65GHz.The length of each MTL is 10 mm. Linear feedback shift registers with rate at
4Gb/s are used to generate the baseband signal. Fig. 7 is the block of the transmitter (TX) and
the receiver (RX). As the RF interconnect system is used for intra or inter chips communication
instead of passive lines, the chip size of the system should be as small as possible and it should cost
less energy. So the structure of the transceivers should be as simple as possible. Direct conversion
transceivers are most popular used in recent design of RF interconnect system. Baseband signal
is modulated with LO by mixer; then the signal is amplified and transmitted to the MTL through
a coupling capacitor (Ct = 10 fF). In the receiver side, the RF signal is coupled from the MTL
through a capacitor (Cr = 10 fF), amplified by a LNA and down converted by a mixer, then a low
pass filter is used to filter out the high frequency. At last, the baseband signal is amplified by a
limiter. The output impedance of the amplifier in the transmitter equals to Rt = 2 kΩ and the
input impedance of the LNA equals to Rr = 2 kΩ, as illustrated in Section 2. The time domain
signals are shown in Fig. 8.

4. CONCLUSIONS

This work presents a FDMA RF interconnect system used for intra or inter chips communication.
Total date rate of the system is 12Gb/s. The simulation result can be used to guide the design
implemented with deep sub micrometer IC. This is what we will focus on in the future research.
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Studies of Planar Antennas with Different Radiator Shapes for
Ultra-wideband Body-centric Wireless Communications

Y. Y. Sun, S. W. Cheung, and T. I. Yuk
Department of Electrical and Electronic Engineering,

The University of Hong Kong, Pokfulam Road, Hong Kong, China

Abstract— This paper studies the performances of planar UWB monopole antennas using
a radiator of different shapes including triangle, rectangle, square, annual ring, circle, vertical
ellipse, ellipse, pentagon and hexagon for body-centric wireless communications. The planar
antennas consist of a radiator and a microstrip-feed line on one side of the substrate and a
ground plane on the other side. Results of simulation studies show that the antenna using an
elliptical radiator appears to have a better overall performance in terms of bandwidth, gain,
efficiency and radiation pattern, among the antennas studied. The antenna achieves a wide
impedance bandwidth of 3.1–12 GHz, an average peak gain of nearly 3.5 dBi and good radiation
patterns, making it a good candidate for UWB body-centric wireless communications.

1. INTRODUCTION

Ultra-wideband (UWB) technology, due to the advantages of low cost, low complexity, low spec-
tral power density, high precision ranging, low interferences and extremely high data rates, has
attracted much attention Since the Federal Communications Commission (FCC) allocated 7.5 GHz
spectrum from 3.1 to 10.6 GHz for UWB radio applications in 2002 [1] UWB antennas as a key
component in UWB systems have been widely investigated by many researchers [2–9]. One of the
most promising areas in UWB applications is body-centric wireless communications where various
sensors are connected together by UWB antennas which have to be low power, low-profile and
unobtrusive to the human body [10, 11].

Due to the presence of the human body the design of UWB antennas for body-centric com-
munications is complicated Several fundamental requirements such as wide impedance bandwidth,
small size and low profile, good on-body propagation and radiation characteristics in the proximity
of the body are needed to be fulfilled [10–15].

In this paper, planar UWB monopole antennas using a radiator of different shapes for body-
centric wireless communications are studied by computer simulation. Results show that the antenna
with an elliptical radiator appears to be the best choice for UWB body-centric wireless communi-
cations.

2. ANTENNA STRUCTURE

2.1. Structure of Planar Antennas with Different Radiators

The proposed UWB monopole antennas with radiators of different shapes, including triangle, rect-
angle, square, annual ring, circle, ellipse, pentagon and hexagon for studies are shown in Fig. 1.
Each antenna consists of a radiator fed by a microstrip line, with a width of wm to achieve 50 Ω
characteristics impedance, printed on one side of the substrate and a rectangular ground plane
on the other side of the substrate. The antennas are designed on lowcost FR4-substrates with a
thickness of 1.6 mm, a relative permittivity of 4.6 and a total size of W × L optimised in terms of
impedance bandwidth (S11 < −10 dB) using computer simulation and having the following param-
eters: W = 30 mm, L = 35 mm, wf = 3mm and hg = 12 mm. Other parameters for these antennas
are listed in Table 1.

Table 1: Dimensions of different radiators of antennas.

Rectangle Triangle Square Circle Annual ring Ellipse Ellipse h Pentagon Hexagon

hf (mm) 13.65 14 13.7 13 13 13.1 13 13.1 13.2

a (mm) 16 16 13 16 16 16 16 10.4 9.24

b (mm) 12.88 12 13 6 12 12
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Figure 2: Reflection coefficient of antennas.

2.2. Body Model
Human body has a significant influence on the antenna characteristics, so it is important to include
the human-body model in the antenna design process. Two types of human-body models are often
used One type is the three-tissue model consisting of skin, fat and muscle tissue, while the other
type is a homogeneous model composing of muscle tissue only [10]. In this paper, the homogeneous
model is used due to its simpler structure and shorter simulation time compared to the three-tissue
model. Simulation results have shown that there are only slight differences between them. In our
simulation studies, the dimension used for the body model is 100 × 100 × 30 mm3 with a relative
permittivity of 53.58 and a loss tangent 0.2.

3. RESULTS AND DISCUSSIONS

3.1. Antennas in Free Space
The simulated reflection coefficients S11 peak gains and radiation efficiencies of the antennas are
shown in Figs. 2, 3 and 4, respectively. It can be seen in Fig. 2 that the elliptical antenna has
the widest impedance bandwidth (for S11 < 10 dB) of 3.112GHz and the triangular antenna has
the narrowest bandwidth. The simulated results show that the hexagonal antenna has an average
peak gain of about 3.82 dBi and an average efficiency of about 80% throughout the whole UWB
bandwidth which are the best among all antennas studied The elliptical antenna has an average
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Figure 4: Radiation efficiency.
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Figure 5: Radiation patterns of (a), (b) & (c) E-plane and (d), (e) & (f) H-plane.

peak gain of about 3.78 dBi and an average efficiency of 80%, which is quite close to the hexagon
one. Fig. 5 shows the radiation patterns of the antennas at the frequencies of 4, 7 and 11 GHz are
quite similar. The radiation patterns of all the antennas in the H-plane are almost omnidirectional
and in the E-plane have obvious nulls which are typical for monopole antennas For body-centric
communications, the radiation in the E-plane plays a more important role. Fig. 5 shows that all
of these antennas perform about the same in this sense.

3.2. Antennas on Body
Figures 6 & 7 show the peak gains and radiation efficiencies of the antennas (except the triangular
antenna which has a bandwidth narrower than the UWB), respectively, on body from 3 to 12GHz.
In these studies, the distance between the antenna and the body model is 5 mm. It can be seen
that the hexagon antenna also is the best in terms of average peak gain and efficiency. However,
compared with the results in free space the average efficiency drops from about 80% to 30% and
the average peak gain increases a little to 4.18 dBi which is due to reflections of the body. The
elliptical antenna has an average peak gain of 4.15 dBi and an average efficiency of 31%. The
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Figure 7: Radiation efficiency on body.
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Figure 8: On-body radiation pattern (a), (b) & (c) E-plane and (d), (e) & (f) H-plane.

radiation patterns at 4, 7 and 11GHz are shown in Fig. 8. It can be seen that the radiations
are directional, with the front-to-back ratios of about 20–30 dB. Since the radiation in the E-plane
plays an important role in body-centric communications, the results in Fig. 8 show that the elliptical
antenna has the slightly larger radiation patterns in the E-plane at all these frequencies and so
appears to be better than the other antennas.

4. CONCLUSION

The performances of using different shapes including triangle, rectangle, square, annual ring, circle,
ellipse, pentagon and hexagon, as the radiator of a planar UWB antenna for body-centric wireless
communications have been studied. Results of the simulation study have showed that the antenna
with an elliptical radiator has a better overall performance in terms of bandwidth, gain and radiation
pattern, both in free space and on body. The antenna can achieve a bandwidth from 3.1 to 12 GHz,
an average peak gain of about 3.5 dBi, an average efficiency of 80% and good radiation patterns in
the E-plane, making it a good candidate for UWB body-centric wireless communications.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1419

REFERENCES

1. Federal Communications Commission, “Revision of Part 15 of the commission’s rules regarding
ultra-wideband transmission system from 3.1 to 10.6GHz,” Federal Communications Commis-
sion, 98–153, ET-Docket, Washington, DC, 2002.

2. Lin, D. B., I. T. Tang, and M. Y. Tsou, “A compact UWB antenna with CPW-fed,” Microw.
Opt. Technol. Lett., Vol. 49, 372–375, 2007.

3. Ren, Y. J. and K. Chang, “Ultra-wideband planar elliptical ring antenna,” Electron. Lett.,
Vol. 42, No. 8, 447–449, 2006.

4. Liang, J., C. C. Chiau, X. Chen, and C. G. Parini, “Printed circular ring monopole antennas,”
Microw. Opt. Technol. Lett., Vol. 45, 372–375, 2005.

5. Ren, Y. J. and K. Chang, “An annual ring antenna for UWB communications,” IEEE Antennas
Wireless Propag. Lett., Vol. 5, No. 1, 274–276, 2006.

6. Xiao, J. X., M. F. Wang, and G. J. Li, “A ring monopole antenna for UWB application,”
Microw. Opt. Technol. Lett., Vol. 48, No. 1, 179–182, 2010.

7. Jung, J., W. Choi, and J. Choi, “A small wideband microstrip-fed monopole antenna,” IEEE
Microw. Wireless Compon. Lett., Vol. 15, No. 10, 703–705, 2005.

8. Zhang, J. S. and F. J. Wang, “Study of a double printed UWB dipole antenna,” Microw. Opt.
Technol. Lett., Vol. 50, 3179–3181, 2008.

9. Kiminami, K., A. Hirata, and T. Shiozawa, “Double-sided printed bow-tie antenna for UWB
communications,” IEEE Antennas Wireless Propag. Lett., Vol. 3, No. 1, 152–153, 2004.

10. Hall, P. S. and Y. Hao, Antennas and Propagation for Body-centric Wireless Communications,
Artech House, Norwood, MA, 2006.

11. Alomainy, A., A. Sani, Y. Hao, et al., “Transient characteristics of wearable antennas and radio
propagation channels for ultrawideband body-centric wireless communications,” IEEE Trans.
Antennas Propag., Vol. 57, No. 4, 875–883, 2009.

12. Low, X. N., Z. N. Chen, and T. S. P. See, “A UWB dipole antenna with enhanced impedance
and gain performance,” IEEE Trans. Antennas Propag., Vol. 57, No. 10, 2959–2966, 2009.

13. Alomainy, A., Y. Hao, P. S. Hall, et al., “Comparison between two different antennas for UWB
on-body propagation measurements,” IEEE Antennas Wirel. Propag. Lett., Vol. 4, No. 1,
31–34, 2005.

14. Cai, A., T. S. P. See, and Z. N. Chen, “Study of human head effects on UWB antenna,” IEEE
International Workshop on Antenna Technology: Small Antennas and Novel Metamaterials,
310–313, Mar. 7–9, 2005.

15. Chen, Z. N., A. Cai, T. S. P. See, and M. Y. W. Chia, “Small planar UWB antennas in
proximity of the human head,” IEEE Trans. Microw. Theory Tech., Vol. 54, No. 4, 1846–1857,
2006.



1420 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Bandwidth Improvements Using Ground Slots for Compact UWB
Microstrip-fed Antennas

L. Liu, S. W. Cheung, and T. I. Yuk
Department of Electrical and Electronic Engineering, The University of Hong Kong, Hong Kong, China

Abstract— The paper studies the method of using a ground slot for bandwidth improvement of
compact ultra-wide band (UWB) antennas with microstrip line feed. Slots of different shapes such
as triangular, rectangular, partially circular and hexagonal, placed on the ground plane under
the feed line of the radiator are studied for impedance matching. The effects of the slots on the
performances of the antennas, in terms of impedance bandwidth, radiation pattern, gain, and
efficiency, are studied. Results of simulation tests show that a ground slot with proper dimensions
placed under the feed line can improve the impedance matching and hence increase the bandwidth
without affecting much the performance of the antenna. Results of studies also show that, by
using a hexagonal slot on the ground plane under the feed line, a patch antenna with a compact
size of 35 mm × 23 mm can achieve a bandwidth of 3.1–16.3 GHz for S11 < −10 dB. Moreover,
it has a stable omnidirectional radiation pattern across the whole bandwidth and achieves an
average gain of 2.8 dBi and an average efficiency of about 88% across the UWB.

1. INTRODUCTION

The planar-monopole antenna, due to its compact size, ease of fabrication and low cost, is one
of the most popular structures for the design of UWB antennas [1]. In the designs of microstrip-
fed monopole antennas, some strategies such as tapered or stepped feed lines have been used to
enhance the impedance matching [2–4]. However, these methods make the calculations of the feed-
line dimensions very complicated. A simpler and effective method by cutting a slot on the ground
plane under the feed line has been proposed and studied [5–11]. In these studies, rectangular
slots were most often used [5–8]. Other shapes such as triangular [9, 10], trapezoidal [11] and “T-
Shape” [12] have been also studied. In these studies, different shapes of radiators were used, so it
is difficult to say which slot shape is the best choice for UWB antennas. In this paper, attempts
are made to find out the best slot shape for the UWB antenna. We present the results of a study
on the effects of using different slot shapes on the performance of an UWB antenna, in terms of
impedance bandwidth, radiation pattern, gain and efficiency. A compact microstrip-fed monopole
antenna with a square radiator and a partial-ground plane is used in our study.

2. ANTENNA DESIGN

The geometry of the microstrip-fed UWB monopole antenna without slot is shown in Fig. 1, which
is used as a reference antenna in our study. The antenna is designed on a FR4 substrate with a
thickness of 1.6mm, a dielectric constant of 4.2 and a loss tangent of 0.02. The square radiator
printed on one side of the substrate has a length of Lp and is fed by a microstrip line with a length
of Lf and a width of Wf . A partial-ground plane with the dimension LG ×W is printed on the

(a) (b)

Figure 1: Geometry of reference UWB antenna without slot: (a) front view, (b) side view.
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other side of the substrate. The overall antenna occupies an area of L ×W . The performance of
the antenna is optimized, in terms of maximizing the bandwidth (for S11 < −10 dB) and stabilizing
the radiation pattern (omnidirectional radiation pattern), using the EM simulation tool CST. The
optimized dimensions are: Lp = 10mm, Lf = 22 mm, Wf = 3mm, LG = 20 mm, W = 23mm and
L = 35 mm.

To improve the impedance matching of the antenna throughout the UWB, a small slot is cut
on the upper edge of the ground plane under the feed line as shown in Fig. 2. Slots of different
shapes including: (a) triangular, (b) rectangular, (c) partially circular, and (d) hexagonal shapes,
are used in our studies.

3. RESULTS AND DISCUSSIONS

An extensive-simulation study has been carried out to determine the optimal dimensions of the tri-
angular, rectangular, partially circular and hexagonal slots in the antenna of Fig. 2, by maximizing
the bandwidth and results are shown in Table 1. With the uses of these dimensions, the simulated
S11of the antenna without a slot and with different slots are shown in Fig. 3. It can be seen that,
without a slot, the antenna has a bandwidth of 3.3–10.3 GHz (a relative bandwidth of 103%) for
S11 < −10 dB. However, with the use of a slot, the antenna can have a remarkable increase in
bandwidth. The largest improvement is provided by the hexagonal slot, with which the antenna
can extend the bandwidth to 3.1–16.3 GHz (136%). The antennas using the circular, rectangular,
and triangular slots can also extend the bandwidths to 3.1–15.4 GHz (133%), 3.1–14.9 GHz (131%),
and 3.1–14 GHz (127%), respectively. Thus, among the slots studied, the hexagonal slot provides
the best impedance matching and the maximum bandwidth.

The influences of the slots on the radiation patterns have also been investigated. Fig. 4 shows
the co-polarization radiation patterns of the antennas at 3, 8.5, 10 and 15GHz in the E- and
H-planes. It can be seen that all the antennas have stable omnidirectional radiation patterns in
the H-plane throughout the operation band, indicating that adding a slot under the feed line does
not affect the radiation patterns in the H-plane. Thus, in applying this method for bandwidth

(a) (c)(b) (d)

Figure 2: Antennas with different slot shapes: (a) triangular slot, (b) rectangular slot, (c) partial circular
slot and (d) hexagonal slot.
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Table 1: Optimized dimension of different slots.

parameter
Triangular

slot
Rectangular

slot
Partially

circular slot
Hexagonal

slot
ltri htri lrec hrec r C l1 l2 hhex

value (mm) 4 8 3 3.2 2 1.5 1.8 6 2
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Figure 4: Co-polarization in H- and E-planes: (a) 3GHz, (b) 8.5 GHz, (c) 10 GHz and (d) 15 GHz.
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improvement, we could firstly design an UWB antenna with a stable omnidirectional pattern and
then add a hexagonal slot to improve the impedance matching. This gives antenna designers an



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1423

additional and independent way to increase the bandwidth of their monopole antennas.
The simulated peak gains and efficiencies of the antennas from 1 to 17GHz are shown in Figs. 5

and 6, respectively. It can be seen that all of the antennas have almost the same gain and efficiency,
so again the slots do not have much effects on the performances throughout the entire operation
band. The average gains of these antennas from 3.1to 10.6 GHz are about 2.8 dBi and the average
efficiencies are about 0.88.

4. CONCLUSIONS

The method of using a ground slot for bandwidth improvement of a compact UWB planar monopole
antenna has been studied. The antenna has a compact size of 35 mm × 23mm and the small ground
slot is placed under the feed line on the ground plane. Triangular, rectangular, partially circular
and hexagonal slots have been used for studies by simulation. Results have shown that the slots
can improve impedance matching of the antenna with little effect on the radiation characteristics.
Among these slots investigated, the hexagonal slot provides the largest impedance bandwidth of
3.1–16.3GHz for S11 < −10 dB, with an average gain of about 2.8 dBi and an average efficiency of
about 88%.
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Abstract— This paper presents a new design of a compact band-notched planar antenna for
ultra-wide band (UWB) applications. By properly incorporating a slotted patch electromagnetic
band gap (spEBG) element in the design of the antenna a wide operating bandwidth from 3.7 to
11.4GHz can be obtained with a frequency rejection band from 5.29 to 5.96 GHz. A parametric
study for the proposed antenna is presented. The proposed antenna is simulated, using Zeland
IE3D software. Also the antenna is fabricated. The measured data are highly agreed with the
simulated results. The proposed antenna has good gain flatness and high efficiency over its whole
frequency band excluding the rejected band.

1. INTRODUCTION

High data rate transmission with high efficiency and minimum distortion in the received signal are
crucial requirements for ultra-wide band (UWB) wireless communication systems (frequency band
of 3.1–10.6 GHz). These requirements are involved with UWB planar antennas design. Many of
these antennas configurations have been proposed and developed [1, 2]. However, these antennas
need a band rejection filter to maintain the coexistence of the narrow band applications which
sharing part of the same spectrum such as WLAN in USA (5.15–5.35 GHz, 5.725–5.825 GHz) and
HIPERLAN/2 in Europe (5.15–5.35 GHz, 5.47–5.725 GHz). A simple method to achieve this band-
rejection property is by loading the radiator with a slot. This slotted radiator resonates at the
central frequency of the stop band in which the antenna does not radiate [3–6]. Furthermore, using
planar antenna to obtain ultra-wide band characteristics is easy to incorporate with electromag-
netic band gap (EBG) structures to improve antenna’s performance such as increasing the antenna
efficiency, enhancing its gain, and minimizing the side and back lobe levels in the radiation pat-
terns. These enhancements for the antenna performance can be obtained due to the ability of such
antennas to suppress the surface wave propagation in a specific frequency band [7].

In this paper, unlike usual method of slotted patch antennas we proposed a new UWB planar
antenna that employs a spEBG element coplanar with the ground plane of the structure beneath the
radiating element to obtain and control the rejected frequency band at 5GHz for UWB applications.
The design process involves two phases; the first phase is to design a new shape of UWB planar
antenna. The second phase is to incorporate the designed antenna with a single spEBG element
to achieve the required frequency band-notched characteristic for the UWB applications. The
simulated results and the measured data elucidate that the spEBG element exhibit well-behaved
band stop characteristics required for UWB applications.

2. ANTENNA CONFIGURATION

The geometry of the proposed band-notched UWB antenna is illustrated in Figure 1. The antenna
is etched on FR-4 substrate of dimensions LSub×WSub = 20×56mm2 and a thickness h = 1.6 mm.
The relative permittivity of the substrate is εr = 4.2 and its loss tangent is tan(δ) = 0.01. The
substrate is partially backed by a ground plane with Lg = 10 mm. The patch has a dimension of
Lp = 6mm and Wp = 8 mm. The antenna is fed by a 50-microstrip line of width Wf = 3 mm, and
length Lf = 7mm printed on the top surface of the substrate. The feed gap (g) can be used to
adjust the impedance matching. The optimal chosen value of the gap width is 2mm.

After optimizing the shape and size of the UWB antenna, a single spEBG element is added
beneath the patch at the opposite side of the substrate The spEBG element consists of rectangular
metallic patch, identical to the radiating patch, loaded with a resonant U-shaped slot. The slot
dimensions are selected to optimize the band-rejection performance with a center frequency of
5.5GHz. The slot has a uniform width of 1 mm, the two vertical lengths are l1 = l2 = 5 mm and
the horizontal length is l3 = 7 mm. The slot is placed 0.5mm away from the edge of the spEBG
element.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1425

(a) (b)

(c) (d)

Figure 1: Geometry of the proposed band-notched UWB antenna. (a) Top-view, (b) side-view, (c) bottom-
view, (d) spEBG element.

Figure 2: Simulated return loss versus frequency of
the proposed antenna for different feed line length,
Lf with g = 2 mm, Lg = 10mm, Wf = 3 mm, Wp =
8mm, and Lp = 6 mm.

Figure 3: Simulated return loss versus frequency
of the proposed antenna for different value of the
ground plane length, Lg with g = 2 mm, Lf = 7mm,
Wf = 3mm, Wp = 8 mm, and Lp = 6 mm.

3. RESULTS AND DISCUSSIONS

A full wave analysis of the proposed antenna is obtained by using the ready-made software, Zeland
IE3D which is based on the method of moment (MoM) numerical technique. Parametric analysis
was adopted to optimize the proposed design. Figure 2 shows the effect of the feed line length, Lf

on the return loss, RL, as a function of frequency. Four different lengths were considered with the
same dimensions of g = 2 mm, Lg = 10 mm, Wf = 3 mm, Wp = 8 mm, and Lp = 6 mm. The length
Lf =7mm provided the widest bandwidth.

Variations of RL as a function of frequency for different values of ground plane length, Lg

are depicted in Figure 3. Four different lengths were investigated with the same dimensions of
g = 2 mm, Lf = 7 mm, Wf = 3mm, Wp = 8 mm, and Lp = 6 mm. It is observed that as Lg

increases, the antenna bandwidth extends to higher frequency ranges. The optimum value of Lg is
10mm.

The effect of the separation between the radiating patch and the ground plane, g on the perfor-
mance of the antenna was investigated. Results of the simulated RL as a function of frequency for
different values of g with Lg = 10 mm, Lf = 7 mm, Wf = 3mm, Wp = 8mm, and Lp = 6 mm, are
shown in Figure 4. It was found that, by increasing g the antenna shows a wider bandwidth, which
may be attributed to reduced coupling between the patch and the ground plane. The optimum
value of g is 2 mm at which the widest bandwidth is obtained. Moreover the dimensions of the
rectangular patch to maximize the bandwidth were obtained by a parametric analysis. Figure 5
shows the RL as a function of frequency for different patch width, Wp. The other parameters are
g = 2 mm, Lg = 10 mm, Lf = 7 mm, Wf = 3mm, and Lp = 6 mm. The Wp = 8 mm achieves the
widest bandwidth for an acceptable RL throughout the band. Finally, the behavior of the simulated
return loss with various values of Wg and with g = 2 mm, Lg = 10 mm, Lf = 7 mm, Wf = 3mm,
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Figure 4: Simulated return loss versus frequency for
different values of the feed gap (g) of the proposed
antenna. The results are obtained with Lg = 10 mm,
Lf = 7mm, Wf = 3 mm, Wp = 8 mm, and Lp =
6mm.

Figure 5: Simulated return loss versus frequency of
the proposed antenna for different patch widths, Wp.
The other parameters are g = 2 mm, Lg = 10 mm,
Lf = 7 mm, Wf = 3 mm, and Lp = 6 mm.

Figure 6: Simulated return loss versus frequency
of the proposed antenna for different ground plane
widths, Wg with g = 2mm, Lg = 10 mm, Lf =
7mm, Wf = 3mm, Wp = 8 mm, and Lp = 6mm.

Figure 7: Effect of the total length of the slot lt on
the VSWR of proposed antenna with spEBG ele-
ment.

Wp = 8 mm, and Lp = 6 mm is illustrated in Figure 6. It was observed that the proposed antenna
is sensitive to the width of the ground plane. As the lower limit of operational frequency band
increases the Wg increases, and thus the bandwidth of the antenna increases. The optimum value
of Wg was found to be 56mm, beyond which the effect is negligible.

By varying the parameters of the spEBG element, the frequency notch is controlled. It is
observed that by adjusting the position of the slot and selecting the length of the spEBG element
of about one-half of the wavelength of the center frequency of the desired rejected band, destructive
interference is maximized at that frequency which causes the antenna to be non-responsive. The
notched frequency fr can be empirically approximated by [6]:

fr ≈ c

2lt

√
εr+1

2

(1)

where lt is the total length of the U-shaped slot and c is the speed of light. Figure 7 shows the
simulated VSWR of the proposed UWB antenna with the spEBG element for different values of lt.
As shown in the figure by increasing lt, the notch frequency is shifted towards lower frequencies. To
achieve frequency rejection from 5.29 to 5.96 GHz, the slot was chosen to be of total length 17 mm
and width 1 mm.

The antenna is fabricated using photolithographic technique and illustrated in Figure 8. The
RL behavior as a function of frequency is measured for the fabricated antenna with the spEBG
element. Figure 9 shows the simulated results and the measured data of the RL. It is apparent that
the proposed antenna with spEBG element covers the frequency band from 3.7 to 11.4 GHz with a
sharp band rejection from 5.29 to 5.96 GHz. The measured data shows fairly good agreement with
the simulated results.

For further insight of the band-notch property, the excited surface current distribution of the
antenna at the center-rejected frequency 5.745 GHz and at a frequency 9.765GHz which is out of
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(a)

(b)

Figure 8: Photograph of the fabricated antenna. (a)
Top-view, (b) bottom-view.

Figure 9: Simulated and measured return losses ver-
sus frequency of the proposed UWB antenna with
and without spEBG element.

Top-view                           Bottom-view        Top-view                            Bottom-view        

(a) (b)

Figure 10: Simulated surface current distribution of the proposed antenna at the top and bottom view for,
(a) center-rejected frequency of 5.745 GHz, (b) out of rejected-band of 9.765GHz.

(a)                    (b)

Figure 11: Simulated radiation patterns of Eθ and Eϕ in the yz and xz planes of the proposed band-notched
UWB antenna at 5.745GHz: (a) with spEBG element, (b) without spEBG element.

the rejected band are illustrated in Figures 10(a) and 10(b), respectively. Figure 10(a) shows that
the spEBG element blocked the propagation of surface current at the band stop frequency due to
its high impedance property. Large surface current distribution is observed on the edges of spEBG
element along the strip around the slots. The current at the frequency of 9.765 GHz which is out
of the stop band is distributed along the radiating patch and along the spEBG element as well.
Figure 10 illustrates different diffusion of the current distribution which is sensitive to the frequency
of operation.

Figure 11 shows the simulated far-field radiation patterns of Eθ and Eϕ in the yz and xz planes
for the proposed antenna with and without spEBG element at the frequency 5.745GHz. Nearly
omnidirectional patterns are observed in the yz plane (E-plane). The patterns in the xz plane
(H-plane) are similar to bidirectional. The radiating signal operating in the frequency band gap of
the antenna with the spEBG element is suppressed which reduce the antenna gain and radiation
efficiency than those of the antenna without the spEBG element. Simulated results of the antenna
peak gain and radiation efficiency versus frequencies are shown in Figure 12. The gain varies from
−3.18 dBi to 5.55 dBi over the operating frequency range of 3.1–10.6 GHz while at the notched
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Figure 12: Simulated peak gain and radiation efficiency versus frequency of the proposed band-notched UWB
antenna.

band, the antenna gain sharply reduced to nearly −7.5 dBi due to the frequency rejection property.
Also, the radiation efficiency is larger than 90% overall the whole frequency band excluding the
rejected band.

4. CONCLUSION

A novel design of a compact planar antenna with a frequency band-notched characteristic for
UWB applications is proposed and investigated. The design depends on adding a single spEBG
element, on the opposite side of the substrate under the radiating patch. The designed antenna
satisfies the voltage standing wave ratio (VSWR) requirement that is less than 2.0 in the frequency
band between 3.7 and 11.4GHz, and shows band rejection properties in the frequency band from
5.29 to 5.96 GHz. This rejected frequency band depends on the dimension and location of the
spEBG element. In this research the rejected frequency band is required to avoid interference
with the existing HIPERLAN/2 and WLAN communication systems, which operate at this range
of frequencies. The proposed antenna has a simple-shape and provides a good radiation pattern,
relatively flat gain, and high efficiency over the entire frequency band excluding the rejected band.
The antenna is fabricated and the return loss versus frequency is measured The measured data
show good agreement with those obtained by simulations.
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Abstract— A novel design of a proximity-fed annular slot antenna for UWB operation is pre-
sented. Different techniques are used to introduce a band rejection to the operated frequency
band of the proposed prototype antenna. The antenna consists of a circular radiating patch
placed non-concentrically inside a circular ground plane aperture. The patch is proximity-fed
by a microstrip line on the other side of the substrate. This configuration provides an UWB
performance in the frequency range of 2.85 to 7.95 GHz with relatively stable radiation param-
eters. Three different techniques to construct a resonant circuit are investigated to achieve the
band-notch property in the 5.0–6.0GHz band corresponding to the existing WLAN and HIPER-
LAN/2 networks. In the first technique, a single complementary split ring resonator (CSRR) and
in the second technique, a complementary spiral loop resonator (CSLR) is etched off the circular
patch. Whereas, in the third technique, a U-shaped slot is etched off the microstrip line. These
resonators provide the band-notch property without degrading the UWB performance of the pro-
totype antenna. Furthermore, the band-notched resonance frequency and the bandwidth can be
easily controlled by adjusting the dimensions of the slots. The proposed antenna is simulated,
using Zeland IE3D. The prototype antenna is fabricated and the measured data of the return
loss versus frequency show very good agreement with the simulated results. The performance of
the antenna is analyzed using parametric study to investigate the tuning effects of the resonator
parameters on the impedance matching. The proposed antenna has a simple shape and provides
almost omnidirectional field patterns, relatively flat gain and high radiation efficiency over the
entire operated UWB frequency band excluding the rejected band. Satisfactory antenna perfor-
mance with a simple structure and small size makes the proposed proximity-feed antenna a good
candidate for UWB.

1. INTRODUCTION

Since the Federal Communications Commission (FCC) in USA released the unlicensed commercial
use of ultra-wide band (UWB) radio system (3.1–10.6 GHz) in 2002, various types of planar UWB
antennas with band-notch property has been proposed and developed for wireless communication
systems Such types of antennas are important to maintain the coexistence of the narrow band
services such as WLAN in USA (5.15–5.35GHz, 5.725–5.825 GHz) and HIPERLAN/2 in Europe
(5.15–5.35GHz, 5.47–5.725 GHz) [1]. The most often used methods to design planar UWB antennas
with band-notch property are etching different shapes of slots on the patch or on the ground plane
of the antennas [2–4]. Other methods include adding parasitic elements or using folded strips to
the antennas [5]. Recently, several research groups have attempted to reject certain frequency
bands using the metamaterial resonators such as the split ring resonator (SRR), or its negative
image which is the complementary split ring resonator (CSRR) [6, 7], and the spiral loop resonator
(SLR) [8].

Most of the available researches in the literature focused on designing planar band-notched UWB
antennas with microstrip line-feed technique. In this work, a different feeding technique which is
the proximity-feed is adopted. Moreover, new techniques are applied to acquire the band-notch
property, in which a circular patch is placed non-concentrically in a ground plane aperture (GPA),
with a microstrip line on the other side of the substrate. The band-notch property is obtained
by using three different techniques. The first technique uses a single complementary split ring
resonator (CSRR) etched off the circular patch. In the second technique, a complementary spiral
loop resonator (CSLR) is etched off the circular patch. In the third technique, a U-shaped slot is
etched off the microstrip line. The main idea of these techniques is to adjust the resonant frequency
of the etched slots with the required rejected band, to provide the band-notch property over the
desired frequency range. The proposed prototype antenna is fabricated. Simulated results and
measured data are presented.



1430 PIERS Proceedings, Suzhou, China, September 12–16, 2011

2. DESIGN PROCESS

A parametric study of the proposed antenna is carried out to optimize the design of the antenna
using the commercially available Zeland IE3D software that is based on method of moments (MoM).
Based on several parametric studies, the optimized UWB prototype antenna is designed with the
following dimensions: A circular radiating patch of radius r = 6.0mm is placed non-concentrically
inside a circular slot of radius R = 12.0 mm etched off the ground plane This circular slot represents
a ground plane aperture (GPA). The distance between the lower edge of the circular patch and the
lower edge of the circular slot is 1.0mm. The circular patch is excited using a 50 Ω proximity-feed
microstrip line placed on the other side of the substrate, with width wf = 3.0mm and length
lf = 11.5 mm as illustrated in Figures 1(a) and 1(b). The antenna is etched on a 30× 30 mm2 FR4
substrate with relative permittivity of 4.7 of a loss tangent tan δ = 0.02 and a thickness h = 1.5 mm.

In order to obtain the band-notch property either one of three methods are implemented, one
uses a single CSRR (Figure 1(c)), the other uses a CSLR (Figure 1(d)) which are etched off the
circular patch, and a third method is implementing a U-shaped slot etched off the microstrip
feed-line (Figure 1(e)).

The external radius of the single CSRR element is rext = 3.0mm, its gap is g = 1.5 mm. The
ring is of uniform width 0.5 mm. The unit cell of the CSLR element has the following dimensions:
the outer length L = 3.2mm, spiral loop line width w = 0.4mm, and the other dimensions are
c = 0.4mm, d = 1.2mm. The three sides of the U-shaped slot are L1, L2, and L3. These lengths
are optimized to control the band-notch performance. The U-shaped slot is of a uniform width
0.25mm and of dimensions of L1 = L2 = 7.5mm, and L3 = 1.5mm.

(a) (e)(d)(c)(b)

Figure 1: Geometry of the proposed band-notched UWB antenna. (a) Top view. (b) Bottom view. (c) Single
CSRR etched off the circular patch. (d) CSLR unit cell. (e) Microstrip-feed line integrated with U-shaped
slot.

(a) (b)

Figure 2: Photograph of the proposed prototype
UWB antenna. (a) Top-view. (b) Bottom-view.

Figure 3: Simulated and measured return loss versus
frequency of the proposed prototype UWB antenna.
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3. RESULTS AND DISCUSSIONS

The proposed prototype antenna is simulated using IE3D software and also is fabricated using
photolithographic technique as shown in Figure 2. The fabricated antenna was tested using vector
network analyzer (HP8719) for the proposed UWB. Figure 3 illustrates the simulated results and
measured data of the return loss as a function of frequencies. The simulation results show an
impedance bandwidth from 2.85GHz to 7.95GHz whereas the measured data show a less band-
width, in spite of the resemblance of the two curves. This minor discrepancy may be attributed
to fabrication tolerance, and to the spatial closeness of the connector to the radiating slot and the
patch.

Dimensions adjustment of the resonator slots can give the proposed antenna appropriate UWB
performance and band notching suitable to avoid interference with the WLAN and HIBERLAN/2
services. Figure 4 and Figure 5 show the effect of a single split ring resonator placed on the antenna
to control the band notching and bandwidth characteristics of the antenna. It is observed that,
when the split ring external radius, rext decreases the center frequency of the band notch increases
until it vanishes (rext = 2.5mm). On the other hand, the band notch location can be adjusted
by tuning the split ring gap, g. For the split ring external radius rext = 3.0mm and g = 1.5mm

Figure 4: Simulated return loss versus frequency
of the proposed antenna integrated with a single
CSRR with w = 0.5mm, g = 1.5mm, r = 6.0mm,
R = 12.0 mm, wf = 3.0mm, and lf = 11.5mm,
for different values of rext.

Figure 5: Simulated return loss versus frequency of
the proposed antenna integrated with a single CSRR
with rext = 3.0 mm, w = 0.5mm, r = 6.0 mm,
R = 12.0mm, wf = 3.0mm, and lf = 11.5mm, for
different values of g.

Figure 6: Simulated return loss versus frequency of
the proposed antenna integrated with CSLR with
w = c = 0.4mm, d = 1.2mm, r = 6.0mm,
R = 12.0mm, wf = 3.0mm, and lf = 11.5mm,
for different values of the spiral loop length L.

Figure 7: Simulated return loss versus frequency of
the proposed antenna proximity-fed of a microstrip
line integrated with a U-shaped slot with wf =
3.0mm, lf = 11.5mm, r = 6.0mm, and R =
12.0mm, for different values of the slot lengths L1,
L2, L3.
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with keeping the other parameters unvaried, the antenna can cover the bandwidth from 2.83 GHz
to 7.72 GHz with notched frequency band from 5.06GHz to 5.65 GHz.

Etching a CSLR off the patch is the second proposed method to get a band-notch in the operated
frequency band. The dimensions of the CSLR element are: L = 3.2mm, w = 0.4mm, c = 0.4 mm,
and d = 1.2mm. Figure 6 shows the effect of the variation of L on the return loss. The results show
that as L decreases the center frequency of the band notch increases. By adjusting the dimensions
to be L = 3.2mm, w = 0.4 mm, c = 0.4mm, and d = 1.2mm a bandwidth from 2.86 GHz to
8.19GHz with band rejection from 5.16 GHz to 5.59 GHz is obtained.

To achieve a well defined band-notch a third alternative technique can be used in which a U-
shaped slot is integrated on the microstrip feed-line as shown in Figure 1(e). The three lengths of
the slot L1, L2, and L3, are used to optimize the band-notch performance. Results of the simulated
return loss of the proposed antenna using this technique are shown in Figure 7. The results illustrate
that when the total length of the U-shaped slot decreases the central frequency of the band notch
increases. The optimal dimensions of the U-shaped slot are L1 = L2 = 7.5 mm and L3 = 1.5mm
with a uniform width 0.25 mm. This optimal design gives a bandwidth from 2.86 to 8.48 GHz with
a sharp band rejection from 5.26 to 5.61GHz. When the length of the U-shaped slot is a one third
of the wavelength of the notch center frequency, a destructive interference occurs. This causes the
antenna to be none-responsive at that frequency. Hence a narrow frequency band can be filtered
out while maintaining good matching over the rest of the UWB frequency band.

The effect of the resonating slots on the return loss of the proposed antenna is investigated.
Figure 8 shows the simulated return loss for the proposed UWB antenna as a function of frequency
with and without the resonator slots. Each of the three techniques CSRR, CSLR, and U-shaped
slots as illustrated earlier are used. It is noticed from the figure that a good impedance matching
over the UWB can be achieved. For example the proposed antenna with a proximity-fed microstrip
line integrated with U-shaped slot has a wider impedance bandwidth with a suitable band rejection
of a central frequency at 5.5 GHz. The frequency response of the band-notched can be easily tuned
by adjusting the dimensions of the slots.

The simulated peak gain versus frequency of the proposed antenna using each of the three
techniques CSRR, CSLR, and U-shaped slots, is shown in Figure 9. The illustrated results reveal
that the antenna gain varies from 3.05 dBi to 5.86 dBi over the operating frequency range within
the UWB, almost the same as that of the prototype antenna. At the notched band, the antenna
gain sharply reduced to about −2.9 dBi. The maximum gain of the proposed antenna is 5.86 dBi
at frequency 7.88 GHz. The radiation efficiency is almost 90% excluding the rejected band.

The radiation characteristics of the proposed antenna are also investigated. Figure 10 illustrates
the simulated results of the far-field radiation patterns of Eθ and Eϕ in the yz and xz planes at
6.0GHz. The proposed antenna is characterized by omnidirectional patterns in the yz plane (E-
plane), while it is a quasi-omnidirectional pattern in the xz plane (H-plane). Also the figure shows
that the cross-polarized signal level is higher than the co-polarized signal level in some directions.
It is obvious from the results that the radiation patterns are acceptable over the UWB bandwidth.
Simulated results, not shown, showed that the radiation patterns of the proposed antenna with any

Figure 8: Simulated return loss versus frequency of
the proposed prototype antenna with and without the
resonating slots.

Figure 9: Simulated peak gain versus frequency of
the proposed antenna with and without the res-
onating slots.
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(a) (b)

Figure 10: Simulated radiation patterns of Eθ and Eϕ for the prototype antenna at 6.0 GHz. (a) yz plane,
(b) xz plane.

of the three different resonating techniques are almost the same as those of the prototype antenna,
whereas a little deviation was observed in the cross polarization in the xz -plane.

4. CONCLUSION

A novel ultra-wideband antenna with band-notch property was proposed. Matching between the
circular radiator patch and the 50 ohm microstrip line is done through a proximity-feed technique.
Three different techniques to introduce a band-notch were presented. The techniques are incor-
porating CSRR, CSLR and U-shaped slot in the design. The effect of adding these slots on the
performance of the antenna is demonstrated. The designed antenna satisfies a 10 dB return loss
requirement in the frequency band from 2.86 over to 8.48 GHz, with band-notch at 5.5GHz fre-
quency band. This band notch is corresponding to the WLAN and HIBERLAN/2 services. The
prototype antenna is fabricated and the measured data of the return loss showed a good agreement
with the simulated results. The proposed antenna featured suitable radiation patterns with good
gain flatness over the UWB frequency band excluding the rejection band. Satisfactory antenna
performance with a simple structure and small size makes the proposed proximity-feed antenna a
good candidate for UWB applications.
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Abstract— The array antennas exhibit flexibility in the design of radiation patterns. Con-
ventionally, they are designed by controlling amplitude levels, phase levels space distribution of
elements. In practice, for pre designed radiating elements in the array, one of the above pa-
rameters is considered for the design keeping the others fixed. However, in the present work the
method of thinning is used to reduce side lobes without disturbing null to null beam width. When
the elements of the array are uniformly excited, the first sidelobe level is found to be −13.5 dB.
It is of interest here to reduce them considerably from the conventional level. The methodology
involves the application of genetic algorithm to blind the required radiating elements in such a
way the resultant pattern is optimized.

1. INTRODUCTION

Antenna array is formed by assembling of radiating elements in an electrical or geometrical con-
figuration. Total field of the antenna array is found by vector addition of the fields radiated by
each individual element [1]. In an array of identical elements, five controls that can be used to
shape the overall pattern of the antenna are geometrical configuration of the overall array, relative
displacement between elements, excitation amplitude of individual elements, excitation phase of
individual elements, and relative pattern of the individual elements [2]. Thinning an array means
turning off some elements in a uniformly spaced or periodic array to create a desired amplitude
density across the aperture. Thinning an array to produce low sidelobes is much simpler than more
general problem of non uniform spacing the elements [3]. Low sidelobe antenna arrays are becom-
ing an increasingly important component of high performance electronic systems, particularly those
operating in heavy clutter and jamming environments [4]. In the problem of large array thinning,
the number of all possible combinations is large and it is 2N where N is number of elements. Hence
checking every possible combination to find the optimum one is nearly impossible. One needs a
faster and more reliable method to find the optimum solution [5]. No deterministic method can
be found for array thinning; instead there are probabilistic methods which focus on density of on
elements in different parts of array and its effect on far field pattern. Also non gradient based
optimization method, GA is referred to as one of the efficient methods which is capable of handling
complex problems with many independent variables [6, 7].

The objective of this paper is to find a configuration for a thinned array which has a relative
sidelobe level as low as possible and without enhancing the null to null beam width (NNBW)
considerably.

2. GENETIC ALGORITHM

A Genetic algorithm offers an alternative to traditional search algorithms. It is a global optimization
algorithm inspired by the well known biological processes of genetics and evolution. A combination
of genetics and evolution is analogous to numerical optimization in that they both seek to find a
good result within constraints on the variables. Input to an objective function is a chromosome.
The output of the objective function is known as fitness. Each chromosome consists of genes or
individual variables. A group of chromosomes is known as a population.

Genetic algorithms differ from most optimization methods, because it has the following charac-
teristics [8].

1. It works with a coding of the parameters, not the parameters themselves.
2. It searches from many points instead of a single point.
3. It doesn’t use derivatives.
4. It uses random transition rules, not deterministic rules.
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GA (Genetic Algorithm) composed of three operators: Reproduction, Cross over and Mutation.
Reproduction is the process in which the genetic information of an existing individual string is
copied into the new population according to its fitness. After reproduction, the cross over operator
creates two new individuals from two existing ones by genetic recombination. The mutation oper-
ator plays a key role in GAs, since it permits the creation of a new individual from an existing one
by randomly one or more characters in a randomly chosen individual [9].

3. ARRAY THINNING AND GA

The radiating elements in the array of present interest are considered to be point sources spaced
d = λ/2 apart. A symmetric linear array is shown in Fig. 2. Mathematically, the array factor of a
2N element array is given by [10].

E (θ) = 2
N∑

n=1

Anejϕn cos [k (n− 0.5) d (cos θ − cos θ0)] (1)

Here,
k = wave number, 2π/λ, λ = wave length.
θ = the angle measured from the axis of the array, θ0 = steering angle.
(An, ϕn) = excitation of current for the nth element on either side of the array.
An = 1 or 0 for thinned arrays, ϕn = 0.
d = spacing between the elements of the array.
The fitness function associated with this array is the maximum SLL of its associated far field

pattern to be minimized. The general form of the fitness function is given by

Fitness = max (20 log10 (|E (θ)|)/(max |E (θ0)|)) (2)

Figure 1: Geometry of 2N element symmetric linear array placed along the x-axis.
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Figure 2: Radiation pattern of 20 elements linear array.
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max |E(θ)| = |E(θ0)| − π/2 ≤ θ ≤ π/2, θ 6= 0◦

4. RESULTS

Results for optimizing the relative sidelobe level of a linear array of 20, 50, 100 elements are
presented below. Fig. 2 shows the radiation pattern of an array of 20 point sources after 50
iterations. The maximum relative sidelobe level is −34.26 dB. The thinned configuration of half of
the array is shown in Fig. 3. Remaining array excitation levels are just mirror image of the right
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Figure 3: Thinned configuration of 20 elements linear array.

R
a
d
ia

ti
o
n
 P

a
tt

e
rn

u

Figure 4: Radiation pattern of 50 elements linear array.
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Figure 5: Thinned configration of the 50 element linear array.
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Figure 6: Radiation pattern of 100 element linear array.
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Figure 7: Thinned configuration of the 100 element linear array.

side because of the symmetry. Computations are carried out to obtain the patterns of the array
when the elements of the array are 50. The corresponding Radiation pattern is shown in Fig. 4.
The relative side lobe level observed is −38.79 dB. The excitation levels are plotted in Fig. 6. The
procedure is repeated for 100 array elements. The obtained radiation pattern is shown in Fig. 7.
The side lobe level is 37.24 dB. The excitation levels are plotted in Fig. 8. In all the cases, the
beam width calculated is same as for a uniform array.

5. CONCLUSION

The thinned arrays provide cost effective solution compared to the uniform arrays. The application
of genetic algorithm for optimization of radiation pattern characteristics of arrays is found to be
very useful. The side lobe level is reduced from −13.5 dB to about −35 dB. The algorithm is found
to be accurate and fast and the patterns are converged after 50 iterations. It is also evident from
the results that the beam width of the main beam remains unaltered while reducing the first side
lobe level. It is also possible to extend the algorithm to optimize the other parameters of the arrays.
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Abstract— In this paper we first proposed the concepts of the correlated spectra/non-correlated
spectra and discussed the correlation effect between molecules on the light scattering/absorption
of the molecule. Furthermore, we also explored the potential application of this correlation effect
in photo chemistry and related fields.

1. INTRODUCTION

In this paper, we will consider the situation where the light source and light scattering/absorption
centre is correlated (Fig. 1) and study this correlation effect on the light scattering/absorption of
molecule [1–8].

2. THEORY

2.1. Molecular Interaction System

In most cases, we have to consider the interaction among the molecules (Fig. 1). In this case, the
wave function of molecule A becomes

ψA = ψ
(0)
A +

∑

i 6=n

H
′
in

E0
n − E0

i

ψ0
i (1)

En = E0
n + H

′
nn (2)

In practice, we can set

H
′
nn ≈ Vab (3)

Figure 1: The illustration of the relations among the independent light source, correlated light source,
molecule A and molecule B in the system.
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where Vab = V
C,C
ab + V

C,µ
ab + V

µ,Q
ab + V

µ,µ
ab + V

µ,Q
ab + V

Q,Q
ab , in which each term represented different

molecular interactions [9–12].

Ck(t) =
H”

kl

i}

t∫

−∞
eiωklt

′
f(t

′
)dt

′

=
1
i}

〈
ψ0

Ak +
∑

i 6=k

H
′
ik

E0
k − E0

i

ψ0
i




∣∣∣H”(r)
∣∣∣

ψ0

Al +
∑

i6=l

H0
il

E0
l − E0

i

ψ0
i




〉 t∫

−∞
eiωklt

′
f(t

′
)dt

′

=
1
i}

(H1 + H2 + H3 + H4) (4)

where

H1 =
1
i}

〈
ψ0

Ak

∣∣∣H”(r)
∣∣∣ψ0

Al

〉 t∫

−∞
eiωklt

′
f(t

′
)dt (5)

H2 =
1
i}

〈
ψ0

Ak

∣∣∣H”(r)
∣∣∣
∑

i 6=l

H
′
il

E0
l − E0

i

ψ0
i

〉 t∫

−∞
eiωklt

′
f(t

′
)dt (6)

H3 =
1
i}

〈∑

i6=k

H0
ik

E0
k − E0

i

ψ0
i

∣∣∣H”(r)
∣∣∣ ψ0

Al

〉 t∫

−∞
eiωklt

′
f(t

′
)dt (7)

H4 =
1
i}

〈∑

i6=k

H0
ik

E0
k − E0

i

ψ0
i

∣∣∣H”(r)
∣∣∣
∑

i6=l

H0
il

E0
l −E0

i

ψ0
i

〉 t∫

−∞
eiωklt

′
f(t

′
)dt (8)

Comparing with the expressions of free molecule [8], the H2, H3 and H4 come from contribution of
the molecular interaction to the scattering/absorption probability of molecule A.
2.2. Correlated System
In this section, we would like to consider the system in which not only the molecular interaction
was taken into account but also the correlation between the light source (molecule A, see Fig. 1)
and scattering/absorption centre (molecule B, see Fig. 1) is included [13–19].

In this case,
ψ0

aa = ψ0
A + Kψ0

B (9)

where K = 2N
∫

ψ0
Aψ0

Bdτ , N is the number of molecules around the molecule A.
Considering the molecular interaction contribution,

ψaa = ψ0
aa +

∑

i 6=n

Hin

E0
n − E0

i

ψ0
i = ψ0

A + Kψ0
B +

∑

i 6=n

Hin

E0
n − E0

i

ψ0
i (10)

Similarly, we can get

i}
dCk

dt
= λ

∑
m





ψ0

aak +
∑

i6=k

Hik

E0
k −E0

i

ψ0
aai




∣∣∣H ′
(r, t)

∣∣∣

ψ0

aal +
∑

i 6=l

Hil

E0
l − E0

i

ψ0
aai





Cm

= λ
∑
m

(
ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣ ψ0
Al

)
Cm

+λ
∑
m

(
ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣Kψ0
Bl

)
Cm

+λ
∑
m


ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣
∑

i6=l

Hil

E0
l −E0

i

ψ0
i


Cm
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+λ
∑
m

(
Kψ0

Bl

∣∣∣H ′
(r, t)

∣∣∣ ψ0
Al

)
Cm

+λ
∑
m

(
Kψ0

Bk

∣∣∣H ′
(r, t)

∣∣∣ Kψ0
Bl

)
Cm

+λ
∑
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Kψ0
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∣∣∣H ′
(r, t)

∣∣∣
∑
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Hil
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i


Cm
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i
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∑
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∑
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Hik

E0
k −E0

i

ψ0
i

∣∣∣H ′
(r, t)

∣∣∣
∑

i6=l

Hil

E0
l − E0

i

ψ0
i


Cm (11)

that is,
Ck = H1 + H2 + H3 + H4 + H5 + H6 + H7 + H8 + H9 (12)

where

H1 =
1
i}

〈
ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣ψ0
Al

〉
(13)

H2 =
1
i}

〈
ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣Kψ0
Bl

〉
(14)

H3 =
1
i}

〈
ψ0

Ak

∣∣∣H ′
(r, t)

∣∣∣
∑

i6=l

Hil

E0
l − E0

i

ψ0
i

〉
(15)

H4 =
1
i}

〈
Kψ0

Bk

∣∣∣H ′
(r, t)

∣∣∣ψ0
Al

〉
(16)

H5 =
1
i}

〈
Kψ0

Bk

∣∣∣H ′
(r, t)

∣∣∣Kψ0
Bl

〉
(17)

H6 =
1
i}

〈
Kψ0

Bk

∣∣∣H ′
(r, t)

∣∣∣
∑

i6=l

Hil

E0
l − E0

i

ψ0
i

〉
(18)

H7 =
1
i}

〈∑

i6=k

Hik

E0
k − E0

i

ψ0
i

∣∣∣H ′
(r, t)

∣∣∣ψ0
Al

〉
(19)

H8 =
1
i}

〈∑

i6=k

Hik

E0
k − E0

i

ψ0
i

∣∣∣H ′
(r, t)

∣∣∣Kψ0
Bl

〉
(20)

H9 =
1
i}

〈∑

i6=k

Hik

E0
k − E0

i

ψ0
i

∣∣∣H ′
(r, t)

∣∣∣
∑

i6=l

Hil

E0
l −E0

i

ψ0
i

〉
(21)

Comparing with the free molecule and the system in which only the molecular interaction was
included, we know that the H2, H4, H5, H6 and H8 can be taken as the contribution mainly from
the correlation effect between the molecule as the light source and the molecule as the light scat-
tering/absorption centre to the light scattering/absorption probability of molecule A, whereas the
H3, H7 and H9 are the contribution mainly from the molecular interaction to the light scatter-
ing/absorption of the molecule A. In the same way, we can get the expression of Ck for molecule
B.
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Figure 2: The illustration of the movement of molecule A and B in the processes of light emmis-
sion/absorption.

Figure 3: The illustration of the experimental scheme for the correlated and noncorrelated spectra.

For the correlated system, the scattering/absorption of molecule A gets the contribution from
the molecule B by perturbation.

For the correlated spectra, the enhancement in absorption of molecule is easier to be observed
than that in scattering of molecule, the reason is the scattering light is distributed in all direc-
tions, therefore, this distribution will reduce the intensity of the scattering light observed in the
experiment.

3. FINAL REMARK

In this paper we discussed the correlation system and how the light scattering/absorption prob-
ability can be enhanced from the correlation effect. Even though we only include the first order
correction based on the perturbation theory in our discussion, the researchers can include higher
than first order correction following the same procedure. From the correlated spectra and non-
correlated spectra, we can get the detail information about the molecular structure and molecular
interaction.
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Self-field Theory, General Relativity and Quantum Theory
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Abstract— There are theoretical similarities between general relativity (GR) and quantum
field theory (QFT). Among the most fundamental are that both are based on 2nd order wave
equations and their associated potential theories and gauge considerations. In comparison SFT
is based on the 1st order Maxwellian with its field variables that have a much reduced emphasis
on gauge. Both GR and QFT are based around single particle analyses rather than the mutual
effects that couple particles together studied in SFT. Finally both GR and quantum theory
employ a metric that in the view of SFT serves to accommodate the over constraint of the basic
equations. In both cases this is linked to a theoretical requirement for a zero-mass photon.
Thus both quantum theory and GR depend upon a zero mass photon and hence from the point
of view of SFT both quantum theory and GR are theoretical approximations. For quantum
theory zero mass springs from the earliest observations of beta decay and again when a negligible
rest mass of the photon could hardly be compared with the seemingly endless radiation from
within the nucleus of the bombs dropped on Hiroshima and Nagasaki in 1945. The cosmological
principle that had its genesis in the Vatican’s unscientific and dogmatic dealings with Galileo
was a way to avoid having any universal centre of gravity thus making the same mistake again.
Nevertheless it is only an approximation in the light of SFT where it is seen that non-homogeneity
and anisotropy are both present in the gravitational structure itself where space is divided into
different gravitational regions. This structure depends on the composite nature and non-zero
mass of the photon. The space within the Universe cannot be thought of as the surface of an
expanding balloon other than as a theoretical approximation that holds for GR. It is known that
at smaller than cosmological domains the cosmological principle does not hold for instance for
any possible surviving location of the Big Bang. We may think of a biological tissue such as liver
where the dielectric constant is averaged over the microstructure such as biological cells. While
such an approximation is useful for numerical estimation it cannot be assumed to hold in any
fine detail across smaller domains; this holds for both a homogenous isotropic model of liver and
of the Cosmos.

1. INTRODUCTION

Quantum field theory (QFT) derived around 1927 and general relativity (GR) around 1915 provided
two different methods of applying relativity to physical problems. Dirac factorized the Klein-Gordon
wave equation. In this form a particle of mass m has spin that is related to relativity.

[
∇2 +

m2c2

~2

]
ψ(r) = 0 (1a)

(γµ∂µ + im) (γµ∂µ − im) ψ = 0 (1b)

On the other hand relativistic motion is introduced in special relativity (SR) and GR via a metric
which applies to the whole space-time rather than any particular particle. For SR the metric is that
of Minkowski space. In this particular form the space is a ‘flat’ metric. Moreover, the properties of
space-time are invariant and thus the speed of light is considered constant throughout space-time.
Of further note space-time is symmetric and bilinear.

− (e0)2 = (e1)2 = (e2)2 = (e3)2 = 1 (2a)
〈eµ, eµ〉 = ηµν (2b)

η =



−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 . (2c)

General relativity applies a more general metric of curvilinear space-time to a wave equation con-
taining second order derivatives amongst other terms called the Einstein field equations where Rab

is Ricci tensor, gab is the symmetric bilinear metric of space-time, and Tab is the energy-momentum
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Figure 1: Plot of the bispinorial motion of a particle, e.g., electron, in hydrogen atom.

tensor. The proportionality constant is given as κ = 8πG/c4, with G the gravitational constant
and c the speed of light.

Rab − 1
2
Rgab = κTab (3a)

〈gµ, gν〉 = gµν (3b)

As an example we take the special case applying to a spherically symmetric body such as a planet
or a black hole, where the coordinates are (ct, r, θ, φ). The Schwarzschild metric can be written as

gab =




(
1− 2GM

rc2

)
0 0 0

0 − (
1− 2GM

rc2

)−1 0 0
0 0 −r2 0
0 0 0 −r2 sin2 θ


 . (4)

In SFT each particle performs a bispinorial relativistic motion where in (5) each spinor refers to a
centre of motion; an orbital centre of motion and a cyclotron motion both of which rotate. This
gives a coupled spherical coordinate system (see Fig. 1). What must be realised is that at the atomic
level the total separation is not a distance but two distances orthogonal to each other, a bilinear
form similar to GR. Hence the assumption that these distances can be combined as Pythagorean
distances is incorrect. They form an eigensolution to the problem for example the electron inside
an atom. Moreover the space-time and speed of light can be inhomogeneous inside the one problem
and solved, e.g., via finite differences

r (ro, ωo, rc, ωc) = roe
jωot + rce

jωct (5)

There is an intimate relationship between Heisenberg’s uncertainty principle and the equations of
SFT which are not wave equations but the first order Maxwellian system comprising four Maxwell
equations and the Lorentz equation. Instead of a single HUP inequality equation, there are two ex-
act SFT equations. HUP is applied as commutation relationships in QFT. Moreover the Maxwellian
is 1st order in comparison with the wave equations which are 2nd order. In terms of solution meth-
ods the 2nd order equations require integral equation methods whereas the 1st order Maxwellian
requires differential methods; in fact there is an analytic solution to the Maxwellian greatly miti-
gating the computational work load compared with the integral equation methods associated with
both GR and QFT.

2. CONSTRAINED EQUATIONS AND OVER-CONSTRAINED EQUATIONS

What is at issue from the point of view of SFT is an over-constrained model of the photon as
a point source. This introduces uncertainty and the probabilistic nature of quantum theory. In
addition the higher the order of the mathematics the more complex it becomes. This applies
especially to differential forms of equations. So the question boils down to whether to use the EM
wave equations or the first order ML equations as the basis of the mathematics. For instance many
queries concern either gauge or symmetry. There is no such thing as a gauge theory in SFT because
of the simplistic way gauge applies within SFT; further there are no vector and scalar potentials
in SFT only the E- and H-fields. Again symmetry is achieved in a different way in SFT compared
with QFT. Hence the issue of a non zero-mass photon is also answered in a mathematically different
fashion to the symmetry-breaking presence of non zero mass fields within QFT. Finally relativity is
inherent in the bispinorial form of mathematics and provides a novel way to incorporate relativity
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within quantum theory. This also changes the way we view relativity to be physically palatable.
Relativity’s warping of space-time is intuitively digestible when it includes the hidden time and
distance of internal photon motions.

Self-field theory provides a new way of viewing relativity. The internal and external motions
of the photon help explain in a physically intuitive way how space is not actually warped but
the vision our eyes see at relativistic speeds is warped. As Einstein knew, seeing is not always
believing; straight lines could be curvilinear. In regards the general theory of relativity, Einstein’s
GR assumes a single form of gravitation acting across the entire Universe. To an approximation this
is true but the actual situation is otherwise. SFT implies three main modifications to cosmological
models based on GR as it currently stands: (1) Like CEM and its failure early in the 20th century
to solve the atom, and quantum theory’s lack of magnetic currents there is a lack of any stable
solution due to the failure of models to examine mutual effects between masses. (2) The Universe
contains more than one type of gravitation; a trispinorial form applies to galaxies, a 4-spinorial form
may apply to super clusters, and maybe another form perhaps a 5-spinor applies to the Universe
itself. The overall structure of the Universe is therefore not homogeneous or isotropic as assumed
by GR. (3) Another important modification relates to the photon’s non-zero mass and composite
structure. If the Big Bang was hot enough there would have been an initial period where a sea
of sub-photonic particles existed. This may be responsible for the inflationary period when the
Universe expanded to near its present size at superluminal speeds. Sub-photonic particles of non-
zero mass could travel at superluminal speeds and help solve the so-called horizon problem in a
more intuitive way. Similarly the anisotropy observed within the Universe can be explained without
recourse to quantum foam theories. These modifications all have implications for the various GR
solutions obtained by Friedmann, Lemâıtre, De Sitter, Guth, and others including Einstein’s own
solution obtained in 1915. Instead of the similarity to fluid dynamics of current GR models a
particle-field model can give another perspective on cosmological processes. Overall this suggests
an early inflationary period that finished before an evolution towards the critical condition on
density leading to a dynamic equilibrium within the Universe.

Both quantum theory and GR depend upon a zero mass photon and hence from the point of
view of SFT both are theoretical approximations. For quantum theory zero mass springs from the
earliest observations of beta decay and again when a negligible rest mass of the photon could hardly
be compared with the seemingly endless radiation from within the nucleus of the bombs dropped on
Hiroshima and Nagasaki in 1945. The cosmological principle that had its genesis in the Vatican’s
unscientific and dogmatic dealings with Galileo was a way to avoid having any universal centre of
gravity thus making the same mistake again. Nevertheless it is only an approximation in the light
of SFT where it is seen that non-homogeneity and anisotropy are both present in the gravitational
structure itself where space is divided into different gravitational regions. This structure depends
on the composite nature and non-zero mass of the photon. The space within the Universe cannot
be thought of as the surface of an expanding balloon other than as a theoretical approximation
that holds for GR. It is known that at smaller than cosmological domains the cosmological principle
does not hold for instance for any possible surviving location of the Big Bang.

As an example of the way constrained and over constrained problems can be solved take a
general linear system. Am

n ~xn = ~bn

(a) where the system is square of order m = 4 and n = 4



a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44







x1

x2

x3

x4


 =




b1

b2

b3

b4




The system has 4 real roots leading to physical solutions.
(b) where m < n, e.g., m = 3 and n = 4

[
a11 a12 a13

a21 a22 a23

a31 a32 a33

]


x1

x2

x3

x4


 =

[
b1

b2

b3

]

The system is under constrained and there is an infinite number of solutions.
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(c) where m > n, e.g., m = 4 and n = 3



a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44




[
x1

x2

x3

]
=




b1

b2

b3

b4




The system is over constrained and there are no solutions. This over constrained case can be
solved by choosing a metric, e.g., least squares, the Pythagorean distance, to minimize the
error. This example is a direct analogue to the case of quantum theory where uncertainty is
present and the photon is modeled without taking its internal structure into account. In case
(a) exact solutions exist as in the case of SFT.
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Abstract— Two types of two-dimensional plasma photonic crystal filters are studied in this
paper, it is found that two-dimensional plasma photonic crystal consisting of plasma-filled di-
electric rod structure can be used as filters in which the central frequency and bandwidth can be
controlled by plasma frequency. When appropriate defect is introduced in it, a defect mode in
the gap may appear, which can be adjusted by plasma density. These features of plasma-filled
dielectric rod photonic crystal would have potential application in designing tunable photonic
crystal filters.

1. INTRODUCTION

Since the pioneering work of Yablonovich [1] and John [2] in 1987, the past decades have witnessed
an extended development in photonic crystal, also known as photonic band gap (PBG) materials.
One of their important properties is to confine or to propagate electromagnetic waves within defects
introduced in their structure, which opens many technical applications in photonic crystal filters,
waveguides and cavities [3]. Early researches meanly focused on conventional photonic crystals
consisting of dielectrics and metal metals materials. Since 2004, plasma photonic crystals (PPC)
have been attracted much attention for its controllable PBG by plasma density [4]. One-dimensional
(1D) PPC was usually composed of alternating thin plasma and dielectric material [5–12], for two-
dimensional (2D) PPC, there are two types [13–16], the first type (type-1) is the periodic structure in
which plasma rods are arranged in dielectric material, and the second type (type-2) is an antiparallel
one consisting of dielectric rods in plasma. In this paper, 2D type-2 PPC is considered, it is found
that this type structure with no defect can be used as tunable filters controlled by plasma frequency,
and it would have narrow filter characteristics if appropriate defects are made in it.

2. THEORETICAL MODEL AND ANALYSIS

Figure 1(a) presents the type-2 PPC structure with Computer Simulation Technology (CST)
model [17], the box is defined as plasma material with width W = a, length L = 7a and height
H = 1.5a, a = 10mm is period length of the square lattice PPC, the circled rod is defined as
dielectric with the relative dielectric constant εa = 2.1 and radius r = 0.2a. As for its boundary
conditions [18], the xz and xy planes on each side of the box are assumed to be perfect magnetic
condition (PMC) and perfect electric condition (PEC), respectively, and the yz planes are set as
waveports, the excitation source is TM mode with electric field parallel to the rods. For plasma,
the frequency-dependent dielectric function εb meets the Drude formula [4]:

εb(ω) = 1− ω2
p

ω2

where ω is the electromagnetic wave frequency, ωp = (e2ne/ε0m)1/2 is the electron plasma frequency
with the electric density, electric quantity and electric quality are ne, e and m respectively, ε0 is
the dielectric constant in vacuum.

Assumed ωpa/2πc = 1, transmission curve of the model is given in Fig. 1(b). The vertical axis
denotes transmission magnitude varying from 0 to −60 dB and the horizontal axis means frequency
varying from 0 to 45 GHz, it is seen that there are serials of pass and stop band regions. To demon-
strate the transmission curve, dispersion curves calculated by modified plane wave method [15] are
shown in Fig. 2. The left side shows dispersion curves in Γ-X direction which corresponds to the
propagating direction of electromagnetic wave, the right side shows the transmission magnitude
varying from 0 to −30 dB. The transmission and dispersion curves have the same vertical axis,
and the gray areas denote the band gaps, it is seen that band gaps in transmission curves are in
agreement with those in dispersion curves.
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If −30 dB is considered for Fig. 1(b), the transmission regions locate around 22 GHz ∼ 23GHz,
32 ∼ 35GHz, 37 ∼ 40 GHz and 41 ∼ 43GHz, respectively. The first pass band is very narrow
with the central frequency 22GHz and width 1GHz in the regions of 0 ∼ 32GHz. To show
how plasma frequency affects the pass band, transmission curves of different normalized plasma
frequency ωpa/2πc are given in Fig. 3, dot-dash, solid, and dash lines denote ωpa/2πc = 0.8, 1 and
1.2 respectively. It is seen the pass band shifts to the low frequency with central frequency 19.5GHz
and bandwidth 2.3 GHz for ωpa/2πc = 0.8, while the pass band shifts to the high frequency with
central frequency 24.2 GHz and bandwidth 0.8 GHz for ωpa/2πc = 1. Therefore, with plasma
frequency increasing, the first pass band shifts to high frequency with bandwidth decreasing, this
type of 2D PPC can be used as tunable filters with the central frequency and bandwidth controlled
by plasma frequency.

(a) (b)

Figure 1: (a) CST model and (b) transmission curve for type-2 PPC with no defect.

20

25

30

35

40

X

 

F
re

q
u
en

cy
 (

G
H

z)

 
Γ

-30 -20 -10 0

Transmission (dB)wave vector 

 

Figure 2: Transmission and dispersion curves.

15 18 21 24 27
-60

-50

-40

-30

-20

-10

0

 
ωpa/2πc=0.8

 
ωpa/2πc=1

ωpa/2πc=1.2

T
ra

n
sm

is
si

o
n
 (

d
B

)

Frequency (GHz)

Figure 3: Transmission curves for different plasma
frequency.

(a) (b)

Figure 4: (a) CST model and (b) transmission curve for type-2 PPC with defect.
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(a) (b)

Figure 5: Transmission curve of type-2 PPC with defect for (a) ωpa/2πc = 1 and (b) ωpa/2πc = 0.9.

Figure 4(a) shows the type-2 PPC with the central rod removed, other parameters and boundary
conditions are same with those in Fig. 1(a). Comparing with the transmission curve in Fig. 1(b), it
is seen that the first pass band have a great attenuation smaller than−30 dB, but a very narrow pass
band at 36.5 GHz appear in the gap between the second and third pass band. To see the narrow band
clearly, Fig. 5(a) shows the transmission curve for ωpa/2πc = 1 with frequency varying from 34GHz
to 38 GHz, and Fig. 5(b) shows the transmission curve for normalized frequency ωpa/2πc = 0.9 with
frequency varying from 32GHz to 37 GHz, it is seen that the defect mode changes from 36.5 GHz
to 34.5 GHz with plasma frequency decreasing. Therefore, a very narrow tunable PPC filters can
be formed if central rod is missed for the type-2 PPC.

3. CONCLUSION

In summary, transmission characteristics of 2D type-2 PPC consisting of plasma-filled dielectric
rod structure are studied, it is found that this structure can be used as tunable filters, and the
desired central frequency and bandwidth can be obtained by changing plasma frequency. When
the central rod is removed, a defect mode in certain gap would appear, and the defect mode would
shift to low frequency with plasma frequency decreasing. These properties of 2D type-2 PPC would
have potential application in tunable photonic crystal filters.
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Abstract— The acoustomagnetoelectric effect in a cylindrical quantum wire with an infinite
potential in the presence of an external magnetic field is investigated by using Boltzmann kinetic
equation for an acoustic wave whose wavelength λ = 2π/q is smaller than the mean free path
l of the electrons and hypersound in the region ql À 1, (where q is the acoustic wave num-
ber). The analytic expression for the acoustomagnetoelectric current Iame is calculated in the
case: relaxation time of momentum τ is constant approximation and degenerates electrons gas.
The nonlinear dependence of the expression for the acoustomagnetoelectric current Iame on the
acoustic wave numbers q and on the parameters of the cylindrical quantum wires is obtained. Nu-
merical computations are performed for AlGaAs/GaAs cylindrical quantum wire with an infinite
potential. The results are compared with the normal bulk semiconductors and the superlattices
to show the values of the acoustomagnetoelectric current Iame in the cylindrical quantum wire
are different than they are in the normal bulk semiconductors and the superlattices.

1. INTRODUCTION

When an acoustic wave propagates through a conductor, it is accompanied by a transfer of energy
and momentum to the conducting electrons. This gives rise to what is called the acoustoelectric
effect [1–3]. Recently, [4–6] have investigated this effect in superlattices. However, in the presence
of a magnetic field the acoustic wave is propagated in the conductor can produce another effect
called the acoustomagnetoelectric (AME) effect. The AME effect is creating an AME current (if the
sample is short circuited in the Hall direction), or an AME field (if the sample is open) when a sample
placed in a magnetic field ~H carried an acoustic wave propagating in a direction perpendicular to
the magnetic field ~H. The AME effect was first foreseen by Grinberg and Kramer [7] for bipolar
semiconductors and was observed experimentally in bismuth [8]. In past times, there are more and
more interests in studying and discovering this effect in a bulk monopolar semiconductor [9], in a
bulk semiconductor n-InSb [10]. In this specimen they observed that the AME effect occurs mainly
because of the dependence of the electron relaxation time on the energy and when τ = constant
the effect vanishes. Like the classical magnetic field, the effect also exists in the case of a quantized
magnetic field, and the quantum acoustomagnetoelectric effects due to Rayleigh sound waves have
investigated [11].

The AME effect problems in the bulk semiconductors [9, 10]; in superlattices [12] in the case
non-degenerate electrons gas and in superlattices [13] in the case degenerate electrons gas have
been investigated. However, the AME effect in the quantum wires has not been studied yet.
Therefore, the purpose of this work is to examine this effect in the cylindrical quantum wire with
an infinite potential for the case electron relaxation time which is not dependent on the energy
and degenerate electron gas. Furthermore, we think the research of this effect may help us to
understand the properties of quantum wire material. We have obtained the AME current Iame in
the cylindrical quantum wire with an infinite potential in the presence of an external magnetic field.
The nonlinear dependence of the expression for the AME current Iame on acoustic wave numbers
q and on the parameters of cylindrical quantum wire with an infinite potential has been shown.
Numerical calculations are carried out with a specific AlGaAs/GaAs quantum wire to clarify our
results.

2. ANALYTIC EXPRESSION FOR THE ACOUSTOMAGNETOELECTRIC CURRENT

It is well known that, when the wavelength λ = π/q of the acoustic wave will be considered
shorter than the electron mean free path l (where ql À 1), the sound wave can be treated as
a packet of coherent phonons (monochromatic phonon) having a function distribution N(~k) =
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(2π)3 φδ(~k − ~q)/
(
~ω~qvs

)
. Where h = 1, ~k is the current phonon wave vector, φ is the sound flux

density, ω~q and vs are the frequency and the group velocity of sound wave with the wave vector ~q,
respectively. The problem will be solved in the quasi-classical case. The magnetic field will also be
considered classically and weak thus limiting ourselves to the linear approximation of the magnetic
field ~H.

The density of the acoustoelectric current in the presence of magnetic field can be written in
the form [12]

jAE =
2e

(2π~)3

∫
UAEψid

3p (1)

with

UAE =
2πφ

ω~qvs

{ ∣∣G~p−~q,~p

∣∣2 [
f(ε~p−~q)− f(ε~p)

]
δ(ε~p−~q − ε~p + ~ω~q)

+
∣∣G~p+~q,~p

∣∣2 [
f(ε~p+~q)− f(ε~p)

]
δ(ε~p+~q − ε~p − ~ω~q)

}
(2)

Here f(ε~p) is the distribution function, G~p±~q,~p is the matrix element of the electron-phonon inter-
action and ψi (i = x, y, z) is the root of the kinetic equation given by [12]

e

c

(
~V × ~H

) ∂ψi

∂p
+ Ŵ~p {ψi} = ~Vi. (3)

Here ~Vi is the electron velocity and Ŵ~p {. . .} = (∂f/∂ε)−1 Ŵ {(∂f/∂ε) . . .}. The operator Ŵ is
assumed to be Hermitian [14]. In the case of the relaxation time of momentum τ is approximately
constant, the collision operator has form Ŵ~p = 1/τ . Solving Eq. (3) by the method of iteration, we
get for the zero and the first approximation with ψi = ψ

(0)
i + ψ

(1)
i + . . .. Inserting into Eq. (1) and

taking into account the fact that
∣∣G~p,~p′

∣∣2 =
∣∣G~p′,~p

∣∣2, we obtain for the density of the acoustoelectric
current the expression

jAE
i = − eφ

2π2vsω~q~3

∫ ∣∣G~p+~q,~p

∣∣2 [
f(ε~p+~q)− f(ε~p)

]
[Vi(~p + ~q)τ − Vi(~p)τ ] δ(ε~p+~q − ε~p − ~ω~q)d3p

− e2φτ2

2π2mcvsω~q~3

∫ ∣∣G~p+~q,~p

∣∣2 [
f(ε~p+~q)− f(ε~p)

]

×
[(

~V (~p + ~q)× ~H
)

i
−

(
~V (~p)× ~H

)
i

]
δ(ε~p+~q − ε~p − ~ω~q)d3p (4)

The matrix element of the electron-phonon interaction is given as
∣∣G~p,~q

∣∣2 = |Λ|2 |~q|2 /2ρω~q, where
Λ is the deformation potential constant and ρ is the crystal density of the quantum wire.

In solving Eq. (4), we shall consider a situation whereby the sound is propagating along the
quantum wire axis (Oz ), the magnetic field ~H is parallel to the (Ox ) axis and the AME current
appears parallel to the (Oy) axis. Under such orientation the first term in Eq. (4) is responsible
for the density of the acoustoelectric current and the solution is found in [2]. The second term in
Eq. (4) is the density of the AME current and is expressed as

jAME
y = −eφ~q2τ2 |Λ|2 Ω

4πvsω2
~qρ~3

∫ [
f(ε~p+~q)− f(ε~p)

]
[Vz(~p + ~q)− Vz(~p)] δ(ε~p+~q − ε~p − ~ω~q)d3p . (5)

where Ω = eH/mc is the cyclotron frequency and the Fermi-Dirac distribution function f(ε~p) in
the usual form is given by

f(ε~p) = [exp (β (εp − µ)) + 1]−1 , (6)

where β = 1/kT , k is the Boltzmann constant, T is the temperature of the cylindrical quantum
wire, µ is the chemical potential. The energy ε~p of the cylindrical quantum wire with an infinite
potential in the lowest miniband is given by [15]

ε~p =
~p2

z

2m
+
~2A2

n,l

2mR2
. (7)
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where l = 1, 2, 3, . . . is the radial quantum number, n = 0,±1,±2, . . . is the azimuth quantum
number, m is the electron effective mass, R is the radius of the quantum wire, pz is the longitudinal
component of the quasi-momentum and An,l is the l level root of Bessel function of the order n.

Substituting Eqs. (6) and (7) into Eq. (5) and taking into account the fact that Vz(~p) =
∂ε(~p)/∂p, we obtain for the AME current with the condition is satisfied then:

εF >
~p2

z

2m
+

~2

2mR2
A2

n,l + ~ω~q (8)

where εF is the Fermi energy.
The inequalities in Eq. (8) are condition acoustic wave vector ~q to the AME effect exists.

Therefore, we have obtained the expression the density of the AME current

jAME
y =

eφ |Λ|2 q3τ2ΩkT

2πvsω2
~qρ~3

exp

(
β

(
µ− ~

2A2
n,l

2mR2

))
[
1− exp

(−β~ω~q

)]
. (9)

Thus,

Iame =
eφ |Λ|2 q3τ2R2ΩkT

2vsω2
~qρ~3

exp

(
β

(
µ− ~

2A2
n,l

2mR2

))
[
1− exp

(−β~ω~q

)]
. (10)

The Eq. (10) is the AME current in the cylindrical quantum wire with an infinite potential in the
case degenerate electron gas, the expression only obtained if the condition in Eq. (8) is satisfied.

Figure 1: The dependence of the AME current Iame

on the cyclotron frequency Ω.
Figure 2: The dependence of the AME current Iame

on the acoustic wave number q.

Figure 3: The dependence of the AME current Iame

on the radius of the cylindrical quantum wire.
Figure 4: The dependence of the AME current Iame

on the temperature T .
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3. NUMERICAL RESULTS

In the paper, we consider an AlGaAs/GaAs cylindrical quantum wire with an infinite potential.
The parameters used in the calculations are as follows [11, 13]: τ = 10−12 s, φ = 1014 Wm−2,
Λ = 8 eV, ω~q = 1010 s−1, ρ = 2× 1013 kgm−3, vs = 5370 ms−1, m = 0.067me, me being the mass of
free electron.

In the Figure 1, we show the dependence of the AME current on the cyclotron frequency Ω with
the radius R = 80 Å, the acoustic wave number q = 1.68× 109 m−1 and the temperature T = 77K,
T = 100 K and T = 300 K. When the intensity of the magnetic field rises up, the AME current Iame

increases linearly with the cyclotron frequency Ω. This value also decreases when the temperature
T of the quantum wire increases.

In the Figure 2, we show the dependence of the AME current on the acoustic wave number q
with the radius R = 80 Å, the intensity of the magnetic field H = 2×103 Am−1 and the temperature
T = 77 K, T = 100 K and T = 300 K. The curve of the AME current Iame strongly increases when
the large value range of the acoustic wave number q and this value decreases when the temperature
increases. Unlike the normal bulk semiconductors [9, 10], in the quantum wire the AME current
is non-linear with the acoustic wave number q. These results are compared with those obtained
in the superlattices [12, 13], the AME current have a non-linear with the acoustic wave number
q. It is very different between the superlattices and the cylindrical quantum wire with an infinite
potential.

In the Figure 3, we show the dependence of the AME current on the radius R of the cylindrical
quantum wire with the temperature T = 77 K, the acoustic wave numbers q = 1.00 × 109 m−1,
q = 1.68×109 m−1 and q = 1.85×109 m−1. The value of the AME current increases with the radius
R of the cylindrical quantum wire when the radius R of the cylindrical quantum wire increases.
This value increases when the acoustic wave number q rises up.

In the Figure 4, we show the dependence of the AME current on the temperature T of the
cylindrical quantum wire with the acoustic wave number q = 1.68 × 109 m−1, the radius R =
50nm, R = 60 nm and R = 80 nm. The value of the AME current strongly decreases with the
temperature when the temperature increases in the small value range the low temperature. This
value is approximation constant in the temperature T interval from 30 K to 300 K.

4. CONCLUSION

In this paper, we have analytically investigated the possibility of the acoustomagnetoelectric (AME)
effect in the cylindrical quantum wire with an infinite potential. We have obtained analytically
expressions for the AME effect in the cylindrical quantum wire with an infinite potential for the
case degenerate electron gas. The dependences of the expression for the AME current Iame on the
cyclotron frequency Ω, the frequency ω~q of the acoustic wave, the temperature T and the radius R
of the quantum wire are obtained. The result is different compared to those obtained in the normal
bulk semiconductors [9, 10] and the superlattices [12, 13], according to [9] in the case τ = constant
the effect only exists if the electron gas is non-degenerate, if the electron gas is degenerate, the effect
is not appear, however, our result indicates that in the cylindrical quantum wire the AME effect
exists both non-degenerate and degenerate electron gas when τ = constant. Unlike the normal bulk
semiconductors, in the quantum wire the AME current Iame is nonlinear with the acoustic wave
number q.

The numerical results have expressed the dependence of the AME current Iame on the acoustic
wave number q, the radius R and the temperature of the cylindrical quantum wire are performed
for AlGaAs/GaAs cylindrical quantum wire with an infinite potential. The result shows that, the
AME effect exists when the acoustic wave vector ~q complies with specific conditions in Eq. (8)
which condition dependences on the frequency ω~q of the acoustic wave, the mass of electrons, the
temperature and the radius R of the quantum wire. The curve of the AME current Iame strongly
increases when the low temperature and the large value range of the acoustic wave number q. The
value of the AME current Iame is zero (the effect is not appear) when the small value range of the
acoustic wave number q and the radius of the cylindrical quantum wire R. That is mean to have
AME current Iame, the acoustic phonons energy is high enough and satisfied in the some interval
to impact much momentum to the conduction electrons.
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Abstract— The parametric resonance of confined acoustic phonons and confined optical phonons
by an external electromagnetic wave in cylindrical quantum wires with an infinite potential is
studied by using a set of quantum kinetic equations for confined phonons. The analytical ex-
pression of the threshold amplitude Ethreshold of the field in a cylindrical quantum wires with an
infinite potential is obtained. The formula of Ethreshold contains two quantum numbers (m, k)
characterizing confined phonons. The dependence of the threshold amplitude Ethreshold on the
temperature T of the system, the wave vector ~qz, the frequency Ω of an external electromagnetic
waves and the radius of the wires R is studied. Numerical computations and graphs are per-
formed for GaAs-GaAsAl cylindrical quantum wires. The results are compared with the case of
unconfined phonons.

1. INTRODUCTION

In quantum wires (QW), the motion of electrons and phonons is restricted in two dimensions, so
that can flow freely in one dimension. The confinement of electrons in these systems has changed
the electrons mobility remarkably. This has resulted in a number of new phenomena, which concern
a reduction of sample dimensions. Many attempts have conducted dealing with these behaviors,
for examples: the problems of the linear absorption coefficient in QW [1]; the nonlinear absorption
in rectangular QW [2], in QW [3] have been studied. Electron interaction with confined acoustic
phonons [4], the polar-optic phonons and high field electron transport [5] and self-consistent elec-
tronic structure [6] have also been researched in cylindrical quantum wires (CQW). And parametric
interactions and transformations (PIT) are the interesting problems in CQW.

As we know that the electron gas becomes non-stationary in the presence of an external electro-
magnetic wave (EEW). When the conditions of the parametric resonance are satisfied, PIT of the
same kinds of excitations, such as phonon-phonon and plasmon-plasmon excitations, or of differ-
ent kinds of excitations, such as plasmon-phonon excitations, will arise, i.e., the energy exchange
processes between these excitations will occur [7, 8]. For semiconductor nanostructures, there have
been several works on the generation and amplification of acoustic phonons [9–11]. The PIT of
acoustic and optical phonons have been considered in bulk semiconductors [12–14], in low dimen-
sional semiconductors [15, 16] and CQW [17]. However, the parametric resonance of acoustic and
optical phonons by an EEW in CQW with an infinite potential in the case of confined phonons have
not studied yet. Therefore, in this paper, we continue to study the parametric resonance of confined
acoustic and confined optical phonons in CQW with an infinite potential by an EEW. Numerical
calculations are carried out with a specific GaAs/GaAsAl CQW. This result has been compared
with the case of unconfined phonons [17], which shows clearly the effect of confined phonons as
in [18, 19].

2. THE PARAMETRIC RESONANCE OF CONFINED ACOUSTIC PHONONS AND
CONFINED OPTICAL PHONONS BY AN EXTERNAL ELECTROMAGNETIC WAVE
IN CQW

We use a simple model for a CQW, in which a one-dimensional electron, phonon gas is confined by
the infinity potential V (x, y) along the x-y direction. So electrons and phonons are free only on the
z plane. A laser field ~E = ~Eo sin (Ωt) irradiates the sample in a direction, which is normal to the
z plane, its polarization is along the (x, y) axis and its strength is expressed as a vector potential
~A(t) = c ~Eo cos (Ωt) /Ω. If the confined electron-confined acoustic phonons and confined optical
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phonons interaction potential is used, the Hamiltonian for the system of the confined electron and
the confined acoustic and confined optical phonons is written as:

H = He + Haph + Hoph + He−aph + He−oph (1)

In order to establish a set of quantum kinetic equations for confined acoustic phonons and
confined optical phonons, we use the general quantum distribution functions for the confined
phonons [20] 〈bm,k,~qz

〉t and 〈cm,k,~qz
〉t, where 〈ψ〉t denotes a statically, average at the moment

〈ψ〉t = Tr|Ŵ ψ̂〉, (Ŵ is the density matrix operator); m, k are quantum number characterizing
confined phonons. Using Hamiltonian in Equation (1) and realizing operator algebraic calcula-
tions, we obtain a set of coupled quantum transport equations.

Using Fourier transformation:

〈
ψm,k,~qz

〉
t
=

1
2π

+∞∫

−∞
Ψm,k,~qz

($) e−i$td$; Ψm,k,~qz
($) =

+∞∫

−∞

〈
ψm,k,~qz

〉
t
ei$tdt (2)

to solve coupled quantum transport equations then we obtain the general dispersion equation for
PIT of confined acoustic phonons and confined optical phonons in CQW:


$2 −$2

m,k,~qz
− 2
~

∑

α,α′,m,k

γ2 |I1D(~qz)|2 $m,k,~qz
Π0(~qz, $)





($ − lΩ)2 − ν2

m,k,~qz
− 2
~

∑

α,α′,m,k

β2 |I1D(~qz)|2 νm,k,~qz
Π0(~qz, $ − lΩ)




=
4
~2

∑

α,α′,m,k

+∞∑

l=−∞

{
γ2β2 |I1D(~qz)|4 νm,k,~qz

$m,k,~qz
Πl(~qz, $) Πl(~qz, $ − lΩ)} (3)

where γ, β are the electron-phonon interaction constants; |I1D(~qz)| is the electron form factor
which can be written from [5, 21]; νm,k,~qz

, $m,k,~qz
are the frequency of confined phonons; α, α′

characterizing the states of electron in the quantum wire before and after scattering with phonon.
Here:

Πl(~qz, $) =
∞∑

ν=−∞
Jν

(
λ

Ω

)
Jl+ν

(
λ

Ω

)
Γm,k,~qz

($ + νΩ) with λ =
e~q ~Eo

m∗Ω2
(4)

Γm,k,~qz
($ + lΩ) =

∑

~k⊥

fα′

(
~kz − ~qz

)
− fα

(
~kz

)
[
εα

(
~kz

)
− εα′

(
~kz − ~qz

)
− ~lΩ− ~$ + i~δ

] , (5)

If we write the dispersion relation of confined acoustic phonons and confined optical phonons:

$m,k,~qz
= $a + iτa; νm,k,~qz

= $o + iτo (6)

τa = −1
~

∑

α,α′,m,k

γ2 |I1D(~qz)|2 ImΠ0(~qz, $) (7)

τ0 = −1
~

∑

α,α′,m,k

β2 |IID(~qz)| ImΠ0(~qz, $ − lΩ) (8)

We obtain the resonance phonon mode:

$
(±)
± = $a +

1
2

{
(va ± vo) ∆(q)− i (τa + τo)±

√
[(va ± vo) ∆(q)− i (τa − τo)]

2 ± Λ2

}
, (9)

where ∆(q) = q − q0 being the wave number for which the resonance is satisfied, va (v0) is the
group velocity of the acoustic (optical) phonon; $a is the renormalization (by the electron-phonon
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interaction) frequency of the acoustic phonon and:

Λ =
2
~

∑

α,α′

m,k

γβ |I1D(~qz)|2 Πl(~qz, $m,k,~qz
) (10)

In Equation (10), the signs (±) in the subscript of $
(±)
± correspond to the signs (±) in the front

of the root and the signs (±) in subscript of $
(±)
± correspond to the other sign pairs. The signs

depend on the resonant condition:

λ2 >
4Ω2ImΓm,k,~qz

(
$m,k,~qz

)
ImΓm,k,~qz

(
νm,k,~qz

)
[
ReΓm,k,~qz

(
$m,k,~qz

)]2

For instance, the existence of a positive imaginary part of $
(±)
± implies a parametric amplication

of the acoustic phonon. In such case that λ ¿ 1, corresponding to the maximal resonance, we
obtain:

F = Imω−+ = Im
{

ωa +
1
2

[
−i (τa + τo)±

√
(τa + τo)

2 + Λ2

]}
(11)

From Equation (11), the condition for the resonant acoustic phonon modes to have a positive
imaginary part leads to |Λ|2 > 4τaτo. Using this condition and Equations (1)–(11), we have found
out the intensity of the threshold field Ethreshold for EEF:

Ethreshold =
2m∗Ω

e
√

q2
z + q2

m,k

×

√
ξ
(
$m,k,~qz

) · ξ (
νm,k,~qz

)
√[

θ ($m,k,qz
)−θ($m,k,~qz

−Ω)
]2+

[
ξ
(
$m,k,~qz

)−ξ($m,k,~qz
−Ω)

]2
(12)

where:

ξ($m,k,~qz
) =

m∗

2~2
√

q2
z + q2

m,k

exp
(

1
kBT

(
εF − ~2B2

α

2m∗R2

))
exp


−m∗ε2

αα′
(
νm,k,~qz

− Ω
)

2kBT~2
(
q2
z + q2

m,k

)



{
1− exp

(
~

(
$m,k,~qz

− Ω
)

kBT

)}

θ($m,k,~qz
) =

√
2m∗πkBT

2~π
× 1

εα,α′
(
$m,k,~qz

)
[
exp

(
εF

kBT

)(
exp

(
− 1

kBT

(
~2B2

α

2m∗R2

))

− exp
(
− 1

kBT

(
~2B2

α′

2m∗R2

)))]

εαα′($m,k,~qz
) =

~2B2
α

2m∗R2
− ~2B2

α′

2m∗R2
−
~2

(
q2
z + q2

m,k

)

2m∗ − ~$m,k,~qz

Here kB is Boltzmann constant, q2
m,k can be written from [21], Bα is corresponding to the

equation Jn(Bα) = 0, εF is the Fermi energy and R is the radius of the wires respectively.
In Equation (12), we can see the marked difference between the case of confined phonons and

unconfined phonons, the formula of Ethreshold contains a quantum number (m, k) characterizing
confined phonons.

3. NUMERICAL RESULTS AND DISCUSSIONS

In order to clarify the mechanism for parametric resonance of acoustic-optical phonons in case of the
confined phonons, in this section, we consider a GaAs/GaAsAl CQW. The parametric used in the
calculation are following [9, 18]: m∗ = 0.066mo, mo being the mass of free electron; Ω = 8 · 108 Hz,
~vm

~q⊥
≈ ~v0 = 36.25meV; ωm

~q⊥
≈ va = 5370 ms−1, kB = 1.3807×10−23 JK−1; e = 1.60219×10−19 C;

~ = 1.05459× 10−34 Js−1; R = 5nm.
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Figure 1: The dependence of Ethreshold on temper-
ature T (K).

Figure 2: The dependence of Ethreshold on wave vec-
tor ~qz (m−1).

Figure 3: The dependence of Ethreshold on frequency
Ω (Hz).

Figure 4: The dependence of Ethreshold on R (m).

In Fig. 1, It shows that Ethreshold as a function of temperature T in both cases of confined
phonons and unconfined phonons. The graph shows that confined phonon increase the intensity
of the threshold field Ethreshold in comparison with the case of unconfined phonons [17]. Namely,
at the same temperature T ∼ 325K, Ethreshold ∼ 43 (kVcm−1) in case of confined phonons, but
Ethreshold ∼ 22 (kVcm−1) in case of unconfined phonons.

In Fig. 2, present Ethreshold as a function of the wave vector at T = 300K. The figure shows that
the Ethreshold depends much strongly on wave vector that there are appearing two resonance peaks.
Differing from the case of unconfined phonons [17], the curve has two lower resonance peaks. This
is due to the fact that confined phonon has quantum wave number following the confined axis.

Figures 3 and 4 show that the strong dependences of Ethreshold on the frequency Ω and the
radius of the wires are very clearly in case of confined phonons. There are two resonance peaks of
Ethreshold at the difference values of frequency Ω in both cases of confined phonons and unconfined
phonons. The Ethreshold increases fast following the radius of the wires and gets higher in case of
confined phonons.

4. CONCLUSION

In this paper, we analytically investigated the possibility of parametric resonance of confined acous-
tic and confined optical phonons in CQW. We have obtained a set of quantum kinetic equations
for transformation of phonons. However, the analytical solution applying to these equations can
only be obtained with in some limitations. Using these limitations for simplicity we obtained the
parametric resonant condition, the intensity of the threshold field Ethreshold for confined acoustic
phonons and confined optical phonons in CQW. And we have also paid attention to Ethreshold in
case of unconfined phonons to compare with the result above. We numerical calculated and graphed
the intensity of the threshold field for GaAs/GaAs CQW. The results show that confined phonons
cause some unusual effects. The threshold field Ethreshold depends strongly on the temperature T ,
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the wave vector ~qz, the frequency Ω and the radius of the wires. Confined phonons will increase
the values of the threshold field Ethreshold.
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Abstract— Harnessing a recently elaborated iterative technique, the dependence of the real
positive numbers A1, B1, C1, defined earlier by the positive purely imaginary zeros ζ

(c)
k,n in x

(n = 1, 2, 3, . . .) of the Kummer confluent hypergeometric function Φ(a, c; x), (a = c/2 − jk —
complex, c = 3, x = jz, k, z — real, −∞ < k < +∞, z > 0), on the real positive parameters |α|
and r̄0 (0 < |α| < 1, r̄0 > ζ

(c)
0,n/2), satisfying certain criterion, is analyzed numerically, stipulating

that n = 1 and r̄0 ≥ 10. The outcomes are pictured in a graphical form. A second limit of the
domain of existence of A1, B1 and C1 in the |α| − A1- and r̄0 − A1-, |α| − B1- and r̄0 − B1-,
and |α| − C1- and r̄0 − C1-planes, resp. is specified, linked with a representative of the L1(c, n)
numbers, akin to the zeros ζ

(c)
k,n for k → −∞, in addition to the previously found first one, related

to ζ
(c)
0,n/2. It is established also that as for ζ

(c)
0,n/2 < r̄0 ≤ 10, so for r̄0 ≥ 10, the impact of

|α| on A1, of r̄0 on B1 and of both |α| and r̄0 on C1, is slight. Interpreting physically r̄0, |α|
and n in a suitable way, the employment of the quantities studied in the computation of the
differential phase shift produced by the circular waveguide, wholly filled with ferrite of azimuthal
magnetization and propagating normal TE0n mode, is demonstrated. The investigation is a
contribution to the theory of A, B, C numbers of which the A1, B1, C1 ones constitute one of
the two sub-classes, introduced by now.

1. INTRODUCTION

The object of the theory of A, B, C numbers are the definition, classification, modeling of the
values, analysis of the properties and application of the quantities mentioned [1–5]. According to
it the same are real and positive, and are advanced by the relations: A = A− −A+, B = B− −B+

and C = C− − C+ [2–5]. A±, B± and C± are also real, positive (A− > A+, B− > B+ and
C− > C+), and are determined with the help of the positive purely imaginary zeros of a complex
Kummer confluent hypergeometric function [6] (of a complex function [2, 5], composed of Kummer
and Tricomi ones [6]) of specially selected parameters [1–5]. Two kinds of numbers are considered,
labeled by the subscript 1±, resp. 1 (2±, resp. 2), if they conform to the first (second) case [5].
Their numerical equivalents are counted through iterative schemes [1–5]. These quantities are used
to figure the differential phase shift, afforded by the azimuthally magnetized circular and coaxial
ferrite waveguides for the normal TE0n modes [1–5]. The field regarded is completely new and
branched a short while back off the theory of geometries referred to [1–5].

In an extension to a previous study [3] here the effect of real, positive parameters |α| and
r̄0 (0 < |α| < 1, r̄0 > ζ

(c)
0,n/2, ζ

(c)
k,n — nth positive purely imaginary zero in x of the Kummer

function Φ(a, c; x) [6] with a = c/2 − jk — complex, c = 3, x = jz, k, z — real, k = 0, z > 0,
n = 1, 2, 3, . . . [3]), meeting the condition [3–5, 7]:

ζ
(c)
0,n/2 < r̄0

√
1− α2 < L1(c, n)/|α|, (1)

with L1(c, n) (written before also as L(c, n)) — certain positive real numbers [3, 4], on the quantities
A1, B1, C1 (A, B, C in the earlier notation [1, 3]) is examined, assuming n = 1 and r̄0 ≥ 10.
(Provided c = 3, n = 1, ζ

(c)
0,n = 7.66341 19404 and L1(c, n) = 6.59365 41068 [3].) An example of the

putting into practice of numbers is given, as well.

2. NEW FEATURES OF THE A1, B1, C1 NUMBERS

The solid lines in Figures 1–3 portray the change of the quantities A1, B1, C1 with |α| and r̄0 on the
understanding that n = 1 and r̄0 ≥ 10. In Figures 1(a), (b), 2(a) and 3(a), (b) (Figures 1(c), (d),
2(b) and 3(c), (d)) |α| (r̄0) is regarded as a variable and r̄0 (|α|) — as a parameter. The analysis



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1463

shows that for all ζ
(c)
0,n/2 < r̄0 < 2L1(c, n) (r̄0 ≥ 2L1(c, n)) the functions A1 = A1(|α|), B1 = B1(|α|)

and C1 = C1(|α|) are continuous with respect to |α|, varying in the range(s) 0 < |α| ≤ |αcr|, |αcr| =√
1− [ζ(c)

0,n/(2r̄0)]2 (0 < |α| ≤ |α2| and |α1| ≤ |α| ≤ |αcr|, α2
1,2 = 0.5[1±

√
1− 4[L1(c, n)/r̄0]2]).

This is visible from the first group of Figures. The formula for |αcr| is obtained from the left-hand
part of the inequality (1) with the sign “=” instead of “<” in it. The quantities α1,2 are roots
of a biquadratic equation regarding |α|, derived from the right-hand part of the same criterion,
considered as an equality, (|α1| corresponds to the sign “+” and |α2| — to “−”, (|α2| < |α1|)). In
the limiting case r̄0 = 2L1(c, n), |α1| ≡ |α2| = |αlim| = 1/

√
2. The points in Figures 1–3, depicted by

squares, are graphical images of the A1, B1, C1 numbers of such parameters. All B1(|α|)- (C1(|α|)-)
characteristics possess a common beginning at |α| → 0, featured through a circle and designated
by the symbol r̄0in = 3.832, omitted in Figure 3(b) to abstain from a too great ornateness. The
ends of curves for all r̄0 (for r̄0 > 2L1(c, n)) of abscissas equal to |αcr| (|α2| and |α1|), are denoted
by circles (rhombs). (The squares mentioned replace two coinciding rhombs of the identical |α2|
and |α1|.) In each of the Figures the rhombs, situated to the left of the square answer to |α2| and
those to the right of it — to |α1|. In Figures 1(a), (b) and 3(a), (b), the parameter r̄0 relates to the
entire line for r̄0 < 2L1(c, n) (to the two lines for r̄0 ≥ 2L1(c, n)). The values of |αcr|, |α1|, |α2| and
|αlim| are pertinent to the relevant points (circles, rhombs or square) only. The |α| — co-ordinates
of the latter for specific r̄0 in the three cases are the same. To avoid overcrowding the numerical
equivalents of all |α2| and |α1| and most of the ones of |αcr| are written at the corresponding rhombs

(a) (b)

(c) (d)

Figure 1: A1 numbers for n = 1: (a) in the interval 〈0 ÷ 0.6〉 vs. |α| in the interval 〈0 ÷ 1.0〉 with r̄0 as
parameter; (b) in the interval 〈0 ÷ 0.25〉 vs. |α| in the interval 〈0 ÷ 1.0〉 with r̄0 as parameter; (c) in the
interval 〈0÷ 0.25〉 vs. r̄0 in the interval 〈10÷ 20〉 with |α| as parameter; (d) in the interval 〈0÷ 0.25〉 vs. r̄0

in the interval 〈10÷ 70〉 with |α| as parameter.
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and circles, resp., in Figures 1(a), (b) solely. Further, the values of |α2| and |α1| for the even rhombs,
counted from left and right, resp. to the middle, are given in Figure 3(a), and those of the odd
ones — in Figure 3(b). The first (second) of these Figures contains also the numerical equivalents
of the parameters mentioned, corresponding to the initial and the last rhombs (circles). To obviate
flamboyance, the symbol |α1| (|α2|), conforming to all |α|— co-ordinates of the A1 and C1 numbers,
pictured by rhombs and located to the right (to the left) of the limiting squares in Figures 1(a),
(b) and 3(a), (b), is presented in Figure 1 (b) (in Figure 3(b)) only. The left (right) rhombs of
the pair in Figure 2(a), labeled by identical numbers indicate the end (the beginning) of the left
(right) part of a B1|α| — line for certain r̄0 > 2L1(c, n). The A1 − LEnv1- (B1 − LEnv1-, resp.
C1 − LEnv1-) dashed envelope, connecting the circles, marks off the limit of the area of existence
of numbers in the |α| − A1- (|α| −B1-, resp. |α| − C1-) plane from the side of larger values of |α|.
It is a continuation of the A− LEnv1- (B − LEnv1-, resp. C − LEnv1-) line in Figures 1(a), 2(a)
and 3(a), (b), drawn for ζ

(c)
0,n/2 ≤ r̄0 ≤ 10 [3]. The A1−REnv1- (B1−REnv1-, resp. C1−REnv1-)

dotted curve, linking the rhombs, serves as a second boundary of the area mentioned. This is a
new element in the Figures inspected. The square in Figures 1(a), (b) marks the maximum of the
A1−REnv1- envelope and in Figures 3(a), (b) — the minimum of the C1−REnv1- one. The area
in which A1 (B1, resp. C1) are determined for r̄0 ≥ 10 in the |α| −A1- (|α| −B1-, resp. |α| −C1-)
plane is shown by pink in Figures 1(a), (b) (blue, resp. green in Figure 2(a), resp. Figures 3(a)
and 3(b) for 10 ≤ r̄0 ≤ 20).

For all 0 < |α| < 1 the functions A1 = A1(r̄0), B1 = B1(r̄0) and C1 = C1(r̄0) are continuous
with regard to r̄0, running through the interval r̄0cr < r̄0 < r̄0en− where r̄0cr = ζ

(c)
0,n/[2(1− α2)1/2]

and r̄0en− = L1(c, n)/[|α|(1− α2)1/2]. (The first (second) formula is deduced from the left- (right-)
hand part of inequality (1), replacing the sign “<” by “=” in it.) This is illustrated in Figures 1(c),
(d), 2(b) and 3(c), (d). The lines, depicting A1 (B1, resp. C1) in the Figures considered originate in
the A1−LEn1- (B1−LEn1-, resp. C1−LEn1-) dashed envelope which forms the a first boundary
of the area of existence of the numbers in the r̄0−A1- (r̄0−B1-, resp. r̄0−C1-) plane. It is computed
from the expression for r̄0cr and complements the A−LEn1- (B−LEn1-, resp. C −LEn1-) curve
in Figures 1(b)–(d), 2(b) and 3(c), (d) [3]. The set of Figures referred to contains the sources
(pictured by circles) of the A1(r̄0)- (B1(r̄0)-, resp. C1(r̄0)-) (A(r̄0)- (B(r̄0)-, resp. C(r̄0)-) curves
for |α| = 0.1(0.1)0.9, since the relevant values of r̄0cr are less than 10. The r̄0- co-ordinates for
chosen |α| of the ends of the same are computed from the formula for r̄0en− and are pictured by
rhombs. In Figures 1(c), (d) the parameters |α| of characteristics are written at their terminations.
Those for |α| = 0.6 and 0.8 coincide. In Figures 2(b) and 3(c), (d) the numerical equivalent of
|α| (r̄0en−), corresponding to certain curve, is placed above it (at its end). Not to overburden
the illustrative part of the paper, the denotation r̄0en− itself is inserted in Figure 3(d) only. The
A1−REn1- (B1−REn1-, resp. C1−REn1-) dotted envelopes, linking the rhombs are new elements
in the r̄0 −A1- (r̄0 −B1-, resp. r̄0 −C1-) plane. For specific r̄0 > 2L1(c, n) they are double-valued.

(a) (b)

Figure 2: B1 numbers for n = 1 vs.: (a) |α| in the interval 〈0 ÷ 1.0〉 with r̄0 as parameter; (b) r̄0 in the
interval 〈10÷ 20〉 with |α| as parameter.
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(a) (b)

(c) (d)

Figure 3: C1 numbers for n = 1: (a) in the interval 〈0 ÷ 2.5〉 vs. |α| in the interval 〈0 ÷ 1.0〉 with r̄0 as
parameter; (b) in the interval 〈2.05÷ 2.125〉 vs. |α| in the interval 〈0÷ 1.0〉 with r̄0 as parameter; (c) in the
interval 〈0÷ 2.5〉 vs. r̄0 in the interval 〈10÷ 20〉 with |α| as parameter; (d) in the interval 〈2.05÷ 2.125〉 vs.
r̄0 in the interval 〈10÷ 20〉 with |α| as parameter.

Their minimum is observed at min r̄0en− = 2L1(c, n), conforming to |αlim|. For this reason it is
designated by a square. The symbols |αlim| = 0.707 and min r̄0en− = 13.187 may be regarded as
designations of the parameters of all squares. Without risk of confusion in this form the first of
them is presented in Figure 1(c) and the second one — in Figure 2(a). Their numerical values are
given also in Figure 3(b) and Figures 2(a) and 3 (d), resp. If r̄0en− diminishes, e.g., from 20 to
13.187 (|α2| grows from 0 and |α1| lessens from 1 to 0.707), the two resulting rhombs tend to the
square at which they overlap. The envelopes in question play the role of a second bound of the
area of existence of numbers in the plane mentioned shown by pink in Figures 1(c), (d) (blue, resp.
green in Figure 2(b), resp. Figures 3(c) and 3(d) for 10 ≤ r̄0 ≤ 20). Note that the area of existence
of C1, (resp. its borders) is (are) more complicated, (cf. Figure 3(d)). The joint consideration of
results presented here and in Refs. [1, 3, 4] shows that the influence of |α| on A1, of r̄0 on B1 and
of both |α| and r̄0 on C1, is slight.

3. APPLICATION

If r̄0 is the normalized in an appropriate way radius of a circular waveguide, |α| is the magnitude of
the off-diagonal Polder permeability tensor element of the azimuthally magnetized ferrite, entirely
filling it and n is the number of the propagating along it normal TE0n mode, the sequence of
inequalities (1) presents the condition for phase shifter operation of this structure, i.e., it yields
the set of values of parameters {|α|, r̄0} for which it might provide differential phase shift ∆β̄ =
β̄− − β̄+ [1–5, 7]. Here β̄− and β̄+ are the normalized phase constants of the wave for positive
(clockwise) and negative (clockwise) magnetization of the anisotropic medium [1–5, 7]. Under these
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assumptions the phase shift could be computed normalized form through the formula (written in
the new notations for the numbers) [2, 3, 5]:

∆β̄ = A1B1/C1. (2)

Moreover, r̄0cr (|αcr|) correspond to the cut-off state of configuration, r̄0in stands for r̄0cr in case
of a dielectric load [3], r̄0en− |α1|, |α2| and |αlim| are connected with the envelope of phase curves,
marking the end of propagation for negative magnetization from the side of higher frequencies [7].
Therefore, the dashed (dotted) envelopes in Figures 1–3 are connected with the first (second)
limiting state of the configuration.

Numerical example: The case r̄0 = 12 and |α| = 0.1 is regarded. Applying the iterative method
from Refs. [3, 5] yields: A1 = 0.1712 7600, B1 = 0.2055 3120 and C1 = 2.0553 1204. Hence, it is
obtained ∆β̄ = 0.0171 2760. Since finding the quantities A1, B1, C1 for each set of parameters by
the scheme mentioned is difficult, it is suggested to use for this purpose the above Figures. This
allows to get ∆β̄ from Equation (2) for all r̄0 and |α| from the intervals 〈10÷ 20〉 resp. 〈0÷ 1.0〉 in
which graphical results for all the numbers are available.

4. CONCLUSION

The introduced before by specific zeros of a definite complex Kummer function positive real numbers
A1, B1, C1 are studied numerically, depending on their parameters n — a positive integer and |α|
and r̄0 — real positive quantities, subject to a certain criterion. The case n = 1, 0 < |α| < 1 and
r̄0 ≥ 10 is considered. The results are presented graphically. The most important conclusion of
analysis is that the domain of existence of numbers is bilaterally restricted. An application of the
outcomes in the theory of waveguides is manifested.
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Abstract— A new miniaturized dual-mode microstrip bandpass filter is presented. The fil-
ter structure has been fractally generated based on the 4th iteration Minkowski-like pre-fractal
geometry, using the conventional dual-mode square ring resonator as the initiator in the frac-
tal generation process. It has been found that the presented filter possesses a size reduction of
about 88% as compared with the dual-mode bandpass filter based on the conventional square
ring resonator. In addition; simulation results show that the filter has acceptable return loss and
transmission responses besides the miniaturized size gained.

1. INTRODUCTION

Dual-mode resonators have been characterized by many advantages such as small size, light weight,
and low loss, making them widely used in realization of microwave filters for wireless communication
systems, such as satellite and mobile communication systems. Each dual-mode resonator can be
used as a doubly tuned resonant circuit, and therefore the number of resonators required for an
N -order filter is reduced by half, resulting in a compact filter configuration. Microstrip dual-mode
resonator filters have been first introduced in 1972 [1]. Since then, different configurations for the
dual-mode resonators have been reported [2–9]. Numerous techniques have been proposed in order
to reduce the size of the dual-mode resonator bandpass filters. These involve the use of meander
resonators [2, 3], slotted patch [4, 5], stepped impedance resonators [6, 7], and many others [8, 9].

Fractal curves are characterized by a unique property that, after an infinite number of iterations,
their length becomes infinite although the entire curve fits into the finite area. This space-filling
property can be exploited for the miniaturization of microstrip resonators. Due to the technology
limitations fractal curves are not physically realizable. Pre-fractals, fractal curves with finite order,
are used instead [10]. Various fractal geometries have been applied to realize compact size bandpass
filters [10–16]. Most of the published works concentrates on the application of different fractal
geometries to construct single-mode resonator filters [10–15]. Furthermore, it has been reported
that microstrip bandpass filters with fractal shaped dual-mode resonators can be realized [16].
Results show that these filters possess considerable size reductions as compared with the one based
on the conventional dual-mode square ring resonator.

In this paper, a new dual-mode microstrip bandpass filter based on the 4th iteration Minkowski-
like pre-fractal geometry has been presented. The filter is supposed to be suitable for microwave
applications as a low cost mass-producible, high performance and compact component.

2. THE FILTER STRUCTURE

The dual-mode filter structure presented in this paper is composed of a single fractally generated
microstrip dual-mode ring resonator. The resonator structure is the result of the 4th iteration
Minkowski-like pre-fractal geometry. Details of the generation process have been outlined in Fig-
ure 1. As in the case of most of the deterministic pre-fractals, the resulting structures, corresponding
to the different iteration levels are self-similar and are space-filling. These structures possess an
additional property in each of the iteration levels; the symmetry of the whole structure about its
diagonal. This property is of special importance in the design of dual-mode loop resonators [8].

The resulting pre-fractal structure has the characteristic that the perimeter increases to infinity
while maintaining the volume occupied. This increase in length decreases the required volume
occupied for the pre-fractal bandpass filter at resonance. It has been found that:

Pn = (1 + 2a2)Pn−1 (1)

where Pn is the perimeter of the nth iteration pre-fractal and a2 is equal to the ratio w2/Lo.
Theoretically as n goes to infinity the perimeter goes to infinity. The ability of the resulting
structure to increase its perimeter, at all iterations, was found very triggering for examining its size
reduction capability as a microstrip bandpass filter.
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(a)

(f)(e)

(d)(c)(b)

Figure 1: The generation process of the Minkowski-
like pre-fractal structure. (a) the generator, (b) the
square ring resonator, (c) the 1st iteration, (d) the
2nd iteration, (e) and (f) enlarged copies of the 3rd
and 4th iterations.

Figure 2: The layout of the modeled 4th itera-
tion fractal-shaped resonator dual-mode microstrip
bandpass filter.

The length, Lo of the conventional microstrip dual-mode square ring resonator has been deter-
mined using the classical design equations reported in the literature [8, 9], for a specified value of
the operating frequency and given substrate properties. This length represents a slightly less than
quarter the guided wavelength at its fundamental resonant frequency of the resonator.

As shown in Figure 1, applying geometric transformation of the generating structure (Fig-
ure 1(a)) on the square ring resonator (Figure 1(b)), results in the 1st iteration filter structure
depicted in (Figure 1(c)). Similarly successive bandpass filter shapes, corresponding to the follow-
ing iterations can be produced as successive transformations have been applied. Figure 1(f) shows
an enlarged copy of the 4th iteration fractal structure, on which the proposed bandpass filter design
is based. At the nth iteration, the corresponding filter side length, Ln has been found to be [16]

Ln = (0.6)n/2L0 (2)

A large variety of prefractal structures can be produced corresponding to different values of a1 and
a2. It is expected, then, that the resulting structures will resonate at different frequencies when
Lo is maintained constant. In this paper, the values of a1 and a2 have been chosen to fit with the
filter structures reported in [2, 16, 17]; making direct comparison of their performances with that
of the presented filter easy.

3. FILTER DESIGN

A bandpass filter structure, based on dual-mode microstrip fractal-shaped resonator, has been
designed for the ISM band applications at a design frequency of 2.4 GHz. At first, the side length
of the square ring resonator Lo, that matches the passband frequency, has to be calculated. It has
been found that this length is of about a quarter the guided wavelength. Then the side length, L4,
for the 4th iteration fractal-shaped resonator can be calculated based on the value of Lo, using (2).
Then a small discontinuity (perturbation) is placed in the symmetry axis of the ring. Figure 2 shows
the layout of the 4th iteration fractal-shaped dual-mode resonator with the perturbation applied at
a location that is assumed at a 45◦ offset from its two orthogonal modes. The perturbation is in the
form of a small patch added to the square ring, and the other subsequent iterations ring resonators.
Low passband loss requires strong input/output coupling to the resonator. This is achieved by
a narrow gap and a large coupling area that can be provided by the capacitive coupling. The
spacing (gap) is very critical parameter: If it is too narrow, matching is insufficient, and fitting the
poles to the desired stopband is not possible. On the other hand, if the gap is too wide, the two
modes separate from each other so that the filter becomes broadband and the insertion loss in the
passband increases dramatically.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 1469

Figure 3: Performance responses of the dual-mode
microstrip bandpass filter based on the 4th iteration.

Figure 4: Simulated charge distribution for the 4th
iteration dual-mode microstrip bandpass filter struc-
ture at the design frequency.

It is worth to mention that, the filter structures based on the 1st and 2nd iterations depicted in
Figures 1(c) and 1(d), have similar structures with those reported in [2] and [17] respectively. The
reported structures represent two separate attempts to produce compact size microstrip bandpass
filters; each consists of a single design step and does not go on further. These filter structures
have been found to possess size reductions of 40% and 64% respectively, as compared with the
conventional dual-mode microstrip square ring resonator. In addition, dual-mode bandpass filter
structure, based on a fractal-shaped resonator in the form depicted in Figure 1(e), offers a size
reduction of about 79% as reported in [16]. Accordingly, the filter structure, based on the 4th
iteration can be considered, up to the author’s knowledge, a novel design. This filter offers further
size reduction of about 88% as compared with the conventional dual-mode square ring resonator.

4. PERFORMANCE EVALUATION

A dual-mode microstrip bandpass filter, based on the fractal shape shown in Figure 1(f), has been
modeled and analyzed at an operating frequency of 2.4 GHz using a full-wave electromagnetic EM
simulator, from Sonnet Software Inc. [18], with a substrate having a thickness of 1.27 mm and a
relative dielectric constant of 10.8. The resonator side length that matches the specified frequency
has been found to be of about 4.55 mm with a trace width of 0.18 mm. For the present case, it
has been found that the modeled filter performs well with a square perturbation patch having
a length of about 0.33 mm. The input/output coupling structure is capacitive with an optimum
gap of about 0.15 mm. Simulation results show that the resulting bandpass filter exhibits a quasi-
elliptic response with two transmission zeros at finite frequencies near the passband as depicted in
Figure 3. The filter shows a very good response with a return loss of about −10 dB and a fractional
bandwidth of about 5% at a frequency of 2.38 GHz.

Figure 4 shows the current density pattern at the surface of the 4th iteration dual-mode mi-
crostrip bandpass filter at the design frequency. This figure implies that, at the design frequency
the two degenerate modes are excited and coupled to each other leading to the required filter
performance. The filter presented in this paper offers a size reduction of about 88% as compared
with the conventional dual-mode microstrip square ring resonator, while those filters reported
in [2, 16, 17, 19].

5. CONCLUSIONS

An extra reduced size microstrip bandpass filter structure has been presented in this paper, as a
result of a new design technique for dual-mode microstrip bandpass filters. A dual-mode bandpass
filter structure has been produced based on the 4th iteration Minkowski-like prefractal geometry,
using the conventional dual-mode square ring resonator as an initiator. The proposed microstrip
bandpass filter design has been modeled and analyzed using a full-wave EM simulator, at the ISM
band. This dual-mode filter has been found to possess a size reduction which is better than that
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reported in the literatures. It has been found that the presented filter design offers a size reduction
of about 88% as compared with the conventional dual-mode microstrip square ring resonator under
the same design specifications. The proposed filter can be generalized as a flexible design tool for
compact microstrip bandpass filters for a wide variety of wireless communication systems.
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Abstract— Defected microstrip structure (DMS) has similar properties with defected ground
structure (DGS) but without any leakage through the ground plane. In this report, the stop-band
performance of DMS is studied, and new single band, dual-band and tri-band bandstop filters
with DMS are proposed. The dual-band and tri-band bandstop filters are fabricated, and the
measured results are similar to the simulation. The new DMS bandstop filters have advantages
of good frequency selectivity, low loss and simple circuit topology, and simultaneously, has a
miniature circuit size of no more than 30mm× 1.2mm.

1. INTRODUCTION

Currently, the defected ground structure (DGS) [1–3] has been widely employed to improve filter
performance and reduce filter size. DGS is proved efficiency for harmonic suppression and has stop-
band performance in microwave circuits design, and especially the periodical DGSs, which extend
the stopband greatly. DGS increases the effective capacitance and inductance of microstrip line,
and the performances of filters or other microwave components are effectively improved. However,
DGS introduces wave leakage through the ground plane.

Compared with DGS circuit, the traditional defected microstrip structure (DMS) [4–6] unit is
made by etching two vertical narrow slots in the microstrip line. DMS is more easily integrated
with other microwave circuits, and has an effectively reduced circuit size compared with DGS,
and simultaneously, DMS exhibits the properties of slow-wave, rejecting microwaves in certain
frequencies and has an increasing electric length of certain circuits which are similar to the well
known DGS but without any manipulation of the ground plane.

In the present report, new defected microstrip structure is studied, and new bandstop filters
with single band, dual-band and tri-band are designed. Dual-band and tri-band bandstop filters
are fabricated and measured, and the experiment demonstrates the new design.

2. DEFECTED MICROSTRIP STRUCTURE

Defected microstrip structure (DMS) consists of a horizontal slot and a vertical slot in the middle
of conductor line, as Figure 1 shows. Similar to the defected ground structure (DGS), DMS in-
creases the electric length of microstrip line, and disturbs its current distribution, and the effective
capacitance and inductance of a mirostrip line increase. Accordingly, the DMS has stopband and
slow-wave characteristics [1], as is shown in Figure 2, and new microwave components especially
bandstop filters and low pass filters can be designed by using these characteristics. In order to show
the difference and do a comparison, the simulated results are got by using a 50-ohm microstrip line
with a substrate relative permittivity of 2.2 and 10.2, and a thickness of 0.8mm and 1.27 mm,

Table 1: Stop band characteristics of DMS using 50Ω microstrip line (εr = 2.2, H = 0.8mm).

DMS Dimensions (mm)
a = 0.2, c = 0.8, d = 1.0

b = 5.9 b = 9.2 b = 13.9
f0 (GHz) 10.58 8.92 6.49
fc (GHz) 6.01 4.73 3.01

(a) DMS 1 (b) DMS 2

Figure 1: Defected microstrip structures (DMS).
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Figure 2: Simulated S-parameters of 50-ohm Mi-
crostrip line with DMS unit 1, for εr = 2.2, a =
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Figure 3: Simulated S-parameters comparison of
DMS 1 and DMS 2, εr = 10.2, a = 0.4mm,
b = 16 mm, c = 1.1 mm, d = 0.3mm.

respectively. It can be seen from Figure 2 that DMS has obvious stop band performance, and
a bandstop filter can be easily obtained using high permittivity substrate. It can be seen from
Figure 3 that the proposed DMS 2 has better stopband performance. In the research, we observed
that DMS can be described by horizontal slot length b and vertical slot width a, and it shows the
horizontal slot length affects the effective inductance, and which increases with b increasing, and
introduces a lower stop band. While, the vertical slot width affects the effective capacitance, and
which decreases with a increasing, and lower capacitance induces to a higher resonant frequency
f0. Stopband characteristics of DMS using 50 Ω microstrip line are shown in Table 1.

The electrical performance of stop band for DGS is performed as a parallel LC resonant cir-
cuit [2, 5], because the stop band performance of new DMS is similar to that of the DGS unit, so
the equivalent circuit model of DGS [2] can be used to extract the equivalent circuit parameters of
DMS, and inductance L and capacitance C can be expressed as

C =
ωc

Z0g1
· 1
ω2

0 − ω2
c

, L =
1

4π2f2
0 C

(1)

The equivalent circuit parameters of the DMS shown in Figure 1 can be calculated from expres-
sion (1).

3. DMS BANDSTOP FILTERS

In order to demonstrate the stopband validity of DMS, bandstop filters with a single band, dual-
band and tri-band are designed with dielectric relative permittivity of 10.2 and thickness of 1.27 mm,
as shown in Figure 4 and Figure 6, respectively. Simulated frequency responses comparison with b
of the single band bandstop filter are shown in Figure 5, and it shows operation frequency increases
with parameter b decreasing, and for b = 15 mm, the filter has a relative bandwidth of 5.68% and
low loss of no more than 0.8 dB at center frequency 5.66 GHz, and a pair of transmission zeros with
attenuation of no less than 36 dB.

For dual-band and tri-band bandstop filter implementation, a pair of vertical slot is introduced,
and the horizontal slot affects the effective inductance, while, the vertical slot affects the effective
capacitance. Simulated frequency responses of the dual-band bandstop filter are shown in Figure 7,
and relationships of operation frequency with parameter b are shown in Figure 8. It can be seen
the operation frequency of the dual-stopband decrease with horizontal slot length b increasing, and
for b = 15.8mm, the dual-band operate at 1.89 GHz and 5.69 GHz, respectively, and has low loss.
In order to verify the design, the dual-band bandstop filter is fabricated and measured, as Figure 9
shows, and the measurement is got by Agilent E5071C vector network analyzer, and it can be seen
the measurement is similar to the simulation.

When b increases to more than 18 mm, a tri-band bandstop filter is introduced for the effective
inductance increases. Figure 10 shows the simulated frequency responses of the tri-band bandstop
filter, and Figure 11 shows the relationships of operation frequency and parameter b. It can be
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(a) Filter topology (b) Sketch equivalent circuit

Figure 4: Single band bandstop filter with DMS.
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Figure 5: Frequency responses comparison of the
bandstop filter with b, c = 0.3mm, e = 0.2mm,
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(b) Equivalent circuit

(a) Filter topology

Figure 6: Topology and equivalent circuit of the dual
or tri-band bandstop filter with DMS when b is dif-
ferent, where, i = 2 or 3.
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(a) Photograph of the hardware  (b) Measured results

Figure 9: Fabrication and measurement of the dual-band bandstop filter.

seen when b = 20mm, the tri-band bandstop filter operates at 1.55 GHz, 4.59 GHz, and 7.59 GHz,
respectively, and its operation frequency has similar variation trend with that of the dual-band one,
and the operation frequency variation of the third band is more obvious than the other operation
bands. It also shows the filter has wide passband between each operation stopband which is more
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(a) Photograph of the hardware  (b) Measured results

Figure 12: Fabrication and measurement of the tri-band bandstop filter.

than two times the filter’s first operation frequency, and the excellent band-gap performance of
DMS is demonstrated. Fabrication and measurement of the tri-band bandstop filter are shown in
Figure 12, and the measured results are similar to the simulation.

4. CONCLUSION

In this report, defected microstrip structure (DMS) which has no enclosure problem is studied, and
new bandstop filters with a single band, dual-band and tri-band are proposed. The measurement
demonstrates the design. The new DMS bandstop filters have advantages of simple topology,
miniature size and good performances of transmission zeros and low loss.
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Abstract— Compact dual-band bandpass filters are proposed by using new S-shaped stepped-
impedance resonators with dual and tri-section, and the designed dual-band bandpass filters are
demonstrated by measurement. The proposed filters have advantages of simple and compact
structures, low passband insertion losses, and dual-band operation, all these have prospect to
apply in wireless communication systems.

1. INTRODUCTION

Currently, with the rapid development of modern wireless communications, bandpass filters with
dual-band [1–3] operation become important in communication systems and have been paid much
attention for the requirement of portable equipment, and users can access more services with a
single handset. The traditional microstrip parallel-coupled half-wavelength resonator bandpass
filters have narrow stopband between the fundamental response and the first spurious response, so
the stepped-impedance resonator (SIR) [4–6] was presented in the past years to not only restrain
the spurious responses, but also shorten the resonator size. SIR also can be used to design tri-
band even multi-band filters for tuning the higher order resonant modes conveniently. However,
the deficiency of this kind of resonator is its resonant frequencies are dependent, and transmission
zeros are difficult to implement. Literature [7] proposed a miniaturized hairpin SIR with inner
coupling, and a network model of this resonator is researched. Commonly, there are three methods
for dual-band filter design, one is using cascade bandpass and bandstop filter, the second is using
stepped impedance resonator, and the third is using two sets of different resonators or introducing
two paths coupling.

This report presents new S-shaped dual and tri-section SIR bandpass filters with dual-band
operation, and compared with dual-band filters with two sets of different resonators or two paths
coupling, the filter sizes of the new design are greatly reduced.

2. DUAL-BAND BANDPASS FILTER USING DUAL-SECTION SIR

A fundamental microstrip stepped-impedance resonator unit is formed by joining together two
microstrip transmission lines with different characteristic impedance Z1 and Z2 (the corresponding
characteristic admittances are Y1 and Y2), and the corresponding electric lengths are θ1 and θ2,
respectively. l1 and l2 are physical lengths corresponding to electric length θ1 and θ2, respectively.
Zi is input impedance, and Yi is input admittance. Fig. 1(a) shows the half-wavelength SIR, and
Fig. 1(b) shows the S-shaped two-section SIR. For the S-shaped SIR, the impedance ratio can be
defined as k = Z2/Z1, and the input admittance can be written as

Yi = jY2 · 2(k tan θ1 + tan θ2) · (k − tan θ1 tan θ2)
k(1− tan2 θ1) · (1− tan2 θ2)− 2(1 + k2) · tan θ1 tan θ2

(1)

Parallel resonant condition can be obtained on the base of Yi = 0, and it can be expressed as

k = tan θ1 · tan θ2 (2)
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(a) Half-wavelength SIR (b) S-shaped SIR

Figure 1: Fundamental SIR structures and the new SIR.
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where, θ1 ≈ θ2 = θ, and expression (1) can be rewritten as

Yi = jY2
2(1 + k) · (k − tan2 θ) · tan θ

k − 2(1 + k + k2) · tan2 θ + k tan4 θ
(3)

The resonant condition on this case can be obtained as

θ = θ0 = arctan(
√

k) (4)

The first three resonant frequencies of the S-shaped SIR are expressed as fS1, fS2 and fS3, and
the corresponding electric length are θS1, θS2 and θS3, respectively. From expression (3) when
Yi = 0, the following expressions can be obtained

tan θS1 = ∞, tan2 θS2 − k = 0, tan θS3 = 0 (5)

And the corresponding electric length can be obtained as

θS1 =
π

2
, θS2 = arctan(−

√
k) = π − θ0, θS3 = π (6)

From expressions (4) and (6), the ratio of spurious frequency versus the fundamental frequency
can be got as

fS1

f0
=

θS1

θ0
=

π

2 arctan
√

k
,

fS2

f0
=

θS2

θ0
=

π − θ0

θ0
= 2

(
fS1

f0

)
−1,

fS3

f0
=

θS3

θ0
=

π

θ0
=2

(
fS1

f0

)
(7)

For the S-shaped SIR as shown in Fig. 1(b), we know that k < 1, and the calculated relationships
of fs/f0 and k are shown in Fig. 2. All of the filters in this report are designed on ceramic substrates
with dielectric constant of 10.2 and thickness of 1.27 mm, and all I/O feed lines are microstrip
lines with characteristic impedance of 50 Ω. Here, simple and compact S-shaped SIR bandpass
filter with dual-band operation is proposed, as Fig. 3 shows, where, a = 5.4mm, b = c = d =
1mm, e = 1.5mm, f = 6 mm and g = 4.4mm. Simulated filter frequency responses comparison
with parameters e and a are shown in Fig. 4(a) and Fig. 4(b), respectively, and it shows the
center frequency distance between the dual-passband increases with parameter e increasing, while,
operation frequencies of the dual-passabnd decrease with parameter a increasing. For a = 5.4 mm,
the dual-band bandpass filter operates at 2.5 GHz and 5.25 GHz, respectively, which has a passband
insertion loss of no more than 0.9 dB. In order to verify the design, the S-shaped SIR dual-band
bandpass filter is fabricated and tested, as Fig. 5 shows, and the measurement is got by Agilent
E5071C vector network analyzer, and it shows the measurement is similar to the simulation.

3. DUAL-BAND BANDPASS FILTER USING TRI-SECTION SIR

Tri-section SIR can get better harmonics suppression, as shown in Fig. 6(a), where, characteristic
impedance of a tri-section SIR are Z1, Z2 and Z3, respectively, and the corresponding electric length
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Figure 2: Relationship curves of fs/f0 versus k. Figure 3: S-shaped SIR dual-band bandpass filter.
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Figure 5: Fabrication and measurement.

   

(a) Traditional tri-section SIR  (b) S-shaped tri-section SIR 

Figure 6: Tri-section SIR. Figure 7: S-shaped Tri-section SIR bandpass filter.

Figure 8: Relationship curves of fs1/f0 versus k2 for the tri-section SIR.



1478 PIERS Proceedings, Suzhou, China, September 12–16, 2011

1                2                 3 4                5

-70

-60

-50

-40

-30

-20

-10

0

10

S
-p

a
ra

m
e
te

rs
/d

B

Frequency/GHz

 b=1.0mm
 b=1.5mm
 b=2.0mm

1 2               3                4                5

-50

-40

-30

-20

-10

0

S
-p

a
ra

m
e
te

rs
/d

B

Frequency/GHz

 d =0.4mm
 d =0.6mm
 d =0.8mm

(a) (b)
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(a) Fabricated hardware (b) Measured results

Figure 10: Fabrication and measurement.

are θ1, θ2 and θ3, respectively. If k1 = Z3/Z2, k2 = Z2/Z1, and θ1 = θ2 = θ3 = θ, and θ can be

written as θ = tan−1(
√

k1k2
k1+k2+1), and the total electric length can be got as [8]

θT = 6tan−1

(√
k1k2

k1 + k2 + 1

)
. (8)

Figure 6(b) shows the symmetrical S-shaped tri-section SIR, and the designed dual-band band-
pass filter using that kind of resonator is shown in Fig. 7, where, a = 8.4mm, b = 1 mm, c = 6 mm,
d = 0.4 mm, e = f = 0.8mm. The calculated relationships of fs1/f0 versus k2 for the tri-section
SIR are shown in Fig. 8. Simulated frequency responses of the proposed filter are shown in Fig. 9,
and it can be seen from Fig. 9(a) that for the first band, filter operation frequency increases with
parameter b increasing, while, Fig. 9(b) shows that the variation of parameter d has slight influ-
ence on filter center frequencies. It shows when b = 1.0mm, the filter operates at 1.97GHz and
3.76GHz, respectively, and the filter passband insertion loss is no more than 0.3 dB. Fig. 10 shows
the fabricated hardware and measured results, and the measurement agrees with the simulation.

4. CONCLUSION

S-shaped resonator bandpass filters with dual-band, low passband insertion losses by using dual
and tri-section SIR are designed. The proposed filters are fabricated and tested, and the designs are
demonstrated by measurement. The proposed models have simple and compact structures without
the coupling of different resonators, and can be applied in wireless communication systems.
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Abstract— This paper proposes an investigation of Q0 of λ/2 and λ/4 resonators with respect
to electric current density flowed on resonator. The assumption of decreased Q0 of λ/4 resonator
has been proved at this time. In our study, it is found that Q0 of λ/4 resonator (120) is decreased,
due to a loss of electric current density occurred through a short circuit of via-holes made at the
end, which is lower than that of λ/2 resonator (150).

1. INTRODUCTION

It is well known that microstrip filters can be designed based either half-wavelength (λ/2) or quarter-
wavelength (λ/4) resonators [1–5]. Most of conventional filters are designed based λ/2 resonator
while some miniaturized filters are designed based λ/4 resonator. The length of λ/4 resonator is
shorter than that of λ/2 resonator by two times but unloaded quality factor (Q0) of λ/4 resonator
may be lower than that of λ/2 resonator [6]. However, this assumption of decreased Q0 is not yet
proved and revealed in any reports.

In our study, single λ/2 and λ/4 resonators are realized on a NPC-F260A having dielectric
constant (εr) = 2.6, substrate thickness (h) = 1.2mm, tangential loss factor (tan δ) = 0.0015, and
copper thickness (t) = 9µm. Q0 of those resonators is determined to confirm the decreased of Q0

of λ/4 resonator and circumstance of electric current density (J) flowed on those resonators is also
demonstrated using IE3D software. The result shows that Q0 of λ/4 resonator is decreased, due to
a loss of electric current density through a via-hole.

2. RESONATOR AND UNLOADED QUALITY FACTOR (Q0)

In our study, λ/2 and λ/4 resonators are a uniform line having a 50-Ω impedance and are corre-
sponding to the same fundamental resonant frequency of 2 GHz. Schematics of those resonators are
shown in Figure 1. In this figure, the total length (LT ) of λ/2 and λ/4 resonators is approximately
50mm, and 25mm while strip-width (W ) is 3.32 mm. And three small via-holes having a diameter
of 0.4 mm are made at the end of λ/4 resonator in order to realize a short circuit.

In our investigation, Q0 can be determined by Equation (1) where Cn is maximally filter coeffi-
cient, QL is loaded quality factor, and L0 is attenuation at fundamental resonant frequency [7].

Q0 = 8.686× Cn × QL

L0
(1)

In the above equation, QL can be calculated by fundamental resonant frequency (f0) and 3-dB
bandwidth (∆f) as follow: QL = f0/∆f . By the way, f0 and ∆f can be determined using IE3D
software.

3. INVESTIGATION OF Q0

At first, frequency response of λ/2 and λ/4 resonators are simulated using IE3D software. The sim-
ulated result of frequency response of these resonators is shown in Figure 2. The fundamental reso-
nant frequency, bandwidth, and attenuation of these resonators are as follows: f0,λ/2 = 1.989GHz,
f0,λ/4 = 1.997 GHz, ∆fλ/2 = 10 MHz, ∆fλ/4 = 18MHz, L0,λ/2 = 11.51 dB, and L0,λ/4 = 8.167 dB.
Thus, Q0 of those resonators can be calculated using Equation (1) as follows: Q0,λ/2 = 150 and
Q0,λ/4 = 120 where Cn = 1. This result shows that Q0 of λ/4 resonator is lower than that of λ/2
resonator.
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Figure 1: Schematic of (a) a λ/2 resonator, and (b) a λ/4 resonator. The total length of λ/2 and λ/4
resonators is respectively 50 mm, and 25 mm while strip-width is same at 3.32 mm. A short circuit at the
end of λ/4 resonator are made by three small via-holes having a 0.4 mm-dia.
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L0,λ/4 = 8.167 dB.
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Figure 3: Electric current density flowed on strip-width of λ/2 and λ/4 resonators. Red shows maximum
electric current density and blue shows minimum electric current density.

In this paper, we propose investigation Q0 of λ/2 and λ/4 resonators with respect to electric
current density. The result of this investigation is shown in Figure 3. In this figure, red shows
maximum electric current density and blue shows minimum electric current density.

The result in Figure 3 shows that attenuation of electric current density on λ/2 resonator is
very low which means electric current density can flow well on this resonator while attenuation of
electric current density on λ/4 resonator is very high indicated by red which means electric current
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density may be lost through a short circuit of via-holes. In addition, investigation of Q0 of λ/2
and λ/4 SIRs is also re-examined in both simulation and experiment, which is avoided to apply
λ/4 resonator in our previous work [6]. Consequently, we can summarize that decreased Q0 of λ/4
resonator is due to a loss of electric current density through a short circuit made by via-holes.

4. CONCLUSIONS

An investigation of Q0 of λ/2 and λ/4 resonators has been reported in this paper. It is confirmed
that decreased Q0 of λ/4 resonators is due to a loss of electric current density through a short
circuit made of via-holes at the end. Therefore, λ/4 resonator should be avoided for developing of
high-Q0 filters.
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Abstract— An optimal design for an extra-low loss buried waveguide Y-branch splitter is pre-
sented over a broadband wavelength range from 1500 ∼ 1600 nm. A tapered multimode waveguide
section, earlier used to reduce the excess loss, is optimized when the light distribution at the end
of the multimode waveguide section is matched to the profile of the symmetric supermode for
the structure of the two branching waveguides. An optimization that combines genetic algorithm
and a gradient-based search method are used to obtain the optimal geometrical parameters for
the multimode waveguide section as well as the widths for the input and branching waveguides.
An excess loss of 0.015 dB@1550 nm was obtained after the proposed optimization. For these
optimized parameters, even when packaging induces a typical offset between input standard sin-
glemode fibre and waveguide, the wavelength dependence of the output ratio between the two
branches is small (less than 0.03 dB).

1. INTRODUCTION

A Y-branch structure fabricated by planar technology is a fundamental element in constructing
photonic integrated circuits such as power splitters, Mach–Zehnder interferometers, and hybrid-
integrated optical transceivers. Previously, the conventional Y-branch was found to suffer severe
radiation loss when the branching angle is larger than 2◦ [1]. To reduce the loss, the branching
angle must be small and the length of splitter device must be extended. To date, several efforts
have been made to overcome the loss problem, especially when the branching angle is large [2, 3].
Adding a microprism at the junction is one of the possible approaches. The function of the mi-
croprism is to compensate the phase mismatch caused by branching to reduce the radiation loss.
However, the fabrication process is quite complex and suffers from misalignment of the microprisms
at the junction. Low loss bending has been also achieved by utilizing coherently coupled bends [4].
Q. Wang [5] has presented a low loss Y-branch waveguide splitter utilising a multimode interfer-
ence (MMI) waveguide section as a transition region with appropriate widths for the input and
the branching waveguides. The designed Y branch has an excellent performance in a very wide
wavelength range, which means the Y-branch waveguide splitter can be further integrated into a
ratiometric wavelength measurement system [6]. In this paper, an extra-low-loss buried waveguide
Y-branch splitter based on a tapered MMI structure is proposed and presented operating over a
broadband wavelength range from 1500 ∼ 1600 nm. With optimized parameters, the wavelength
dependence of the output ratio between the two branches (∼ 0.03 dB over ∼ 100 nm) is negligi-
ble even with a mismatching offset between the input standard singlemode fibre and a waveguide
introduced during packaging.

2. BACKGROUND OF DESIGN

A conventional Y-branch structure consists of an input waveguide and two branching waveguides,
as shown in Fig. 1. The two branching waveguides can either have the shape of a cosine arc or they
can be straight waveguides with a certain branching angle. However, a Y-branch with cosine-arc
branching waveguides has a more compact size as compared with the one with straight branching
waveguides.

Silica-on-silicon waveguides have a number of advantages, such as low propagation loss and
high fibre matching efficiency. Therefore the silica-on-silicon buried waveguide is considered in
this paper. Conventionally there is a gap between the two branching waveguides for convenience
of fabrication. The gap between the buried branching waveguides fabricated by plasma enhanced
chemical vapor deposition technology should not be less than 2µm, to avoid air voids at the tip of
the branch after the cladding layer is deposited. The excess loss is an important characteristic of the
Y-branch structure. Many methods for minimizing the excess loss have been recently proposed [7].
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However, the existence of the gap degrades greatly the actual performance of the device, further
induces the insertion loss and the non-uniformity of a splitter consisting of cascaded Y branches.

The MMI waveguide has many advantages and can be used to construct planar lightwave circuits
for different purposes such as splitting, combining, and routing [8–11]. The self-image theory is
usually used to determine the geometrical parameters of the MMI section and the positions of the
input and output waveguides. Power splitters based on a multimode waveguide section between
the input and output waveguides have been proposed and fabricated earlier [9, 10]. In this paper
a tapered MMI waveguide section is adopted: such a tapered MMI waveguide has a narrow width
and therefore can support only two or three eigenmodes between the input and the branching
waveguides. The excess loss of the device is then reduced by optimizing the geometrical parameters
of the tapered multimode waveguide section, the end width of the tapered waveguide, the width
of the branching gap, and the width of the branching waveguides. This paper presents an optimal
design for a low-loss Y-branch structure with a tapered multimode waveguide section and the
branching gap mentioned above.

3. OPTIMAL DESIGN OF THE GEOMETRICAL PARAMETERS

The buried waveguide cross section is shown in Fig. 2(a); the core and cladding refractive indices
and the waveguide width and height were assumed to be: ncore = 1.4553; nclad = 1.4444, W0 =
5.5µm and H0 = 5.5µm, respectively. In order to obtain a splitter with a low excess loss, several
parameters such as the widths W2 of the tapered waveguide section, W1 of the tapered input
waveguides, the gap s between the branching waveguides and the width W3 of the branching
waveguides need to be optimized.

A genetic algorithm and a gradient-based search method are chosen as the optimization method.
In the optimization process, the length of the multimode waveguide section is chosen on the basis of
the principle of operation of MMI couplers, such as 1000µm. However, the other four geometrical
parameters W1, W2, W3, and s have large variation ranges and therefore large search ranges in
the genetic algorithm, thus good initial values (which are close enough to the global maximum)
are difficult to find for these parameters. It is well known that a gradient search method can be
easily trapped by a local maximum in such a case. Therefore, in the present paper, we first use
the genetic algorithm for the design. After a number of iterations, when the convergence of the
genetic algorithm slows down, we use a gradient search method to speed up the convergence by
using the parameters obtained from the genetic algorithm as good initial values for the gradient
search method.

Figure 3 shows the optical intensity field distribution of the proposed Y-branch splitter calculated

Figure 1: Schematic of conventional Y-branch waveguide splitter.
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Figure 2: (a) Cross section of input waveguide. (b) Schematic of the proposed Y-branch waveguide splitter.
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using the Beam Propagation (BPM) method. In this simulation, L1 = 1500µm, w1 = 4 µm;
W0 = 5.5µm; W2 = 14µm, s = 2 µm, W3 = 4µm; L0 = 1000µm; L2 = 1000µm; L3 = 1529.6 µm;
R = 30000µm; L4 = 1000µm; L5 = 1000µm. The excess loss versus wavelength is shown in
Fig. 4 which illustrates the excess loss between the sum of two output ports and input port of
the integrated device. The excess loss of the proposed Y-branch splitter is only 0.015 dB at a
wavelength of 1550 nm, which is much lower than the calculated results presented in Ref. [5].

A major challenge in the use of silica on silicon buried waveguides for photonic lightwave circuit
technology is the efficient coupling of light to/from an optical singlemode fibre because of the large
mode mismatch between the input optical fibre and the silica buried waveguide. The alignment
precision of the optical fibre to a buried waveguide may be limited in practice by the device pack-
aging technique used. To help minimize manufacturing costs therefore it is important to estimate
the tolerance of the splitter performance to a typical alignment errors induced by the limitations of
the packaging technique. Therefore an estimate of the effect of a typical offset between the input
standard singlemode fibre and the packaged waveguide needs to be considered and calculated.

With the developed optimization method, the corresponding light propagation in the case of
fibre position shift by ±0.4 µm from the centre is presented in Fig. 5, when L1 = 3000µm and
w1 = 3.5µm. From the input port of the integrated device, L0, illustrated in Fig. 2(b), one can see
that the optical mode field propagating with in the waveguide of L0 section, is disturbed by the
mismatching significantly, compare with the optical mode pattern of L0 shown in Fig. 3. It was
found that the wavelength dependence of the imbalance is still small (see Fig. 6 the fibre shift is
assumed to be ±0.4µm), even when there is a typical mismatching offset of ±0.4µm between the
input fibre and input port of integrated splitter device.

Figure 3: Optical intensity field distribution of the
proposed Y-branch waveguide splitter when L1 =
1500 µm and w1 = 4 µm.
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Figure 5: Optical intensity field distribution of the
proposed Y-branch splitter, when L1 = 3000 µm and
w1 = 3.5 µm; a typical offset of ±0.4 µm between
the input singlemode fibre and the input port of the
splitter is assumed.
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4. CONCLUSION

An optimal design for an extra-low-loss buried Y-branch splitter based on a tapered multimode
waveguide has been presented over a wide wavelength range (1500 ∼ 1600 nm). An optimization
method that combines a genetic algorithm and a gradient-based search method have been used
to obtain the optimal geometrical parameters for the multimode waveguide section as well as
the widths for the input and branching waveguides. An extra-low excess loss of 0.015 dB at a
wavelength of 1550 nm has been obtained after the optimization. An offset between the input
standard singlemode fibre and waveguide in packaging has been considered and the result shows
that there is very small wavelength dependence (∼ 0.03 dB) of the output ratio between the two
branches. There is significant potential for the useful application of the proposed Y-branch structure
in integrated optical devices, such as 1×N power splitters and switches, in the future.
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Abstract— In this paper, we built a free-space scattering-type scanning near-field millimeter
wave microscope using two tapered dielectric probes facing each other and a sample in between
based on MVNA. Nylon, Teflon and PVC dielectric tapered probes are compared in this system.
We adopted a PVC probe and a Teflon probe as incident and receiving probes. The resolution is
frequency dependent. In order to increase the resolution and contrast, we additionally positioned
a metal probe tip between the dielectric tapered probe and the object under test. First experiment
results on this signal improvement concept will be reported for a 2 µm tungsten probe, yielding
an increased field enhancement and leading to the contrast improvement.

1. INTRODUCTION

The microwave regime in the frequency spectrum has been extensively utilized for communication,
imaging, nondestructive testing, and security purposes. Millimeter- (30–300 GHz) and Terahertz-
(300–3000GHz) waves provide unique opportunities for the development of novel applications in
the active near-field imaging and spectroscopy of microscopic objects. Conventional optical imaging
systems in the mm- and THz range (0.1 < λ < 10mm) cannot resolve microscopic details as the
resolution in the far field is limited by the wavelength (Rayleigh criterion). The amplitude and
phase of the near field (evanescent wave) contain high resolution spatial information which is highly
dependent on the local structure. Hence, recently, near field microscopes with higher resolution
have been frequently reported [1, 2]. Scattering type scanning near-field microscopy imaging is a
powerful technique to obtain sub-wavelength resolution images of a sample. The method is based
on measuring the scattered near-field very close to a sample or converting the near-field evanescent
wave to propagating wave and detected in far field. However, extracting this information from the
scattered fields requires near-field probes capable of coupling to the local field at a tiny point. The
higher the resolution, the more sophisticated and expensive the probes are [3, 4].

For imaging, object investigation and nondestructive testing using millimeter and THz technolo-
gies, electromagnetic beams are required to be collimated and focused to attain higher resolution.
Typically, illuminating sources in imaging systems use biconvex lenses, parabolic mirrors, incorpo-
rate meta materials and a variety of lenses [5]. Recently, many groups have demonstrated different
imaging probe techniques, such as aperture probes and apertureless probes, particularly, a circu-
lar aperture, a modulated scatter probe, a coaxial cable, an open waveguide, a small loop, and
a micro-strip resonator, a narrow resonant slit, a metal micro-slit probe, a thin-slit aperture in a
convex and plate of a rectangular wave guide, resonant waveguide probe and so on [2]. Although
many probes are mentioned above, the highest resolution probes are various sharp metallic tips
and dielectric waveguides with sub-wavelength aperture sizes and were placed within 0.5 mm of the
sample surface. Conical Teflon probes in [3] get 0.2 to 0.5 mm resolution at 260 GHz and 0.5 mm
resolution at 150 GHz in [4].

In this research, we built a free-space scattering-type scanning near-field millimeter wave micro-
scope using two tapered dielectric probes and a sample in between based on an MVNA (Millimeter
Wave Vector Network Analyzer) from AB millimeter as shown in Fig. 1, the operated frequency
is in the W-band (70 ∼ 110 GHz). Teflon probes and 3D printed ABS probes were compared in
previous works [6, 7] and we can distinguish at least 256µm metal strips on a PCB at 100 GHz.
We found that the 3D printed ABS probe had higher resolution in Amplitude image because of
the sharper end of the probe. The noise in the ABS phase image is much bigger than in Teflon
probes phase images due to its non-homogenous inner structure. Nylon, Teflon and PVC tapered
probes are compared in this paper; the transmission and reflection properties are analyzed and the
factors that affect the image resolution are illustrated in part 2. In order to improve the contrast
and resolution of the near-field images, we additionally positioned a metal probe tip between the
dielectric taper and the object under test, the results are illustrated in part 3. At last, we draw
the conclusions.
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Control, detection and display (MVNA main unit)  

Detector1 Detector2

Sample Horn antenna Horn antenna 

Figure 1: Experiment setup of near-field scanning imaging system in millimetre and Terahertz wave.

Table 1: Real and imaginary part of dielectric permittivity for Teflon, Nylon and PVC at 100 GHz [8].

Specimen ε′ ε′′ Loss tangent
Teflon 2.0303 0.0004 1.97e-5
Nylon 1.4405 0.0285 0.0198
PVC 2.88 0.032 0.0111

Table 2: Amplitude of S11 and S21 for different materials as illuminating and receiving probes.

Illuminating-receiving
Teflon-
Teflon′

Teflon-
Teflon′′

Teflon-
PVC

Teflon-
Nylon

Nylon-
Teflon

PVC-
Teflon

Nylon-
Nylon

PVC-
PVC

S21 (dB) −7.82 −3.18 −8.1 −8.99 −5.56 −3.99 −15.81 −12.91
S11 (dB) −4.61 −5.4 −4.59 −4.55 −4.43 −6.16 −4.78 −5.72

2. COMPARISON OF DIFFERENT PROBES

Teflon is widely used because of its nearly transparent properties in the millimeter wave spectrum,
but it is hard to mill or cut sub-millimeter dimensions on a lathe due to its softness and even
more that it is easy to be rubbed to destroy the probe when it is in contact with the scanning
sample. Nylon and PVC probes can be very sharp because of the hardness. Teflon, Nylon and
PVC probes are compared using the near-field scanning imaging system as shown in Fig. 1. The
real permittivity ε′ and the imaginary permittivity ε′′ are shown in Table 1 for these three materials
in W-band (70–110 GHz).

Before the reflection (S11) and transmission (S21) coefficients are measured, the system is cal-
ibrated using the baseline calibration method without any probes to remove the effects of mis-
matches. The transmission is calibrated using an open or empty sample holder fixture while the
reflection is calibrated using a metal mirror plate placed at the sample plane. The illumination
frequency is locked at 100GHz, all measurement are performed at room temperature. After cali-
bration, we fixed our probes as an illuminating probe and a receiving probe. Nylon-Teflon means
that the illuminating probe is Nylon and the receiving probe is Teflon. In the previous simulation
work [7], we reported that the side leakage is determined by the real part of the permittivity and
when the permittivity is bigger, the side leakage is less. The loss tangent only impact the inten-
sity. We use tapered probes with a 45◦ opening angle, 9 mm radius and length of 9.75 mm in the
following experiments.

The amplitude results of S11 and S21 for different probes are descripted in Table 2. Teflon′′ is
much sharper than Teflon′ and Teflon is a sharp probe like Teflon′′ in the table. It is reasonable
that when the probe is sharper, the transmission decay is less. Although the loss tangent of Nylon
and PVC is much higher than that of Teflon, the transmission decay is not proportional to the
loss tangent because of the tapered shape. In order to get higher resolution, we choose a PVC
tapered probe as the incident waveguide and Teflon tapered probe as the receiving waveguide to
do the experiments for the rest part of this paper. Since PVC probes are much harder and sharper
than Teflon probes, they are better to focus the incident beam and Teflon probes can decrease the
transmission decay acting as a receiving probe.

We found that the resolution not only depends on the sharpness of the probe but also on the
distance of tip-sample because of the illuminating source beam size. When the beam size is smaller,
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Figure 2: 6mm metal edge linear scanning graphs at different frequencies (tip-sample distance is 0.5 mm).

Figure 3: Linear scanning of 1 mm metal strips on a PCB with and without the metal tip.

the resolution is higher. The results of experiments agree with the simulation work in [7]. We used
a sharper probe and kept the probe very close to the sample. We used a tip-sample distance of
0.5mm in this work. We found that the frequency also affects the resolution and contrast; we did
a linear scan (6mm range with 20µm per step) of the metal plate edge at 70, 80, 90, 100 and
110GHz. As can be seen from Fig. 2, the resolution (according to 10% to 90% criterion) and the
contrast are frequency dependent using a PVC probe (incident probe) and a Teflon Probe (receiving
probe). The reflection phase information is noisy. In order to increase the resolution and contrast,
we use a metal tip to create the enhancement of the near-field.

3. ENHANCEMENT OF THE METAL NEEDLE IN THE NEAR-FIELD SETUP

In the classic scattering scanning near-field optic microscopes (s-SNOM), a metal tip, usually
tungsten, locally perturbs the electromagnetic field surrounding the specimen. According to the
field enhancement by the static metal tip, an apertureless THz near-field microscope, which allows
for spatial resolutions as small as 150 nm with keeping the metal tip the constant distance to the
surface of the sample at 2 THz was reported in [9, 10]. We additionally positioned a metal probe
tip between the dielectric taper and the object under test. This metal probe acts as an antenna to
generate a locally concentrated near field usable for scanning microscopy [11, 12]. We notice that
the reflection phase is not good in Fig. 3, we couldn’t see any information about the sample from
the reflection phase. When we add a 2µm tungsten tip, we found out that the reflection phase
graph improved a lot. From transmission information of Fig. 3, we can see there is a little contrast
improvement (1.81 times).

4. CONCLUSION

We built a near-field imaging system based on MVNA and experiments reveal that the image
resolution depends on many factors such as the distance of the tip and the sample, the material
of the tip, and the sharpness of the probe, and the source frequency. The results of experiments
agree with the previous simulations in [7]. In order to improve the contrast and resolution of the
near-field images, we additionally positioned a 2µm tungsten probe between the dielectric taper
and the sample. We found out that the reflection phase improves a lot and transmission contrast
has a little bit improvement, but it is not enough. This setup has more reflection interference,
we have to perfect it and higher resolution is expected by using a dithering system and lock-in
amplifier in the near future.
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Abstract— A new extraction method for the Hooge parameter based on high frequency and
low frequency measurements is presented for the first time. We emphasis on the role played by the
resistive and electrostatic parasitics on the accuracy of the Hooge parameter. We illustrate this
new approach by calculating the Hooge parameter for a Si/Si0.6Ge0.4 n-HFET and we compare
these values with those calculated by classical method.

1. INTRODUCTION

The Hooge parameter (αH) is frequently calculated for low frequency (LF) noise characterization
of the field effect transistor when the nature of the LF noise is supposed to be due to mobility
fluctuation. This factor is supposed to be independent of bias, frequency, size of devices and it
is a very useful figure of merit to compare the 1/f noise behaviour. We present in this letter a
new method to evaluate the αH parameter based on a small signal equivalent extracted from HF
measurement. First we review the classical methods used to evaluate the αH parameter, then we
give details of the new method developped for SiGe HFET and to conclude, we provide some results
obtained in the SiGe Heterojunction Field Effect Transistor (HFET). All data presented here are
related to measurements and treatment made on Si/SiGe n-HFET with 0.1 × 100µm2 gate area.
The description of the structure can be found in [1]. These HFET exhibit excellent performance
in HF domain such as maximum oscillation frequency fmax of 188GHz and minimum noise figure
NFmin of 0.3 dB at 2.5 GHz with associated gain Gass of 19 dB [2].

2. REVIEW OF CLASSICAL MEASUREMENT METHODS

In Hooge’s theory [3], the 1/f noise is related to mobility fluctuations in crystal lattice. The LF
noise shows a 1/fγ frequency dependence, where the parameter γ is usually between 0.9 and 1.1.
Regardless of the origin of the 1/f noise one can consider αH parameter as a comparison tool of
experimental results coming from several types of devices or materials. With unit γ, αH parameter
is defined as follows

αH = fN
SId

I2
DS

(1)

where N is the total number of free charge carriers controlled by the gate in the channel of the
FET, SId is the current noise power spectral density and IDS is the drain current. According to
measurement setup, SId can be deduced from the input noise voltage spectral density SV g with
SId = SV g × g2

m, where gm is the extrinsic transconductance which can be directly measured.
The main effort in αH determination is evaluating correctly N . In linear regime, N can be

expressed as follows [4].

N =
IDS LG

qµ(EX)EX
(2)

where µ(Ex) is the field-dependent carrier mobility, Ex is the electrical field along the source-drain
axis and LG is the channel length. Drain bias should be very low to assume that all the carriers in
the channel are in mobility regime and to expect quasi constant electric field along the source-drain
axis. At low drain voltage, the drain current is also low and the effective electric field beneath the
gate can be estimated using the following expression: EX = [VDS − (RS + RD)IDS ]/Leff where RS

and RD are the source and drain resistance, IDS the drain current and Leff the effective gate length.
Once the lateral electric field is known, one has to choose an accurate model for the mobility. Many
models exist. One can consider the field-dependent mobility [5]: µ(EX) = µ0/[1 + (EX

ES
)γ ]

1
γ where

µ0 is the low field mobility, ES and γ are fitting parameters. These approach have been used by [6].
On the other hand, even in linear regime, channel doping profile and gate dielectric control all

together the HFET mobility and current drive in a very complex manner. It seems to be better
to quantify directly the carrier mobility by measurements mainly in short channel devices. But
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a direct extraction of the mobility is difficult because the extracted mobility value is sensitive to
the definition and values of the effective channel length Leff , extrinsic source resistance (RS) and
drain resistance (RD). Some authors [7, 8] have computed the effective mobility, µeff , by the ratio
of extrinsic drain conductance gD and of the gate oxide capacitance COX in MOSFETs

µeff = L2
eff

∂IDS/∂VDS

COXVG
= L2

eff

gD

COXVG
(3)

where VG is the effective gate voltage, gD and COX are obtained from I-V and C-V measurements
performed on the same device. Disagreements in αH commonly appear since Leff and series resis-
tance RS and RD are not taken into account. A better extraction of the mobility can however be
done, if a careful estimations of RS and RD contribution on the output conductance gD is made.
If one notes, gmint and gDint are the intrinsic transconductance and output conductance of the
transistor. These parameters can be extracted using the followings relations

gmint =
g′m

1− (RS + RD)gD(1 + RSg′m)
(4)

gDint =
g′D

1−RSgm(1− (RS + RD)g′D)
(5)

where g′m = gm

1−gmRS
and g′D = gD

1−gD(RS+RD) .

3. NEW METHOD

First, the limitations of classical methods used to extract the αH parameter are due, in a large
extend, to the increasing role of parasitics in ultra short gate length devices, leading to a mises-
timation of effective mobility, or effective number of free carriers N controlled by the gate. Both
resistive and electrostatic parasitics should be taken into account for accurate extraction of αH .
Second, if classical methods are well suited for MOSFET, they are not directly applicable for buried
channel HFET with significant 2D effects. Therefore we have developed a new approach which can
be used for any kind of FET. This method exploits HF measurements and is well suited for small
gate length III-V or silicon based HFET. Let’s explain this method: Starting with (1), and in the
case of MOSFET, we could first obtain N directly through the gate capacitance CT (CG or COX)

N = CT VG/q (6)

Substituting Eqs. (6) to (1) then becomes

αH =
SIdCT VGf

qI2
DS

(7)

The crucial parameter of (6) is CT . It is better to measure this capacitance than to calculate it
(permittivity/thickness), since not necessarily the effective channel length and the oxide thickness
are accurately known. Moreover, the COX may include the incidence of the polysilicon depletion
layer for MOS.

We turn now to the extraction of the effective capacitance CT : The capacitance measurements
contain parasites. Some of these parasitic contributions should not be considered for the calculation
of N . We explain below, how the capacitances are extracted and thus, we use the following
expression to determine N in the HFET

N =
(CGS + CGD − Celec)× VG

q
(8)

where CGS , CGD and Celec are the total gate-source, total gate-drain and the electrostatic capac-
itances respectively, determined with HF measurements. S-parameter measurements and small
signal circuit modelling are used to extract capacitances and resistances. The determination of
intrinsic parameters of the equivalent circuit is carried out using transformation of S-parameters
into Z and Y -parameters at each bias point [9]. The whole capacitances represent not only intrinsic
capacitances but also extrinsic electrostatic parasitics.
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The whole parasitic capacitance is extracted thanks to measurement and extraction of CGS and
CGD performed on several gate length and gate width devices. Devices with several gate lengths and
several gate widths have been measured at several drain and gate biases. The parasitic capacitance
values are extracted from the intercept with zero gate length and zero gate width of the CGS +CGD

versus gate length and gate width respectively as illustrated in Fig. 1. This value doesn’t depend
on bias condition.

The whole parasitic capacitance is due to three contributions: 1/electrostatic coupling between
the two metallization finger gate and the taper terminating the center strip of the coplanar waveg-
uide which is mainly observable with the gate width dependence, 2/an electrostatic capacitance
between shape of the mushroom gate metallization and the 2-DEG in the channel below the access
zone and with the surface states in the cap layer, and 3/a fringe contribution arising from the de-
pletion zone within the semiconductor. Contributions 2/ and 3/ can be observed on the gate length
dependence of the whole capacitances. It should be mentioned that surface states may play also a
significant role in the value of fringe capacitances. Electrostatic and fringe capacitances reduce HF
performances by screening the strain enhanced transport properties of the SiGe HFETs.

Electrical modelling on several gate length and gate width devices shows that these electrostatic
parameters vary from 70 to 150 fF/mm. For a typical device the sum of the total gate-source and
gate-drain capacitance (CGS+CGD) is 125 fF/mm and the sum of resistances (RS+RD) is 3.3 Ω·mm.
One must underline that only electrostatic contributions and the fringe effect associated to the poor
aspect ratio in buried channel HFET have to be taken into account and have been removed.

The current noise spectral density for the SiGe n-HFET measured exhibits 1/f and generation-
recombination noise. All traces are at same EX conditions. The constant EX was obtained biasing:
EX = VDS−IDS(RS+RD)

Leff
.

Figure 2 compares αH parameter versus VG, αH is calculated using the expression (1) and (2)
using LG directly. αH is also calculated using the expression (7) and (8) with and without taking
into account Celec. We can note around 33% underestimation for αH value using CT instead of
COX without taking into account Celec contribution and taking into account gDint and Leff . A
higher underestimated αH value was founded considering LG and extrinsic drain conductance gD.

Table 1 depicts the estimated αH parameter for several FET technologies. As the αH parameter
can be used to evaluate the crystalline quality of the transistor, the best quality has been observed
for conventional Si p-MOSFET and the worst crystalline quality has been observed in SiGe p-FETs
fabricated on sapphire, it is known that Silicon has à 10% lattice mismatch with sapphire. The
αH parameter calculated in the SiGe n-HFET of this work, is comparable with the parameters
observed in Si n-MOSFET and InGaAs PHEMT transistors.
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Table 1: Hooge parameter for several microwave FETs on GaAs, InGaAs, Si and SiGe. Except in [12] results
are calculated in linear region at VDS ¿ VG.

Transistor W× L (µm2) αH

SiGe n-HFET this work 100× 0.1 6.1 10−6

Si n-MOSFET [10] 10× 0.2 7.0 10−6

Si p-MOSFET [11] 20× 3 4.0 10−7

GaAs MESFET [12] 280× 0.5 5.7 10−4

InGaAs PHEMT 200× 0.35 9.0 10−6

GaAlAs HEMT 200× 0.5 1.3 10−5

SiGe p-MOSFET [7] 54× 1 2.5 10−5

SiGe p-FET on SOS [8] 20× 1.3 9.4 10−5

SiGe p-FET on SOS 20× 1.25 8.1 10−5

Si p-FET on SOS 20× 1.04 2.9 10−4

4. CONCLUSION

We have presented a new method to calculate αH parameter well suited for buried channel HFET.
The Hooge parameter evaluation based on capacitance calculation leads to an overestimation of
αH values, by misestimating the effective gate length and because of the influence of electrostatic
capacitance. The new method presented in this article considers these problems in short gate length
devices and then the αH parameter becomes correctly proportional to the mobility and the total
number of free charge carriers controlled by the gate as theoretically assumed.
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Small Antenna Chamber Design and Measurement
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Abstract— The mobile phone under test of far-field range testing has been the plan at the
Cellular Telecommunications & Internet Association (CTIA) certification program test require-
ments for performing radiated power and receiver performance measurement. It is a 3D system
for measuring low gain antennas and is well matched for PDA Phone or wireless antenna testing.

1. 3D ANTENNA MEASUREMENT

In the US, the Certification Program of the CTIA-The Wireless Association was the first organi-
zation to publish a test plan for Over-The-Air (OTA) testing of mobile terminals. During the last
few years there has been significant progress towards developing standardized testing methods for
wireless devices. A key element in such testing is the accurate evaluation of radiated performance
while operating in the respective communications. Such testing is commonly referred to as testing
and is becoming a mandatory part of the product certification required by most network opera-
tors. In those papers [1–4], facilities of mobile phone measurement have recently commissioned a
spherical far-field measurement system (Figure 1 and Figure 2). In this paper describes a spherical
antenna measurement system that addresses the challenges in testing antennas for wireless com-
munications. It is a 3D system for measuring low gain antennas and is well matched for PDA
Phone or wireless antenna testing. It has effectively demonstrated testing and characterization of
far-field performance, CTIA Over-The-Air (OTA) performance data, radiated power (EIRP), and
sensitivity (EIS). In passive mode measurements of antennas are performed by a vector network
analyzer. It provides radiation pattern data in any polarization, as well as antenna efficiency. In
system mode measurements, commonly referred to as OTA Performance Testing, of mobile phones
and other cellular terminals can be performed. It is connected to a radio communications tester
(Agilent 8960). The communications tester sets up a phone call through the 3D polarization scan-
ning, enabling measurements of radiated transmitter power (EIRP) and receiver sensitivity (EIS)
over the entire spherical measurement surface surrounding the mobile phone.

2. 3D FAR-FIELD ANTENNA MEASUREMENT SYSTEM AND EXPERIMENTS

In this study, the author has established a 3D far-field antenna measurement system [5–8]. Based
on this 3D spherical far-field measurement system, the low-profile mobile antennas measurements
and mobile phone for wireless network are applied. The 3D antenna measurement system and study
can be applied to wireless OTA measurement.

3. 3D ANTENNA MEASUREMENT PRINCIPLE

3D antenna system [9–11] is a measurement of the RF device’s transmitter performance. This
measurement procedure records 3D antenna pattern every 15 and 30 degrees for the total of 528

Figure 1: The 3D small OTA chamber design.
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Figure 2: The 3D measurement system and wireless system networking.

and 120 points (2 orthogonal linear polarizations× 12 theta’s data× 24 phi’s data and 2 orthogonal
linear polarizations× 5 theta’s data× 12 phi’s data). As a result, a 3D pattern is obtained showing
maximum and minimum points of transmitter performance. This section discusses the methodology
of 3D polarization measurement and environment. Directivity (D), equation is defined as the ratio
of the wave radiation intensity in certain direction to the average radiation intensity, and show the
spherical coordinates used for measurement.

4. MEAN EFFECTIVE GAIN

Based on measurement method [12, 13] is described for analying the mean effective gain (MEG) of
antenna in 3D far field chamber environment. The MEG of an antenna in a certain environment
can be computed based on the 3D gain pattern of the mobile antenna and the average angular
distribution of incident power in the environment. By using Equations (1) and (2) the expression
for the MEG can be calculate. And the mean incident power ratio PV /PH represents the cross
polarization power ratio (XPR), by using Equation (3). In this paper, we present experimental
results of the XPR rate at the mobile antenna in a simple dipole antenna environment at center
frequency. Based on response of mobile antenna, the 3D measured results of MEG and XPR are
measured.

Ge =
Prec

PV + PH
(1)

Prec =

2π∫

0

π∫

0

{P1Gθ(θ, φ)Pθ(θ, φ) + P2Gθ(θ, φ)Pθ(θ, φ)} sin θdθdφ

Ge =

2π∫

0

π∫

0

{
XPR

1 + XPR
Gθ(θ, φ)Pθ(θ, φ) +

1
1 + XPR

Gφ(θ, φ)Pφ(θ, φ)
}

sin θdθdφ

(2)

XPR =
PV

PH
(3)

5. SMALL 3D ANTENNA CHAMBER

The mobile phone under test of far-field range testing has been the plan at the Cellular Telecom-
munications & Internet Association (CTIA) certification program test requirements for performing
radiated power and receiver performance measurement. In this paper, facilities of antenna pattern
measurement have recently commissioned a spherical far-field measurement system. The low profile
far-field spherical scan system provides significant advantages over the older far-field testing includ-
ing elimination of problem of simple theta (θ) and phi (φ) rotary axis with indoor far-field range
testing, complete measurement characterization of the antenna, and improved accuracy. This paper
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will discuss the antenna and wireless system integration tested, spherical antenna measurement for
far-field system, and the results being achieved.

6. CONCLUSIONS

The low profile far-field spherical scan system provides significant advantages over the older far-field
testing including elimination of problem of simple theta and phi rotary axis with indoor far-field
range testing, complete measurement characterization of the antenna, and improved accuracy.
This paper will discuss the antenna and wireless system integration tested with the TRP/TIS and
spherical antenna measurement for far-field system, and the results being achieved.

ACKNOWLEDGMENT

The authors acknowledge the Antenna and EMC Department of HTC, Taiwan for sport the wireless
technique and measurement environment.

REFERENCES

1. Chen, G. Y., S. Y. Huang, W. F. Yen, J. S. Sun, Y. D. Chen, C. H. Lin, J. Y. Yang, and
C. Y. Lin, “The spherical antenna measurement and spherical absorption rate (SAR) for near
field radiation evaluation,” 2005 Asia Pacific Symposium on EMC (2005 APEMC), 128–135,
Taipei, Taiwan, Dec. 2005.

2. Chen, G. Y., J. S. Sun, C. J. Huang, S. Y. Huang, Y. T. Chung, K. L. Wu, Y. D. Chen,
C. H. Lin, and J. Y. Yang, “The 3D far-field antenna system for total radiation efficiency, mean
effective gain and multi-input multi-output measurement operation,” 2006 National Sympo-
sium on Telecommunications (2006 NST), 143, Kaohsiung, Taiwan, Dec. 2006.

3. Chen, G. Y., J. S. Sun, and Y. D. Chen, “The 3D far-field antenna measurement technology
for radiation efficiency, mean effective gain and diversity antenna operation,” 2006 The 7th
International Symposium on Antennas, Propagation, and EM Theory (2006 ISAPE), 42–45,
Guilin, China, Oct. 2006.

4. Chen, G. Y., J. S. Sun, S. Y. Huang, Y. D. Chen, C. H. Lin, and J. Y. Yang, “Flexible
monopole antenna for mobile phone co-design and 3D far-field antenna scanning technique
apply to total radiation efficiency and mean effective gain measurement,” 2006 China-Japan
Joint Microwave Conference (2006 CJMW), 89–92, Chengdu, China, Aug. 2006.

5. Chen, G. Y., J. S. Sun, S. Y. Huang, Y. D. Chen, C. H. Lin, and J. Y. Yang, “Manufacture,
design, measurement and FPC antennas integration for PDA phone,” 2006 China-Japan Joint
Microwave Conference (2006 CJMW), 416–419, Chengdu, China, Aug. 2006.

6. Chen, G. Y., J. S. Sun, S. Y. Huang, Y. D. Chen, C. H. Lin, and J. Y. Yang, “Mobile handset
measurement for wireless system networking,” 2006 China-Japan Joint Microwave Conference
(2006 CJMW), 698–701, Chengdu, China, Aug. 2006.

7. Chen, G. Y., C. H. Lin, J. S. Sun, K. K. Tiong, and Y. D. Chen, “3D far-field antenna scanning
technique apply to radiation efficiency and mean effective gain measurement,” IEEE TENCON
2007, Taipei, Taiwan, Oct. 2007.

8. Chen, G. Y., C. H. Lin, J. S. Sun, K. K. Tiong, and Y. D. Chen, “Mobile handset and radiation
power absorption measurement,” IEEE TENCON 2007, Taipei, Taiwan, Oct. 2007.

9. Wu, K.-L., G.-Y. Chen, J.-S. Sun, C.-H. Lin, K.-K. Tiong, and Y. D. Chen, “The GPS antenna
design and measurement,” PIERS Proceedings, 162–164, Hangzhou, China, Mar. 24–28, 2008.

10. Wu, K.-L., G.-Y. Chen, J.-S. Sun, C.-H. Lin, K.-K. Tiong, and Y. D. Chen, “The helical
antenna for handset design and phantom effect,” PIERS Proceedings, 221–222, Hangzhou,
China, Mar. 24–28, 2008.

11. Chen, G.-Y., J.-S. Sun, C.-H. Lin, K.-K. Tiong, and Y. D. Chen, “Small antenna measurement
facilities,” PIERS Proceedings, 157–158, Hangzhou, China, Mar. 24–28, 2008.

12. Chen, G.-Y., J.-S. Sun, K. Chang, and Y. D. Chen, “Antenna pattern measurement,” PIERS
Proceedings, 331–333, Beijing, China, Mar. 23–27, 2009.

13. Chen, G.-Y., K.-L. Wu, J.-S. Sun, and Y. D. Chen, “Antenna measurement system for CTIA
OTA operation,” PIERS Proceedings, 1823–1825, Xi’an, China, Mar. 22–26, 2010.



1498 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Calculation and Analysis of the Coupling Effects of High Voltage
Transmission Lines in Joint-use Corridors Shared by

Multi-systems

Jun Zhu, Xiaobin Cao, Zihui Zhao, Li Chen, and Guangning Wu
School of Electrical Engineering, Southwest Jiaotong University, China

Abstract— Electromagnetic coupling effects among transmission lines threaten the stability
and reliability of each system, which the corridor is shared by. This paper investigates the effects
of various parameters on the electromagnetic interference among transmission lines in detail.
The influencing factors include erection parameters, soil parameters and operation parameters
of power system. A multi-conductor transmission line model is established to calculate the
coupling effects of transmission lines with EMTP. The model consists of 500 kV double-circuit
AC transmission lines and 1000 kV one-circuit AC transmission lines. And then, the effects of
various parameters on the generated interferences are analyzed, when 1000 kV AC transmission
lines are de-energized. The general rules of induction components among transmission lines
changing with different parameters are obtained. This paper provides an insight on how to make
the safe distance of transmission lines in the corridors.

1. INTRODUCTION

With the rapid development of economy and society, joint-use corridors shared by multi-system
have the characteristic of saving land, which is occupied by power, communication, transportation
and energy transport systems. Meanwhile, in order to meet energy demand, UHV transmission lines
are gradually put into use. This leads to the load current and fault current of transmission lines
increased significantly, and exacerbates the electromagnetic coupling effects among transmission
lines in joint-use corridors. So the electromagnetic interference threatens the stability and reliability
of each system in the corridors.

In order to ensure each system operating safely in the corridors, many countries have started
research and have developed regulations and standards [1, 2]. Researchers mainly study on the
coupling effects among parallel transmission lines. The generation mechanism of electromagnetic
induction components between two parallel conductors was analyzed in [3] and [4]. These papers
described a method of calculating the transverse voltage caused by electric field induction based on
charge equivalent method. The electromagnetic interference among parallel transmission lines was
analyzed in [5] and [6]. These papers pointed out that the induced longitudinal EMF increases with
the parallel length in approximate direct proportion. But, all the research above is not concerning
the electromagnetic interference among multi-circuit lines.

Transmission lines in the corridor are close to each other, so the electromagnetic interference level
is more serious. This threatens reliable operation of each system and the safety of line maintenance.
It is necessary to study on the electromagnetic induction among lines in the corridors, and analyze
the general rules of induction components changing with different parameters.

2. SYSTEM SITUATION AND SIMULATION MODEL

This paper mainly studies on the general rules of induction components among lines changing with
different parameters, so there is no need to correspond with the actual lines. Typical erection
situation and line parameters are confirmed from relevant articles. Then, a parallel transmission
lines system has been set up, as shown in Fig. 1(a). The total length of transmission lines in parallel
is l (km), and the separation distance between 500 kV and 1000 kV ac transmission lines is d (m).

A cross section of the joint-use corridor is shown in Fig. 1(b), and various parameters of transmis-
sion lines in the common corridor were given by [6] and [7] in detail. This paper adopts nine-phase
line to simulate 500 kV double-circuit ac transmission lines on the same tower in parallel with
1000 kV one-circuit ac transmission lines with EMTP.
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Figure 1: 500 kV double-circuit ac TL on the same tower in parallel with 1000 kV one-circuit ac TL. (a)
Parallel transmission lines system. (b) Cross section of parallel transmission lines system.

Figure 2: Relation between transverse voltage and
length of parallel lines (d = 40 m, h = 38.5m, ρ =
100Ω·m).

Figure 3: Relation between transverse voltage and
separation distance (l = 60 km, h = 38.5 m, ρ =
100 Ω·m).

3. ELECTROMAGNETIC INDUCTION COMPONENT ON 1000 KV DE-ENERGIZED
LINES

3.1. Transverse Voltage Due to Electric-field Induction
When 1000 kV ac transmission lines are de-energized and insulated against ground, the transverse
voltage is generated in every phase of UHV transmission lines due to electric-field induction. The
rules of transverse voltage changing with length of parallel lines and separate distance are respec-
tively shown in Figs. 2 and 3. The length of parallel lines is varying from 20 m to 140m, and
separeted distance from 40 m to 190 m.

3.2. Longitudinal EMF and Induced Current Due to Magnetic-field Induction
When 1000 kV ac transmission lines are de-energized and grounded at a single terminal or at
two terminals, the longitudinal EMF and induced current are generated in every phase of UHV
transmission lines due to magnetic-field induction. The rules of longitudinal EMF and induced
current changing with parallel length, separation distance, soil resistivity and current in energized
lines are respectively shown in Figs. 4, 5, 6, and 7. Parallel length is varying from 20m to 140 m,
separeted distance from 40 m to 190m, soil resistivity from 10Ω·m to 105 Ω·m, and current from
400A to 3000 A in every phase.

4. DISCUSSION

The effects of various parameters on the generated electromagnetic interference are discussed in
this section. The parallel transmission line system described in Section 2 is taken as an example
to analyze. All the calculation results are the induced interferences on the A phase conductor of
1000 kV lines with neighboring 500 kV ac lines in the steady state.
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Figure 4: Relation between longitudinal EMF/induced current and length of parallel lines. (d = 40 m,
h = 38.5 m, ρ = 100 Ω·m, I = 1000A).

Figure 5: Relation between Longitudinal EMF/induced current and separation distance. (l = 60 km, h =
38.5m, ρ = 100 Ω·m, I = 1000 A).

Figure 6: Relation between longitudinal EMF/induced current and soil resistivity. (l = 60 km, d = 40m,
h = 38.5 m, I = 1000 A).
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4.1. Length of Parallel Lines

Relation between electromagnetic induction components and length of parallel lines is shown in
Figs. 2 and 4. The transverse voltage does not vary with the parallel length markedly, while the
longitudinal EMF increases with the parallel length and do not present direct proportion. When
the de-energized lines are grounded at two terminals, the current amplitude is very large. So,
when the de-energized lines are maintained, it is important to take measures to reduce the current
amplitude in the grounding loop.

4.2. Separation Distance

Relation between the electromagnetic induction components and separation distance is shown in
Figs. 3 and 5. With the increase of separation distance, all the components above decrease and do
not present direct proportion. The effects of separation distance upon the electromagnetic induction
components on the A phase conductor are shown in Tab. 1. When the distance is smaller than 80 m,
all components are very large and decrease rapidly with the increase of separation distance. When
the distance is larger than 80 m, all components are small and decrease slowly with the increase of
separation distance. So transmission lines in the corridors should keep a certain distance. In this
paper, the separation distance is suggested to be larger than 80 m in the parallel transmission line
system.

Figure 7: Relation between longitudinal EMF/induced current and current in 500 kV TL. (l = 60 km,
d = 40 m, h = 38.5m, ρ = 100 Ω·m).

Table 1: Effects of separation distance upon the electromagnetic induction components on A phase conductor.

Separation Distance (m) 40 60 80 100 120 140 160 180
Transverse Voltage (kV) 30.6 10.3 5.63 3.71 2.63 1.94 1.49 1.17
Longitudinal EMF (kV) 0.95 0.26 0.14 0.11 0.1 0.098 0.093 0.088

Induced Current (A) 42.1 10.9 5.11 3.46 2.76 2.38 2.12 1.94

Table 2: Effects of soil resistivity upon the electromagnetic induction components on the A phase conductor.

Soil Resistivity (Ω·m) 10 20 50 80 102 2× 102 5× 102 8× 102

Longitudinal EMF (V) 983.9 973.7 961.1 954.7 951.6 942.1 929.5 923.0
Induced Current (A) 44.7 43.8 42.8 42.3 42.1 41.5 40.8 40.4
Soil Resistivity (Ω·m) 103 2× 103 5× 103 8× 103 104 2× 104 5× 104 8× 104

Longitudinal EMF (V) 919.9 910.2 897.4 890.8 887.7 877.9 865.1 858.5
Induced Current (A) 40.3 39.9 39.4 39.1 39.0 38.7 38.4 38.2
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4.3. Soil Resistivity
Relation between the induced longitudinal EMF/current and soil resistivity is shown in Fig. 6.
With the increase of soil resistivity, the longitudinal EMFs and induced currents in each phase of
1000 kV ac transmission lines present different trends, and are slightly affected by it. The effects
of soil resistivity upon the electromagnetic induction components on the A phase conductor are
shown in Tab. 2. While the variation range of soil resistivity is in the same order of magnitude, the
induction components change slightly. While the variation range exceeds one order of magnitude,
the induction components are changed obviously. It is because that the mutual impedances between
transmission lines change with soil resistivity. The formulas of the mutual impedance and the
complex depth are shown in [5]. It is obviously obtained that the complex depth of earth return
current circuit is very large in power frequency. While the variation range of soil resistivity is in the
same order of magnitude, the complex depth changes slightly. Therefore, the mutual impedance
is essentially constant, leading to the induction components changing slightly. While the variation
range of soil resistivity exceeds one order of magnitude, even reaching several orders of magnitude,
the complex depth changes in several orders of magnitude. Thus, the mutual impedance changes
greatly, leading to the induction components changing obviously.

4.4. Current in Energized Lines
Relation between the induced longitudinal EMF/current and current in energized lines is shown in
Fig. 7. The induced longitudinal EMF and induced current increased with current of 500kV lines
in approximate direct proportion.

5. CONCLUSION

In this paper, the electromagnetic coupling effects of HV transmission lines in the corridors have
been studies with a computing model established in EMTP. From the calculation results, the
following conclusions can be drawn.

1. The transverse voltage does not vary with the parallel length markedly, while the longitudinal
EMF increases with the parallel length and do not present direct proportion.

2. The induced current is very large and essentially constant with parallel length. It is important
to take measures to reduce the current amplitude in the grounding loop when de-energized
lines are maintained.

3. All the induction components decrease and do not present direct proportion with separation
distance increased. When the distance is larger than 80m, all components are small and
decrease slowly with the increase of separation distance. Thus, the separation distance is
suggested to larger than 80 m in the parallel transmission line system of this paper.

4. With the increase of soil resistivity, the longitudinal EMFs and induced currents in each
phase of 1000 kV ac transmission lines present different trends, and are slightly affected by it.
While the variation range of soil resistivity is in the same order of magnitude, the induction
components change slightly. While the variation range exceeds one order of magnitude, the
induction components are changed obviously.

5. The induced longitudinal EMF and induced current increased with current of energized lines
in approximate direct proportion.
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