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Abstract— This paper presents a fast computation and processing for off-axis digital holo-
graphic microscopy (DHM) based on a graphic processing unit (GPU). DHM is a highly effective
imaging technique capable of reconstructing the three-dimensional (3-D) structure by retrieving
the amplitude and phase information of the specimen. To obtain the 3-D profile of the specimen,
numerous calculations for image reconstruction are required. For achieving enormous calculations
of image reconstruction and improving the computational speed for their practical applications,
we have performed the preceding computation and processing of DHM through the GPU. This
method leads to effectively accelerate the computation performance with the parallel computing
architecture and algorithm. Further, we perform accurate 3-D profile of the specimen by the use
of filtering algorithm adjusting the contrast of reconstructed images. The proposed GPU-based
DHM provides the potential for significantly speed-up of numerical calculation compared to the
counterpart of the central processing unit (CPU). The high-speed cost-effective computational
capability derives 3-D profile measurement in real time and on-line processing.

1. INTRODUCTION

Digital holographic microscopy (DHM) [1] is a highly effective imaging technique recording the com-
plex (amplitude and phase) wavefront [2] simultaneously of a specimen in digital form. 3-D object
wavefront can be recorded using a charge-coupled device (CCD) or a complementary metal oxide
semiconductor (CMOS). Their 3-D structure can be reconstructed by digital processing from the
recorded interference holograms. To obtain the 3-D profile of the specimen, numerous calculations
for image reconstruction and phase unwrapping procedures are required. However, these intensive
computations made real-time reconstruction difficultly even if we use a modern central process-
ing unit to calculate. These enormous calculations need to be accelerated for the development of
fast numerical calculation especially for real-time imaging applications. In order to accelerate the
computational speed for 3-D image process, many effective methods are developed. For example,
field programmable gate array (FPGA) technology is an effective means using hardware to obtain
fast computational speed [3, 4]. However, this approach is restricted by high design cost and long
development time. Another perspective candidate for intensive computation with highly parallel
processing architecture, graphic processing units, which can operate 32-bit floating-point addition,
multiplication, and multiply-add instructions in the attractively low cost hardware and short de-
velopment time. In our previous study [5], we found the wrapped phase maps derived from their
digital holograms are required to be unwrapped to continuous phase maps without loss of quality.
The intensive computation of phase unwrapping for 3-D profile measurement was accelerated by a
graphic processing unit. The GPU-based DHM system can obtain unwrapped phase images from
digital holograms, and yield the accurate continuous phase and geometrical profile of the microlens
array in less computation time than the CPU-based implementation.The GPU’s algorithm performs
tens of times faster than those of CPU. In this paper, we also describe and experimentally demon-
strate a real-time GPU-based DHM system using the GPU with parallel computing architecture
and algorithm for remarkably superior 3-D image numerical calculation.

2. GPU-BASED DIGITAL HOLOGRAPHIC MICROSCOPY SYSTEM

To obtain the 3-D profile of the specimen, numerous calculations for the Fresnel diffraction and
phase unwrapping procedures are required. The Fresnel diffraction and angular spectrum can be
accelerated by the fast fourier transform (FFT) algorithm. In this section, we describe our real-time
DHM system using the GPU chip and evaluate the performance subsequently. Fig. 1 is a schematic
diagram of our real-time DHM using GPU. It primarily comprises an off-axis digital holographic
microscope optical system and a GPU-based real-time calculation system. The DHM system has
a modified Mach–Zehnder interferometric architecture and a diode-pump solid state (DPSS) laser
with a wavelength of 532 nm coherent light source. The CMOS camera offers a maximum resolution
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Figure 1: GPU-based digital holographic microscope system (SF: spatial filter; BS1, BS2: beam splitters;
M1, M2, M3: mirrors; MO: objective).

for 1280×1024 pixel size and a pixel pitch of 5.2×5.2µm2. As the laser collimated and expanded to
the beam splitter (BS1), the output split into two beams, the object and reference then recombined
with each other using another beam splitter (BS2). Interference fringe patterns were recorded on
the CMOS camera. The personal computer has an Intel Core2Quad Q8400 CPU, with a clock rate
of 2.66 GHz and a random access memory of 3.25 Gbytes controls the GPU and the CMOS camera.
The GPU card with Geforce GTX275 made by Nvidia (240 stream processors). The clock rate and
the memory of GPU are 1.4GHz and 896 Mbytes, respectively. The memory bandwidth of the
GPU are 127 GB/s. The calculation capacity is estimated to be around 1008 GFLOPs (floating-
point number operations per second). The compute unified device architecture (CUDA) provides
the programming environment.

One can numerically reconstruct the 3-D object by the Fresnel diffraction of the object wave
from the CCD plane to the image plane at a reconstruction distance z expressed as
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If the CMOS camera offers M ×N pixel size and a pixel pitch of ∆x×∆y, then the discrete form
of (2) in frequency space can be expressed as
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We can reconstruct the 3-D object image by modeling the light propagation parallel to the
hologram plane. The mathematically described of the Fresnel transform can be implemented easily
using the FFT. Notably, we can use the effectively operate of CUFFT library [6] on the GPU.
The recorded interference fringe patterns on the CMOS camera can be reconstructed by multiple-
threading technique. Multiple processors use the same kernel to execute the same code on the
parallel computing architecture. Thus intensive computation can be processed with parallel al-
gorithms. The kernel modules will be sent to a set of threads to excuse heavy computation for
numerical processing speed-up. 3-D image will be reconstructed from the recorded holograms in
real-time by the following executed procedures. Input the interference fringe patterns and filter
masks from a host computer to the device memory of the GPU first. Then the host computer
invokes the corresponding “Kernels” to the device and their results will be stored in the device
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memory.
Kernel 1 Calculate the FFT of UO(k, l) and assume UO(K,L) = FFT{UO(k, l)}.
Kernel 2 Execute the filter processing for UO(K, L) then assume U ′

O(K, L)=Filter{FFT{UO(k, l)}}.
Kernel 3 Calculate the inverse FFT of the filter matrix U ′

O(K, L), let UO(k, l)=FFT−1{U ′
O(K,L)}.

Kernel 4 Calculate U1(k, l) by multiplying ej π

λz
(k2∆x2+l2∆y2) and assume U1(k, l) = UO(k, l) ·

ej π

λz
(k2∆x2+l2∆y2).

Kernel 5 Apply a discrete FFT to the product U1(m,n) = FFT{U1(k, l)}.
Kernel 6 Do multiplication with phase factor of U2(m,n) = ejkz

jλz ejπλz( m2

M2∆x2 + n2

N2∆y2 ).
Kernel 7 Calculate the multiplication of U1 and U2, then get UO(m,n) = U1(m,n) · U2(m,n).

We can download the reconstruction of three-dimensional image information from the GPU to
display the 3-D image on the host computer. For 3-D display technology, we render the device
memory directly to avoid superabundant copy of data transfer over the system bus. This is attrac-
tive for rapid processing for vast calculations and on-line processing. CUDA programming provides
a suitable environment for GPU-based application. Fresnel transform calculations can be expected
to perform in real-time in an inexpensive way.

3. EXPERIMENT RESULTS

For achieving enormous calculations of image reconstruction, we have performed the preceding
computation and processing of DHM through parallel computing architectures and algorithms. We
tested our implementation on the above development environment with Microsoft Windows XP
Professional SP2 as the operating system and Visual Studio 2008 Professional as the C compiler.
For simplicity, the hologram captured by the CMOS camera was cropped to 512 × 512 pixels to
fit the field of view of the objective of the DHM system. For measuring different specimens, the
GPU-based DHM system can be equipped with different objectives to measure the profile of the
specimen at a lateral resolution of about 1.3µm. This method leads to effectively accelerate the
computation performance. Fig. 2 shows the execution time for a single 2D FFT calculation for
different resolutions and settings for 100 iterations. The time required to perform the 2D FFT
for 512 × 512 pixels image is 0.28 ms in average. In contrast, the time required using a CPU
only is around 26ms. Our GPU implementation of 2D FFTs calculation of an image provides
a relative speedup around 100 times faster compared to the CPU implementation. The results
performed from the sizes up to 1024×1024 and 2048×2048 image are also demonstrated significant
ability to speed up. Thus, this approach is useful even for large digital holograms, requiring more
memory than currently available on graphics hardware. Also, we applied the same GPU-based
DHM system to perform the Fresnel diffraction calculation. Fig. 3 shows the performance of
100 iterations on a host computer and GPU for Fresnel diffraction calculation. The GPU-based
implementation outperforms a single CPU-based, and a speedup of over tens of times for Fresnel
diffraction calculation.

Further, we accomplish accurate 3-D profile measurement of the specimen by the use of filtering
adjustment technique and derive the contrast of reconstructed images. In the experiment, USAF

Figure 2: Performance of 100 iterations on a host
computer and GPU of 2D FFTs calculation.

Figure 3: Performance of 100 iterations on a host
computer and GPU of Fresnel diffraction calcula-
tion.
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Figure 4: Reconstructed phase images of resolution target (a) off-axis digital hologram, (b) unfiltered re-
constructed image, (c) spectrum of unfiltered processing, (d) spectrum of filtered processing and (e) filtered
reconstructed image.

1951 resolution target was tested using the DHM system, yielding the experimental results shown
in Fig. 4. Fig. 4 shows the proposed GPU-based DHM with filtering adjustment algorithm and
performs the image with superior quality from the hologram. In our previous study [5], phase
unwrapping procedure can be accelerated using the same GPU-based DHM system. These results
verify the GPU-based DHM system is a highly effective imaging technique, as well as the high
quality 3D display, capable of 3-D real-time reconstruction.

4. CONCLUSION

In summary, this study proposed and experimentally demonstrated that it is possible to perform
real-time reconstruction of digital holograms using GPU-implementation on graphics hardware for
off-axis DHM The GPU-based DHM system can effectively accelerate the intensive computation of
phase unwrapping and 3-D image reconstruction from digital holograms with the parallel computing
architectures and algorithms. The proposed study is evaluated and compared to a CPU-based
implementation can provide over tens of times speedup for image size of 2048× 2048. In our future
work, we are planning to develop another filtering algorithm and phase-unwrapping method to
implement superior image quality and computational speed for their practical applications.

ACKNOWLEDGMENT

The authors would like to thank the National Science Council of the Republic of China, Taiwan,
for financially supporting this research under Contract No. NSC 99-2221-E-129-001.

REFERENCES

1. Cuche, E., P. Marquet, and C. Depeursinge, “Simultaneous amplitude-contrast and quantita-
tive phase — Contrast microscopy by numerical reconstruction of Fresnel off-axis holograms,”
Appl. Opt., Vol. 38, 6994–7001, 1999.

2. Cheng, C. J., Y. C. Lin, M. L. Hsieh, and H. Y. Tu, “Complex modulation characterization
of liquid crystal spatial light modulators using digital holographic microscopy,” Jpn. J. Appl.
Phy., Vol. 47, 3527–3529, 2008.

3. Masuda, N., T. Ito, K. Kayama, H. Kono, S. Satake, T. Kunugi, and K. Sato, “Special purpose
computer for digital holographic particle tracking velocimetry,” Opt. Express, Vol. 14, 603–608,
2006.

4. Abe, Y., N. Masuda, H. Wakabayashi, Y. Kazo, T. Ito, S. Satake, T. Kunugi, and K. Sato,
“Special purpose computer system for flow visualization using holography technology,” Opt.
Express, Vol. 16, 7686–7692, 2008.

5. Tu, H. Y., Y. T. Lee, C. J. Cheng, and W. J. Hwang, “Real-time phase unwrapping of digital
holographic microscopy using graphic processing unit,”International Conference on Optics and
Photonics in Taiwan, 2010.

6. Nvidia, “CUDA FFT Library Version 1.1 Reference Documentation,” Nvidia, 2007.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 393

A Study of Optical Design of Blu-ray Pickup Head System with
Liquid Crystal Element

Chih-Ta Yen1, Hui-Chen Yeh2, Yi-Chin Fang3, and Jui-Hsin Hsu3

1Department of Electrical Engineering, National Formosa University, Yunlin, Taiwan
2Advanced Optical Design Center

National Kaohsiung First University of Science and Technology, Taiwan
3Department of the Mechanical and Automation Engineering

National Kaohsiung First University of Science and Technology, Taiwan

Abstract— This research proposes a newly developed module: a newly developed optical design
and a concept of active compensation method of Blu-ray pick up head system [1] with liquid
crystal element. A hole-pattern electrode liquid crystal optics with input of external voltage are
employed, that generates a symmetric non-uniform electrical field in the liquid crystal layer; this
will direct liquid crystal molecules into the appropriate gradient refractive indices distribution,
then resulting in convergence or divergence of specific light beam. From point view of optical
design, liquid crystal optics delivers fast and the most important, active compensation through
optical design when errors occur. Simulation and tolerance analysis work will be done by Code
V [2] software inclusive of different tolerance analysis such as de-focus, tilt, de-center and their
related compensation. The results conclude that optical design with liquid crystal optics as an
active compensation device reach success with elimination of aberrations up to 46% compared to
traditional ones.

1. INTRODUCTION

Optical head and its compensation design play the role at optical storage system because DVD
systems are always sensitive to vibrations. The traditional method of compensating method is
an objective lens works with suspension actuator then has system compensated mechanically [3].
However, modern BR-DVD storage system with high numerical aperture (NA) indicate that ad-
vanced compensation of focus and tracking error play the significant role at such kind of system [1].
Therefore, in this research, a newly developed optical design and a concept of active compensation
method of Blu-ray pick up head system with liquid crystal element is proposed in this research.

A hole-pattern electrode liquid crystal optics with input of external voltage are employed, that
generates a symmetric non-uniform electrical field in the liquid crystal layer; this will direct liquid
crystal molecules into the appropriate gradient refractive indices distribution, then resulting in
convergence or divergence of specific light beam. In other words, with electrical field, LC lens
might be to driven the normal molecules into different directions so as to be modulated as the
Gradient-Index (GRIN) pattern [4].

There are many different types of LC lens such as electrode arrays, a hole-patterned electrode, a
resistive electrode, a glass lens sandwiched between two LC layers, concentric ring electrodes, and
spherical electrode, etc [5].CSeveral researches have announced the LC lens deliver positive and
negative optical power as well as the effective focus length within infinity to 10 cm.

In this study, liquid crystal optics delivers fast and the most important, active compensation
through optical design when errors occur. Section 2 will introduce optics and its fundamental rules.
Section 3 will demonstrate optical design and its specification. Section 4 will be simulation work
and analysis then following are Section 5, conclusion.

2. OPTICS AND ITS FUNDAMENTAL RULES

Aberrations play the role at performance of optical system. Aberrations can be defined as on axis
and off-axis. On axis aberrations are like spherical aberration, coma, which is commonly seen at
optical storage system due to high N.A. Off-axis aberration such as astigmatism, distortion and
field curvature are rarely found at optical storage system due to limitation of image height. In most
cases, Astigmatism is found at optical storage system only if decenter or tilt occurs.
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2.1. The Zoom Principle of LC Lens
LC lens might vary its optical power thanks to external electric field shift of liquid crystal molecules.
With inherent properties of birefringence liquid crystal, the refractive index can be varied as gra-
dient distribution in order to make light convergent or divergent, that was similar to the refractive
index gradient index (GRIN) lens. The refractive index changes in the formula as following [2]:

n(r) = no[1−A ∗ r2/2] (1)

r: The lens from the center to both sides of the radial distance; A: The gradient constant of
refractive index; no: The refractive index at axis; n(r): The refractive index from the optical axis
r.

2.2. Discussion of Pupil Shift Aberrations
The imaging optical system as shown in reference [6], we can obtain the relationship between old
and new aberration function’s coefficient as following:

Spherical aberration coefficient: As2 = As1 (2)
Coma coefficient: Ac2 = Ac1 − 4bAs1 (3)
Astigmatism coefficient: Aa2 = Aa1 − 2bAc1 + 4b2As1 (4)
Field curvature coefficient: Ad2 = Ad1 − bAc1 + 2b2As1 (5)
Distortion coefficient: At2 = At1 − 2b(Aa1 + Ad1) + 3b2As1 − 4b3As1

where b = (L1 − L2)h′/r1L2 and r1 is radius of the exit pupil. (6)

3. OPTICAL DESIGN AND SPECIFICATION

There are two different designs of Blu-ray pick up head system in this research. We set the aperture
stops on objective lens like traditional ones and another is on LC lens as a newly developed lens.
The ratio of optical power of objective lens is 85% and liquid crystal lens is 15%. The parameters
of Blu-ray pick up head system [1].

3.1. Optical Design of Objective
At on-axis condition, the relationship of radius of objective lens Do, numerical aperture NAo and
effective focal length fo as following equation:

Do

2
= NAo × fo (7)

According to patent [7] No. US7123424, the associated coefficients can be calculated as Table 1.

3.2. Optical Design of LC Lens
Hole-patterned liquid crystal lens are able to vary its optical power. With LC optics, lens could
be zoomed as defined. Normally, compensation of optical storage system needn’t vary too much
with regard to optical power so that we choose to use single-crystal, three-electrode, dual voltage-
controlled hole-patterned liquid crystal lens [5, 8, 9].The focus length of LC lens can be controlled by
two external voltages. Liquid crystal material is a single axis, nematic liquid crystal with horizontal
alignment. Modulated voltage vary the direction of liquid crystal molecules to generate positive
and negative optical power. We choose the material of LC lens is Merck 6080 and ∆n = 0.1975.
The parameters of LC lens as shown in Table 2.

Table 1: Objective lens parameters.

fo NAo Do

1.72mm 0.85 2.924mm

Table 2: Liquid crystal material parameters.

ne no ∆n = ne − no

1.7062 1.5087 0.1975
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Figure 1: Transmission LC lens Blu-ray pick up head system.

Table 3: The percentage comparison of between on LC lens and traditional objective lens.

Defocus (LC Lens-objective) /Object lens
Spherical aberration Coma Astigmatism

−50 µm −0.48% 35.97% −29.36%
0 µm −89.23% −0.26% −16.55%

+50 µm −0.39% −143.43% −2.10%

As shown in Fig. 1, compared objective lens and hole-patterned LC lens with different setting
of the aperture stops: traditional ones on objective lens (at place A) and newly developed ones on
hole-patterned LC lens (at place B), respectively. In this research, design of two optimal Blu-ray
pick up head system by Code V software.

4. SIMULATION RESULTS AND DISCUSSIONS

4.1. Methodology

With regard to compensation of tolerance from objective lens center shift and tilt, the traditional
compensation depends on whole objective lens working as the actuator with aperture stop on
it. In this study, the LC lens with varied focal length works as an aperture stop not only take
the advantage of being the actuator with more variations for active optimization compared to
traditional ones but also improve the optical performance of BR DVD system due to potentials to
correct aberrations.

4.2. Simulation

The conditions of objective offset and disc defocus are set as following:

1. There are seven conditions of objective offset: a. Y-decenter: 0, Alpha-Tilt: 0; b. Y-decenter:
5µm, Alpha-Tilt: 0; c. Y-decenter: 10µm, Alpha-Tilt: 0; d. Y-decenter: 0, Alpha-Tilt: 0.04◦;
e. Y-decenter: 0, Alpha-Tilt: 0.08◦; f. Y-decenter: 5µm, Alpha-Tilt: 0.04◦; g. Y-decenter:
10µm, Alpha-Tilt: 0.08◦;

2. The conditions of disc defocus: −50µm, 0µm, +50µm.
3. The Compensation claim: After defocus compensation, defocus is less than 10 nm i.e., (1/40)λ.

4.3. Simulation Results

The simulation results of optical aberration corrections can be obtained by two different objective
lens designs: Traditional one and new design optics with LC lens; as following:

1. Spherical aberration:
When defocus 0µm and objective lens shift, new design with LC lens can eliminate spherical
aberration up to 90% better than traditional objective as shown in Table 3.

2. Coma aberration:

a. Defocus on −50µm < Defocus < 0µm:
Spherical aberration of traditional lens is 40% better than new design with LC lens.
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b. Defocus on 0µm < Defocus < 50µm:
The coma has been minimized at defocus 45µm of new design with LC lens. Conclusively,
new design with LC lens can eliminate coma up to 140% better than traditional objective
as shown in Table 3.

3. Astigmatism:
The LC lens can reduce astigmatism up to 30% compared to traditional objective on defocus
length −50µm as shown in Table 3.

According to the simulation results, it might conclude that new design with LC lens is aver-
agely superior to traditional lens according to different conditions of Y-decenter and Alpha-Tilt on
different defocus durations as listed in Table 3.

5. CONCLUSIONS

The simulation results of proposed designs methods conclude that:

(1) From point view of optical design, aperture stop on the transparent liquid crystal lens has bet-
ter performance than conventional method which might set the aperture stop on the objective
lens within defocus range of the disc from −50µm to +50µm.

(2) From point view of tolerance analysis of new optical design proposed in this study, the aper-
ture stop on the objective lens will reduce 90% spherical aberration, 140% coma and 30%
astigmatism compared to traditional ones.

(3) The advantage of employment of transparent liquid crystal lens are following:

a. No more mechanism work. No delay.
b. More flexible and freedom for optical design. c. Much better performance. d. Active

compensation with LC optics greatly improves system performance.
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Abstract— A new optical design of 2X miniature zoom optics with liquid lens elements are
proposed in this research. Liquid lenses are optical components especially designed to vary
optical power focusing in small form factor imaging systems. They can either be used as an
add-on on a stand alone fixed focus lens module to convert it into an auto-focus module; or be
integrated within the auto-focus lens module at design stage. Besides, liquid lens could be as
a vari-focal component, which takes advantage of reduce the size of the optical zoom lens. In
this research, two liquid lenses are employed in this research in order to minimize the overall
length of miniature zoom optics. Compared with complexity of conventional zoom method with
complicated mechanical cam system, new proposed zoom optics with two liquid optics will be
a great improvement because of remove of complicated opto-mechanical system required. In
other words, focus, zoom and zoom compensation will be handled by electronics of liquid optics
with signal from electronic chips, which might significantly minimize volumetric size of zoom
optics. However, there are difficulties in optimization of zoom optics with liquid lens when
employing traditional LDS method. In this paper, we propose a new method, a discrete lens
group shift (DLGS), to solve this problem. This research presents some optical design with
decent performance, which represents success of miniature zoom optics with liquid optics.

1. INTRODUCTION

Miniaturize zoom optics for miniature optical system such as mobile phone or others is fast growing
in the worldwide market; however, conventional zoom method with complicated mechanical cam
system has its difficulties and limitation with regard to not only the overall length of optics but
also cost issue [1]. Liquid lenses are optical components especially designed to vary optical power
for non-image and imaging systems, which have potentials to significantly reduce overall length for
optical zoom lens [1, 2]. On the contrary, most traditional zoom lens designs are based on smoothly
moving lens groups by using analog mechanical cam control, which makes system complicated and
large than expected.

However, there are difficulties in optimization of zoom optics with liquid lens when employing
traditional LDS method. In this paper, we propose a new method, a discrete lens group shift
(DLGS), to solve this problem. The DLGS can be easy realized by applying matured electronic
technology implement. The technology of motor control has developed for several years [3] so
that image processing program could be inserted into this device to increase the quality of image
effectively [4]. Therefore, genetic algorithm (GA) program [5–8] is employed in this research not
only for elimination of chromatic aberrations and field curves during optimization but also find
the best solution for discrete zoom set for minimization of aberration. Finally, the GLGS is used
for promoting the performance in discrete compensative way and optimizes the camera. A new
concept which using the GLGS associated with GA program to optimize the camera in irregular
compensative way is disclosed in this research.

2. INITIAL LAYOUT OF THE OPTICAL ZOOM DESIGN

This optical design employs four lens groups to layout the 2X zoom with 2 cm overall length.
However, the lens with short overall length has difficulties in layout by single using traditional
mechanical cam shifting the lens group. Instead, we propose two liquid lenses applied to miniature
the overall length. The liquid lenses named ARCTIC 416 of simulation are produced by the
Varioptic SA [2], which is applied in this research. Table 1 gives the specifications of lens design.
Figure 1 show the two dimension (2D) plots.
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Table 1: Specifications of lens design.

Zoom
Position

EFL
(mm)

F/#
OAL
(mm)

Image Distance
(mm)

Image Height
(mm)

1 8 4.4 13.18 1.47 2.4
2 9 4.8 13.18 2.64 2.4
3 10 5.2 14.57 3.35 2.4
4 11 5.6 16.00 3.49 2.4
5 12 6.0 16.75 4.09 2.4
6 13 6.4 17.09 4.99 2.4
7 14 6.8 19.00 5.48 2.4
8 15 7.2 19.00 6.59 2.4
9 16 8.0 19.00 7.70 2.4

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 1: 2D plot optimized by Code V software. (a) Zoom 1.
(b) Zoom 2. (c) Zoom 3. (d) Zoom 4. (e) Zoom 5. (f) Zoom 6.
(g) Zoom 7. (h) Zoom 8. (i) Zoom 9.
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Figure 2: Flow diagram of the genetic
algorithm.

3. GENETIC ALGORITHM OPTIMIZATION ON ZOOM LENS

GA process starts with randomly creating an initial population and then allowing reproduction,
crossover and mutation to proceed, according to the Fitness Function [5–8], as displayed in Figure 2.
The first work in the GA proposal is to determine the parameter of GA such as population size
pp, population size of offspring po, crossover rate pc, and mutation probability pm. pp individuals
would be randomly created in initial setting. Then, the selection is base on the fitness value for
roulette wheel method. Fitness value Fit(n) in the proposal is defined as below:

Fit(n) =
9∑

z=1

5∑

k=1

wk|SPOk
z |+ w6

9∑

z=1

|AXz|+ w7

9∑

z=1

|LATz|

+w8

9∑

z=1

|EFLN
z −EFLO

z |+ w9

9∑

z=1

|FIEz| (1)
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where w1 ∼ w9 are weights to tune the fitness value for various situation. SPOk
z is defined as

the spot size at each field k of each zoom z. EFLN
z and EFLO

z are the simulation effective focal
length and required one of each zoom z. AXz and LATz are the value of primary axial and lateral
chromatic aberration of each zoom z. FIEz is the value of field curves of each zoom z. The
distribution area P (n) of wheel is calculated as below:

P (n) = (max−Fit(n))/sum n = 1, 2, . . . , pp (2)

where the max is a fitness value of the worst individual and the sumis the sum of the fitness value in
each generation. For the crossover, two chromosomes x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn)
from the population are selected randomly according the roulette wheel method, then crossover
operation might be determined based on the crossover rate pc in the next step. By this case,
multi-point crossover method is used for crossover strategy. The α is a random number from 0 to
1. If α = 0.5, then the chromosomes xi and yi interchange, otherwise they do not. After crossover
operation, multi-point mutation method is used for mutation strategy. The α is a random number
from 0 to 1. If α 5 pm, then execute:

x′i = xi + β(ui − li) (3)

where β is a random number from 0 to 1, and ui and li are the up and low boundary of xi. GA
program is employed in this research not only for elimination of chromatic aberrations and field
curves during optimization but also find the best solution for discrete zoom set for minimization
of aberration. Table 2 gives the weight setting of Fit(n), and Table 3 gives the parameter setting.
Multi-point mutation method is used for each curvature and thickness gene, and the glass gene is
chosen randomly from glass database in the mutation operation.

4. SIMULATION AND ANALYSIS

In this research, we study the optical design and optimization of miniature zoom optics with liquid
optics. From the point view of elimination of chromatic aberration, a solutions is given [6–8] that
some special combinations of refractive index and Abbe number of optical glass with the liquid
lens must be find during extended optimization. The effect between the aspheric coefficient and

Table 2: Weight setting.

w1 ∼ w5 (Spot Size) 150 (the weight w1 ∼ w5 is 60, 30, 15, 15, and 30 in turn.)
w6 (AX) 100
w7 (LAT) 100
w8 (EFL) 80

w9 (Field Curves) 70

Table 3: GA parameter setting.

Parameter Parameter value
Population size 5000
Crossover rate 0.8

Mutation probability 0.25
Generation 500

Table 4: Chromatic aberration and field curves data.

Code V GA
AX LAT AX LAT

Total 0.046982 0.070429 0.028339 0.016186
x-focus y-focus x-focus y-focus

Total 11.378897 11.361999 1.710281 2.736427
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Table 5: Spot size data.

Code V
Field 1 Field 2 Field 3 Field 4 Field 5

Total 0.034268 0.031259 0.031645 0.047114 0.077424
GA

Field 1 Field 2 Field 3 Field 4 Field 5
Total 0.01416809 0.01531801 0.0227388 0.0305455 0.0306081
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Figure 3: Zoom curve of Code V optimization.
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Figure 4: Zoom curve of GA optimization.

aberrations could be further discussed after elimination of chromatic aberration. The 2X optical
zoom cell-phone with liquid lens elements is optimized by GA program combined with DLGS.
Tables 4–5 show the result of simulation by Code V software versus GA program. Where x-focus
is sagittal field curves value and y-focus is tangential field curves value. Figures 3 and 4 shows the
lens zoom curve of simulation by Code V software and GA program respectively. From the result of
simulation, it is known that the optical system could be optimized by GA program combined with
DLGS. MTF almost approach the optical diffraction limit except 1.0 field ray. It will be improved
while the aspheric surface lens is added into the optical system. However, the quality of image is
great within standard range. Considering the cost, it is decided that aspheric surface lens will be
not added into the optical design in this research.

5. CONCLUSIONS AND OUTLOOK

The GA program is employed in this research not only for elimination of chromatic aberrations and
field curves during optimization but also find the best solution for digital zoom set for minimization
of aberration. The AX of the liquid lens system has 39.68% improvement compared to initials,
LAT is 77.02%, sagittal field curves is 84.97%, tangential field curves is 75.92%, spot size is 48.86%
improvement as well under the situation of relative illumination are greater than 85%. According
to the result of simulation, it is concluded that GA will get better results than conventional LDS
method in this case if liquid optics is applied to optical design of miniature zoom optics.

It is concluded that GA program combined with DLGS get the best results in each zoom of
optics. On the contrary, when traditional LDS is employed, optimization work is getting strictly
and complicated while the liquid lens is used for the purpose of optical zoom. It is not only because
the interface curvature of liquid lens is too large in order to gain the enough optical zoom, but also
chromatic aberrations of optical zoom camera are the serious problems for liquid lens because of
limited optical materials. According to the result of simulation, it is concluded that GA is superior
to conventional LDS method in this case if liquid optics is applied to optical design of miniature
zoom optics.
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Abstract— Detailed investigations of the effectiveness of three widely adopted optical orthog-
onal frequency division multiplexing (OOFDM) adaptive loading algorithms, including power-
loading (PL), bit-loading (BL), and bit-and-power loading (BPL), are undertaken, over < 100 km
single-mode fibre (SMF) system without incorporating inline optical amplification and chromatic
dispersion (CD) compensation. It is shown that the BPL (PL) algorithm always offers the best
(worst) transmission performance. The absolute transmission capacity differences between these
algorithms are independent of transmission distance and launched optical power. Moreover, it
is shown that in comparison with the most sophisticated BPL algorithm, the simplest PL algo-
rithm is effective in escalating the OOFDM SMF links performance to its maximum potential.
On the other hand, when employing a large number of subcarriers and a high digital-to-analogue
(DAC)/analogue-to-digital (ADC) sampling rate, the sophisticated BPL algorithm has to be
adopted.

1. INTRODUCTION

To maximize the optical orthogonal frequency division multiplexing (OOFDM) transmission per-
formance and simultaneously improve the system flexibility and performance robustness, full use
can be made of orthogonality among different subcarriers within an OOFDM symbol by applying
various adaptive loading algorithms on each individual subcarrier, according to the signal-to-noise
ratio (SNR) experienced by the subcarrier [1]. The widely adopted adaptive loading algorithms
include power-loading (PL), bit-loading (BL), and bit-and-power loading (BPL), all of which can
be implemented using the well-known “water-filling” approach. In the BL algorithm [2, 3], different
signal modulation formats are taken on individual subcarriers which have identical electrical pow-
ers. In the PL algorithm [4–6] electrical subcarrier powers are manipulated with the same signal
modulation format being taken on all those subcarriers. Finally, in the BPL algorithm [4, 5, 7] both
the power and signal modulation format of each individual subcarrier are adjusted independently.
Each of these adaptive loading algorithms can be utilized to maximize the signal bit rate for a
given bit-error-rate (BER) and a fixed power constraint or to minimize the BER for a given sig-
nal bit rate in order to increase the system power budget. Throughout this work, the option of
employing the adaptive loading algorithms to increase the signal bit rate is considered. Of these
three adaptive loading algorithm the BPL algorithm has the ability of achieving the largest sig-
nal bit rate [4, 5, 7] but it suffers from the highest level of computational complexity and requires
sophisticated OOFDM transceiver designs to accommodate the variations in both the number of
bits per symbol and the selective signal modulation formats [4]. On the other hand, as a direct
result of the least computational complexity and the simplest OOFDM transceiver architecture, the
PL algorithm has been experimentally implemented successfully in end-to-end real-time OOFDM
transceivers at 11.25Gb/s, using low-cost, off-the-shelf electrical and optical components [4]. In
addition, the effectiveness of the PL algorithm has been experimentally confirmed recently, showing
in end-to-end real-time intensity-modulated and direct detected (IMDD) OOFDM transceivers over
< 35 km [8] that it offers transmission capacity degradation of maximum at only 7% compared to
the sophisticated BPL algorithm. As the statement that different adaptive loading algorithms offer
similar transmission performances, may have huge potential for practical cost-effective OOFDM
single-mode fibre (SMF)-based transceiver architecture for various applications scenarios including
passive optical networks (PONs) for fibre-to-the-home/cabinet (FTTH/C) which have become very
popular recently due the unstoppable bandwidth demand. Detailed explorations of the validity of
the above statement in arbitrary SMF-based transmission links are of great importance. This work
tenders for the first time a complete study of adaptive loading algorithms evaluations for IMDD
OOFDM SMF-based transceivers.
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It is shown that over transmission distances of practical interest for IMDD OOFDM signals
lower than 100 km, and over a wide range of launched optical powers, in comparison with the most
sophisticated BPL algorithm, the simplest PL algorithm is effective in escalating the OOFDM
SMF links performance to its maximum potential. The results agree very well with experimen-
tal measurements [4]. On the other hand, when employing a large number of subcarriers and a
high digital-to-analogue (DAC)/analogue-to-digital (ADC) sampling rate, the sophisticated BPL
algorithm has to be adopted.

2. OOFDM MODEL AND TRANSEIVER PARAMETERS

A typical single-channel directly modulated laser (DML)/distributed feedback (DFB)-based OOFDM
IMDD transmission system considered here with the PL, BL, and BPL algorithms being conducted
via negotiations between the corresponding elements of the transmitter and receiver similarly re-
ported in Ref. [5]. It should also be noted that inline optical amplification and chromatic dispersion
(CD) compensation is not included.

In simulating the OOFDM transceivers, the signal generation, transmission, and detection pro-
cedures similar to those reported in Refs. [3, 5] are adopted. Here, 64 subcarriers are employed,
of which 31 carry real user information, and one contains no power, and the remaining 32 are the
complex conjugate of all the aforementioned subcarriers. The DAC/ADC operates at optimum
7-bit resolution and 12.5 GS/s sampling rates. The signal clipping levels are fixed at 13 dB, and
the cyclic prefix (CP) parameter is taken to be 25% [3].

A comprehensive standard SMF (SSMF) model used successfully in Ref. [3] is adopted using
the split-step Fourier method to model the propagation of the optical signal [3]. It is well known
that for a sufficiently small fibre split-step length, this theoretical treatment yields an accurate
approximation to the real effects. In the SSMF model, the effects of fibre loss, CD, polarization
dependence of Kerr nonlinearity and optical power dependence of the refractive index are included.
The effect of fibre nonlinearity-induced phase noise to intensity noise conversion is also considered.
To simulate the nonlinear properties of DFB laser-based DML for SMF links, a lumped DFB laser
model developed in Ref. [3] is adopted, taking into account a wide range of nonlinear effects such
as longitudinal-mode spatial hole burning, linear and nonlinear carrier recombination and ultrafast
nonlinear gain compression. In the OOFDM SMF-based receiver, a square-law photo-detector is
employed, having a quantum efficiency of 0.8 and a sensitivity of −19 dBm (corresponding to a
10Gb/s non-return-to-zero with a BER of 1.0×10−9). The adaptive allocation of bit and/or power
on each individual OOFDM subcarrier is justified as optical transmission channels remain relatively
stable in time. Such adaptive allocation processes also require the knowledge of the channel state
information (CSI), which can be easily obtained, both theoretically [3, 9] and experimentally [4, 8],
using pilot signals implemented in the OOFDM transceiver design. Through negotiations between
the transmitter and the receiver, all the adaptive loading algorithms can thus be implemented
according to the total channel and each individual subcarrier BER given in Ref. [3]. The descriptions
of the implementation of the three adaptive loading algorithms are described in detailed in Ref. [5].
For fair comparisons between the adaptively loading algorithms it is worth highlighting the following
aspects: 1) For a given transmission system, the total electrical signal powers generated by all the
algorithms are set to be identical, and comparisons of maximum achievable transmission capacity
at a BERT = 1.0 × 10−3 are made; 2) Signal modulation formats vary from differential binary
phase shift keying (DBPSK), differential quadrature phase shift keying (DQPSK), and 8-quadrature
amplitude modulation (QAM) up to 256-QAM; 3) Any subcarrier suffering a very low SNR may
be dropped completely if the following condition is met: for the PL algorithm only, the detected
errors are too large to achieve the required total channel BERT ; for the BL and BPL algorithms,
the detected errors are too large to achieve the required total channel BERT even when the lowest
signal modulation format is employed.

3. TRANSMISSION DISTANCE AND LAUNCHED OPTICAL POWER IMPACT

In Fig. 1(a), results present signal capacities versus transmission distance at 5 dBm of launched
optical power, and in Fig. 1(b) results present signal capacities versus launched optical power over
a 40 km SMF link. It is shown, from Fig. 1 that a small signal capacity difference of up to about 7%
is observed between the BPL (best) and PL (worst) algorithms. The results agree very well with
the real-time experimental IMDD OOFDM SMF-based results reported in Ref. [4], confirming that
in comparison with the most sophisticated BPL algorithm, the simplest PL algorithm is effective
in escalating the OOFDM SMF links performance to its maximum potential. It is also shown that
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Figure 1: (a) Signal line rate versus launched optical power over a 40 km SMF link for PL, BL and BPL; (b)
Signal line rate versus transmission distance over a SMF link at 5 dBm launched optical power for PL, BL
and BPL.

(a) (b)

Figure 2: (a) Signal line rate versus number of subcarriers over a 40 km SMF link for PL, BL and BPL; (b)
Signal line rate versus sampling ratio, employing 64 subcarriers over a 40 km SMF link for PL, BL and BPL.

the BPL-PL signal capacity difference is independent of both transmission distance and launched
optical power. This occurs, because the almost flat response of the SMF bandwidth allows high
signal modulation formats to be taken on subcarriers even when the simplest PL algorithm is
applied.

4. NUMBER OF SUBCARRIERS AND SAMPLING SPEED IMPACT

The impact of the number of subcarriers and the DAC/ADC sampling ratio on the transmission
performance of the three adaptive loading algorithms is presented in Fig. 2, where the signal
capacities are plotted as a function of subcarrier number and sampling ratio. It should be noted
that, in calculating Fig. 2, use is made of the optical signals emerging at the output facet of a
40 km transmission system at an input optical power of 5 dBm. From Fig. 2, it is revealed that the
signal capacity difference between BPL (best) and PL (worst) algorithms increases when a large
number of subcarriers are employed. In particular, the BPL-PL signal capacity difference increases
up to about 10% when 64 subcarriers are employed while for the case when 15–32 subcarriers are
considered the signal capacity difference is at only about 5%. This can be explained by the following
phenomenon: For low number of subcarriers the CP length is short producing short OFDM symbols,
and in combination with the existence of large noise margins and broad SMF frequency response
for distances < 80 km, the subcarriers accommodate high SNR which causes the BPL-PL signal
capacity difference to be very small. On the other hand, for a large number of subcarriers the
CP length increases, which combat completely the CD effect but enhances the sensitivity to phase
noise and frequency offset, as well as the peak-to-average power ratio (PAPR), leading to almost
double (10%) BPL-PL signal capacity difference compared to the case with reduced subcarrier
number (5%). This indicates that a large number of subcarriers can improve the effectiveness of
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the sophisticated BPL algorithm.
Having identified the maximum signal capacity difference between BPL (best) and PL (worst)

algorithms when 64 subcarriers are employed, further investigations regarding the DAC/ADC sam-
pling ratio are undertaken. In Fig. 2 the signal capacity versus sampling ratio is depicted, revealing
that for high sampling ratio (35 GS/s), the signal capacity difference between BPL and PL is about
12.4%. On the other hand, for low sampling rates (12.5GS/s) this signal capacity difference drops
to about 7%. This is explained by the following phenomenon: a high sampling speed-induced
wider SMF spectral bandwidth allows low signal modulation formats to be taken on high frequency
subcarriers when the PL algorithm is applied, and hence, a large sampling rate degrades the PL
transmission performance.

Numerical investigations reveal that over a large number of subcarriers and sampling speeds,
the sophisticated BPL algorithm should be adopted for IMDD OOFDM SMF-based systems over
distances < 40 km. Finally, it should be noted that, in contrast to the results reported in Ref. [5]
corresponding to the case of MMF links for 35GS/s sampling rate, here the SMF takes advantage
of its vast bandwidth, and thus, higher signal modulation formats on subcarriers can be taken for
all adaptive loading algorithms leading to higher signal capacities.

5. CONCLUSIONS

Detailed analytical and numerical investigations over IMDD SMF links without incorporating in-
line optical amplification and CD compensation have been undertaken of the effectiveness of three
widely adopted OOFDM adaptive loading algorithms including PL, BL and BPL. It was shown that
the absolute transmission capacity difference between BPL (best) and PL (worst) algorithms is in-
dependent from transmission distance and launched optical power. Numerical results have revealed
that, for SMF links lower than 100 km, in comparison with the sophisticated BPL algorithm, the
simplest PL algorithm can be considered as an effective means of escalating the OOFDM SMF link
performance to its maximum potential. On the other hand, when both the number of subcarriers
and the DAC/ADC sampling rate increase, the sophisticated BPL should be adopted. Given the
importance of the aforementioned statements for practical cost-effective OOFDM transceiver archi-
tecture design such as PONs, experimental verifications of the statements in end-to-end real-time
OOFDM SMF-based transmission systems have been pledged.
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Diversity Statistics of Free Space Optical Links Affected by Rain
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Abstract— Free Space Optical systems introduce prospective technology for fast data trans-
missions; nevertheless atmosphere radically influences availability of these systems. Between one
of the highest affections belongs rain attenuation. The paper discuses several aspects dealing
with route diversity utilization in Free Space Optical network. Based on simulations particular
link deployment cases were analyzed.

1. INTRODUCTION

Free Space Optics (FSO) bring many advantages to modern communication including larger fre-
quency bandwidth and substantially higher available data rates, immunity to interferences, free
license, higher safety of transmission due to narrow optical beams etc. [1]. Most FSO links are
nowadays deployed in dense urban areas, where thermal influences (due to building heating, air-
conditioning, wind circulation etc.) can be substantial. It would therefore be beneficial to in-
vestigate the statistical influence of turbulences on FSO links not only in open areas but also in
the vicinity of buildings. First measurement results from initial measurement campaign at CTU in
Prague were presented in [2]. The different dependences of the refractive index structure parameter
were observed in the case of a FSO link deployed in an urban area compared to results published for
links crossing free non built-up areas. Compared to long-normal measurement statistics presented
for several maritime links in [3] the normalized scintillation index was not as strictly followed by
a fitted lognormal cumulative function in our measurement. For higher scintillation indices the
gamma-gamma statistical approach dominates.

As can be seen, there is essential need to use adaptive optics that is able to control the output
optical power reaching the detector and therefore compensate for the power fluctuations due to
turbulence and other atmospheric phenomena in urban scenario. In order to overcome fades, sev-
eral techniques were proposed. Spatial transmitter or receiver diversity [4], adaptive beam forming
based on the wave front phase error measurement and the setting of the opposite phase aberration
on the beam by a deformable mirror [5], wavelength diversity [6], multiple-beam communication [7]
or new modulation techniques [8] introduce the state of art of FSO communications. With recent
increase of deployed FSO optical systems covering cities (see the recent excellent paper, where di-
versity in cooperative FSO systems is theoretically analyzed [9]), the complexity and variability of
analyses of atmospheric turbulence, fogs, rain attenuation simultaneously affecting accurate mea-
surements dramatically raise. In order to support system performance analyses, a measurement
campaign was set up at the Czech Technical University in Prague (CTU)). A free space optical link
WaveBridge 500 by Plaintree [10] is nowadays placed on roofs of two eight-story buildings in the
CTU campus, approximately 30 meters above ground level forming an optical link with a length of

Figure 1: The LightPoint link deployment at CTU.



408 PIERS Proceedings, Suzhou, China, September 12–16, 2011

around 120 meters. The second FSO link consisting of a four-beam free space optical communica-
tion systems FlightStrata G by LightPointe (1.25 Gbps of full-duplex, VCSEL at 850 nm [11]) was
established in 2010 for educational purposes (students use this link during laboratories to ascertain
atmosphere influences, beam wondering, FSO tracking method etc, see Fig. 1). The third optical
WaveBridge link is now being configured having common intersecting point (node) with the first
two links. This paper brings based on simulations an analysis of route diversity statistics of FSO
links (wavelength 850 nm) influenced by rain. The results obtained should form a background to
long-term measurement statistics from our three link network.

2. RAIN INFLUENCE

Rain does not introduce the main negative influence affecting optical systems, the fog prevails caus-
ing instant drops of links [12]. Nevertheless as it was published in [13] substantial rain attenuations
can be observed even under normal conditions. Therefore there is a need to solve rain influence
even in the region where raindrops are several orders larger than wavelengths (comparing to mil-
limeter wavelength links). Rain attenuation caused rain rate distribution R(x) along a particular
link (with length L) can be generally expressed (regardless of mm or optical region) as:

A =

L∫

0

kR (x)αdx (1)

where k and α introduce the frequency, polarization and link elevation dependent coefficients.
Their exact values were derived from long term worldwide measurements and for frequencies up
to 1THz are given by ITU-R P.838 [14]. See frequency dependence k and α for terrestrial link
(zero elevation) and both polarizations depicted in Fig. 2. In the case of optical link, empirical
parameters k = 1.076 and α = 0.67 were then derived from the long term measurement campaign
in [13] as to be independent on optical wavelengths.

3. ROUTE DIVERSITY SIMULATIONS

A propagation simulation tool to study a performance of FSO heterogeneous terrestrial networks
under different signal propagation conditions and with various configurations has been developed.
In order to obtain precise fading statistics, the rain database from a four year period was utilized
including 50 km× 50 km rain scans from Czech meteoradars (rain rate distributions with 1 km grid
resolution and 1 minute time steps). It has to be emphasized that data starting from minimum
availability 9.99981 can be determined from simulations with correspondence to 1 minute rain
intervals.

For the case of the scenarios employing two optical wireless links affected by time-space variable
rain intensities, resulted statistics of diversity gains were compared to statistics of the single link.
Focus was given on angular separations and link length dependencies. Example of the simulation
results, the comparison of complementary cumulative distribution functions of rain attenuation of
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the single FSO link and two-branch diversity links (so called route diversity — i.e., 2 links from
one point to 2 different azimuths) is demonstrated in Fig. 3. During route diversity a user was able
to connect to two base stations, both distant 2 km. Annual meteoradar data from the year 2005
were utilized for simulations. As it can be seen, for smaller angular separations, diversity gain does
not introduce suitable mitigation approach. Contrary to that, utilizing route diversity could be
implemented for angular separations between both links higher than approximately 120 degrees.
Considering range of high angular separations, diversity gains up to 2.5 dB, 8 dB and 13 dB were
observed for the link availability 99.99%, 99.999% and 99.9998%, respectively.

Figure 4 brings comparison of complementary cumulative distribution functions for a single link
and two diversity links with different link lengths for the special case when the both joint links
are separated by 180 degree (pointing to opposite directions). With increasing link length, rain
attenuation of single optical link rises and as it was determined from simulations the utilization of
the route diversity is more worth of (higher diversity gains can be yielded).

4. CONCLUSION

The analysis of the statistical variations in spatial organization of precipitation and its influence on
Free Space Optical systems were presented. A simulation tool was developed to evaluate various
aspects of the FSO system performance. Large rain event database for Czech Republic was built for
the simulation using time sequences of rainfall radar images. Derived results of diversity statistics
demonstrate that the route diversity is feasible and useful tool to combat rain attenuations. This
should be nevertheless clarified be simultaneously performed measurement campaign (measurement
of diversity statistics has already started at CTU, but we have no complete annual data at present)
will provide us with more sensitive statistics — especially with respects to higher availabilities that
could not be reached by 1 minute meteoradar scan steps.

ACKNOWLEDGMENT

This work was supported by the Grant Agency of the Czech Technical University in Prague, grant
No. SGS11/065/OHK3/1T/13. Educational utilization of free space optical measurement was sup-
ported by FRVS grant 594/2010.

REFERENCES

1. Bouchet, O., et al., Free Space Optics: Propagation and Communication, ISTE Ltd, London,
2006.

2. Libich, J. and S. Zvanovec, “Influences of turbulences in near vicinity of buildings on free space
optical links,” IET Microwaves, Antennas & Propagation, accepted for publication.

3. Henniger, H., et al., “Maritime mobile optical-propagation channel measurements,” IEEE In-
ternational Conference on Communications, Cape Town, South Africa, 2010.



410 PIERS Proceedings, Suzhou, China, September 12–16, 2011

4. Anguita, J. A. and J. E. Cisternas, “Experimental evaluation of transmitter and receiver
diversity in a terrestrial FSO link,” GLOBECOM Workshops (GC Wkshps) 2010, 1005–1009,
2010.

5. Hashmi, A., et al., “Analysis of optimal adaptive optics system for hybrid RF-wireless opti-
cal communication for maximum efficiency and reliability,” 4th International Conference on
Emerging Technologies, ICET 2008, 62–67, 2008.

6. Weerackody, V. and A. R. Hammons, “Wavelength correlation in free space optical communi-
cation systems,” IEEE Military Communications Conference, 1–6, 2006.

7. Anguita, J. A., et al., “Spatial correlation and irradiance statistics in a multiple-beam terres-
trial free-space optical communication link,” Appl. Opt., Vol. 46, 6561–6571, 2007.

8. Chatzidiamantis, N., et al., “Adaptive subcarrier PSK intensity modulation in free space optical
systems,” IEEE Transactions on Communications, Vol. PP, 1–10, 2011.

9. Abou-Rjeily, C. and S. Haddad, “Cooperative FSO systems: Performance analysis and optimal
power allocation,” Journal of Lightwave Technology, Vol. 29, 1058–1065, 2011.

10. Plaintree Systems Inc. Available: http://freespaceoptics.ca.
11. LightPointe. Available: http://www.lightpointe.com.
12. Colvero, C. P., et al., “FSO systems: Rain, drizzle, fog and haze attenuation at different optical

windows propagation,” SBMO/IEEE MTT-S International Microwave and Optoelectronics
Conference, 563–568, 2007.

13. Carbonneau, T. H. and D. R. Wisely, “Opportunities and challenges for optical wireless; the
competitive advantage of free space telecommunications links in today’s crowded marketplace,”
Wireless Technologies and Systems: Millimeter-wave and Optical, Vol. 32, 119–128, 1998.

14. “Specific attenuation model for rain for use in prediction methods,” Recommendation ITU-R
P. 838-1, 2005.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 411

Effect of ADC on the Performance of Optical Fast-OFDM in
MMF/SMF-based Links

E. Giacoumidis1, S. K. Ibrahim2, J. Zhao2,
J. L. Wei3, J. M. Tang3, A. D. Ellis2, and I. Tomkos1

1Networks and Optical Communications (NOC) Group
Athens Information Technology (AIT), Athens, Greece

2Photonics Systems Group, Tyndall National Institute and Department of Physics
University College Cork, Cork, Ireland

3School of Electronic Engineering, Bangor University, Bangor, Wales, UK

Abstract— Based on a recently proposed novel technique known as optical fast orthogonal
frequency-division multiplexing (FOFDM), which has half the bandwidth occupancy compared
to single quadrature based conventional OFDM, investigations are undertaken into the impact
of an analog-to-digital converter (ADC) involved in FOFDM signals over unamplified intensity-
modulation and direct-detection (IM/DD) multimode fiber (MMF) and singlemode-fiber (SMF)
based links. It is evaluated, for the first time, two important issues: 1) The impact of signal
quantization and clipping effects for identification of a set of ADC parameters using various
FOFDM single-dimensional modulation formats; 2) The FOFDM ADC parameters are compared
with the corresponding ADC parameters of a conventional OFDM over both MMF and SMF links.
It is shown that FOFDM and conventional OFDM over MMF/SMF links have similar optimum
ADC parameters for a targeted BER of 10−3.

1. INTRODUCTION

Over the past several years, as a promising candidate for improving spectral-efficiency in optical
communication systems, conventional orthogonal frequency division multiplexing (OFDM) [1] has
been rapidly and widely adopted in wireless, wire-line and broadcast systems for efficiently dealing
with linear signal distortions encountered when transmitting over dispersive fading channels [2].
In OFDM, multiple subcarriers with equal frequency spacing are utilized to form parallel data
transmission, and each separate data stream is modulated over one of the equally-spaced subcarri-
ers [1]. Reducing the spacing between subcarriers in OFDM system, results in improved bandwidth
efficiency. For this purpose, optical Fast-OFDM (FOFDM) [3] has been proposed. In contrast
to conventional OFDM, FOFDM uses half of the subcarrier spacing with single-dimensional sig-
nal modulation formats being used such as M-ary amplitude shifted keying (M-ASK), due to the
increased inter-symbol interference (ISI) between adjacent narrowband FOFDM subcarriers [4].

Recently, FOFDM has been effectively implemented experimentally in single-mode fiber (SMF)
systems by employing discrete cosine transform (DCT) for double-side band (DSB) signals [5].
Analogue-to-digital converters (ADCs) have been considered as one of the most important devices
for a conventional OFDM system limiting the maximum achievable transmission performance, and
therefore, in the same manner ADC parameters are also a crucial factor for a FOFDM system.

The present paper presents two important issues: 1) The impact of the signal quantization and
clipping effects in order to identify a set of ADC parameters for a targeted bit-error-rate (BER)
of 10−3 using various FOFDM single-dimensional modulation formats. 2) Having identified the
optimum ADC quantization bits from 1), the clipping ratio is evaluated, for the first time, over
500m MMF for local area networks (LANs) and 50 km SMF for short-reach access networks using
FOFDM and conventional OFDM.

2. SYSTEM MODEL AND PARAMETERS

Typical single-channel, un-amplified, intensity-modulation and direct-detection (IM/DD) MMF/S-
MF links are considered, consisting of a conventional OFDM transceiver using FFT/IFFT, con-
nected by the MMFs/SMFs, similarly to architectures reported in Ref. [6]. The FOFDM system
is implemented in a similar way, as shown in Figure 1, only for the subcarrier multiplexing/de-
multiplexing a fast cosine transform (FCT)/inverse FCT (IFCT) is attached and single-modulation
format mapping is generated [3, 5]. In the transceiver, an ADC (DAC) is used to convert an ana-
logue (digital) signal into a digital (analogue) signal, having an automatic gain control unit which
sets a finite dynamic amplitude range [6]. Amplitude clipping occurs if the input signal exceeds that
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Figure 1: MMF/SMF-based FOFDM transmission link diagram.

(a) (b)

Figure 2: BER versus (a) quantization bit and (b) clipping ratio for a FOFDM system using single-
dimensional modulation formats over AWGN channel.

dynamical amplitude range, which will introduce distortions to the input signals. The ADC/DAC
impairments are considered in this paper. The 3-dB bandwidths (differential mode delays [DMDs])
of the adopted MMF link are of 202.5 MHz·km (2.0 ns/km) for central launch conditions [6]. The
specifications of the SMF link are given in Ref. [6]. For both MMF/SMF FOFDM/OFDM systems,
the directly modulated lasers (DMLs) are assumed to be an ideal-intensity modulator at 1550 nm,
in order to isolate the ADC parameters from any unwanted laser chirp effects.

3. RESULTS

Initially, simulations for both FOFDM and conventional OFDM models were undertaken over an
additive-white-Gaussian noise (AWGN) channel. The purpose of using AWGN channels is to isolate
the quantization and clipping effects from other transmission-link impairments to ease the process
identifying optimum ADC parameters. In Figure 2, simulations are undertaken for FOFDM for
differential binary shift-keying (DBPSK), and amplitude shift-keying (ASK)-8 up to ASK-16, in
order to optimize the effects of quantization and clipping for a BER of 10−3, over an AWGN channel.
The optimum optical signal-to-noise ratios (OSNRs) for a targeted BER of 10−3 are adopted from
Ref. [7] (refer to Figure 1(b) of Ref. [7]). It is shown that from DBPSK to ASK-16 the optimum
quantization bits and clipping ratios reach to 8-bits and 12 dB respectively, corresponding to the
ASK-16. It is noted that for higher modulation format such as ASK-32 the input signal exceeds
the ADC dynamical amplitude range, introducing distortions to the signal and therefore unrealistic
ADC parameters are defined.
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Figure 3: BER versus clipping ratio for a Fast-
OFDM/OFDM over 500m MMF using the optimum
quantization bits from the AWGN channel in Fig-
ure 2.

Figure 4: BER versus clipping ratio for a Fast-
OFDM/OFDM over 50 km SMF using the optimum
quantization bits from the AWGN channel in Fig-
ure 2.

Having identified the FOFDM ADC parameters, simulations are undertaken over a 500 m MMF
and a 50 km SMF-link respectively. For performance comparisons, the conventional OFDM is also
considered. Also for simplicity the employed single-dimensional modulation formats vary from
DBPSK up to ASK-8. In Figure 3 results present the BER as a function of clipping ratio for the
optimum quantization bits identified previously (see Figure 2) over a 500m MMF link. It is shown
that the BER difference between the FOFDM and the conventional OFDM is almost negligible
over the entire range of clipping ratios.

In Figure 4 results present the BER as a function of clipping ratio for the optimum quantization
bits identified previously (Figure 2) over a 50 km SMF. The deviation in clipping ratio between
FOFDM and conventional OFDM is < 1 dB. Despite the fact FOFDM seems to work slightly
better over MMFs due to its capability to improve the tolerance to the DMDs, FOFDM can be
very effective for SMFs as well, offering almost the same performance with the conventional OFDM.

4. CONCLUSIONS

In this work it has been concluded that the adopted DAC/ADC quantization bits and clipping
ratio for FOFDM are almost similar with these corresponding to the conventional OFDM when
using various single-dimensional modulation formats. This statement was valid for scenarios of
500m MMF links and 50 km SMF links. In particular, it has been shown that < 1 dB deviation in
clipping ratio is feasible between FOFDM and conventional OFDM. Having in mind that FOFDM
offers twice the bandwidth efficiency compared to conventional OFDM, this work can trigger the
implementation of a new generation of very cost-effective and high-speed modems substituting the
conventional OFDM technology.
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Abstract— Extensive explorations are undertaken, for the first time, of the feasibility of
utilizing quantum dot semiconductor optical amplifier intensity modulators (QD-SOA-IMs) in
intensity-modulation and direct-detection (IMDD) SMF-based transmission systems using adap-
tively modulated optical orthogonal frequency division multiplexing (AMOOFDM). A theoret-
ical QD-SOA-IM model is developed, of which the performance is compared with previously
reported SOA-IMs, and results show that QD-SOA-IMs can not only considerably improve the
AMOOFDM transmission performance but also broaden the optimum operating condition ranges.
In particular, for achieving signal bit rates of > 30Gb/s over > 60 km SMFs, QD-SOA-IMs allows
a 10 dB reduction in CW optical input powers injected into the modulator.

1. INTRODUCTION

To satisfy the increasing end users bandwidth demands, optical orthogonal frequency division
multiplexing (OOFDM) has been widely considered as one of the promising enabling technologies
for passive optical networks (PONs), because of its high spectral efficiency, excellent resistance
to linear impairments, great system scalability and flexibility. The main challenges for practical
deployment of OOFDM PON are system cost and flexibility. A recently developed adaptively
modulated OOFDM (AMOOFDM) technique using Semiconductor optical amplifiers (SOA) as
intensity modulators (SOA-IMs) have demonstrated over 30Gb/s for distances up to 60 km using
single mode fibers (SMFs) [1] transmission performance. Also colorless transmission has been
achieved using SOA-IMs [2] which shows the potential for broadband colorless operation of these
devices. Compared with SOA-IMs, QD-SOA-IMs show a faster dynamic gain indicating that these
devices could perform better in terms of modulation bandwidth and total system capacity. Detailed
numerical simulation results show that, in comparison with SOA-IMs, QD-SOA-IMs can not only
considerably improve the AMOOFDM transmission performance but also significantly lower the
required CW optical input powers by approximately 10 dB for transmission distances of up to
140 km. Whilst for transmission distances of < 20 km, the QD-SOA-IM enabled transmission
performance is very similar to that corresponding to an ideal intensity modulator.

2. SYSTEM SETUP AND QD-SOA-IM MODEL

The transmission system is illustrated in Fig. 1, which is composed of an AMOOFDM transmitter, a
single mode fiber (SMF) link, and an AMOOFDM receiver. The AMOOFDM transmitter comprises
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Figure 1: Transmission system diagram together with block diagrams of the AMOOFDM transmitter and
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an OFDM modem, a SOA/QD-SOA intensity modulator, a laser diode and a variable optical
attenuator (VOA). The AMOOFDM receiver consists of a square-law photon detector and an
OFDM modem. The work principle of the AMOOFDM system has been described in detail in [1, 2]
The DSP in the OFDM modem including: bit encoding using different modulation format such as
DPSK and QAM, IFFT, cyclic prefix insertion, data serialization and digital to analog conversion
(DAC). The OFDM modem generated real-valued electrical OFDM signal is added with a DC bias
current and then used to directly modulate the optical power injected into the SOA/QD-SOA. A
VOA is used before the SMF so as to keep the coupled optical power to the fiber at the desired
level. At the receiver side, the OOFDM signal is converted back to the RF domain by a square-law
photon detector. Then the original data is recovered by applying the inverse DSP procedure done
at the transmitter.

In the QD-SOA-IM model, all the QDs in SOA are assumed to be identical and uniform, and
there is only one confined energy level in the conduction and valence band of each dot. This model
is a 2LREM model [4–6], where the intermediate (excited) state is replaced by calculating the
carrier occupation probability near the band edge of the WL. The wetting layer is populated by
the injected current and serves as a reservoir of carriers, as shown in Fig. 2.

In order to gain an in-depth understanding of the effect of the QD-SOA gain saturation on
the AMOOFDM system performance, Fig. 3(a) shows the QD-SOA gain versus the optical input
power for several values of bias current. It can be seen in Fig. 3(a) that the QD-SOA optical
input saturation power increases significantly with increasing bias current. The small-signal gain
variation for bias current varying from 100 mA to 300 mA is very small, this is because the QD-SOA
charge neutrality defined in [7] is assumed in the ground state (GS) only and not in the whole device
as presented in [7]. In Fig. 3(b), comparisons of the gain versus bias current between the SOA and
QD-SOA are given for three different optical input powers of 0 dBm, 10 dBm, and 20 dBm. As
can be seen in Fig. 3(b), the QD-SOA reaches saturation much faster than the conventional SOA
when identical bias current is applied, this is due to the fact that the effective carrier lifetime of the
QD-SOA is much smaller than that of the SOA. Generally speaking, the QD-SOA-IM modulation
bandwidth is proportional to the inverse of the effective carrier lifetime. As shown in Fig. 4, the

Wetting layer

Quantum

dot
Stimulated

emission

Figure 2: Carrier injection model in the conduction band of a quantum dot. We take into account only the
ground state in each dot.

(a) (b)

Figure 3: QD-SOA gain saturation characteristics for different operating conditions. (a) QD-SOA gain versus
optical input power. (b) Gain versus bias current.
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larger the CW optical input power to the QD-SOA is, the wider signal bandwidth is obtained
due to reduced effective carrier lifetime and signal spectral distortions, thus leading to improved
transmission performance. At the same time, however, the larger CW optical input power also
brings about serious signal clipping due to the reduced slope of the gain — current curve, which
can be seen in Fig. 3(b).

All the results in Fig. 3 agree well with those obtained in [3–6], indicating the validity of the
developed QD-SOA-IM model in this paper.

3. SYSTEM TRANSMISSION PERFORMANCE

Figure 5 shows a contour plot to show the achievable transmission capacity of a 60 km IMDD SMF
transmission system for both the SOA-IM and the QD-SOA-IM as function of bias current and CW
optical input power, the peak-to-peak (PTP) current is set to 80 mA. As seen from the contour plots
in Fig. 5, in comparison with the SOA-IM, the QD-SOA-IM has much broader bias current and CW
optical input power dynamic variation ranges, over which a specific signal bit rate is achievable.
For example, to achieve signal bit rates of > 30Gb/s, the SOA-IM requires a CW optical input
power to vary in a 3 dB range between 19 dBm to 21 dBm; whilst the QD-SOA-IM allows a CW
optical input power to vary in a 20 dB range between 10 dBm and 30 dBm. More importantly, to
achieve maximized signal bit rates, the QD-SOA allows the injection of CW input powers as low as
10 dBm, which is more practical since the optical input power to these devices should not exceed
12 dBm. Clearly, the QD-SOA-IM-enlarged dynamic ranges improve the performance robustness.
Fig. 5 shows that the optimum CW optical input powers are 20 dBm for both the QD-SOA-IM and
SOA-IM. For optical input powers less than the optimum CW optical power value, the degradation
of the signal transmission capacity is due to the long effective carrier lifetime. This is seen clearly
in Fig. 4, as a relatively small optical input power gives rise to a long effective carrier lifetime and
thus a narrower modulation bandwidth.

The numerical results are plotted in Fig. 6, where the identified optimum QD-SOA-IM operating
conditions are adopted, i.e., a bias current of 100mA, a driving current PTP of 80 mA and an optical
input power of 20 dBm. Signal bit rate comparisons are also made in Fig. 6 between the QD-SOA-
IM, the SOA-IM and the ideal intensity modulator (IM). In simulating the ideal IM, a simple

(a) (b) (c)

Figure 4: Spectrum of modulated AMOOFDM signal at the output facet of the QD-SOA subject to different
CW optical input powers of (a) 0 dBm, (b) 10 dBm and (c) 20 dBm.

(a) (b)

Figure 5: Contour plot of signal line rate as a function of CW optical input power and bias current after
transmitting a 60 km SMF IMDD transmission system. (a) QD-SOA and (b) SOA.
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Figure 6: Maximum achievable signal transmission capacity versus reach performance of AMOOFDM signals
for various intensity modulators.

square root operation is applied to the driving current. It can be seen in Fig. 6 that, the QD-SOA-
IM outperforms the SOA-IM in signal bit rate for all transmission distances of up to 140 km. For
transmission distances of 20 km, the QD-SOA-IM offers signal bit rates almost identical to the ideal
IM.

4. CONCLUSIONS

Extensive explorations have been undertaken, for the first time, of the feasibility of utilizing QD-
SOA-IMs in IMDD SMF-based AMOOFDM transmission systems for applications in PONs. Taking
into account the QD and wetting layer effects, a theoretical QD-SOA-IM model has been devel-
oped. It has been shown that, in comparison with previously reported SOA-IMs, QD-SOA-IMs can
not only considerably improve the AMOOFDM transmission performance but also broaden the
optimum operating condition ranges. In particular, for achieving signal bit rates of > 30Gb/s over
> 60 km SMFs, QD-SOA-IMs allows a 10 dB reduction in CW optical input powers injected into
the modulator. These results show the potential of using QD-SOA-IMs in future PON systems.
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1. Wei, J. L., A. Hamié, R. P. Giddings, and J. M. Tang, “Semiconductor optical amplifier-
enabled intensity modulation of adaptively modulated optical OFDM signals in SMF-based
IMDD systems,” J. Lightwave Technol., Vol. 27, 3679–3689, Aug. 2009.

2. Wei, J. L., X. L. Yang, R. P. Giddings, and J. M. Tang, “Colourless adaptively modulated
optical OFDM transmitters using SOAs as intensity modulators,” Opt. Express, Vol. 17, 9012–
9027, May 2009.

3. Sugawara, M., H. Ebe, N. Hatori, and M. Ishida, “Theory of optical signal amplification and
processing by quantum-dot semiconductor optical amplifiers,” Physical Review B, Vol. 69,
235332-(1-39), Jun. 2004.

4. Sun, H., Q. Wang, H. Dong, and N. K. Dutta, “XOR performance of a quantum dot semi-
conductor optical amplifier based Mach-Zehnder interferometer,” Opt. Express, Vol. 13, 1892–
1899, Mar. 2005.

5. Sun, H., Q. Wang, H. Dong, and N. K. Dutta, “All-optical logic performance of quantum-dot
semiconductor amplifier-based devices,” Microwave and Optical Technology Letters, Vol. 48,
29–35, Jan. 2006.

6. berg, T. W., J. Mork, and J. M. Hvam, “Gain dynamics and saturation in semiconductor
quantum dot amplifiers,” New Journal of Physics, Vol. 6, 178, 2004.

7. Li, X. and G. Li, “Static gain, optical modulation response, and nonlinear phase noise in
saturated quantum-dot semiconductor optical amplifiers,” IEEE J. of Quantum Electronics,
Vol. 45, May 2009.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 419

Bandwidth Efficient Hybrid Wireless-optical Broadband-access
Network (WOBAN) Based on OFDM Transmission

Redhwan Q. Shaddad1, 2, Abu Bakar Mohammad1, and Abdulaziz M. Al-Hetar2

1Photonic Technology Center, InfoComm Research Alliance, Universiti Teknologi Malaysia, Malaysia
2Communication and Computer Engineering Department

Faculty of Engineering and Information Technology, Taiz University, Yemen

Abstract— In this paper, a simple and bandwidth efficient hybrid wireless-optical broadband
access network (WOBAN) based on orthogonal frequency division multiplexing (OFDM) is pro-
posed and designed. It is an optimal combination of an optical backhaul and a wireless front-end
for an efficient access network. The bandwidth efficient WOBAN based on OFDM provides an
effective solution to eliminate intersymbol interference (ISI) caused by dispersive channels. There
are two factors considered important here; multipath fading in wireless link and dispersion effects
in fiber link. The physical layer performance is analyzed in terms of bit error rate (BER), error
vector magnitude (EVM), and signal-to-noise ratio (SNR). An 8Gb/s data rate has been achieved
by the optical backhaul along optical fiber length of 20 km. The wireless front-end access point
supports data rate up to 240 Mb/s along an outdoor wireless link.

1. INTRODUCTION

Next generation access network are projected to support high data rate, broadband multiple ser-
vices, scalable bandwidth, and flexible communications for manifold end-users. A hybrid WOBAN
is a promising architecture for next generation access network [1]. The WOBAN is a powerful com-
bination of optical backhaul and wireless front-end. The optical backhaul provides high-bandwidth
digital services and long-distance communications. The wireless front-end is ubiquitous and flexible
penetration to end-users. This integrated architecture contributes good scalability, cost effective-
ness, and high bandwidth efficiency.

The optical backhaul is a tree network connecting the central office (CO) and wireless front-end.
The wireless front-end consists of gateway routers and wireless mesh routers are widespread to pen-
etrate an end-user’s neighbourhood. In this paper, a new architecture of the WOBAN is proposed
and designed based on a wavelength division multiplexing passive optical network (WDM PON)
which transport many wireless OFDM signals over fiber at the optical backhaul based a wireless
fidelity (WiFi) technology. The front-end is a wireless mesh network (WMN) with several wireless
routers and few gateways which are called access points (APs) where the optical unit networks
(ONUs) and wireless gateway routers gather. The transport of the wireless signals in the WOBAN
is subject to several impairments including dispersion effects in fiber link and multipath fading
in wireless link. The bandwidth efficient WOBAN based on OFDM provides an effective solution
to eliminate intersymbol interference (ISI) caused by dispersive channels [2]. The WDM PON
based on OFDM has been considered as a promising option due to its high bandwidth efficiency,
it uses a few wavelengths to multiplex several APs in the frequency domain, and it manages the
bandwidth by using modern digital processing hardware [3]. The WMN is implemented by using a
multiple-input multiple-output orthogonal frequency division multiplexing (MIMO OFDM) based
IEEE 802.11n wireless local area network which has many interesting characteristics such as high
coverage, great throughput, high reliability and IEEE 802.11n operates in both the 2.4 GHz and
5GHz bands [4]. Since the WDM PON based on OFDM and the WiFi network use the same
technique OFDM, they provide different levels of bandwidth with good match in capacity scales
and high spectral efficiency. The WDM PON supports data rate up to 8Gb/s in both downstream
and upstream along the optical link, which is shared by a group of optical network units (ONUs).
Each ONU is connected together with a wireless gateway router to form one AP can provide a data
rate up to 240 Mb/s over a wireless channel. Each AP is implemented by using four spatial streams
at a channel bandwidth of 40 MHz.

The rest of this paper is organized as follows: in Section 2, the architecture of the WOBAN
based on OFDM is presented. The simulation design and concept of the fiber optic and wireless
transmission systems are explained in Section 3. Section 4 is dedicated to describe the results and
discussion. Section 5 concludes the paper.
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2. WOBAN ARCHITECTURE

The proposed WOBAN architecture is shown in Fig. 1 [5]. The optical backhaul of the WOBAN
comprises of an optical line terminal (OLT) at the central office (CO), a single mode fiber (SMF),
an optical distribution node (ODD), and multiple ONUs which are integrated with wireless gatway
routers to form the APs. The OLT converts the data to many corresponding OFDM downstream
optical signals based IEEE 802.11n which are then transmitted along the optical fiber. It receives
OFDM upstream optical signal from the optical fiber and converts it to the corresponding electrical
signal. The ODD demultiplexes the downstream optical signal which is received from the OLT to
multiple APs and also multiplexes the upstream traffic from the APs to the OLT. In the wireless
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front-end of WOBAN, WMN is deployed for a ubiquitous and flexible communication to the end-
users. Typically, the WMN consists of multiple APs, a group of wireless mesh routers that provide
multi-hop wireless communications and a group of wireless end-users [1]. In general, the end-user
can send to and receive from its associated mesh router by using specified up/downlink wireless
channels.

In this paper, the RF-over-fiber scheme is used to transport radio frequency (RF) wireless signals
over fiber. This scheme simplifies the system architecture of the WOBAN by directly conveying high
radio frequency broadband signals through optical fibers [6]. In addition, it creates a frequency band
guard between the OFDM signal and the optical carrier to reduce the intermodulation distortion [3].
The MATLAB, OptiSystem 8.0 and Advanced Design System (ADS) 2008 software tools are used
to accomplish the design and performance analysis of the WOBAN.

3. SIMULATION DESIGN

Design of the WOBAN based on OFDM is shown in Fig. 2. WOBAN design comprises of an OLT
connected to multiple APs through 20 km of single mode fiber (SMF). The system uses bidirectional
WDM PON with wavelengths assignment and bandwidth allocation done at the OLT. The OLT
is design to implement multiple WiFi 802.11n data processors. Each four WiFi data processors
modulates the WiFi signals on different RF frequencies (f1, f2, f3, f4) in 2.4GHz band. The WiFi
signals are then multiplexed and modulated in external intensity optical modulator (IM) on one
assigned wavelength. In the WiFi data processor, the system uses the OFDM technique with Binary
Phase Shift Keying (BPSK) and Quadrature Amplitude Modulation (64-QAM). Each processor is
designed to provide a data rate of 240 Mb/s for each AP with a channel bandwidth of 40 MHz.

Figure 3: Optical power spectra of the up/downlink channels.

Figure 4: OSSB+C power spectrum of the first downlink channel.
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The WDM PON uses the optical carrier suppression and separation (OCSS) technology to
generate a wavelength pair from a single laser source at the central office [7] as shown in Fig. 2.
The OLT comprises of M = 8 laser diodes. Using a dual-arm modulator (DAM), a total of two
wavelengths are generated at each LD. The channel spacing of the generated wavelength pairs is
determined by twice the frequency of the sinusoidal clock, fo = 12.5GHz. An optical interleaver
(IL) is used to separate each generated wavelength pair into two channels with downlink wavelength
λd to modulated the multiplexed RF signals at IM and continuous wave (CW) uplink wavelength
λu. In downlink, the optical modulated signals are multiplexed at an arrayed waveguide grating
router (AWG) and then propagate along 20 km SMF with attenuation of 0.2 dB/km and dispersion
coefficient of 17 ps/nm/km. Fig. 3 shows the optical power spectra of the up/downlink channels.
There are sixteen (M = 8) allocated wavelengths of the up/downlink channels which are selected
from conventional band (CB) with 200 GHz (1.6 nm) channel spacing for each link. Also the uplink
channels are separated by 25 GHz from the downlink channels. In this design, the wireless signal
is externally modulated with the optical carrier resulting in an optical single sideband with carrier
(OSSB+C) signal as illustrated in Fig. 4. The single sideband represents four WiFi signals for each
wavelength as shown in Fig. 4 for the first downlink optical channel. The OSSB+C modulation
method enhances optical spectral efficiency for transporting optically modulated WiFi signals, and
overcomes the fiber chromatic dispersion problem. Upon detection at the AP, the wireless signal
can be recovered via direct detection using a high-speed photodetector [6].

The WOBAN is designed to operate at data rate of 8 Gb/s in optical backhaul. The downstream
is distributed by using ODD to many APs (N = 32) according the assigned wavelengths (M = 8)
and allocated bandwidth (4 frequencies for each wavelength). The ODD comprises of an arrayed
waveguide grating (AWG) router and a passive splitter/combiners (PS/Cs). In upstream direction,
the APs receive wireless signals from wireless front-end and modulate the wireless signals by external
IM using the assigned CW uplink wavelengths based on the wavelength reuse method. The ODD
then combines optical modulated signals to send upstream back to the OLT.

In this architecture, the AP has simple design, independence of the air-interface and also enabling
multiwireless band operation. The AP receives the optical downstream and transfers it directly to
electrical signal which is band-pass filtered according to the allocated RF frequency at the OLT. The
wireless signal propagates to an associated wireless mesh router or end-user as demand. The AP
supports data rate up to 240 Mb/s along 100 m outdoor wireless link with high spectral efficiency
of 6.

4. RESULTS AND DISCUSSION

The received downlink optical signal is detected at the AP and is then amplified and transmitted
directly to the associated wireless mesh router or end-user. In this work, the AP is simulated to
provide a data rate of 240 Mb/s, since 64-QAM is used in WiFi data processor at the OLT and
the end-user. Fig. 5 shows the spectrum of the RF transmitted signal from AP1 at the carrier
frequency 2.4GHz (f1) with a bandwidth of 40 MHz. The average of transmitted power is 10 dBm
as shown in Fig. 5.

Figure 5: Spectrum of the transmitted power at AP1.
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Figure 6: BER versus SNR at the wireless end-user receiver.

The BER at different situations are measured to evaluate system performance. Fig. 6 shows
the BER versus the SNR for the received signal at end-user. The additive white Gaussian noise
(AWG) channel model and the fading channel model are simulated, since the SMF with dispersion
coefficient of 17 ps/nm/km is considered. At a BER less than 10−5, the better performance in
wireless communication channel occurs when the SNR is greater than 15 dB and 28.5 dB for the
AWG channel and the fading channel respectively. For 64-QAM demodulated OFDM in the WiFi
end-user receiver, maximum EVM of −60.8 dB has been estimated. This EVM performance allows
perfect symbol detection at the receiver.

5. CONCLUSION

In this paper, the bandwidth efficient WOBAN based on OFDM is proposed and designed as a
promising technique for future access network. The physical layer performance in terms of the
BER, EVM, and SNR is reported. In conclusion, the proposed WOBAN achieved the data rate
of 8Gb/s for up/downstream over 20 km fiber followed by 100 m outdoor wireless link with a data
rate of 240 Mb/s.
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Abstract— WiMAX wireless communication has been rapidly developed for broadband mobile
communication. To design excellent high performance mobile communication systems, accurate
evaluation of communication systems is indispensable. Mobile WiMAX wireless communication
system uses microwave carrier of 2.5 GHz band and modulation of OFDM mainly. In this pa-
per, propagation characteristics and received electric field distribution of WiMAX wireless data
communication system with high bit rate more than 10 Mbps in artificial structures such as build-
ings, bridge and natural environment such as forest are studied by FDTD simulation. Electric
field distributions are studied by changing parameters for material constants size and position
of artificial and natural structures. Propagation, reflection, scattering, interference and delay of
digital code signal and error bit in received code signals are evaluated to show the environmental
characteristics.

1. INTRODUCTION

In recent years, WiMAX wireless communication has been rapidly developed for broadband mobile
communication of image and TV transmission. Mobile WiMAX communication system uses mi-
crowave carrier of 2.5 GHz frequency band and modulation system is mainly OFDM for transmission
of signals. By using OFDM technique, WiMAX provides high speed and reliable communication
against the multi pass interference due to the presence of obstacles in communication channels [1].
To design excellent high performance wireless communication systems, accurate evaluation of com-
munication channels is indispensable. By using computer numerical simulation of parallel FDTD
method, we studied fundamental microwave propagation and scattering characteristics in urban
area [2, 3]. In these analyses, building and street effects on high speed signal propagation have been
investigated by computer simulation of FDTD method. However, wave propagation and scattering
characteristics by presence of forest and trees are not so much studied. The effects of multiple
scattering and attenuation of microwave by forest are severe factors of high speed wireless com-
munications. Size of branches and leaves of trees are comparable with microwave wavelength and
yield strong interaction phenomena between microwaves and trees of broadband propagation.

In this paper, propagation and scattering characteristics of microwave over forests in WiMAX
wireless communication is numerically analyzed using FDTD method [4, 5]. FDTD method can be
applied for signal and noise analysis about several different complex models and inhomogeneous
materials such as forests in communication channels. By applying FDTD method for the analysis
of communication channels of propagation over trees and forests, numerical simulations of signal
propagation for various tree structures at different frequencies and digital signal bit rates are
demonstrated. In FDTD simulations, the incident wave is assumed to be a traveling wave from
transmission antenna station at a far distance. Numerical results in this paper show and analyze
the effects of various structures of forests and beam spot size of incident waves. The shape of
forest is assumed to be constructed by random surface and distribution of branches of trees are
inhomogeneous. Forest and trees in radio communication channel is considered to be as random
surface and inhomogeneous materials. Fig. 1 shows the situation for microwave propagation in
mobile WiMAX wireless communiction over forests.

The effects of multiple scattering and attenuation due to forests are evaluated using statistical
functions, such as avrage, variance and correlation of conductivities and permittivities for trees.
These results may yield important factors for the optimum design of high performance and more
reliable WiMAX communication systems.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 425

Figure 1: Microwave propagation in mobile WiMAX
wireless communication.
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Figure 2: Block diagram of digital communication
system for OFDM.
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Figure 3: Complex dielectric constants of trees.

2. WIMAX COMMUNICATION SYSTEM AND FOREST PROPAGATION MODEL

Mobile WiMAX communication system uses OFDM for transmission of signals. OFDM uses mul-
tiple sub carrier and provide stable communication against fading effects. OFDM requires much
signal processing in transmitter and receiver, and amplifier with wide dynamic range. However,
these problems have been resolved gradually by development of recent analog/digital devices and
signal processing techniques. WiMAX provides high speed data rate by synthesizing multiple sub
carriers. Block diagram of WiMAX communication system is shown in Fig. 2. S(t) is a sequence
of transmission codes and C(t) is a carrier of OFDM modulation in Fig. 2.

In urban area, there are a lot of obstacles such as buildings and forest trees and propagation
channel becomes very complex. We studied fundamental propagation and scattering of microwaves
in urban area, using parallel FDTD computing and showed wave scattering, attenuation and delay
due to buildings and roads. In this paper, propagation and scattering characteristics of microwave
over forests in WiMAX wireless communication are studied. Fig. 3 shows the frequency character-
istics of complex dielectric constant ε∗ = εr − jεi of dry and wet trees. Here, the relation between
imaginary part of dielectric constant εi and conductivity σ is given by εi = σ/ω when ω = 2πf is
angular frequency of electromagnetic waves.

For analysis model of Fig. 1, height of forest h(y, z) is generated as random surface by giving
parameters of average height h̄, root mean square of height

√
∆h2 and correlation length `.

√
∆h2 =

√
1

`y`z

∫ `y

0
dy

∫ `z

0
dz

(
h (y, z)− h̄

)2
, ` =

{√
y2 + z2|R (y, z) /R (0, 0) = 1/e

}
(1)

where R (y, z) is auto correlation function of h (y, z).

3. COMPUTER SIMULATION BY FDTD

Microwave propagation and scattering by forests are very important phenomena for wireless broad-
band communication such as mobile WiMAX communication. In WiMAX communication system
of complex propagation channel, it is difficult to study accurate propagation characteristics by an-
alytical theory. We study signal and interference characteristics of WiMAX communication signal
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in forest model using FDTD method. Computer simulation using FDTD method is very useful
to evaluate these characteristics numerically. In FDTD simulations, the incident wave is assumed
to be a traveling wave from transmission antenna station at a far distance. Total analysis space
model of three-dimensional FDTD is shown in Fig. 4. The size of analysis space is `x × `y × `z.
The incident wave is y-polarized Gaussian beam wave with angular frequency ω = 2πf , beam waist
z = z0 and beam spot size S. For example, FDTD equation for En

y is given by

En
y (i, j, k) = c1E

n−1
y (i, j, k)− c2J

n−1
y (i, j, k)

+c3

{
Hn−1

x (i, j, k) −Hn−1
x (i, j, k − 1)−Hn−1

z (i, j, k) + Hn−1
z (i− 1, j, k)

}
(2)

Jn
y (i, j, k) =

{ 6= 0 (k = 1)
= 0 (k 6= 1) , c1 =

1− σ∆t/ (2ε)
1 + σ∆t/ (2ε)

, c2 =
∆t/ε

1 + σ∆t/ (2ε)
, c3 =

c2

∆s
, c4 =

∆t

µ0∆s

Here, x, y, z and t are discretized by x = i∆s, y = j∆s, z = k∆s and t = n∆t and 0 ≤ i ≤ Nx,
0 ≤ j ≤ Ny, 0 ≤ j ≤ Nz, 0 ≤ n ≤ Nt. The incident wave is a WiMAX communication wave
generated by equivalent current density

Jn
y (i, j, k) = s (n∆t) sin [(ωc + mω0) n∆t]J (i, j, k) = M (n∆t)J (i, j, k)

Jn (i, j, k) = exp

{
−

(
i∆s− x0

S

)2
}

exp

{
−

(
j∆s− y0

S

)2
}

δ (k − k0) M (n∆t)
(3)

where (x0, y0, z0) is the center point of incident beam, S is the beam spot size at z = z0(k0 = 1),
ωc is the angular frequency of carrier, ω0 = 2πf0, f0 is an interval of carrier frequency and mf0 is
the frequency of mth sub carrier, s(n∆t) = exp{−((n∆t− t0)/T )2}. Here, T is pulse width and
t0 is center of Gaussian pulse envelope s(n∆t). Mur’s boundary condition is applied to obtain the
electromagnetic fields at the boundary of analysis space.
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4. PROPAGATION AND SCATTERING CHARACTERISTICS

4.1. Twodimensional Analysis

Propagation and scattering characteristics of Gaussian beam waves with microwave frequency are
evaluated using FDTD method. In FDTD simulation, `x = 1000∆s = 10 (m), `z = 2000∆s =
20 (m), x0 = 6(m) and h = 1 (m) are used. For incident wave, ωc = 2πf, f =2.5GHz, m = 0,
T = 2 (ns) and t0 = 5 (ns) are used. Numerical parameters for FDTD analysis are shown in Table 1.
Fig. 5 shows the forest model by random surfaces.

Table 1: Numerical parameters for 2-D FDTD analysis.

Parameters Values

f : Frequency of incident wave 2.5GHz

λ: Wavelength of incident wave 0.12m

`x: Length of analysis space (x) 10m (83.3λ)

`z: Length of analysis space (z) 20 m (166.7λ)

x0: Center point of the beam (x) 6m

S: Beam spot size 2.2m (18.3λ)

t0: Peak time of incident pulse 5 ns

T : Parameter for pulse width 2 ns

∆S: Length of a cell 0.01m

∆t: Time increment 0.02 ns

εr: Relative dielectric constant of trees 4

σ: Conductivity of forests 10−3 S/m

N : Number of air gaps 700 (Case 1-2, 2-2)

ai: Length of a side of air gaps 10−3 ∼ 3× 10−2 m (Case 1-2, 2-2)

h̄: Average height of forests 1.0mp
∆h2: rms height of forests 2.0m (Case 1) 3.4m (Case 2)

`: Correlation length of forests 0.20m (Case 1) 0.15m (Case 2)

(c) Case 2-1 without air gaps (d) Case 2-2 with air gap

(a) Case 1-1 without air gaps (b) Case 1-2 with air gap 

Figure 6: Electric field Ey at t = 2000∆t = 40 (ns).
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Table 2: Numerical parameters for 3-D FDTD analysis.

Parameters Case 1 Case 2

`x: Length of analysis space (x) 1.5m (12.5λ)

`y: Length of analysis space (y) 1.5m (12.5λ)

`z: Length of analysis space (z) 1.5m (12.5λ)

∆S: Length of a cell 10−2 m (λ/12)

∆t: Time increment 0.019 ns (T0/20), T0 = 1/f

f : Frequency of incident wave 2.5 GHz

λ: Wavelength of incident wave 0.12m (c/f)

t0: Peak time of incident pulse 5 ns

T : Pulse width of incident wave 2 ns

x0: Center point of the beam (x) 0.5m

y0: Center point of the beam (y) 0.5m

S: Beam spot size at z = 0 0.12m (1λ)

εr: Dielectric constant of forests 4ε0

σ: Conductivity of forests 10−3 S/m

h̄: Average height of forests 0.6m 0.7mp
∆h2: RMS height of forests 0.2m 0.5m

`: Correlation length of forests 0.2m 0.2m

(a) (b)

Figure 7: Forest models by 3-D random surfaces. (a) Case 1 (
√

∆h2 = 0.2m, h̄ = 0.6m, ` = 0.2m). (b)

Case 2 (
√

∆h2 = 0.5 m, h̄ = 0.7m, ` = 0.2m).

Figure 6 shows numerical results and as shown in Fig. 6, the electromagnetic wave propagated
over forest keeps strong intensity with wide beam width when the height of trees is small. However,
when there are tall trees higher than beam center, the wave is highly attenuated by scattering and
absorption by trees. In these models, two cases are considered for trees with and without airgaps.

4.2. Three-dimensional Analysis

Here, three-dimensional analysis are demonstrated for evaluation actual situation in WiMAX com-
munication, using models of Fig. 7. For incident wave, ωc = 2πf, f = 2.5 GHz, m = 0, T = 2 (ns)
and t0 = 5 (ns) are used. Numerical example for three-dimensional analysis is shown in Table 2.
Fig. 8 shows results of forest model of Fig. 7. Traveling waves in forest of relative dielectric constant
4.0 delay compared with waves in free space over the forest. Similarly to two-dimensional case,
many scattered waves are observed in forest and electromagnetic waves suffer high attenuation.

5. TIME RESPONSE OF WIMAX CHANNEL

Figure 9 shows the envelope of time responses obtained by 2-D FDTD analysis. In WiMAX
communication, delayed waves with longer delay time than guard interval may cause serious bit
error in receivers. We will study receiving quality in sufficient big area and long observation time
by using parallel FDTD computing. Further, we will discuss digitally modulated OFDM signals of
M(n∆t).
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(a) Case 1 (b) Case 2

Figure 8: Electric field Ey at t = 800∆t = 15.2 (ns).
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Figure 9: Envelope of received electric field at (x0, z) =(6m, 12m) by two-dimensional FDTD analysis.

6. CONCLUSIONS

In this paper, propagation and scattering characteristics of microwave over forests in WiMAX wire-
less communication is numerically analyzed using FDTD method. Using statistical characteristics,
FDTD method can be applied for signal and noise analysis about several different complex mod-
els and inhomogeneous materials such as forests in communication channels. By applying FDTD
method for the analysis of communication channels of propagation over trees and forests, numeri-
cal simulations of signal propagation for various tree structures at different frequencies and digital
signal bit rates are shown, using statistical shape parameters and material constants. Next, the
interference of signals from multi users at base station is considered for several OFDM modulated
signals. For evaluation of transmission characteristics under this environment, SNR, CNR and BER
are calculated by time response obtained using FDTD To improve the transmission characteristics,
design of digital signal processing and digital filter for recognition and separation of each desired
signal from received signals contaminated by noise interference are discussed.
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Abstract— This paper investigates the effect of an external magnetic field on multipactor on
a dielectric surface by using PIC simulation. The simulation results show that the drift force of
the external magnetic field pulls electrons back to or pushes electrons away from the dielectric
surface, which affect the characteristic of multipactor significantly, and if the external magnetic
field exceeds a certain value, the multipactor can be suppressed obviously.

1. INTRODUCTION

As the high power microwave (HPM) technology advances, the power and pulse duration of the
HPM source increase substantially, the breakdown of the dielectric window of the feed of HPM
source has been becoming the major factor of limiting the transmission and radiation of HPM, and
hence, it has limited the application of the HPM. It involves many basic physical phenomena, such as
the field electron emission, multipactor, and electron-irradiated outgassing, etc. These phenomena
cause the further gas breakdown in the gas layer near dielectric surface. The occurrence of the
breakdown is the final result of the complicated physical mechanisms mentioned above [1–3]. In the
process of the breakdown, the multipactor plays a key role, and it decides the velocity of outgassing
and the formation of the gas layer which is the necessary condition of the final gas breakdown [4].
So the suppression of multipactor can delay or avoid the dielectric surface breakdown, and it has
been a major concern among researchers on HPM sources.

In most of the past research on multipactor, there have been few studies on the effect of the
external magnetic field. At present, the effect of an external magnetic field is studied by using Monte
Carlo simulation [5]. And the research of the suppression of multipactor focus on the process of
dielectric surface [6]. In this paper, the effect of an external magnetic field on multipactor is studied
by particle-in-cell (PIC) simulation, and the suppression of multipactor by the external magnetic
field is investigated.

2. MODEL

The geometry for multipactor on a dielectric surface under a rf field and an external magnetic field
is shown in Fig. 1. On the dielectric surface there is a dielectric charging electric field, Edc, a rf
electric field, Erf, a rf magnetic field, Brf, and an external magnetic field, B0. Erf, Brf and B0 are
parallel to the dielectric surface, Edc is vertical to the dielectric surface, along the x axis, and B0

is vertical to Erf. Electrons emitted with a random velocity v0 and a random angle ϕ with respect
to the positive y axis are subjected to forces imposed by the electric fields. The dc electric field
Edc does not impart any energy to the electrons but simply bends back their trajectory to strike
the dielectric surface at a later time. The rf electric field, Erf imparts energy to the multipactor
electrons, as well as translates them along the y axis. The direction of Brf varies with the direction
of Erf, and the E×B drift of Brf pulls the electrons back to dielectric surface. The direction of B0

is unaltered, and the E×B drift of the external magnetic field B0 pulls the electrons back to the
dielectric surface in a half rf period and pushes the electrons away from the dielectric surface in
the other half rf period. Having gained energy from the rf field, the electron strikes the dielectric
surface with much larger energy E, and therefore, emits δ secondary electrons through the process
of the secondary electron emission. The secondary electrons also leave the dielectric surface and
strike back at a later time, gaining energy in the process. If δ > 1, there will be an avalanche of
the secondary electron emission.

The secondary electron yield coefficient δ is a function of the impact energy of the primary
electron and the angle to the normal at which it strikes the dielectric surface. In this paper,
Vaughan’s empirical formula is adopted to specify the secondary electron yield coefficient δ, as
shown in Fig. 2 [7, 8]. Two values of impact energy, termed the first and the second crossover
point, Ep1 and Ep2 respectively, result in a yield of 1, while δ > 1 in between.
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Figure 1: Geometry of multipactor in an external
magnetic field.

 

Figure 2: Secondary electron yield vs. impact en-
ergy.
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Figure 3: Temporal evolution of the number of the electrons. (a) at B0 = 0 T and B0 = 0.03 T, and (b) at
B0 = 0 T, B0 = 0.06T and B0 = 1.0 T.

3. SIMILATION RESULTS

The direction of the E × B drift of the rf magnetic field is invariant, and the rf magnetic force
qv ×Brf pulls the electrons back to the dielectric surface. The direction of the E×B drift of the
external magnetic changes as the direction of the rf electric field changes. In a half-period, the
direction is reverse to that in the other half-period. So the effect of the external magnetic field
on the multipactor electrons is different from the rf magnetic field, and the intensity of the effect
increase with the external magnetic field. The temporal evolution of the number of the electrons
at B0 = 0T and B0 = 0.03 T is shown in Fig. 3(a). In the first half-period of HPM pulse, the
direction of the external magnetic force qv×B0 is same as the direction of the dc electric force of
Edc, and the external magnetic force pulls the electrons back to the dielectric surface. Therefore
the saturation time is shorter than that in case of B0=0T. But the number of the electrons also
oscillates with time at twice the rf frequency after saturation. In the even half-periods, the direction
of the external magnetic force is opposite to the direction of the dc electric force of Edc, and the
external magnetic force pushes the electrons away from the dielectric surface.

If the external magnetic force is stronger than the dc electric force, the electrons will go away
from the dielectric surface, and there will be no impact with the dielectric surface, which means no
secondary electron will be emitted. And the multipactor will be cut off in the even half-periods, as
shown in Fig. 3(b). At B0 = 0.06 T and B0 = 1.0 T, the number of the electrons doesn’t increase
like that in the case of B0 = 0T. In the odd half-periods, the external magnetic force pulls the
electrons back to the dielectric surface. Therefore the transit time of the electrons decreases with
the strength of the external magnetic field, and the energy got from the rf field decreases, too. If
the kinetic energy of the electrons is less than the first crossover point, Ep1, the secondary electron
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yield coefficient will be less than 1. As the increase of the external magnetic field, there will be
more and more electrons whose energy are less than Ep1. Therefore the peak of the number of
the electrons in odd half-periods decreases as the strength of the external magnetic field increases,
which can be found in Fig. 3(b). The number of the electrons at B0 = 1.0 T is less than that at
B0 = 0.06 T.

The temporal evolution of the motion of an electron at B0 = 0.06T is shown in Fig. 4. Because
the direction of the dc electric force of Edc is same to that of the external magnetic force in the
odd half-periods, the normal distance is less than 10µm in most of the even half-periods, and the
electrons impact with the dielectric surface continually. So the velocity of the electron is on the
order of 106 m/s. In the even half-periods, the direction of the dc electric force of Edc is opposite to
that of the external magnetic force, and the external magnetic force is greater than the dc electric
force of Edc for the electrons, whose velocity exceeds 6.7× 106 m/s. Therefore the electron moves
away from the dielectric surface, and the normal distance increases with time, and can reach 1.0 cm.

The multipactor electrons absorb energy from the rf field, and the energy is deposited on the
dielectric surface when the electrons impact with dielectric surface. The power deposited is the rf
power absorbed by the dielectric surface through the multipactor electrons, as shown in Fig. 5.
The rf peak power is 12 MW, and the peak power deposited is 0.2 MW at B0 = 0 T, which is about
1.6 percent of the rf power. At B0 = 0.06 T, the power deposited is almost zero because there are
no or very few electrons impact with the dielectric surface in the even half-periods, and the power
deposited is less than that at B0 = 0 T in the odd half-periods. The gusty peak of deposited power
come from the return of the high energy electrons which are push away from the dielectric surface
in the even half-periods, and the time band is narrow, so the total energy is not great. Thus the
power deposited at B0 = 0.06 T is less than half of the power deposited at B0 = 0 T.

Once the external magnetic field exceeds a certain value, the multipactor will be cut off in a
half-period, and in the other half-period, the intension of the multipactor will decrease versus the
strength of the external magnetic field. As shown in Fig. 6, the number of the electrons decreases
with the increase of the external magnetic field until the multipactor is suppressed completely. At
Erf0 = 3.0MV/m and δmax 0 = 3.0, the multipactor will disappear when the external magnetic
field exceeds 1.5 T. And for low rf field and secondary electron yield coefficient, the need external
magnetic field to suppress multipactor completely is low, too. At Erf0 = 1.0MV/m and δmax 0 = 3.0
or Erf0 = 3.0MV/m and δmax 0 = 2.0, the need external magnetic field is 0.5 T.

The final gas breakdown of the dielectric surface breakdown is decided by the formation of the
gas layer near the dielectric surface, and the formation time is decided by the velocity of outgassing,
which is decided by the number of the multipactor electrons. When the multipactor is cut off in
the half time of HPM transmission, the formation time of the gas layer will increase to two times.
Because the number of the multipactor electrons is linear to the strength of microwave electric field,
the breakdown threshold of the HPM power will increase to four times in an external magnetic
field with a certain value.
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Figure 4: Temporal evolution of the normal posi-
tion of electrons at B0 = 0.06 T.
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Figure 6: The number of the electrons versus the external magnetic field. (a) at δmax 0 = 3.0, Erf0 =
1.0MV/m, 3.0MV/m, and 5.0MV/m, and (b) at Erf0 = 3.0MV/m, δmax 0 = 2.0, and 3.0.

4. CONCLUSIONS

The external magnetic field affects the multipactor by changing the motion of the multipactor
electrons. In a half-period, the external magnetic force pulls the electrons back to the dielectric
surface, and pushes the electrons away from the dielectric surface in the other half-period. When
the external magnetic field exceed a certain value, the multipactor will be cut off in a half-period,
which means the velocity of outgassing is half of that in the case of no external magnetic field,
and the delay time of breakdown will be increased to twice. For the HPM pulse with the same
width, the dielectric window will get fourfold power capability. With the increase of the strength of
the external magnetic field, the intension of multipactor will be decreased in the other half-period,
which means the dielectric window would get a higher power capability.
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Abstract— A hybrid method based on the moment method (MoM) combined to the conjugate
gradient (CG) algorithm is presented in this paper to analyze electromagnetic scattering. In
fact, the most idea was to exploit the advantages of the CG algorithm, which is an iterative
method, and to use it on a conjunction to the direct moment method, when the MoM fails to
solve a matrix system due to ill conditioning. The aim was to compute the current density of
an iris structure when illuminated by some active modes. It is observed that when using an
excessive active modes number, the MoM matrix became ill conditioned and result is inaccurate,
so the CG method is incorporated and used in place of matrix inversion in the MoM algorithm.
This method is called the hybrid MoM-CG. Simulations results show the relevant impact of this
method comparing to the classical moment method.

1. INTRODUCTION

The moment method (MoM) [1] has found widespread use in electromagnetic computational and
in practice has been accepted as a stable method. However, in practical terms, as one uses more
and more expansion and testing functions per wavelength, the condition number of the resulting
moment method matrix increases. In other hand, in the mathematics literature, there is generally
a strong preference for iterative methods, especially for large systems, and ill conditioned ones.
In fact, iterative methods can easily exploit any sparsity or redundancy in the matrix elements
to reduce computer memory requirements, permitting then the treating of more large systems [2].
Also, iterations may be preferable if its convergence is faster and if direct method diverge due
to ill conditioning. It is sometimes argued that iteration may be the only stable way to solve
ill-conditioned equations [3].

Among the most popular iterative algorithm is the conjugate gradient one [4]. In fact, the conju-
gate gradient method is sometimes proposed as an alternative algorithm for treating ill-conditioned
systems, since, in principle; it insures convergence after a finite number of steps. Unfortunately,
in many cases the algorithm does not converges at a sufficiently fast rate to be superior to direct
method [3]. Although certain situation may favor use of iteration, other are more interesting when
use direct approach. So, resents researches are oriented to hybrid method approach, in order to
exploit advantages of each combined method and to circumvent their limits.

In this optic, our work is situated; in fact, the basic idea of this paper was to exploit iterative
properties of the conjugate gradient and to use it in conjunction to the moment method.

The structure studied was, the Cantor iris located in the cross section of a parallel-plates waveg-
uide. The aim was to compute the current density of the considered structure when illuminated
by some active modes [5]. But, it is observed that from certain active modes number, the moment
matrix becomes badly scaled and ill-conditioned and the result is inaccurate. In this case, the
MoM-CG method is used in order to solve the matrix equation of the considered problem.

The paper is organized as follows: Section 2 presents the details of the implementation of the
CG-MoM to solve scattering from an iris structure on an infinite waveguide. The MGEC method
was applied to the structure and the electromagnetic equation to solve using the CG-MoM method
has been deducted. Section 3 deals with experimental results. The current density evaluated by
the CG-MoM method has been determined and compared to the ones finding by the MoM. The
last section draws conclusions and suggests future work.

2. APPLICATION OF THE CG-MOM METHOD

As an example of a scattering problem to be solved using the hybrid MoM-CG method, let us
consider the scattering from an iris located in an infinite rectangular waveguide as shown in Figure 1.
This structure is excited by some active modes of the rectangular waveguide enclosing it.

The iris of negligible thickness is enclosed by a called EMEM waveguide; it is composed of two
perfect electric walls to the top and the bottom, lateral walls are magnetic as shown in Figure 1.
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Figure 1: The Cantor iris and its equivalent circuit.

The structure is uniform along the strips axis (oy). Then, the problem is independent of the variable
y and only TEM mode and transverse electric modes exist.

The structure is excited by N active modes; the TEM mode and (Ne-1) lower-order evanescent
modes. These modes have to be coupled and to respect the structure’s symmetry [5].

Boundary conditions are synthetically expressed by the Generalized Equivalent Circuit GEC [6–
8] which translates the boundary conditions and the relations between electric and magnetic fields
into an equivalent circuit. The considered equivalent circuit of the structure is presented in Figure 1.

Let fn be the local modal basis of the waveguide used. E0, E1, . . . , ENe−1 are the excitation
sources, and are expressed as follows:





E0 = V0f0

E1 = V1f1
...
...
ENe−1 = VNe−1fNe−1

where (fi) are the N active modes which excite the structure. The impedance operator represents
the higher order evanescent modes and is given by:

Ẑ =
∑

n
n 6=actif

|fn 〉zn〈 fn| (1)

where zn denotes the mode impedance.
Je is the virtual source defined on the metallic domain and is null on the dielectric, it represents

the unknown of the problem: Je =
∑
p

xp gp.

It is expressed as a series of known test functions gp used to estimate the current on the metallic
domain, xp are the unknown coefficients, 1 < p < N . When applying the generalized Ohm and
Khirchoff laws to the equivalent circuit presented on Figure 1, the following system is obtained:

{
J = −Je

Ee = E0 + E1 + . . . + ENe−1 + ẐJe
(2)

So on the metallic domain, the equation to solve is:

ẐJe = −
Ne−1∑

i=0

Ei (3)

We are trying, on a first step, to solve this equation using the moment method, this method
converges perfectly when using a small number of active modes, however it is observed that from
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a certain active mode number, the matrix become ill conditioned and result is inaccurate. So, we
are thinking to use the conjugate gradient method in conjunction to the moment method, because
this method insures convergence in all cases after a finite number of steps. In literature, variants
of the conjugate gradient algorithm are used [9], in our case; the moment matrix is a complex one,
so the biconjugate gradient algorithm [10] is considered to be the most convenient for this type of
matrix. The BiCG algorithm is then incorporated in place of the all matrixes inversion stages on
the moment method.

When applying the moment method to the Equation (3), the following system is obtained



〈
g1

∣∣∣Ẑg1

〉 〈
g1

∣∣∣Ẑg2

〉
. . .

〈
g1

∣∣∣ẐgN

〉
〈
g2

∣∣∣Ẑg2

〉 〈
g2

∣∣∣Ẑg2

〉
. . .

〈
g2

∣∣∣ẐgN

〉

...〈
gN

∣∣∣ẐgN

〉 〈
gN

∣∣∣Ẑg2

〉
. . .

〈
gN

∣∣∣ẐgN

〉



∗




x10 . . . x1Ne−1

x20 . . . x2Ne−1
...
...

xN0 . . . xNNe−1




=




〈f0, g1〉 〈f0, g2〉 . . . 〈f0, gN 〉
〈f1, g1〉 〈f1, g2〉 . . . 〈f1, gN 〉

...
〈fNe−1, g1〉 〈fNe−1, g2〉 . . . 〈fNe−1, gN 〉




T

(4)

This system is of the form [Z][X] = [A]T , where A(i, p) = 〈fi|gp〉, Z(p, q) = [〈gp|Ẑgq〉] and
[X] = X(p, m) designs the matrix of the unknowns, m represents the active mode.

The Biconjugate gradient algorithm is used to solve a system of the form AX = B, where A is a
complex matrix, X and B are vectors. In this case X and B are matrixes, so in order to solve this
system we apply the BiCG algorithm to each column vector of the system (4) which is equivalent
to: [Z]X(m) = A(m).

The same procedure is repeated in the computation stage of the matrix input impedance which
is in the moment method given by:

[Zin] =
1
2

(
[A] [Z]−1 [A]T

)−1
(5)

Remind that the term [Z]−1[A]T is calculated using the BiCG method, and is noted [X] in (4).
The Equation (5) is then written: [A][X][Z] = id, and have been solved using the BiCG algorithm.

The current density can be then determined. The following section presents the current distri-
bution using the MoM and the MoM-BiCG method.

(a) (b)

Figure 2: The normalized current distribution depicted by the MoM-CG and the one evaluated by the
traditional MoM method (with piecewise sinusoidal function), with a = 22.910−3 mm, d = a/3 at F = 2 GHz,
MoM and MoM-BiCG: fn = 3000, gp = 200; (a) 1 active mode; (b) 11 active modes.
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3. NUMERICAL RESULTS

The MoM-CG method is used to determine the current distribution corresponding to the iris
structure. This method has been tested for some active modes number. Figure 2 presents the
current distribution obtained (a) when exciting the iris structure using only the fundamental mode
and (b) when exciting the iris using the fundamental TEM mode and 10 active modes. For the
first case (a), result is conformed to the one finding using the MoM algorithm, with respect to the
boundary conditions. However, it is observed that when raising the active modes number, especially
when using an active modes number more than 10 the moment matrix become ill conditioned, so
result becomes inaccurate.

Figure 2(b) shows that using the MoM, the current does not satisfy boundary conditions. In
fact, at the magnetic wall the current is maximal, and is minimal at the magnetic edges which
don’t respect the boundary conditions. For the MoM-CG method the current is maximal at the
magnetic edges and is decreasing sinusoidally. We can say that the current distribution behavior
has been refined; at the magnetic edges it has the same allure as the one obtained using one active
mode. But at the magnetic wall the current distribution is raising again.

4. CONCLUSION

The MoM-CG method has been developed and exposed on this work to solve an electromagnetic
scattering problem when the MoM fails due to ill-conditioning. This method has been used to
determinate the unknown current distribution for an iris structure when illuminated by some active
modes. It is observed that when using 11 active modes, the MoM fails to give a reasonable behavior
of the current, however result obtained using the MoM-CG method is conforming to boundary
conditions on the iris structure and it gives an inaccurate result on the magnetic waveguide walls. As
a primarily area for future work to circumvent this problem, we are thinking to use a preconditioning
technique and to develop a MoM-PCG method.
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Abstract— In order to measure the electromagnetic field of three-dimensional (3-D), a three-
dimensional (3-D) wideband antenna for electric field measurement is designed. In the experi-
ments, we are often concerned with the effect of the antenna on electromagnetic wave distribution.
In this paper, the method of moment is used to model the effect of the antenna on plane wave
distribution. From the numerical result, we find the law of effects of the antenna on plane wave
distribution in the frequency domain.

1. INTRODUCTION

With the development of electronic technique and micro-electronic technique, various of electro-
magnetic interfere is produced. When electromagnetic interfere is measured, we often want to
measure the electric field of three-dimensional at one point. So a three-dimensional(3-D) wideband
antenna for transient electric field measurement is designed shown as Fig. 1. In the experiments,
we are often concerned with the effect of the antenna on electromagnetic wave distribution. In
order to simplify analysis, we assume that the electromagnetic wave is plane wave shown as Fig. 2.

In this paper, the method of moment is used to model the effect of the antenna on plane wave
distribution. In the numerical model, the angle of propagation is changed and the size of the
antenna is also changed. From the numerical result, we find the law of effects of the antenna on
plane wave distribution. At the same time, this work will offer theory direction of the antenna’s
optimized design.

2. NUMERICAL ANALYSIS OF THE WIDEBAND ANTENNA

The wideband antenna is shown as Fig. 1. And it is used in various of EMC/EMI (electromagnetic
compatibility/magnetic inference) experiments. The wideband antenna consists of three dipole

dipole antenna

data processing system

shielding cell

Figure 1: Three-dimensional (3-D) wideband antenna. Figure 2: Plane wave.
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Figure 3: RWG edge element. Figure 4: Plane meshes.
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Figure 5: Scattered field of one point which is 0.5 m far form the wideband antenna.
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Figure 6: Scattered field of one point which is 1 m far form the wideband antenna.
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antennas, data processing system. In the work, electric field is received by three dipole antennas
of the wideband antenna. Induction current is transformed into data processing system through
electronic circuit. The three dipole antennas is made of metal. And data processing system is often
placed in shielding cell. So when we take the effect of the wideband antenna on electromagnetic
field into consideration, we often take the effect of surface metal of the wideband antenna into
consideration. In order to simplify analysis, we assume that the electromagnetic wave is plane
wave whose electric field is 1 V/m.

In this paper, the method of moment [1] is used to model the effect of the wideband antenna
on plane wave distribution. And the basis functions — RWG [2] edge element shown as Fig. 3 is
used. The scattering algorithm [3, 4] discussed in this paper is based on the use of the electric field
integral equation (EFIE). According to the structure of the wideband antenna, the edge elements
is created shown as Fig. 4.

3. CONCLUSION

Through several optimized design, the size of the wideband antenna is determined finally: the size of
shielding cell is 0.21m×0.21m×0.21m, and the size of dipole antenna is 0.09m×0.09m×0.002m.

The vector r can be expressed in term of its components as

r = xax + yay + zaz

where x, y and z are the scalar projections of r on the x, y and z axes. And a plane wave can also
be divided into three plane waves whose electric field polarized direction are parallel to x, y and z
axes, respectively. Because of the symmetry of the wideband antenna, we only take one plane wave
into consideration in this paper. When θ = 90◦, φ = 90◦, Ψ = 0◦, electric field polarized direction
is parallel to x-axes.

From Fig. 5 and Fig. 6, we can see that at high frequency (the wavelength is smaller than 2
meters) the wideband antenna has much effect on plane wave distribution, and at low frequency
(the wavelength is larger than 2 meters) the wideband antenna has little effect on plane wave
distribution.
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Abstract— Eddy current sensors can detect the position and movement of metal parts without
direct contact. The magnetic fields of these sensors can penetrate protective metal enclosures
when designed and applied appropriately. Thus particularly robust solutions for industrial appli-
cations are possible, e.g., tracking objects electrically like conductive or ferromagnetic work pieces
(device currently being tested) during a treatment process under difficult production conditions.

The disadvantage of a test set up where the sensor and the tested specimen are surrounded by
equipment and enclosures is reduced sensor sensitivity, this combined with different test piece
material properties and tolerances adversely influences the measurements. In order to evaluate
the performance of an eddy current sensor, a sensitivity analysis for selected measurement fre-
quencies are necessary. Experimental studies on the subject of sensor sensitivity under production
conditions are difficult and usually not feasible due to the costs involved.

Therefore, using a virtual 3D model such effects were simulated using the finite element program
ANSYS. The sensor output is the phase angle between voltage and current of the sensor coil.
The use of the magnetic field strength to determine this phase angle yielded results in accordance
with the experimental trends. The problem is the large differences in the geometric dimensions,
such as the sensor size compared to effective magnetic air gaps.

Magnetic permeability and electrical conductivity are the relevant parameters for the eddy cur-
rent sensors. In experimental tests, these parameters were determined, also as a function of
temperature.

It was followed by the simulation of the sensor characteristics by varying different parameters
affecting the sensor signal. The results obtained with element type SOLID117 were highly de-
pendent on finite element meshing.

But requires significantly less computational effort than an element type SOLID236, which was
used to verify selected results based on SOLID117 element type.

The result of the simulations is the influence of the considered parameters on the achievable
accuracy in the detection of the device under test during the process of machining, individually
or in combination.

1. INTRODUCTION

The Fraunhofer Institute for Machine Tools and Forming Technology in Chemnitz, Germany has
developed an eddy current sensor including the electronic evaluation mechanism that makes it pos-
sible to determine the position of sheet metal [4]. For instance, the flow of material can be regulated
by the sheet metal retention force in sheet metal forming based upon the position measured, which
has an impact on the quality of production. Eddy current sensors make it possible to detect the
position and movement of metallic components without contact. If they are suitably dimensioned,
the magnetic field of the sensor can even sufficiently penetrate through a protective housing made
of metal. This means that particularly robust solutions are available for industrial applications, for
instance when tracking down electrically conducting and/or ferromagnetic workpieces (i.e., the test
objects) during the machining process under difficult production conditions. The disadvantage of
any protective housing located between the sensor array and the test object is the fact that it drives
down measuring sensitivity while the geometric and material tolerances of the test object have a
greater impact on the measurement. This is the reason why it is necessary to make a sensitivity
analysis for selected measuring frequencies to assess the performance of a sensor array. Experi-
mental tests for analyzing sensitivity are generally difficult under production conditions, which is
why they often cannot be undertaken for reasons of expenditures. Therefore, these influences were
simulated with the ANSYS finite element program for a model 3-D array.
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2. MODEL AND SOLUTION

The eddy current sensor for measuring position (in this case, the delivery path of a piece of sheet
metal) is an exploring coil sensor of the parameter type. This means that the excitation coil is
simultaneously the measuring coil. Logically, the measuring signal needed is characterized by the
change in the coil’s impedance.

The magnetic field leaves the coil vertically and the piece of sheet metal running in (the test
object) moves vertically to the direction of the coil’s magnetic field (refer to Figure 1). This
movement changes the surface proportion of the magnetic flow in the board and the air gap. Then,
this variable interaction between the board and magnetic field causes a reaction to the sensor
coil impedance that varies in intensity. The result is the fact that the impedance (and therefore
the phase angle between the current and voltage) constitutes a measure for the delivery path. The
phase angle is transformed into voltage with the aid of a synchronous demodulator and downstream
filter [5].

We carried out FEM simulation of the eddy sensor with the academic version of ANSYS 12.
This FEM analysis is necessary since it is not possible to keep the specific parameters that have an
impact on the process separate for our experimental investigation. A 32-bit computer is available
for the simulation with an Intel Core2 Quad-Q8200-CPU with 2.33 GHz and the usable working
memory was 3.25GB RAM. Unfortunately, the number of solvable equations is substantially limited
since ANSYS needs connected working memory for calculations and it is limited to 2 GB in the 32-
bit systems. However, Windows XP offers the possibility of boosting the working memory provided
to 3 GB. Although this does not provide continuous memory, ANSYS can utilize it dynamically to
boost the number of soluble equations by approximately 15%. The simulation is interrupted if it
is in excess of the memory requirements.

The eddy current sensor is modeled for the FEM simulation including its environment. The
sensor unit consists of a sensor coil wound on an E-core made of Mu metal with copper-enamel
covered wire. Then, the coil and core are surrounded by a U-shaped stainless steel insert that has the
purpose of protecting against wear and tear. The positive characteristic of stainless steel is the fact
that it acts like air on the magnetic field, which has a linearizing effect on the connection between
the phase shift and delivery path. Beyond this, a material with a higher level of permeability would
not be sufficiently penetrated by the alternating magnetic field. Finally, this takes advantage of
the symmetry of the array in the FEM simulation so that only half of the sensor unit is modeled
(refer to Figure 2).

To map reality as precisely as possible, the characteristic values of the materials and the modeled
roughness of the piece of sheet metal were tracked experimentally and included in the simulation.
The geometry is created in ANSYS 12 Classic. Initially, all of the horizontal sections were drawn in
one level for modeling and more complex shapes were combined from various simple forms (such as
rectangles and circular segments). In a second step, ANSYS networked these drawn surfaces and
volumes. ANSYS 12 has two elementary types available for solving an electromagnetic problem
taking eddy currents into account, both of which had their advantages and disadvantages. The first
elementary type, Solid117, has jumps in the test simulation findings from time to time that are
substantially dependent upon networking. However, with the right networking, the findings were
plausible and the tendencies agreed with those experimentally obtained and physically expected.
There are no such jumps when using the second elementary type, Solid236, although with the same
networking it requires much more working memory to solve this problem because a larger number

Excitation coil 

Sheet metal

Sheet metal motion

Figure 1: The sensor coil with the piece of sheet metal.
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of equations are generated that have to be solved. Therefore, we solved this problem by using the
elementary type Solid117.

A current density is defined in the coil as the excitation or load in the system. Local coordinate
systems are defined whose y-axis specifies the orientation to indicate the direction of the feeding
current density for the specific components of the coil. Logically, Cartesian coordinate systems
are introduced that are cylindrical to bending for all straight components of the coil. Finally, the
degrees of freedom are limited on the edges to the magnetic vector potential AZ.

The following step is analysis with a harmonious excitation that corresponds to the operating
frequency of the real eddy current sensor. In the original simulation, the real and the imaginary
component of the energy stored in the magnetic field and the real and imaginary components of
the magnetic flux density B are given as the findings of the simulation. However, the tendencies

sheet 

blankholder 

insert 

core coil 

casting 
compound 

Figure 2: The model-sensor unit.
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Figure 3: A networked FEM model of the eddy current sensor and its environment.
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on the impact of the geometric and material parameters that were obtained with the help of the
simulation initially contradicted experimental checks. According to the equation (1) where the
relative magnetic permeability is a real number in an analogous fashion to the simulation, the
vectors of the magnetic flux density B and magnetic field strength H are parallel to one another.
Unfortunately, ANSYS does not confirm this interrelationship.

B = µH (1)

Beyond this, if equation (1) is assumed to be a given fact and the angle of the B-field is obtained
through the H-field, we ascertain confirmation of the tendencies obtained experimentally for the
impact of the system parameters. We may conclude from these statements that the magnetic field
strength H may be used for ascertaining the phase shift between current and voltage. This new
method of evaluation not only supplies certain tendencies, but also absolute phase shift values that
are on a scale of the phase shifts measured. Finally, the eddy current sensor evaluates the phase
shift between current and voltage and, since the resistance of the winding is negligible, the phase
angle ϕ can be calculated with the vector of the magnetic flux density B.

3. RESULTS

To verify results, the results achieved with the elementary type Solid117 were first of all compared
with those of the new elementary type Solid236 in ANSYS 12. Unfortunately, it was not possible
to use this elementary type due to limited computer capacity since these elements have many more
equations to be solved at the same level of networking. Furthermore, the same tendencies become
evident when comparing results and there are only slight differences between each of the absolute
values [9]. The final points of the sensor characteristic lines calculated are identical, although there
is departure of approximately 0.25◦ in the phase angle at the initial points (Figure 4).

We worked out a system of simulations for the sensitivity of the sensor based upon these initial
comparative calculations. The results of these simulations demonstrate:

- the impact of the relative permeability of the sheet metal,
- the impact of the specific resistance of the sheet metal,
- the impact of the sheet-metal thickness (refer to Figure 5) and,
- the impact of the air gaps between the sheet metal and forming tool.

Finally, the speed of the change in the sheet metal’s position has a negligible impact on the sensor
signal.

Since specific experiments carried out in parallel also tended to confirm the findings of the
simulation, we were able to use the insights gained from the calculations to undertake a series of
enhancements on the sensory system.
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Figure 4: The sensor characteristic lines with differing air gaps with ANSYS elementary types. (a) Solid236.
(b) Solid117.
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Variation of sheet thickness in mm 
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ϕ

Figure 5: The phase angle ϕ at various rated sheet metal thicknesses with a fluctuation of ±0.8mm in the
sheet-metal thickness.

4. CONCLUSION

In conclusion, we carried out an electromagnetic FEM simulation of an eddy current sensor (as
shown in Figure 1). This simulation is necessary for assessing the performance of the sensor under
production conditions due to the low level of measuring sensitivity and the substantial impact of
the test object’s geometrical and material tolerances on the measurement. A sensitivity analysis for
selected measuring frequencies supplied findings that allowed us to assess the impact of the relative
permeability of the sheet metal, the specific resistance of the sheet metal, the sheet-metal thickness
and the size of the air gap between the sheet metal and the forming tool. Finally, experiments
carried out on this confirmed the tendency of the findings of the simulation.
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Abstract— In this paper, an effective formulation based on approximated electromagnetic
(EM) mathematic models of feed antennas is developed to efficiently estimate the performances
of rotationally symmetric parabolic reflector antennas including spillover and aperture efficien-
cies. The EM mathematic models employ cosine and sine functions with fractional powers to
approximate the co-polarized and cross-polarized components of the fields radiated from the an-
tennas to feed the reflectors, where the closed-form solutions of antenna performances are then
obtained. In distinguishing from previous works where only cosine tapers with integer powers
are employed to model the co-polarized components of feed’s radiation with the cross-polarized
components ignored, the present work is a broad extension and provides tremendous flexibility
in the modeling of realistic feed antennas. Furthermore it allows one to estimate the impact on
the antenna performance due to the existence of cross-polarized components, which had been
previously ignored for a feed antenna with an ideal radiation pattern. Numerical examples are
presented to demonstrate the analysis.

1. INTRODUCTION

Reflector antennas [1–4] have unique features of high directivities and low sidelobe levels, and are
widely employed in many applications of point-to-point and satellite communications. In a practical
implementation, the antennas’ performance and parameters need to be first estimated before a real
antenna design is started. An effective and efficient approach with relatively simple formulations
to justify the antenna’s performance and reveal the information of parameters is very useful and
desired for an engineer.

This paper attempted to develop such an effective approach, which allows the engineers to ap-
proximately estimate the performance at the initial stage of antenna design. This work can be
considered as an extension of a similar effort previously conducted in [2], in which cosine tapers
with integer powers were employed to model the co-polarized components of the fields radiated from
the antennas [2–4] feeding a reflector. Closed-form formulations of aperture efficiency and gain for
a rotationally symmetric parabolic reflector antenna, based on physical optics (PO) approxima-
tion [2, 4, 5], were obtained when the reflector was illuminated by the radiation of this modeled
feed. The work described in [2] is very convenient in use, but exhibits limitations in practical
applications. First of all, the feed’s radiations to be modeled are limited to the cases that have
rotationally symmetric patterns and can be adequately modeled by the cosine tapers with integer
powers. Secondly the cross-polarized components of feed’s radiation were ignored in this work.
However, in many practical situations these conditions are hard to fulfill especially in the initial
stage of antenna design, where the cross-polarized components of feed’s radiation can be relatively
high, and the co-polarized components are not rotationally symmetric such as in the recent interest
to develop co-structure feeds for multi-satellite communications [6, 7].

This paper extends the previous work in [2] and however employs cosine tapers with arbitrary
fractional powers to model the co-polarized components of feed’s radiation. It further uses cosine
and sine functions with also fractional powers to simultaneously approximate the cross-polarized
components. Furthermore, the formulation does not restrict the patterns of feed’s radiation to be
rotationally symmetric. Thus it provides sufficient freedoms to model a classic variety of realistic
feed antennas, and allows practical estimations of performance over reflector antennas when the
feed antennas do not have ideal radiation patterns at the initial stages of design. In particular, the
formulations to estimate many useful parameters including the aperture and spillover efficiencies
are obtained in closed forms. In comparison with the previous work in [2], the present solutions
appear to have broader applications and advantages. First of all, the radiation patterns of feed
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antenna at any stage of design can be properly modeled to estimate their performance when they
are used to feed the reflector antenna. Secondly, from a system aspect, the performance of an entire
antenna system is most concerned instead of the performance of each component. The proposed
models are more flexible in the optimization of the antenna system. Furthermore, the closed form
formulations allow one to optimize the feed antenna design with respect to the parameters used in
the models.

2. FORMULATIONS DEVELOPMENT

Suppose there is one parabolic dish antenna with a dish diameter D, a focal length of F , and is a
rotationally symmetric parabolic surface, its co-pol amount and cross-pol amount in the x-polarized
feed field are each approximated as follows:

~Ec(r) = Ac(q1, q2)
[
θ̂ cosq1 θ cosϕ− ϕ̂ cosq2 θ sinϕ

] e−jkr

r
(1)

~Ex(r) = Ax(q3, q4)
[
θ̂ sinq3 2θ sinϕ + ϕ̂ sinq4 2θ cosϕ

] e−jkr

r
(2)

And the y-polarized amount and the circular polarized amount of the feed radiation field can also
be obtained through similar method. Under a constant power, the radiation field shape change can
be achieved through varied relevant radiation parameters, which is to employ parameter selections
in q1 ∼ q4 to simulate the field models in actual applications. Take the radiation fields of horn
antennas for example, in particular, the co-polarized field parameters can be represented as follow:

Ac(q1, q2) =
[
Pt

η0

π

(2q1 + 1)(2q2 + 1)
q1 + q2 + 1

] 1
2

(3)

Within the formula, Pt is the possessed radiation power; η0 is the intrinsic impedance in free space,
and the cross-polarized amount in the power calculation is nominal. And Ax(q3, q4) is the level of
cross-polarized amount relative to co-polarized amount.

2.1. Spillover Efficiency
Spillover efficiency is the value used to describe the energy capture efficiency of a dish antenna, and
is defined as follows:

ηs =

∫ θ0

0

(|FE |2 + |FH |2
)
sin θdθ

∫ π

2
0 (|FE |2 + |FH |2) sin θdθ

(4)

Among the parameters, FE and FH are the radiation fields of E-plane and H-plane in the feed source
of Equation (1) and Equation (2) respectively. The model that is applicable through Equation (4) is
a dish antenna with a feed source located on the antenna axis, and is also a rotationally symmetric
dish antenna. We can derive the closed form solution from the integrals in Equation (4), and within
it, the denominator part can be described through Equation (5) as follows:

D =
2∑

m=1

A2
c

2qm + 1
+

4∑

m=3

∞∑

nm=0

A2
x22qm

qm!
nm!(qm − nm)!

(−1)nm
1

2qm + 2nm + 1
(5)

And the numerator part can be described through Equation (6) as follows:

N =
2∑

m=1

A2
c(1− cos2qm+1 θ0)

2qm + 1
+

4∑

m=3

∞∑

nm=0

A2
x22qmqm!(−1)nm

nm!(qm − nm)!
[1− (cos θ0)2qm+2nm+1]

(2qm + 2nm + 1)
(6)

In the equation, θ0 is the reflector half angle (Figure 1) observed from the feed source. In Equa-
tion (5) and (6), the nm = Int[qm + 1] in the infinite series is taken into calculation so accuracy is
maintained. Take notice that under the circumstance when qm is an integer, “∞” in Equations (5)
and (6) can be replaced by qm, and the calculation result will still be accurate.

If the cross-polarized part is ignored, we can express the spillover efficiency with the power level
alongside θ = θ0 (i.e., θ = θ0 is the boundary of the rim in a dish antenna). Suppose the power
difference with the peak value of the principal beam is −adB (in general, −10 dB is used for the
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Figure 1: A rotationally symmetric reflector with a feed located along its axis.

difference value), and its field strength is d = 10−a/20, the spillover efficiency therefore can be
represented as follows:

ηs = 1− (cos θ0)
2q+1 = 1− d2d

1
q = 1− d2 cos θ0 (7)

And as Figure 1 shows, when the feed source is located at the focal point of a parabolic dish
antenna, its spillover efficiency can be represented as:

ηs = 1− d2

[
(F/D)− 1

16
1

(F/D)

(F/D) + 1
16

1
(F/D)

]
(8)

2.2. Aperture Efficiency
The definition of aperture efficiency is the ratio value of the effective radiating surface area of a dish
antenna to its physical antenna surface area. From Equations (1) and (2), the aperture efficiency
of a rotationally symmetric dish antenna can be expressed as:

ηI = cot2
θ0

2

∣∣∣∣∣
θ0∫
0

(|FE |+ |FH |) tan θ
2dθ

∣∣∣∣∣
2

Π
2∫
0

(
|FE |2 + |FH |2

)
sin θdθ

(9)

Upon deduction, the numerator part in Equation (9) can be represented by Equation (5), and the
integral of the denominator can be expressed by:

A = B +
(
−1

2

)
[h(q1, q4, 1) + h(q2, q3, 1)]

+
(

1
8

)
[h(q1, q4, 2) + h(q2, q3, 2)] +

(
− 1

16

)
[h(q1, q4, 3) + h(q2, q3, 3)] (10)

when qm (m = 1 ∼ 4) is a non integer, its B and h(qm, qm, t) are as follows:

B = −Ac

2∑

m=1

∞∑

nm=0

qm!
nm!(qm − nm)!

(−1)nm

(qm − nm)
[(1 + cos θ0)qm−nm − 2qm−nm ] (11)

h(p, q, t) = 22tqAc

(
Ax

Ac

)2t

∞∑

nq=0

{
tq!

nq!(tq−nq)!
(−1)2nq

Qa!
nq!(Qa−nq)!

1
(Qa−nq)

[
(1+cos θ0)Qa−nq−2Qa−nq

]}
(12)

Qa = 2nq + 2tq − (2t− 1)p (13)

Within the equation, the infinite series need only be calculated up to nm = qm to obtain the
accurate result. Compared with the theories introduced in the past [1, 2], theories that can only
allow integral value of (q1, q2), the Equation (10) of this research can allow a more practical and
applicable feed source field shape to be built.
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Figure 2: (a) ηs vs θo. (b) ηs vs F/D.
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Figure 3: (a) ηI vs θo. (b) ηI vs F/D.

3. RESULTS ANALYSIS AND CONCLUSION

Figure 2 shows spillover efficiency with respect to various feed radiation patterns with the existence
of cross-polarization. In the figure, A21 = Ax/Ac, which range from −3 to −30 dB with −3 dB
difference for each curve. Figure3. shows aperture efficiency with respect to various feed radiation
patterns with the existence of cross-polarized component. In the figure, A21 = Ax/Ac, which range
from −5 to −30 dB with −5 dB difference for each curve.
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Stabilizing the Method of Moments for Dielectrics Using a
Combined Charge and Current Formulation of the EFIE
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Abstract— An alternative, frequency-stable form of the Method of Moments for dielectric
materials is presented. By explicitly including both current and charge, a new set of integral
equations is derived that remains well-conditioned at all frequencies. The practical implementa-
tion of this formulation is discussed, and a number of test results are presented.

1. INTRODUCTION

The Method of Moments (MoM), long restricted to the domain of antennas and electrically small
scatterers, is quickly breaking through into larger scenarios. One reason for this is the rapid growth
in computing power, but at the same time much work has been done on developing new and
improving existing algorithms. Multi-level methods, for instance, allow structures thousands to
millions of wavelengths in size to be simulated. Large scale scenarios are therefore possible, and as
time passes becoming more and more practical.

Unfortunately, the Electric Field Integral Equation, (as classically formulated in [6]) is preferred
over the Magnetic FIE for accuracy but is unstable at low frequencies. This critical flaw hampers
its use with small or fine scale models. It is a well-known problem, broadly studied and still actively
researched. [1], for example, studies the analytic properties of the EFIE and suggests defining a
new, more stable operator, while [2] and [9] propose alternative basis and testing functions to solve
the problem. [8] concludes, as we do in [3], that the problem lies in the handling of the charge. We
have therefore examined the underlying equations and reformulated the MoM to be stable at all
frequencies.

The flaw in the EFIE lies in the relationship between charge and current. By not directly using
this (implicit) relationship to simplify the solution of Maxwell’s equations, a set of MoM equations
can be derived that explicitly contain both charge and current, without containing any frequency
singularities. This has been implemented and tested for perfect conductors in [4]. We now seek to
extend the PEC method to dielectrics.

In this paper, we will discuss the theory behind the new method, the implementation choices,
and some initial results. The solution to Maxwell’s equations used for PEC will briefly be reiterated
and then expanded to general materials. The resulting theoretical equations will be transformed
to a more implementable form and then discretized. The code architecture will then briefly be
mentioned, and initial simulation results will be presented.

2. THEORY

The formulation of the equation and the manner of discretization are the two major hurdles faced
when implementing the MoM. Formulation has an effect on the algorithm used and the accuracy
attained. The discretization, including selecting basis and testing functions and handling singular-
ities, then presents a number of mathematical and practical difficulties. As the goal of this paper
is to test the working of a new formulation and algorithm, a fairly simple set of basis and testing
functions was chosen in this case.
2.1. Derivation
The standard method of moments [6] makes use of an electric field integral equation derived from
Maxwell’s equations. The radiated electric field is expressed as a function of surface charges and
currents. The Lorenz gauge, ∇ · Ā = −jωµεφ in the frequency domain with Ā the vector potential
and φ the scalar potential, is used to eliminate charge from this equation. Using this gauge,
however, introduces a 1/ω term into the EFIE, leaving the resulting MoM matrix singular at DC.
We therefore seek an alternative formulation of the integral equations that does not make explicit
use of the Lorenz gauge, or the continuity equation for that matter.

An alternate formulation, given in Equations (1) to (4) from [4], is not singular and can be
used for perfect conductors. Here, the Lorenz gauge is avoided by explicitly including the charge
density in the EFIE. The MFIE is used first to calculate the electrical surface current J̄s,e, and this
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is then used with the modified EFIE to calculate the surface charge ρs,e. The scattered field can
then easily be calculated.

H̄r = ∇× Āe (1)

Ēr = −
(

jωµĀe +
1
ε
∇φe

)
(2)

Āe(r̄) =
∫

S
J̄s,e(r̄′)G(r̄n, r̄′) dS′ (3)

φe(r̄) =
∫

S
ρs,e(r̄′)G(r̄n, r̄′) dS′ (4)

Generalizing this to dielectrics requires a number of changes. Magnetic charges and currents
are introduced to increase the degrees of freedom. The radiated fields are then dependent on both
currents and on their own respective charge, with magnetic potentials defined in the same way as
the electric potentials above. The equivalence principle is then used, together with appropriate
boundary conditions, to derive the set of Equations (5) to (8) relating the incident fields to the
charges and currents on the outside face of the surface. A complementary set of equations, with
flipped normals and the incident fields zero, can be found for the inside face of the surface.

n̄ · Ēi =
ρs,e

ε
− n̄ ·

(
∇× Āh − 1

ε
∇φe − jωµĀe

)
(5)

n̄ · H̄i =
−ρs,h

ε
− n̄ ·

(
∇× Āe +

1
µ
∇φh + jωεĀh

)
(6)

n̄× Ēi = J̄s,h − n̄×
(
∇× Āh − 1

ε
∇φe − jωµĀe

)
(7)

n̄× H̄i = J̄s,e − n̄×
(
∇× Āe +

1
µ
∇φh + jωεĀh

)
(8)

An important difference between this method and that used with perfect conductors is that none
of the calculated currents are physical currents. The net surface current of the complete scenario is
assumed to be zero, and the surface currents in the above equations are mathematical parameters
coupling the internal and external equations. The surface currents calculated with the PEC form, in
comparison, will approximate the limit for a skin depth approaching zero of the volume currents in
the conductor. These two fundamentally different currents may sometimes be similar for identical
scenarios, but will not in general.

2.2. Implementation

Many of the implementation decisions taken for PEC were also used for dielectrics. Point matching,
numeric integration, singularity extraction and, where possible, analytic solutions were all used in
setting up the MoM matrix. The integrals needed do not differ greatly from those used with PEC,
so much of the verification already done remained valid. The greatest difficulty was bringing it all
together along with new boundary conditions to now work for general materials.

Equation (9), along with definitions (10) to (14), are the result of transforming the analytical
equations from the previous section into matrix form. Only three distinct integrals are needed
together with two boundary condition terms, greatly reducing the computation time despite that
each must be evaluated in all media. Various structures can be identified, such as the PEC equa-
tions in the top left quadrant and the dual perfect magnetic conductor equations in the top right.
Eliminating π̄r by setting ω to zero gives two independent sets of equations, corresponding to elec-
trostatics and magnetostatics. π̄r is the term that couples the electric equations to the magnetic,
and thus will be worth a closer look when AC signals are considered. The π̄′ terms are identical
to the π̄ terms except that they, corresponding to the second medium, are calculated with flipped
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normals and a different set of material properties.




Ēi(r̄n)
H̄i(r̄n)

0
0


 =







0 δ̄b

ε1
δ̄c 0

δ̄c 0 0 −δ̄b

µ1

0 δ̄b

ε2
δ̄′c 0

δ̄′c 0 0 −δ̄b

µ2



−




−µ1π̄r
−π̄b

ε1
π̄c 0

π̄c 0 ε1π̄r
π̄b

µ1

−µ2π̄
′
r

−π̄′b
ε2

π̄′c 0
π̄′c 0 ε2π̄

′
r

π̄′b
µ2






·




Js,e

ρs,e

Js,h

ρs,h


 (9)

π̄r = jω

∫

Sm

f̄m(r̄′) G(r̄n, r̄′) dS′ (10)

π̄c =
∫

Sm

∇̄rG(r̄n, r̄′)× f̄m(r̄′) dS′ (11)

π̄b =
∫

Sm

∇̄rG(r̄n, r̄′) Πm(r̄′) dS′ (12)

δ̄c = f̄n(r̄n) (13)
δ̄b = δmnn̄n (14)

m and n are the basis function and testing function index, respectively. The actual implemen-
tation of the π̄ terms is identical to [4], but will in part be reiterated here:

• f̄m and Πm correspond to RWG [7] and uniform block functions respectively. These are tested
using point matching in the center of the inscribed circle, r̄n. The vector surface integral
is split into its normal and tangential components, greatly simplifying the handling of the
singularity. Each tested triangle therefore produces 3 equations, with a 12 by 5 rectangular
matrix as a result.

• Non-singular terms of all three π̄ functions are integrated using the 7 or 9 point quadrature
integration proposed in [5]. The singular tangential terms of π̄r are also computed with
routines from [5], and the normal terms are zero due to f̄m being parallel to the surface.

• The singular terms of π̄b are handled with singularity extraction and an analytic solution for
the static term, as with PEC. Results agree closely with an implementation based on [5].

• The singular tangential term of π̄c can be integrated analytically and is equal to −J̄/2, anal-
ogous to the normal term of π̄r. For the normal terms it can be shown that the white areas
in Figure 1 balance each other out. The integral needs only be taken over the grey area, does
not contain the singularity, and can therefore be performed numerically.

To increase the speed of the test software without becoming buried in optimizations, the code
has been parallelized using MPI, BLACS and SCALAPACK. Each thread computes its block of
the above matrix, which is divided up such that only one thread needs to compute each π̄ and δ̄
function for a given area. The least squares solver of SCALAPACK is then used, and the results
used to calculate the scattered field. The threads are not restricted to a single machine, as using
MPI allows communication, for instance between threads on different nodes of a computing cluster.

3. RESULTS

Verification of the dielectric code will here rely primarily on the scattered field and on an analytic
solution for small objects. We examine the computed charge and current densities at various
frequencies and for various materials. Making use of the duality of much of the underlying matrix

Figure 1: Relevant area for the self term of π̄c.
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makes it possible to greatly reduce the degree of verification needed. Note that electrostatic results
are computed by using the dynamic routines with f = 0, which is only possible due to the method’s
stability.

Figure 2 shows a simple simulation of the scattered field around a sphere made of a material
identical to the surroundings at a frequency low enough that the electric and magnetic fields are
effectively decoupled. The incident field should be unaffected by the sphere, which can be seen to
be the case. This helps verify π̄c and π̄b.

Figure 3 shows the static field surrounding a sphere with a relative permittivity and permeability
greater than one. The field is now distorted by the presence of the sphere, but the boundary
conditions for normal D̄ and B̄ and for tangential Ē and H̄ are satisfied. Note also the duality
between the electric and magnetic field.

Verifying that the amplitude of the surrounding static field is correct can more easily be done
by verifying the computed charge and current. An analytical solution for the field surrounding a
dielectric sphere can be found, and from this the charge and current computed. Figure 4 shows
the result, with the black line the analytic solution. The charge matches almost exactly, but the
current grows too quickly for large values of εr. Note that this does not seem to have a significant
effect on the scattered field in Figure 3(b), and keep in mind that an identical error is present for
ρs,h and J̄s,e.
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Figure 2: Simulated normalized scattered field around a 1m sphere with εr = µr = 1 at 30 khz.
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Figure 3: Simulated normalized scattered field around a 1m sphere at DC. (a) εr = µr = 4. (b) εr = µr = 64.
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Figure 4: Simulated ρs,e and J̄s,h compared to the analytic solution. (a) εr = 4. (b) εr = 64.
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Figure 5: Normally tested incident field, charge contribution and current contribution for a sphere. (a)
εr = 4. (b) εr = 64.

Figure 5 may help explain the source of the error and why it is not present in the scattered field.
It shows the incident field tested with the surface normal (black), compared to the contribution to
the tested scattered field from the charge (green) and the current (red), for εr equal to 4 and 64
respectively. The charge dominates for large values of εr, implying both that the calculation of the
current will be badly conditioned and that errors in the current will likely only result in minimal
errors in the scattered field. Therefore, although the current used to calculate Figure 3(b) was
erroneous, this is not immediately visible in the scattered field itself.

The algorithm is currently being debugged for frequencies above VLF. Although most integrals
have been taken from (and verified by) the PEC simulator, the point matched MFIE and the
expanded formulation are new. Results should be available soon.

4. CONCLUSION

We have shown a new formulation of the EFIE and MFIE used for dielectrics. By introducing
magnetic charges and currents into a stabilized PEC formulation, we have derived a stable set of
dielectric equations. These are discretized with RWG and block functions using point matching.
The scattered electrostatic field has been shown to match the expected result closely. The currents
show some erroneous behavior, but this has minimal effect on the scattering. Verification is ongoing,
so results at resonance and optical frequencies should be available soon.
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Abstract— The results of investigation of the diamond sample prepared by using the DC
arc plasma jet technique operated under a gas-recycling mode with deposition rate of about
10mkm/hr is presented.
The measuring methods at the base of high-Q open resonator and cylindrical cavity resonator
are discussed.
The absorption mechanism in Diamonds growing by different methods also discussed.

1. INTRODUCTION

Diamond films are a new kind of high quality dielectric material because they possess a combination
of novel proporties, i.e., high thermal conductivity, high dielectric strength and low dielectric losses.
Conventionally, high quality diamond films are exclusively prepared by using microwave plasma
chemical vapor deposition (MPCVD) technique But on the other hand, the deposition rate of
diamond films by using the MPCVD technique is rather low. Therefore, the material is very
expensive and its application is restricted.

During the last decade, a high power DC arc plasma jet technique has been developed, which
shows the advantages of higher deposition rate and lower material cost. Until now, there has been
little report on dielectric properties of diamond films prepared by the high power DC arc plasma
jet technique In this paper, prelimitary results will be given on such a subject.

2. RESULTS AND DISCUSSION

A diamond film sample has been prepared by using the high power DC arc plasma jet technique,
operated under the gas-recycling mode [1]. The flow rates of the gases Ar, H2 and CH4 were 2
SLM (standard liter per minute), 8 SLM and 3 SCCM (standard cubic centimeter per minute),
respectively, and under the gas recycling mode, the recycled portion of the gases amounted to about
90%. The voltage and current of the DC arc were 100 V and 130 A, respectively, and the deposition
rate of the diamond film was about 10µm/hr which is several times higher than that obtainable
by using the ordinary MPCVD technique.

After the deposition, the diamond film was mirror-polished mechanically from the both sides and
then it was laser cut into a sample of 18.2 cm in diameter. After polishing the sample is 0.316mm
thick, and it appears transparent but with a little gray color. The in-plane thermal conductivity of
the sample measured at room temperature by using a photothermal detection technique [2] is about
19W/cm K, i.e., very close to the highest value possible for a diamond sample (20–22W/cm K).
This may be explained by the fact that the microstructure of the sample is rather perfect and the
sample contains very little microcavities.

The refractive index n and loss tangent tan δ of the sample at the short millimeter wavelength
range were measured using a Fabry-Perot resonator with a high Q-factor (Q ∼ 106) [3]. The
measurements were made at the resonance frequency (f = 201 GHz) of the disk when the disk
optical thickness is equal to half-wavelength in material (t · n = λ/2 with t being the thickness
of the sample). The plane parallel disk is situated close to the resonator centre, normally to its
axis (see Fig. 1). The measurements of loss tangent take place at the two positions of the sample
relatively to the standing wave in a resonator, namely when the plate surfaces coincide with the
minimum of standing wave in a resonator (upper position in Fig. 1.) and with the maximum (lower
position in Fig. 1).

By this way we have three values of the Q-factor of the resonator — two Q-factor values for the
resonator with the sample and Q-factor of the empty resonator at the same resonance frequency
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Figure 1: The resonator beam structures with dielectric.

with the same number of half-waves. Using these three values of Q-factor we can calculate the value
of loss tangent by three ways combining three pair of Q-factor of empty and loaded resonator [4].
Certainly the results of calculations must be the same.

By this way we have got the loss tangent value tan δ = 3 · 10−3 (at frequency f = 201 GHz).
The estimated accuracy of tan δ measurements is 10% for the disc thickness of t = 0.316mm. The
microwave beam diameter is about 7.5mm at the level 1/e (Gaussian TEM00q mode, q = 615),
thus the measured parameters are averaged over this area.

The coincidences of these results, measured by three ways means that the diamond surfaces do
not have the additional contaminations [4].

The refraction index was found from the measured resonant frequency of the dielectric plate [3],
its value n = 2.354 (±0.002). It differs essentially from the refractive index = 2.380 (±0.001)
obtained in our previous measurements of the big set of Microwave Plasma Assistant Chemical
Vapor Deposition (MPACVD) diamonds The later is near to the value for monocrystalline diamond.

The investigated diamond produced by DC arc plasma jet technique has less refractive index
value compared to other CVD diamonds. It means that the sample has lesser density.

The loss tangent tan δ was measured also at the long millimeter (MM) wavelength range by
the cylindrical cavity method [5]. For the measurement, a TM015 mode cylindrical cavity with a
Q-factor of over 40,000 has been used. It was found that tan δ = (1.5/2.4) · 10−4 at f = 35 GHz
(for two sides).

It follows from the measurements that a significant increase of loss tangent with frequency at
the MM range is observed in the investigated sample of diamond. It essentially differs from the
loss tangent frequency dependence in other CVD diamonds where a decrease of loss tangent with
frequency was observed. In that CVD diamonds the dielectric loss is due to electric conductance
in the boundaries between crystallites (intergranular regions) [6–8]. The conductance is cased by
the thermal excitation of charge carriers from deep levels of forbidden gap at high temperatures [9]
and from shallow levels at low temperatures [10].

From the observed increase of loss tangent with frequency in the investigated sample of diamond
it follows that the loss mechanism in it is another. Such temperature dependence corresponds to
the to the mechanism of loss induced by lattice disorder [11, 12]. It is also in agreement with the
lesser density (compared to usual CVD diamonds) that follows from the measured refraction index.

3. CONCLUSION

The studied sample essentially differs from CVD diamonds studied earlier. In particular:

1. The refractive index is essentially less compared with usual CVD diamonds. It means that
the density of sample is less. It combines with absence of big internal cavities. The latest can
give additional advantage at terahertz (THz) range due to less scattering of electromagnetic
wave.

2. The relative transparency combines with high deposition rate: 10 mkm/hour compared with
2–3mkm/hour for usual high quality CVD diamonds.
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3. The loss tangent increases with frequency whereas it decreases in usual CVD diamonds. It
corresponds to the mechanism of loss induced by lattice disorder. Whereas in usual CVD
diamonds the loss at MM range is due to electric conductance in the intergranular regions.

Further experiments are needed to explore the reasons why the diamond film sample behaves
differently than the samples prepared by MPCVD technique. Such a work is planned for the future.

Such material is perspective for diamond coated copper-diamond composites in the high power
electronics at MM and THz ranges.
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Abstract— The filter described in this paper is composed of rectangular irises of finite thickness
as a junction between cylindrical cavities. Mode Matching Method (MMM) has been used to
analyze the discontinuities present in the filter and obtain the performance of the filter. The
filter has been further optimized to obtain the desired performance.

1. INTRODUCTION

Filters in rectangular and circular waveguides can be designed based on equivalent network theory
approach using closed form approximation for susceptance of the apertures [1–3]. Mode matching
method to design waveguide filters is a preferred option as accurate design for the desired perfor-
mance is easily obtained using this approach. A circular waveguide coupled cavity filter with input
and output guides that are circular and resonant irises that are also circular has been presented
in [4]. This paper presents the design of rectangular irises as coupling elements between cylindrical
cavities. The input and output to the filter are rectangular waveguides.

2. THEORY

The input and output to the filter are rectangular waveguides as shown in Figure 1. The irises that
couple the input and output rectangular waveguides and the cylindrical cavities are rectangular
irises of finite thickness as shown in Figure 2. The axes of all the irises in the filter are concentric
with that of the input and output guides. The filter presented here is composed of discontinuities
that are from smaller rectangular to larger circular waveguide and, larger rectangular to smaller
rectangular waveguide or vice-versa.

The first discontinuity in the filter is from a larger rectangular waveguide to a smaller rectangular
waveguide which forms the first iris. This type of discontinuity is easily analyzed using mode
matching method. The fields in the rectangular waveguide of this discontinuity are expressed in
terms of the fundamental and higher order TE and TM modes of incident and reflected waves
with unknown coefficients. The magnitude of power carried by each of these modes is set to
unity. The continuity conditions for the tangential components of electric and magnetic fields are
imposed at the interface of the discontinuity. Using the principle of orthogonality of modes, the
equations of continuity conditions are transformed into matrices relating the unknown coefficients
of incident and reflected waves at the discontinuity. The matrices are rearranged and inverted
suitably to obtain the generalized scattering matrix which describes the discontinuity in terms of
the dominant and higher order modes. Theoretically the generalized scattering matrix is of infinite
dimension corresponding to the infinite number of modes. The matrix is truncated to a finite size
for numerical computations after testing the convergence of the S-parameters. The method of the
analysis for such a discontinuity is available in [5] and a program has been written for the analysis
of this discontinuity in the filter.

Figure 1: Filter structure — Longitudinal configu-
ration.

Figure 2: Filter structure showing irises of finite
thicknesses.
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The next discontinuity in the filter is from the smaller rectangular waveguide to a larger circular
waveguide which forms the cylindrical cavity. Mode matching method begins with writing the
potential functions on both the sides of the discontinuity. In the circular waveguide the potential
functions ψh and ψe for TE and TM modes are written as,

ψh(ρ, ϕ) = Pn,mJ(kh
cn,mρ) sinnϕ

ψe(ρ, ϕ) = Pn,mJ(ke
cn,mρ) cos nϕ

The coefficients P in the above equations are the power normalization constants that set the power
carried in each of the modes to a watt. The cutoff wave numbers of the TEnm and TMnm modes
are kh

cn,m and ke
cn,m.

The potential functions in the rectangular waveguide for TE and TM modes are as follows:

Ψ(h)
(m,n)(x, y) = T h

m,n cos(kxmx) cos(kyny)

Ψ(e)
(p,q)(x, y) = T e

p,q sin(kxpx) sin(kyqy)

where, kxm = mπ/a, kyn = nπ/b, kxp = pπ/a and kyq = qπ/b are the cut of wave numbers
in the rectangular waveguide with dimension of sides being a and b. The values of m and n
in the potentials functions correspond to that of various modes. The electric and magnetic field
of Transverse Electric (TE) and Transverse Magnetic (TM) for various modes in the region are
obtained from these functions.

The discontinuity is symmetric as the longitudinal axes of all the guides are concentric. Due
to symmetry it is sufficient to consider only modes that have m and p odd and n and q even for
dominant mode namely TE10 excitation in the rectangular waveguide. This means that modes that
form magnetic wall along y-axis and electric wall along x-axis are alone considered in the analysis.

The symmetry condition in the circular waveguide translate into choosing waveguide modes
that have n values that are odd starting from 1 and continuous values of m starting from 1 in
determining the values of kh

cn,m and ke
cn,m.

The next step in MMM involves writing the continuity condition for the electric and magnetic
fields at the interface of the discontinuity. The electric and magnetic fields in circular waveguide
are a function of Bessel function in the radial direction and sinusoidal in the angular direction while
those in the rectangular waveguide are in Cartesian co-ordinate system. Matching of the fields is
done in Cartesian co-ordinate system as the iris is rectangular. In order to transform the continuity
condition into linear algebraic equations using the principle of orthogonality of modes, the fields
in the circular waveguide are converted as a sum of complex exponential in x and y co-ordinates

Figure 3: Magnitude of reflection coefficient from
rectangular waveguide 10.7 mm×4.32 mm to a rect-
angular waveguide of dimension 15.8 mm× 7.9mm
— computed, o [5].

Figure 4: Magnitude of S parameters from WR75
rectangular to circular waveguide with a = 2b =
0.75” = radius of circular waveguide — computed,
o [6].
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Figure 5: Response of the filter. Input and output rectangular waveguide of dimension 1.58×0.79 cm, Cavity
radius = 0.6985 cm, Iris thickness = 0.127mm, cavity lengths = 1.91, 1.97, 1.91 cm.

using the equations described in the appendix of [6] and given as,

Jq(hρ)ejqϕ ∼= jq

N

N−1∑

l=0

ej 2lqπ

N e−jh(Clx+Sly)

where, x = ρ cosϕ, y = ρ sinϕ, Cl = cos(2lπ
N ), Sl = sin(2lπ

N ) and N − 1 > hρ + M , with M being
a small integer. Using these equations the fields in circular waveguide which are expressed in
cylindrical co-ordinate system are transformed to Cartesian co-ordinate system.

The linear algebraic equations obtained by application of principle of orthogonality are rear-
ranged and manipulated to obtain the generalized scattering matrix of the discontinuity. The
generalized scattering matrices of all the discontinuities in the filter are cascaded to obtain the
characteristic of the filter. Sufficient higher order modes have been used in the analysis of the
discontinuity by testing for convergence of the scattering parameters. The filter has been designed
and optimized using a practical quasi-Newton algorithm as described in [7] to obtain the desired
performance.

3. RESULTS

The discontinuity from a larger rectangular waveguide to smaller rectangular waveguide was ana-
lyzed with 40 TE and TM in larger waveguide. The ratio of the modes from larger to smaller guide
was set close to the ratio of the dimensions of the two guides. Convergence of the S-parameters
has been observed and the results have been verified with [5] as shown in Figure 3. The analysis of
a smaller rectangular to larger circular guide was also performed and a good agreement has been
found with [6] as shown in Figure 4. A filter using cylindrical cavities and rectangular coupling irises
of finite thickness has been analyzed, designed and optimized further for the desired specifications.
The performance and the dimension of the filter are as shown in Figure 5. In comparison to the
filter with circular irises as presented in [4] this filter offers improved stop band performance.

4. CONCLUSIONS

The Mode Matching Method has been used for the analysis and design of circular waveguide
filters with rectangular irises. The design has been optimized in order to obtaining the desired
performance. However further optimization may be necessary to improve the performance to obtain
a return loss better than 20 dB.

REFERENCES

1. Collin, R. E., Foundations for Microwave Engineering, McGraw-Hill, NY, 1966.
2. Matthaei, G. L., L. Young, and E. M. T. Jones, Microwave Filters, Impedence-matching Net-

works and Coupling Structures, McGraw-Hill, 1964.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 461

3. Eastharn, G. B. and K. Chang, “Analysis and closed form solutions of circular and rectangular
apertures in a circular waveguide,” IEEE Trans. Microwave Theory and Techniques, Vol. 39,
No. 4, 718–723, April 1991.

4. Balaji, U., “CAD of resonant circular iris waveguide filter with dielectric filled cavities,” PIERS
Proceedings, 1139–1141, Cambridge, USA, July 5–8, 2010

5. Patzelt, H. and F. Arndt, “Double-plane steps in rectangular waveguides and their applications
for transformers, irises and filters,” IEEE Trans. Microwave Theory and Techniques, Vol. 30,
No. 5, 771–776, May 1982.

6. MacPhie, R. H. and K.-L. Wu, “Scattering at the junction of a rectangular waveguide and
larger circular waveguide,” IEEE Trans. Microwave Theory and Techniques, Vol. 43, No. 9,
2041–2045, September 1995.

7. Antoniou, A., Digital Filters, Design and Applications, Second Edition, McGraw-Hill, 1993.



462 PIERS Proceedings, Suzhou, China, September 12–16, 2011

A CMOS Doubly Balanced Monolithic Passive Star Mixer with a
Compact IF Extraction

Yi-Chang Lee, Shih-Han Hung, Chih-Ming Lin, and Yeong-Her Wang
Department of Electrical Engineering, Institute of Microelectronics

National Cheng-Kung University, No. 1 University Road, Tainan 701, Taiwan

Abstract— A doubly balanced monolithic microwave passive mixers using novel configuration
has been designed and fabricated through a 0.18µm CMOS process. The configuration of the
doubly balanced mixer (DBM) can eliminate the use of two dual baluns for application in the
conventional star mixer, as well as make the mixer more compact and simplify IF extraction to
obtain wider IF bandwidth up to 18 GHz, respectively. From the measured results, the fabricated
DBM exhibits wideband performance, superior isolations and high dynamic range.

1. INTRODUCTION

The increasing demand for high-speed data transfer and access has become more prevalent in
communication systems. The mixer is one of the important components of communication systems
to convert signals from one frequency to another, which demands broadband operation, compact
size, low cost, and low-power consumption for high performance transceiver solutions. Doubly
balanced mixers (DBM) are usually chosen because of their high dynamic range, even-order mixing
product suppression, and inherent port-to-port isolation. The star configuration is commonly used
for DBM because of its low IF parasitic inductance, which enables wider IF bandwidth [1]. However,
the star configuration in monolithic microwave integrated circuit (MMIC) design is difficult to
implement because it uses two rather large half-wavelength Marchand dual baluns and also occupies
a larger chip dimension. Moreover, the IF extraction of the MMIC based star DBM is more
complicated. This result is in the increase of IF parasitic inductance and the degradation of IF
bandwidth. Therefore, it is cost-effective if a star DBM could simplify IF extraction with small-
chip-size requirements within the bandwidth.

In order to make a star DBM more compatible with conventional MMICs, many topologies have
been proposed [2–6]. However, the configurations of the previous star mixers were mostly based
on a pair of symmetrical dual baluns, which may still have large circuit dimensions. To overcome
this problem, attention has been drawn to the design of miniature dual baluns. A number of spiral
transformer baluns can provide an efficient method for shrinking chip area [7]. Subsequently, three
monolithic star DBMs using a new miniature dual balun are proposed [8]. However, the DBM
design still has a critical issue of IF extraction. For this reason, a new configuration of DBM is
designed and fabricated in 0.18µm CMOS process. The proposed configuration is more compact
in layout design and also more effective in improving the mixer’s performance as compared to the
conventional DBMs.

2. CIRCUIT DESIGN

Due to configuration of the conventional star DBM, the larger circuit dimension is needed and the
complex IF layout will increase additional parasitic inductance to degrade IF bandwidth. In this
work, a novel configuration of doubly balanced passive mixer with a compact chip size fabricated in
a 0.18µm CMOS process, as shown in Fig. 1(a), utilizes a LO spiral balun and a meandering RF
dual balun to simplify the architecture of the conventional star DBM, while simultaneously satisfy
the mixing mechanism of the star mixer.

Particularly, the RF dual balun formed with multiple coupled-line can not only excite the RF
signal with a 180◦ relative phase difference into diodes, but provide an output port for IF extraction.
Fig. 1(a) depicts the schematic diagram of the proposed CMOS passive DBM. It can be viewed the
overall structure is symmetric, and the terminals of four outside strip-lines were connected together
to construct an IF port. A major consideration in the design of the dual balun is the enhancement
of the isolation between RF and IF port, which avoids the leak of RF signal from IF port, and vice
versa. Owing to the anti-phase relationships of the RF signal, the IF port presents a virtual ground
to the RF port. This intrinsic feature leads into the outside coupled-line of the dual balun to form
a band-pass filter. Accordingly, it provides a transmission path for the RF signal. The proposed
dual balun retains the native property, as well as includes the IF extraction circuit with inherence
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(a)                                 (b)  

Figure 1: (a) Schematic diagram of the proposed CMOS passive DBM. (b) The cross section structure of
the proposed CMOS RF dual balun.

Figure 2: Microphotograph of the fabricated doubly balanced CMOS mixer. The chip dimension is 0.6mm
× 0.54mm.

isolation. Furthermore, this work presents the meandering RF dual balun and the LO spiral balun,
which employ a metal shielded transmission line in CMOS technique so as to surmount the lossy
nature of silicon substrate, and achieve the miniaturized necessity.

Figure 1(b) shows the cross sectional view of the proposed CMOS RF dual balun. The sixth
metal layer (M6) and first metal layer (M1) are employed to be a signal trace and a ground plane,
respectively, and the via16 is used to connect M6 and M1 to form a shorted circuit. To achieve
wideband operation, the coupled-line of the dual balun should have high even-mode impedance
and closely matched even- and odd-mode phase velocities. Hence, very narrow strip widths were
essential to achieve the highest even-mode impedance. The proposed dual balun was fabricated
on a silicon-nitride layer of H = 6.25µm with relative permittivity of εeff = 3.62. In this design,
Agilent ADS momentum was used in full-wave electromagnetic (EM) simulation to calculate the
S-parameters of the passive circuit. The center frequency of this dual balun was designed to
be 26 GHz. The designed dimensions, as shown in Fig. 1(b), were w1 = 2µm, w2 = 1.8 µm,
w3 = 3.8µm, s1 = 1.5µm and s2 = 1.5µm. The quarter-wave length L1 = 1272µm was adjusted
to achieve the desired center frequency.

The phase relationships of the RF and LO signals at each diode are also presented in Fig. 1(a). It
should be noted this new mixing mechanism can be performed like the star DBM [9]. Furthermore,
the proposed approach still maintains inherence port-to-port isolations. As the LO+ and LO−
signals leak through diodes back to the RF dual balun, the LO leakage signals can be cancelled
each other out at IF common node. Moreover, the RF dual balun also rejects the in-phase input of
LO leakage signals. Consequently, both characteristics result in the enhancement of LO-to-IF and
LO-to-RF isolation. According to the proposed RF dual balun, the superior RF-to-IF isolation and
wider IF bandwidth ranging from DC to 18 GHz were also achieved.
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3. CIRCUIT IMPLEMENTATION AND RESULTS

An Agilent ADS corresponding to TSMC corporation design kit was employed for circuit simulation.
These individual components were combined in a harmonic balance simulator to optimize the mixer
performance. The fabricated MMIC DBMs were then attached to the carrier plates for testing. The
measurement signals were provided by the coplanar 10µm pitch GSG and GSGSG on a wafer probe
measurement system based on the Agilent E4446A spectrum analyzer, which was calibrated with the
E44198 power meter. In this case, the gate-drain connected nMOS with a fT and fmax of better than
60 and 55 GHz, respectively, is used as the diode. In order to achieve good impedance matching,
the 16-finger diode with total 26µm gate width is optimized to ensure minimum conversion loss. A
microphotograph of the fabricated doubly balanced CMOS passive mixer is shown in Fig. 2. The
core chip dimension, excluding the contact GSG testing pads, is only 0.4 × 0.54mm2.

Figure 3 represents the measured and simulated conversion loss of the CMOS passive DBM for
down-converter mode when IF frequency is fixed at 1 GHz, an LO power level of 11 dBm and RF
power level is−10 dBm. The obtained conversion loss is 11 to 14.4 dB within a 3-dB bandwidth from
20 to 34 GHz. Due to high frequency parasitics, the operating bandwidth was slightly decreased
from the design goal of 17–34 GHz. Fig. 4 shows the measured and simulated conversion losses
versus LO power level with an RF frequency of 24 GHz. A significant mixing effect of an LO drive
level of 4 dBm can be seen. The best conversion loss is 10.7 dB at 12 dBm LO power level.

Figure 3: Measured and simulated conversion loss
of the mixer as a function of frequency at a fixed
LO power of 11 dBm and 1 GHz IF frequency.

Figure 4: Measured and simulated conversion loss
versus the LO power level with a RF input power
of −10 dBm.

Figure 5: Measured and simulated LO-to-RF, LO-
to-IF, and RF-to-IF isolations as a function of the
RF frequency.

Figure 6: Measured and simulated IF bandwidth
from 1 to 18 GHz.
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Table 1: Comparison of reported doubly balanced mixers.

Ref. Technology
RF

(GHz)

IF BW

(GHz)
CL (dB)

LO power

(dBm)

LO-to-RF

Iso. (dB)

LO-to-IF

Iso. (dB)

P1dB

(dBm)

Chip size

(mm2)

[3] HBT 26–40 DC-11 8–10 16 > 20 N/A N/A N/A

[4]
0.1 µm

pHEMT
50–75 N/A 13–18 13 35 N/A 3 1.5 × 1.5

[5]
0.15 µm

pHEMT
28–36 N/A 11.9–16.2 12 > 46.5 > 31 N/A 1.7 × 1.7

[6]
Package

Diode
1–35 DC-1.8 6–18 N/A 15–30 10–20 N/A N/A

[8]
0.15 µm

pHEMT+
25–55 N/A 7–12 13 > 20 > 30 5 1 × 1

[9]
0.15 µm

pHEMT
26–38 DC-10 5.4–10.7 12 > 13 > 21 12 2.5 × 1.0

This

work

0.18 µm

CMOS
20–34 DC-18 11–14.4 11 > 23.1 > 33.2 10 0.6 × 0. 54

+ Double spiral transformer

The measured and simulated port-to-port isolations of DBM are shown in Fig. 5. Under the
measured conditions shown in Fig. 5, it can be found that the RF-to-IF isolation is between
26.7 and 32.8 dB when RF frequency varies from 20 to 34 GHz. Otherwise, the LO-to-IF isolation
exceeds 33.2 dB over the same RF frequency range. Due to the employment of the RF dual balun,
both the LO/RF-to-IF isolations have been enhanced without any additional filter. Furthermore,
the proposed doubly balanced architecture is a great benefit to the LO-to-RF isolation, which is
higher than 23.1 dB from 20 to 34 GHz.

Figure 6 indicates the conversion loss varies with IF frequency. The measured result is accom-
plished with a fixed LO frequency of 20GHz and LO power level of 11 dBm. The RF frequency
varies between 21 and 38 GHz, corresponding to the IF frequency ranging from 1 to 18 GHz. As
the measured results show, the 3-dB IF bandwidth of the mixer is around 18 GHz. This outcome
is derived from the utilization of the proposed dual balun. A two tone RF signal was applied at
24GHz and 24.001 GHz at a fixed LO frequency of 23 GHz and 11 dBm LO drive power.to measure
the third-order intermodulation intercept point (IIP3). The IIP3 is determined to be approximately
25 dBm. This means high linearity of the proposed DBM can be achieved. Finally, the measured
1 dB compression point is 10 dBm.

The comparisons of the proposed structures with other reported DBMs are summarized in
Table 1. This work can simplify IF extraction to expand the IF bandwidth of up to 18GHz. The
proposed work presents some significant advantages such as a broadband operation, an excellent
port-to-port isolation and a compact configuration, as compared to previously reported works.

4. CONCLUSIONS

A novel configuration of the DBM has been utilized to simplify IF extractions and scale down
overall chip dimensions on the 0.18µm CMOS process. Performance enhancement and flexible
layout design were possible with the proposed baluns as well, including IF extraction techniques.
Owing to the utilization of the new 180◦ hybrid in the CMOS passive DBM provides the widest IF
bandwidth of 18 GHz and smallest chip size of 0.4×0.54mm2, but maintains superior isolations and
high linearity. Finally, it is worth mentioning that the DBMs presented in this paper are amenable
to further promote the integration of the RF front end.
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Abstract— A novel MMIC frequency doubler using a GaAs-based pHEMT process is proposed
to achieve a miniature area and simplified layout. The circuit configuration is composed of a spiral
balun, two common-source transistors, and a band pass filter with a dc-isolated capacitor, for
an 18–38 GHz broadband operation. Both the spiral balun and the band pass filter are directly
connected to the DC bias. The topology of the frequency doubler can thus be simplified to reduce
the use of the bias components, such as the inductor. Thus, this doubler design of the chip size
was considerably small and the operating bandwidth was wide. The spiral balun with bias
also provide to suppress the fundamental frequency and reduce chip dimension. The fabricated
frequency doubler results in a compact core chip size of 0.50 mm2, a 0.5–5 dB conversion loss,
and an output power of 5 to 9.5 dBm at an input power of 10 dBm.

1. INTRODUCTION

In microwave and millimeter-wave wireless communication systems, high-frequency signals can be
achieved by high-frequency oscillators or multipliers from low-frequency signals. As the operation
frequency increases, the local oscillator (LO) experiences more difficult in obtaining low phase
noise and high output power for the phase-locked loop and mixer at millimeter-wave frequencies.
To solve this problem, the use of either the sub-harmonic mixer or the active doubler preceding a
local oscillator has been proposed [1–4]. However, there are still some disadvantages of the sub-
harmonic mixer or the active doubler, such as low isolation, low bandwidth, and large chip size.
Therefore, using the doubler instead of the oscillator at high frequency might result to compact
chip size, low power consumption, and high output power.

The balanced doublers employed a rat-race hybrid to achieve broad operating bandwidth have
been reported [3, 4]. However, the rat-race hybrid just provided the out-phase signals and occu-
pied large dimension. An ultra-broadband PHEMT MMIC frequency doubler using active balun
to reduce chip area has also been proposed [5]. However, the active balun has large DC power
consumption and low 1 dB compression point. A frequency double with inherent 180 degrees of
phase shift between common gate and common source configurations at the fundamental frequency
indicates that the fundamental signals can be cancelled and the second harmonic will be maxi-
mized, but this doubler still has high conversion loss [6]. A broadband pHEMT MMIC distributed
doubler using high-pass drain line topology was reported [7]. This topology can suppress funda-
mental signals over broadband without using any balanced structures. Nevertheless, this topology
was difficult to match output matching circuit for broadband application. Thus, the conversion
loss of the broadband doubler has ripple as high as 4 dB. In references [8] and [9], the doublers
used an additional buffer amplifier to enhance the signal power and improve the linearity of the
signals; however, the buffer amplifier still suffered from high DC power consumption and large chip
dimension.

This paper presents an 18 to 38 GHz MMIC-balanced frequency doubler fabricated using a
0.15µm GaAs-based pHEMT process. The proposed broadband doubler is composed of one spiral
balun, one band pass filter and two common-source (CS) transistors. Both the spiral balun and
the band pass filter are integrated directly with the DC bias. The topology of the doubler can thus
be simplified to reduce the use of the bias components, such as the inductor. This results in the
miniature core chip size as small as 0.5 mm2.

2. CIRCUIT DESIGN

The proposed configuration of the frequency doubler is shown in Fig. 1. Two identical common-
source configurations, which act as the doubler, and the bias circuits, are integrated with the
planar spiral balun and the band pass filter. The planar spiral balun and the band pass filter are
connecting to the gate and the drain of the transistor to provide the DC bias path to transistor,
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Figure 1: Schematic diagram of the proposed fre-
quency doubler. The corresponding circuit configu-
ration is also shown.

Figure 2: Chip photography of the proposed fre-
quency doubler with a chip size of 1.13×0.729mm2,
including the contact pads.

respectively. Thus, the topology of the frequency doubler can be simplified to reduce the use of the
bias components, and reduce chip dimension.

At the first stage, there is a parallel circuit composed of the gate bias and the grounded dc-
isolated capacitor, which are integrated with the planar spiral balun. The input signal through the
differential port of the spiral balun is split into two balanced ports and is 180◦ out of phase, and is
fed into two identical transistors and then combined at the point A. The second harmonic signals
are in-phase combined and the odd harmonic signals are 180◦ out-phase and cancelled at the point
A. Thus, the spiral balun with bias circuit not only can provide DC bias to gate of transistor,
but also can provide characteristic of rejection odd harmonic of doubler. The pHEMTs of the
doubler are biased at the class-B region to generate higher second harmonic output power and
reduce dc power consumption. In this stage, the planar spiral balun is used to produce balanced
signals and to restrain the fundamental frequency because of the balanced configuration. The final
stage is a band pass filter with output frequency extraction, which is based on the Lange coupler
design. The drain bias of the transistors is directly from the through port of the Lange coupler.
The circuit configuration of the band pass filter serves the drain bias of the transistors, and also
provides output matching to achieve broad bandwidth and good conversion loss. The chip size
of the designed doubler is considerably simplified because of the reduced matching circuit of the
passive components. Moreover, this doubler design can exhibit a compact chip size, simple layout,
good conversion loss, and broadband operation.

3. CIRCUIT IMPLEMENTATION AND RESULTS

Zeland IE3D software was used in the full-wave EM simulation to calculate the S-parameters of the
passive circuits and improve the doubler performance. WIN Semiconductor Corporation design kits
were employed in Agilent advanced design system (ADS) for circuit simulation. These individual
components were combined in a harmonic balance simulator to optimize doubler performance. The
proposed circuit was implemented using a 0.15µm pHEMT technology of the WIN Semiconductor
Corporation, with the substrate thickness of 100µm and relative permittivity of 12.9. The realized
dimension of the spiral balun with bias was 0.29× 0.58mm2. A microphotograph of the fabricated
circuit is shown in Fig. 2. The chip dimension, including the contact pads, was 1.13 × 0.729
(0.83)mm2. Moreover, the core chip dimension, excluding the contact GSG testing pads, was only
0.847× 0.59 (0.5) mm2.

The broadband frequency doubler chip, which used AuSn die attached to the moly-made carrier,
was measured using on-wafer probing by Cascade RF-1. The measurement signals were provided
by the coplanar 100µm pitch GSG and GSGSG on wafer probes measurement system based on
the Agilent E4446A spectrum analyzer, which was calibrated with the E44198 power meter. On
the other hand, the losses of the probes and the cables were measured separately and were used to
correct the measured results.

Figure 3 illustrates the simulated conversion gain and fundamental rejection ratio (FRR) versus
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the drain bias VDD at the input frequency of 16 GHz. Obviously, the best conversion gain of −3 dB
can be achieved for the VDD in the range of 1.6 to 1.7 V. Also, FRR varies with the bias but within
the range of 2 dB. Based on this simulation, the drain bias VDD of 1.6 or 1.7 V was chosen to have
best conversion gain. The measurements were performed under the balanced transistors, which
were biased for maximum second harmonic output and optimum flatness of output power. The
pHEMT device was operated under a drain voltage of 1.7 V, with a drain current of 79mA, and a
gate voltage of −1.1V. The dc power consumption of the doubler was 134mW.

The measured output power as a function of input frequency at the input power of 10 dBm is
illustrated in Fig. 4. In the input frequency of 9–19 GHz (bandwidth 71.4%), the second harmonic
output power is in the range of 5 to 9.5 dBm. It can be found that the best output power is 9.5 dBm
at the input frequency of 12.5 GHz. For the fundamental frequency, the output power is about−12.5
to −14 dBm. Due to the limitation of the measurement system, the third harmonic frequency can
be measured only up to the input frequency of 14.5 GHz (3rd frequency of 43.5 GHz), the output
power is around −5.8 and −14 dBm. The output power of the second harmonic frequency is much
higher than those of the fundamental and third harmonic frequency This indicates the validation
of the design concept.

The measured conversion loss and harmonic rejection versus input frequency at input power of
10 dBm is illustrated in Fig. 5. This proposed frequency doubler has about 0.5 to 5 dB conversion
loss from 9 to 19 GHz input frequency. The maximum fundamental frequency suppression is 18 dB
at 16GHz while 30.6 dB at input frequency 10.5 GHz for 3rd harmonic frequency. Fig. 6 shows the
measured conversion loss and FRR versus input power at input frequencies of 12.5 and 16GHz,
respectively. The better conversion loss is from 9 to 11 dBm of input power. The maximum FRR
is 20 dB at 16 GHz input frequency, which increases with increasing in input power. As the results

Figure 3: The simulated results of the conversion
gain and FRR as a function of drain voltage, VDD,
at input frequency of 16 GHz.

Figure 4: Measured output power versus input fre-
quency at the input power of 10 dBm, with input
frequency between 8 to 20GHz.

Figure 5: Measured conversion loss and odd har-
monic rejection with input frequency between 8 to
20GHz at an input power of 10 dBm.

Figure 6: Measured conversion loss and FRR at
12.5 and 16GHz input frequencies, with input power
from −10 to 15 dB.
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Table 1: Performance comparison of the reported frequency doublers.

Ref.
Input Freq

(GHz)
Bandwidth

(%)
CG (dB)

FRRmax

(dB)
Output

Power (dBm)
DC power

(mW)
Die Size
(mm2)

[3] 31 ∼ 37 17.4 −20 ∼ −8.5 48 5.5 50 1
[4] 15 ∼ 25 50.0 −6 ∼ −3 25 7 132 1.5
[5] 1 ∼ 20 181.0 −13 ∼ −10 37 0 n.a. 2.2
[6] 5 ∼ 9 57.1 −13.5 ∼ −9 17 11 n.a. n.a.
[7] 11 ∼ 21 62.5 −10 ∼ −2 26 11 n.a. 2
[8] 14 ∼ 28 66.7 −2 ∼ 1 32 6 275 3
[9] 6 ∼ 11 43 −8 ∼ −3 20 12 90 2

This
work

9 ∼ 19 71.4 −5 ∼ 0.5 20 9.5 134 0.5*

*Core area

show, the entire band has a conversion gain between −5 to −0.5 dB, has higher output power and a
broad bandwidth of 71.4%. Moreover, a miniature size of 1.13×0.729mm2 (0.83mm2) including the
spiral balun and testing pads can be achieved. In a similar frequency range, the pHEMT doubler
shows competitive performance as compared with other reported PHEMT MMIC doublers.

Table 1 shows the performance comparison among the presented doubler and the previous
reported frequency doublers [3–9]. This pHEMT doubler demonstrates wide-band performance,
compact chip size, good FRR, and high output power. The conversion gain is relatively high even
without a buffer amplifier.

4. CONCLUSIONS

An 18–38 GHz frequency doubler with the spiral balun and the band pass filter directly connected to
the DC bias has been implemented using a 0.15µm pHEMT technology. The circuit configuration
of the proposed broadband balanced frequency doubler was successfully simplified to reduce the
use of the bias components, such as the inductor. The compact configuration with core chip size
of 0.5 mm2 can be achieved. As the measured results show, the fabricated frequency doubler shows
a broadband bandwidth of 71.4%, with the conversion loss between 0.5 to 5 dB at input frequency
of 9 to 19 GHz It is possible for this pHEMT doubler, with smaller chip size, better fundamental
rejection ratio, and higher output power as compared with those of previous works, to be fabricated.
The conversion gain was relatively high even without a buffer amplifier.
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Abstract— Metallic parts are indispensable to traditional frequency selective surfaces. How-
ever, for millimeter waves, because of surface wave skin effect, the loss of metal-containing FSS is
so large that the performance is badly affected. Besides, metal materials are quite unfavourable
for high-temperature resistence and corrosion-resistant requirements. Based on the Mie scatter-
ing theory and dielectric resonant characteristics, all-dielectric metamaterials frequency selective
surfaces were proposed. The article adopt different dielectric constants and different period
dielectric structure to achieve desired frequency selective properties.

1. INTRODUCTION

Frequency selective surfaces (FSSs), generally composed of a two-dimensional (2D), planar array
of dipole or slot antennas that are printed on a dielectric substrate, have been used extensively for
a variety of millimeter and microwave applications (e.g., filters, polarizers, diplexers in high perfor-
mance reflector antenna systems, advanced radome designs, smart surfaces for stealth applications
and wireless security) [1–4]. According to different structures, especially for their characteristic
shapes, sizes, and metal materials of the FSSs unit cell, and also the thicknesses and electromag-
netic parameters of the substrates, etc, the FSSs act as first-order band-stop (dipole) or band-pass
(slot) spatial filters.

Thanks to the printed circuit technology, metallic Frequency selective surfaces (MFSSs) have
been developed rapidly. And MFSSs act satisfactorily in the microwave frequency. However, for mil-
limeter waves, the loss of metal-containing FSS is so large that the performance is badly affected.
Besides, metal materials are quite unfavourable for high-temperature resistence and corrosion-
resistant requirements. To overcome these problems, all-dielectric metamaterials frequency selec-
tive surfaces are proposed. We adopt different dielectric constants and different period dielectric
structure to achieve desired frequency selective properties [5].

This paper introduces a new methodology to design all-dielectric metamaterials frequency se-
lective surfaces. The generalized methodology is based on the Mie scattering theory and dielectric
resonant characteristics. The design procedure is validated by design examples of all-dielectric
metamaterials frequency selective surfaces.

2. THE ANALYSIS OF THE THEORY BASED ON DIELECTRIC RESONANT
CHARACTERISTICS

The resonance of all-dielectric materials is based on the Mie scattering theory. In essence, the
scattered field originated from the medium of the incident field induction. The media will generate
an electric polarization intensity and a magnetic pole strength in the field of action. If the medium
response is linear, then the induced polarization and magnetization will also have a concussion,
resulting in a new field. According to Lewin research, when the spherical scatterer size and scat-
tering in wavelength can be compared, but far less than the background medium wavelength, µe,
εe Is correlated with the frequency, just like follows:

ε′e = εr1


1 +

3νf

F (θ)+2be

F (θ)−be
− νf




µ′e = µr1


1 +

3νf

F (θ)+2bm

F (θ)−bm
− νf
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where,

be =
εr1

εr2
, bm =

µr1

µr2
, νf =

4πa3

3p3
, F (θ) =

2(sin θ − θ cos θ)
(θ2 − 1) sin θ + θ cos θ

, θ = k0a
√

ε′r2µ
′
r2

where µr1, εr1 is the background material dielectric constant, µr2, εr2 is the Scattering of dielectric
constant, a is the ball radius, and p is the distance between two the ball [10].

Otherwise, from the dielectric resonator (DR) point of view, the resonant characteristics of
dielectric spheres come from its internal field. An isolated dielectric resonator in the radiation field
is similar to electric or magnetic multi-pole radiation, just like Dipole, quadrupole and etc..

It is worth pointing out that this resonance is not only confined to the ball, the other shapes
can also achieve resonance. But the formula is only applicable to the ball because only spherical
dielectric resonator can get analytic solution.

For the cylindrical DR which is the most widely used and the easiest processing can stimu-
late various resonant modes, include: TE (Transverse Electric), TM (Transverse Magnetic), HEM
(Hybrid Electromagnetic).

The first resonant frequency to meet 0.5 < a/l < 2, 30 < εr < 50 (where a is the ball radius, l
is the height), we can use the following formula for estimating:

fGHz =
34

a
√

εr

(a

l
+ 3.45

)

Effect on the resonant of DR frequency is not only dielectric constant, but also radius and
height. And the most sensitive factors are the height and radius: increasing height will reduce the
resonant frequency; increasing radius, will reduce the resonant frequency as well as generate new
models [5–8].

3. THE RESONANCE MODE AND FIELD DISTRIBUTION OF DIELECTRIC
RESONATOR

The simulation using CST software for the cylindrical resonator is shown in Fig. 1: Cylindrical
dielectric constant ε = 70. In Fig. 1(b), we can see appeared two resonance: 5.161 GHz and
6.13GHz. We follow the internal electric field and magnetic field distribution (Fig. 2). Obviously

(a) (b)

Figure 1: The simulation of cylindrical cal resonator ε = 70.

(a) (b)

Figure 2: Resonance field distribution (a) in 5.161 GHz for magnetic resonance, (b) in 6.13 GHz for electric
resonance.
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Figure 3: The simulation of cylindrical resonator ε = 50.

Figure 4: The combination of ε = 50 and ε = 70 cylindrical dielectric resonator and the combination of
simulation.

we can get in 5.161 GHz for magnetic resonance, in 6.13 GHz for electric resonance through the
analysis of the figure.

Likewise for the dielectric column ε = 50 in 6.164 GHz and 7.232GHz respectively is magnetic
resonance and electric resonance (Fig. 3).

The dielectric constant of respectively 70 and 50 of the two columns were combined, using a
dielectric constant of 70 dielectric column electric resonance (6.13 GHz) and a dielectric constant
of 50 dielectric column magnetic resonance (6.164 GHz) to realize the frequency selection. We can
find in the 6.115 GHz where originally high medium and low dielectric are all stop band emerge a
pass band (Fig. 4).

4. CONCLUSION

The realization of frequency selection theory basis is that high dielectric constant dielectric res-
onator formed electric dipole or magnetic dipole field also appeared electric resonance or magnetic
resonance. Electromagnetic waves enter into the dielectric resonator, so that the standing wave
which is formed in dielectric resonator produces resonance, and the electric dipole or magnetic
dipole is realized. The frequency band-pass due to the combining of different dielectric constants
which produce electric dipole and magnetic dipole to the destroy the standing wave formed in di-
electric resonators [6]. We can adopt all-dielectric metamaterials frequency selective surfaces The
realize frequency selection.
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Abstract— In view of high order band-pass frequency selective surface(FSS) has the advantages
of bandwidth controllable flexibility, stable performance, flat pass band and low insertion loss,
we proposed a third-order FSS in this paper. The proposed FSS is composed of four metallic
layers separated from one another by three dielectric layers. Simulated results show that such
FSS has a third-order response which leads to a quite broad, flat and smooth pass band with very
low insertion loss. Its 3 dB bandwidth is up to 6.75 GHz and relative bandwidth is as wide as
43%. Moreover, the FSS keep stable performance under different incident angles and polarization
states. The FSS owns its advantages to these merits, which is suitable for modern communication,
hybrid-radomes, etc.

1. INTRODUCTION

Frequency selective surfaces (FSS) are some periodic surfaces, which are basically assembly of
identical elements arranged in one- or two-dimensional infinite arrays but finite arrays in practice.
FSS has gained more and more attention in modern communication, hybrid-radomes, etc. These
surfaces provide uninhibited transmission in specific frequency bands but suppress transmission in
other bands. Usually, the most important step in the design process of a desired FSS is the proper
choice of constituting elements for the array, such as the element type and geometry, the presence
or absence and the parameters of suberstrates, and inter-element spacing. These are the most
important parameters that will determine the overall frequency response of the structure, including
its bandwidth, transfer function, and the dependence of its frequency response on the incidence
angle and polarization of the incident electromagnetic wave [1, 2].

Considering high order band-pass frequency selective surface has the advantages of bandwidth
controllable flexibility, stable performance, flat pass band and low insertion loss, the FSS with
high order characteristic has been the research fashion recently [3, 4]. Traditionally, to achieve
a higher-order filter response, several identical first-order FSS panels are cascaded with quarter-
wavelength spacing between each consecutive panel. This will result in a bulky structure and high
insertion loss. Therefore, FSS design techniques that allow for significantly reducing the overall
thickness of an higher-order FSS are highly desirable. In the paper 3, a new technique is presented
for designing dual-band frequency selective surfaces with second-order band-pass responses at each
band of operation, the unit cell dimensions is considerably smaller than a wavelength, which results
in frequency response with stable performance. The paper 4 demonstrated a third-order band pass
frequency response FSS with a low-profile and overall thickness of about λ/24, compared to other
third-order band pass FSS, the frequency response is less sensitive to the angle of incidence of the
EM waves but only in the TM wave, the polarization sensitive is the main limitation for its further
application.

In this letter, we demonstrate a new design of a third-order band pass FSS. The proposed FSS
is composed of four metallic layers separated from one another by three dielectric layers. Simulated
results show that such FSS has a third-order response, which leads to a broad and quite smooth
pass band and very low insertion loss, its 3 dB bandwidth is up to 6.75GHz and relative bandwidth
is as wide as 43%. Moreover, the FSS keep stable performance under different incident angles and
polarization circumstance.

2. FSS STRUCTURE

Figure 1 shows the three-dimension topology of the proposed FSS. It is composed of four metallic
layers separated from one another by three dielectric layers. The two outside metallic layers are
the same structure and commonly have a strip slot width of wa. The two inner metallic layers are
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Figure 1: Three-dimension topology of the proposed third-order FSS.

Dx

wa

wa

Dy

Figure 2: Top view of the two outside layers of the
third-order FSS.
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Figure 3: Top view of the two inner layers of the
third-order FSS.

Table 1: Parameters of the unit cell of the proposed third-order band pass FSS.

Parameter Dx = Dy wa wb h1 h2 h3

Value 5.0mm 1.2mm 0.6mm 0.6mm 5.2 mm 0.017mm

metallic wire grid whose width is wb. The detailed configuration of two different metallic layer is
shown in Fig. 2 and Fig. 3. The four metallic layers are fabricated on F4B-2 dielectric substrate,
with dielectric constant of 2.65 and dielectric loss tangent 0.001. The thickness of three dielectric
layer and metallic patchs are separately h1, h2, h1, h3. The geometrical parameters of the FSS is
showed in the Table 1.

3. THE SIMULATED RESULTS

The simulation results are all obtained in CST MICROWAVE STUDIO. Fig. 4 shows the transmis-
sion and reflection coefficient of the proposed FSS for normal incidence. From the figure, we can
get that the pass band is a third-order band, the three poles rest respectively on the frequency of
13.85GHz, 15.989 GHz and 17.66 GHz. In virtue of the mutual coupling of the poles, a broad, flat
and smooth pass band with low insertion loss is emerged. The 3 dB pass band is from 12.48 GHz
to 19.23 GHz, whose bandwidth is up to 6.75GHz and relative bandwidth is as wide as 43%. The
maximum of insertion loss in the pass band is 0.2 dB, which is very low considering the dielectric
loss. Outside of the pass band, the transmission coefficient descend down quickly to −20 dB and
below, more important is its maintenance.

Figures 5 and 6 show the transmission coefficient of the third-order FSS for different angles of
incidence ranging from to 0 degree to 40 degree in 10 degree steps under TE polarization wave and
TM polarization separately. As observed, regardless of the TE polarization wave or TM polarization
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Figure 6: Transmission coefficients of the third-order FSS for various angles of incidence and for the TM
polarization.

wave, the structure demonstrates a rather stable response as a function of incidence angle. The
pass band deviate only 0.2GHz, with the maximum insertion loss augmenting slightly, up to 0.4 dB
for the 40 degree incidence wave under TE wave. The stable performance is the same occurred
for the TM wave, the pass band alter only 0.3GHz and the 3 dB bandwidth dwindles 0.05 GHz,
the maximum insertion loss augment to 0.4 dB. Nevertheless, the structure demonstrates a rather
stable frequency response as a function of angle of incidence.

4. CONCLUSIONS

A third-order FSS composed of four metallic layers separated from one another by three dielectric
layers has been presented and investigated by numerical simulation. Its frequency performance has
been analyzed in detail. Simulated results show that such FSS has a third-order response which
leads to a quite broad, flat and smooth pass band with very low insertion loss. Its 3dB bandwidth
is up to 6.75GHz and relative bandwidth is as wide as 43%. Moreover, the FSS keep stable
performance under different incident angles and polarization states. The FSS owns its advantages
to these merits, which is suitable for modern communication, hybrid-radomes, etc.
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Abstract— This paper introduces a versatile DVCC-based universal voltage-mode filter with
three inputs and three outputs. The proposed circuit employs two differential voltage current
conveyors as active elements together with two grounded capacitors and two resistors. Either
applications two-input three-output or three-input single-output can be realized in the same
configuration. It is more versatile than the universal one with single input and three outputs
or the universal one with three inputs and single output. In the operation of two-input three-
output, the lowpass, bandpass highpass and bandreject can be realized simultaneously. In the
operation of three-input single-output, the lowpass, bandpass, highpass, bandreject and allpass
can be realized from the same configuration without any inverting-type voltage input signals or
double input voltage signals. The proposed circuit maintains the following advantages: (i) the
employment two grounded capacitors ideal for integrated circuit implementation, (ii) no need to
impose component choice, (iii) no need to employ inverting-type voltage input signals, and (iv) low
active and passive sensitivity performances. HSPICE simulations with TSMC 0.18 µm 1P6M
CMOS technology and ±0.9V supply voltages to verify the theoretical results.

1. INTRODUCTION

As a current-mode active device, the differential voltage current conveyor (DVCC), has the advan-
tages of both the second generation current conveyor (such as large signal bandwidth, great linearity,
wide dynamic range) and the differential difference amplifier (such as high input impedance and
arithmetic operation capability) [1]. This element is a versatile building block whose applications
exist in the literature [2–5]. In 2003, Chang and Chen proposed a universal VM filter with three
inputs and a single output [6]. The circuit can realize all five different generic filtering responses
but only highpass (HP) and bandpass (BP) responses have the advantage of high input impedance.
In 2004, Horng et al. proposed a multifunction filter with a single input and three outputs [7].
The circuit can realize HP, BP and lowpass (LP) responses, simultaneously. However, with the
three inputs and single output universal filter can not be used in the same configuration. In 2005,
Ibrahim et al. proposed two single DDCC biquads with high input impedance and minimum num-
ber of passive elements [8]. The HP, BP or LP filtering responses cannot be realized in the same
configuration. In 2007, Chiu and Horng proposed a universal VM filter with three inputs and a
single output [9]. The circuit has high-input and low-output impedance advantages but it uses
three plus-type DDCCs. In the same year, Chen proposed a universal VM filter based on two plus-
type DDCCs [10]. The proposed configuration suffers from high-input impedance. In 2010, Chen
proposed another multifunction VM filter with single input and four outputs [11]. The circuit can
realize inverting HP, inverting BP, non-inverting LP and non-inverting BP filtering responses, si-
multaneously. However, with the three inputs and single output universal filter still can not be used
in the same configuration. In this paper, a new VM universal biquadratic circuit with three inputs
and four outputs is presented. The proposed configuration employs two DVCCs, two grounded
capacitors and two resistors. Either three-input single-output or two-input four-output biquadratic
filter can be used in the same configuration. When it operates in VM with two-input four-output,
the highpass, lowpass bandpass and bandreject responses can be realized simultaneously. When it
operates in VM with three-input single-output, all five different generic filtering responses can be
realized from the same configuration. It needs neither an inverting-type voltage input signal nor
any critical component-matching conditions to realize all five generic filtering responses.

2. CIRCUIT DESCRIPTION

The proposed versatile universal voltage-mode biquadratic filter with three inputs and four outputs
employing two DVCCs is shown in Figure 1. By using standard notation, the port relations of a
DVCC can be characterized by IY 1 = IY 2 = 0, VX = VY 1 − VY 2, IZ+ = IX and IZ− = −IX . The
proposed circuit comprises two DVCCs, two grounded capacitors and two resistors. The use of
grounded capacitors makes the circuit suitable for integration because grounded capacitor circuit
can compensate for the stay capacitances at their nodes. Straightforwardly analyzing the filter in
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Figure 1: The proposed versatile DVCC-based universal voltage-mode filter.

Figure 1, the following four output voltage signals can be derived as:

Vo1 =
−sC2R2Vi1 + Vi2 + (sC2R2 + 1)Vi3

s2C1C2R1R2 + sC1R1 + 1
(1)

Vo2 =
− (

s2C1C2R1R2 + sC2R2

)
Vi1 + (sC1R1 + 1)Vi2 + sC2R2Vi3

s2C1C2R1R2 + sC1R1 + 1
(2)

Vo3 =
s2C1C2R1R2Vi1 − sC1R1Vi2 + Vi3

s2C1C2R1R2 + sC1R1 + 1
(3)

Vo4 =
−(sC1R1 + 1)Vil − sC1R1Vi2 + Vi3

s2C1C2R1R2 + sC1R1 + 1
(4)

Depending on the status of the biquad input three voltages, Vi1, Vi2 and Vi3, numerous filter
functions are obtained. There are two cases shown as follows.

Case I. If Vi1 = Vi3 = Vin (the input voltage signal) and Vi2 = 0, then

Vo1

Vin
=

1
s2C1C2R1R2 + sC1R1 + 1

(5)

Vo2

Vin
=

−s2C1C2R1R2

s2C1C2R1R2 + sC1R1 + 1
(6)

Vo3

Vin
=

s2C1C2R1R2 + 1
s2C1C2R1R2 + sC1R1 + 1

(7)

Vo4

Vin
=

−s2C1R1

s2C1C2R1R2 + sC1R1 + 1
(8)

Thus, the non-inverting lowpass (LP), inverting highpass (HP), non-inverting bandreject (BR)
and inverting bandpass (BP) signals are obtained at the node voltages, Vo1, Vo2, Vo3 and Vo4,
respectively.

Case II. From Equation (3) yield the five types of biqudratic filters with the following special-
ization.

(i) lowpass: Vi1 = Vi2 = 0 and Vi3 = Vin

(ii) bandpass: Vi1 = Vi3 = 0 and Vi2 = Vin

(iii) highpass: Vi2 = Vi3 = 0 and Vi1 = Vin

(iv) bandreject: Vi2 = 0 and Vi1 = Vi3 = Vin

(v) allpass: Vi1 = Vi2 = Vi3 = Vin

Note that there is also no need of any component matching conditions and inverting type voltage
input signal to realize all of the filter responses.

Obviously, from cases I and II, the proposed circuit can act as a multifunction voltage-mode
filter with two inputs and four outputs and it can also act as a universal voltage-mode filter with
three inputs and a single output, too. Therefore, the proposed circuit is more versatile than those
with single input and multiple outputs or with three inputs and single output. The resonance
angular frequency ω0 and quality factor Q are given by

ω0 =
1√

R1R2C1C2
and Q =

√
R2C2

R1C1
(9)
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From (9), it can be seen that the passive ω0 and Q sensitivities are low and not large than 0.5 in
absolute value.

3. SIMULATION RESULTS

Finally, to verify the theoretical prediction of the proposed biquadratic filter, a simulation using
HSpice simulation with TSMC 0.18µm 1P6M process was performed and the CMOS implementa-
tion of the DVCC is shown in Figure 2 [7]. The aspect ratios (W/L) of the MOS transistors were
taken as 3.6/0.36 for M1, M2, M3, M4; 7.2/0.36 for M5, M6; 5.4/0.36 for all the other NMOS;
14.4/0.18 for all PMOS. The supply voltages are VDD = −VSS = 0.9 V, and the biasing voltages
are VB1 and VB2 are −0.1V and −0.38V. Figure 3 shows the simulated amplitude-frequency re-
sponses for the LP, HP BP and BR filtering at Vo1, Vo2, Vo3 and Vo4 output terminals in case I,
with R1 = R2 = 10 kΩ and C1 = C2 = 15.9 pF, leading to a center frequency of fo = 1MHz and
quality factor of Q = 1. As can be seen, there is a close agreement between theory and simulation.
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Figure 2: The CMOS implementation of the DVCC.
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4. CONCLUSION

In this paper, we presented a new versatile universal VM biquadratic filter with three inputs and
four outputs. The circuit can be acted as both a multifunction VM filter with two inputs and four
outputs and a universal VM filter with three inputs and a single output. Therefore, the circuit
proposed in this paper is more versatile than the multifunction one with a single input and three
outputs or the universal one with three inputs and a single output. Besides, the proposed circuit
still offers the following advantages: (i) using two grounded capacitors attractive for integration and
absorbing shunt parasitic capacitance, (ii) simultaneous realization of lowpass, highpass bandpass
and bandreject responses for the two-input four-output filter, (iii) no need to impose component
choice to realize all five generic responses for the three-input single-output filter, (iv) no need
to employ inverting-type input signals, and (v) low active and passive sensitivity performances.
HSPICE simulation results using TSMC 0.18µm 1P6M CMOS process and ±0.9 V supply voltages
validate the theoretical predictions.
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Abstract— This paper introduces a high-input impedance tunable voltage-mode multifunction
biquadratic filter. The proposed biquadratic filter with single input and five outputs employing
two active components and all grounded passive elements. The circuit is very simple, consisting
of one single-output differential difference current conveyor (DDCC), one dual-output inverting
second-generation current conveyor (ICCII), three grounded resistors and two grounded capaci-
tors. The filter can realize highpass, bandpass and lowpass filtering responses, simultaneously. It
is widely used in various parts such as communication, measurement, instrumentation and con-
trol system. The proposed circuit offers the following advantages: (i) using grounded capacitors
attractive for integration and absorbing shunt parasitic capacitance, (ii) using grounded resis-
tors at X terminal of DDCC/ICCII suitable for the variations of filter parameters and absorbing
series parasitic resistances at X terminal of DDCC/ICCII, (iii) high input impedance good for
cascadability, (iv) no need to change the filter topology, (v) no need to component-matching
conditions, (vi) orthogonal tunable of the resonance angular frequency and quality factor, and
(vii) low active and passive sensitivity performances. HSPICE simulations with TSMC 0.18 µm
1P6M CMOS technology and ±0.9V supply voltages to verify the theoretical results.

1. INTRODUCTION

Voltage-mode filters employing current conveyors have been receiving attention nowadays. More-
over, it is good for a circuit to employ only grounded passive elements especially grounded capacitors
and not require passive component-matching conditions thus it is convenient for fully integrated
circuit technology. As a current-mode active device, the differential difference current conveyor
(DDCC), has the advantages of both the second generation current conveyor (such as large signal
bandwidth, great linearity, wide dynamic range) and the differential difference amplifier (such as
high input impedance and arithmetic operation capability) [1]. Since the addition and subtrac-
tion operations of voltage-mode signals need the realization, respectively. The DDCC becomes
very attractive to be used in the design of voltage-mode filters. This is due to the fact that the
addition and subtraction operations for voltage signals can be performed easily by DDCC [1–7].
Since its presentation by Awad and Soliman [8] the new type of current conveyor, an inverting
type second-generation current conveyor (ICCII), has received more attention and its usefulness
in the design of active filters and oscillators has been reported [8–10]. In 2003, Chang and Chen
proposed a universal VM filter with three inputs and a single output [2]. The circuit can realize
all five different generic filtering responses but only highpass (HP) and bandpass (BP) responses
have the advantage of high input impedance. In 2004, Horng et al. proposed a multifunction fil-
ter with a single input and three outputs [3]. The circuit can realize HP, BP and lowpass (LP)
responses, simultaneously. However, with the three inputs and single output universal filter can
not be used in the same configuration. In 2005, Ibrahim et al. proposed two single DDCC biquads
with high input impedance and minimum number of passive elements [4]. The HP, BP or LP
filter responses cannot be realized in the same configuration. In 2007, Chiu and Horng proposed
a universal VM filter with three inputs and a single output [5]. The circuit has high-input and
low-output impedance advantages but it uses three plus-type DDCCs. In the same year, Chen
proposed a universal VM filter based on two plus-type DDCCs [6]. The proposed configuration
suffers from high-input impedance. In 2010, Chen proposed another multifunction voltage-mode
filter with single input and four outputs [7]. The circuit can realize inverting HP, inverting BP,
non-inverting LP and non-inverting BP filtering functions, simultaneously. However, it suffers from
orthogonal tunable of the resonance angular frequency ωo and quality factor Q In this paper, a
new voltage-mode multifunction biquadratic circuit with single input and five outputs is presented.
The proposed configuration employs one DDCC, one ICCII, two grounded capacitors and three
grounded resistors. The biquadratic filter needs neither an inverting-type voltage input signal nor
any critical component-matching conditions to realize LP, BP and HP responses, simultaneously.
The input of the circuit exhibits high input impedance so that the synthesized filter can be cascaded
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Figure 1: The proposed tunable voltage-mode multifunction filter.

without additional buffers. It permits orthogonal tunability of the resonance angular frequency ωo

and quality factor Q, and enjoys low active and passive sensitivity performances.

2. CIRCUIT DESCRIPTION

The DDCC is a five-terminal analog building block and its terminal relations are given by IY 1 =
IY 2 = IY 3 = 0, VX = VY 1 − VY 2 + VY 3 and IZ = IX [1]. The DO-ICCII can be characterized by
the port relations with IY = 0, VX = −VY and IZ = ±IX [8]. It is considered to be a special case
from the DDCC with single Y2 input only The proposed circuit, as shown in Figure 1, employs one
DDCC, one ICCII, two grounded capacitors and three grounded resistors. Circuit analysis yields
the following voltage-mode filter transfer function:

Vo1

Vin
=

−1
s2C1C2R1R2 + sC1R3 + 1

(1)

Vo2

Vin
=

sC1R1

s2C1C2R1R2 + sC1R3 + 1
(2)

Vo3

Vin
=

sC1R3

s2C1C2R1R2 + sC1R3 + 1
(3)

Vo4

Vin
=

s2C1C2R1R2

s2C1C2R1R2 + sC1R3 + 1
(4)

Vo5

Vin
=

−sC1R1

s2C1C2R1R2 + sC1R3 + 1
(5)

Thus, we can obtain an inverting LP, two non-inverting BP, a non-inverting HP and an inverting
BP filter responses at the output voltages, Vo1, Vo2, Vo3, Vo4 and Vo5, respectively. Due to the input
voltage signal is connected directly to the Y3 port of the DDCC and input current to the Y3 port
is zero, the circuit has the feature of high input impedance. The resonance angular frequency ωo

and quality factor Q are given by.
In all cases, the resonance angular frequency ωo and quality factor Q are given by

ωo =
1√

R1R2C1C2
and Q =

1
R3

√
R1R2C2

C1
(6)

From (6) it can be seen that the parameter Q of the proposed filter can be varied without changing
the pole frequency, but not vice versa. Thus the ωo and Q can be properly orthogonal tunability
by R1 and/or R2 and R3, in that order. Also, the passive ωo and Q sensitivities are equal to or
smaller than unity.

3. SIMULATION RESULTS

Finally, to verify the theoretical prediction of the proposed biquadratic filter, a simulation using
HSpice simulation with TSMC 0.18µm 1P6M process was performed and the CMOS implementa-
tion of the DDCC is shown in Figure 2 [7]. The aspect ratios (W/L) of the MOS transistors were
taken as 3.6/0.36 for M1, M2, M3, M4; 7.2/0.36 for M5, M6; 5.4/0.36 for all the other NMOS;
14.4/0.18 for all PMOS. The supply voltages are VDD = −VSS = 0.9V, and the biasing volt-
ages are VB1 and VB2 are −0.1V and −0.38V. Figure 3 shows the simulated amplitude-frequency
responses for the LP, HP and two BP filtering at Vo1, Vo2, Vo3 and Vo4 output terminals, with
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R1 = R2 = R3 = 10 kΩ and C1 = C2 = 15.9 pF, leading to a center frequency of fo = 1 MHz and
quality factor of Q = 1. As can be seen, there is a close agreement between theory and simulation.
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Figure 2: The CMOS implementation of the DDCC.
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4. CONCLUSION

In this paper, the authors also propose a new high input impedance voltage-mode multifunction
biquadratic filter. This circuit offers several advantages, such as simultaneous realization of LP,
BP and HP filtering responses in the same configuration, no requirements for component matching
conditions, the use of only grounded passive components, high input impedance, and low active
and passive sensitivity performances. The proposed circuit has the same advantages reported by [7]
which using two DDCCs, two grounded capacitors and two grounded resistors. Additionally, the
proposed circuit has one more important advantage of orthogonal control of resonance angular
frequency ωo and quality factor Q with reported by [7]. HSPICE simulation results using TSMC
0.18µm 1P6M CMOS process and ±0.9V supply voltages validate the theoretical predictions.
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Versatile CCII-based Universal Current-mode Biquadratic Filter

Hua-Pin Chen, Kai Chen, Chun-Yeh Chen, and Ming-Shan Chen
Department of Electronic Engineering, Ming Chi University of Technology, Taiwan, R.O.C.

Abstract— New versatile universal current-mode filter with three inputs and three outputs
using three multiple-output second-generation current conveyors, two grounded resistors and
two grounded capacitors is proposed. Either applications single-input three-output or three-
input single-output can be realized in the same configuration. It is more versatile than the
universal one with single input and three outputs or the universal one with three inputs and
single output. Unlike the previous1y works, it is highly flexible and easy to design. In the
operation of single-input three-output, the lowpass, bandpass and bandreject can be realized
simultaneously while the highpass and allpass responses can be easily obtained by connecting
appropriated output currents directly without using additional stages. In the operation of three-
input single-output, the lowpass, bandpass, highpass, bandreject and allpass can be realized
from the same configuration without any inverting-type current input signals or double input
current signals. The proposed circuit maintains the following advantages: (i) the employment
two grounded capacitors ideal for integrated circuit implementation, (ii) high output impedance
good for cascadability for the current-mode circuits, (iii) no need to impose component choice, (iv)
no need to employ inverting-type current input signals, and (v) low active and passive sensitivity
performances. HSPICE simulations with TSMC 0.18µm 1P6M CMOS technology and ±0.9V
supply voltages to verify the theoretical results.

1. INTRODUCTION

Current-mode filters using second-generation current conveyors have received considerable attention
owing to the fact that their bandwidth, linearity, and dynamic range performances are better
than those of their operational amplifiers based counterparts [1]. Several realizations of current-
mode biquad filters using dual-output second-generation current conveyors (DOCCIIs) have been
proposed [2–7]. However, these configurations cannot be used as either a single-input three-output
or three-input single-output without any component matching conditions. The circuits of [2, 3] can
simultaneously realize lowpass, bandpass and highpass responses with high output impedance, but
these configurations employ four DOCCIIs. The filter of [4] can simultaneously realize lowpass,
bandpass, highpass and bandreject responses with high output impedance, but it still employs four
DOCCIIs, and employs one capacitor at port X of the DOCCII and hence limits the usage in high
frequency range [8]. The circuits of [5, 6] employ three DOCCIIs, two capacitors and two/three
resistors. However, with these proposed configurations one of the capacitor still connected at the
port X of the DO-CCII. In 2009, Horng et al. [7] proposed a novel CM universal filter with five inputs
and two outputs using two multiple-output CCIIs and five passive elements. However, one of the
output currents is not at high impedance output terminal and it still needs a component matching
condition to realize the AP response. In this paper, a new configuration for realizing universal
current-mode biquadratic filter is proposed. The proposed circuit employs three multiple-output
second-generation current conveyors (MOCCIIs) as active elements together with two grounded
capacitors and two grounded resistors. It maintains the following advantages: (i) the employment
of three MOCCIIs, (ii) the employment of two grounded capacitors, (iii) the employment of all
grounded resistors, (iv) no capacitors is connected at the port X of the MOCCIIs, (v) no need
to employ inverting-type input current signals or double input current signals, (vi) no need to
impose component choice and (vii) either a single-input three-output or three-input single-output
can realize in the same configuration.

2. CIRCUIT DESCRIPTION

The CCII can be characterized by the port relations with IY = 0, VX = VY and IZ = ±IX , the
sign ± refers to plus or minus type CCII, respectively. The proposed circuit, as shown in Figure 1,
employs three MOCCIIs, two grounded capacitors and two grounded resistors. Straightforwardly
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Figure 1: The proposed versatile CCII-Based universal current-mode biquadratic filter.

analyzing the filter in Figure 1, the following three output current signals can be derived as:

Io1 =

(
s2C1C2R1R2 + 1

)
Ii1 − sC2R2Ii2 − Ii3

s2C1C2R1R2 + sC2R2 + 1
(1)

Io2 =
−sC2R2Ii1 − sC2R2Ii2 − Ii3

s2C1C2R1R2 + sC2R2 + 1
(2)

Io3 =
−Ii1 − Ii2 + (sC1R1 + 1)Ii3

s2C1C2R1R2 + sC2R2 + 1
(3)

Depending on the status of the biquad input three currents, Ii1, Ii2 and Ii3, numerous filter functions
are obtained. There are two cases shown as follows.

Case I. If Ii2 = Ii3 = 0 (opened) and Ii1 = Iin is given by the input current signal, then the
following three current transfer functions are obtained as:

Io1

Iin
=

s2C1C2R1R2 + 1
s2C1C2R1R2 + sC2R2 + 1

(4)

Io2

Iin
=

−sC2R2

s2C1C2R1R2 + sC2R2 + 1
(5)

Io3

Iin
=

−1
s2C1C2R1R2 + sC2R2 + 1

(6)

From Equations (4)–(6), it can be seen that a non-inverting BR response at Io1, an inverting
BP response at Io2 and an inverting LP response at Io3. Also, a non-inverting HP response is easy
obtained by adding the two currents Io1 and Io3, yielding a transfer function as follows:

IHP

Iin
=

s2C1C2R1R2

s2C1C2R1R2 + sC2R2 + 1
(7)

Similarly, by connecting the Io1 with the Io2 output terminals, we obtain the allpass transfer
function as follows:

IAP

Iin
=

s2C1C2R1R2 − sC2R2 + 1
s2C1C2R1R2 + sC2R2 + 1

(8)

Obviously, from Equations (4)–(8), it can be seen that the proposed circuit is a universal CM
biquadratic filter.

Case II. From Equation (1) yield the five types of biqudratic filters with the following special-
ization.

(i) lowpass: Ii1 = Ii2 = 0 and Ii3 = Iin

(ii) bandpass: Ii1 = Ii3 = 0 and Ii2 = Iin

(iii) highpass: Ii2 = 0 and Ii1 = Ii3 = Iin

(iv) bandreject: Ii2 = Ii3 = 0 and Ii1 = Iin

(v) allpass: Ii3 = 0 and Ii1 = Ii2 = Iin

Note that we do not need critical component matching conditions, inverting-type input current
signals, or double input current signals for realizing the above all standard filtering functions in the
design. Obviously, it is a three-input and single-output CM universal biquadratic filter.
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In all cases, the resonance angular frequency ωo and quality factor Q are given by

ωo =
1√

R1R2C1C2
and Q =

√
R1C1

R2C2
(9)

From (9) it can be seen that the passive ωo and Q sensitivities are low and not large than 0.5 in
absolute value.

3. SIMULATION RESULTS

Finally, to verify the theoretical prediction of the proposed universal current-mode filter, a simu-
lation using HSPICE with TSMC 0.18µm process was performed. The CMOS implementation of
a DOCCII is shown in Figure 2 [9]. The aspect ratios (W/L) of the MOS transistors were taken
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as 3.6/0.36 for M1, M2; 7.2/0.36 for M3, M4; 4.8/0.36 for all the other NMOS; 14.4/0.18 for all
PMOS. The supply voltages are VDD = −VSS = 0.9V and the biasing voltages are VB1 = −0.1V
and VB2 = −0.38V, respectively. Figure 3 shows the simulated amplitude responses for the ban-
dreject (BR), bandpass (BP) and lowpass (LP) filtering in case I with R1 = R2 = R3 = 10 kΩ and
C1 = C2 = 15.9 pF, leading to a center frequency of fo = 1 MHz and quality factor of Q = 1. It
appears from Figure 3 that the simulation results agree well with theoretical analysis.

4. CONCLUSION

In 2007, Keskin and Cam proposed a good high output impedance current-mode multifunction
filter using three DOCCIIs, two grounded capacitors and two resistors [6]. The proposed circuit
can simultaneously obtain HP, BP and LP filtering responses. In this paper, the authors propose
another high output impedance current-mode universal filter using three MOCCIIs, two grounded
capacitors and two grounded resistors. The proposed circuit can be used as either a single-input
three-output multifunction filter or three-input single-output universal filter with the same topology,
which is more versatile than the multifunction one with a single input and three outputs or the
universal one with three inputs and single output. Besides, the proposed circuit still offers the
following advantages: (i) no capacitor is connected at the port X of the MOCCII, (ii) no need to
employ inverting-type input current signals or double input current signals, (iii) no need to impose
component choice and (iv) low active and passive sensitivity performances.
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341–344, 2007.

7. Horng, J. W., C. L. Hou, C. M. Chang, W. Y. Chiu, and C. C. Liu, “Current-mode universal
biquadratic filter with five inputs and two outputs using two multi-output CCIIs,” Circuit,
Systems, and Signal Processing, Vol. 28, No. 5, 781–792, 2009.

8. Fabre, A., O. Saaid, and H. Barthelemy, “On the frequency limitations of the circuits based
on second generation current conveyors,” Analog Integrated Circuits and Signal Processing,
Vol. 7, No. 2, 113–129, 1995.

9. Acar, C. and H. Kuntman, “Limitations on input signal level in voltage-mode active-RC filter
using current conveyors,” Microelectronics Journal, Vol. 30, No. 1, 69–76, 1999.



492 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Sensitivity of Fabry-Perot Resonator Based Measurements of Gas
Absorptions

P. Piksa, S. Zvanovec, and P. Cerny
Department of Electromagnetic Field, Czech Technical University in Prague, Czech Republic

Abstract— In order to reach maximum sensitivity of gas attenuation measurements and to
propose optimal parameters of the new developed spectrometer, the coupling characteristics of
several resonator based measurement approaches were analyzed. Three types of resonator feed
were investigated the first based on a radial feeding of a resonator cavity, second one using axially
alignment feeding with two ports (transmission measurement) and the last having one axial port
feeding (reflection measurement method). Based on both analytically derived relations and results
form simulations, the optimal setting of coupling is proposed in the paper. Analytical results
covering a wide range of couplings were validated by spectroscopic measurements of particular
gases attenuations.

1. INTRODUCTION

Microwave high-resolution spectroscopy provides the basic experimental data for molecular physics
[1, 2]. The microwave measurements in the frequency domain are in many cases unable to stan-
dard resolve the hyperfine structures of rotational lines. Joint research teams of Department of
Electromagnetic Field (at the Faculty of Electrical Engineering at the Czech Technical Univer-
sity in Prague) and Laboratory of High-Resolution Molecular Spectroscopy (at the Department
of Analytical Chemistry at the Institute of Chemical Technology), are up to date equipped with
two millimeter/submillimeter wave spectrometers operating in the spectral intervals from 50 to
600GHz [3] and from 20 to 110 GHz [1], respectively, for absorption and emission spectra measure-
ments. A new spectrometer based on time-domain Fourier transform is developed within the frame
of above mentioned cooperation for a sensitive detection of the rotational free induction decay
following polarization by the short pulse.

A Fabry-Perot interferometer is very common tool enabling an enhancement of the sensitivity
of the absorption as well as emission measurements in the region of microwave spectroscopy [1]
especially due to an apparent lengthening of the optical path length by means of multiple reflections.
In the paper, several couplings of the microwave resonators are analyzed.

2. CIRCUIT ANALYSES

In order to reach maximum sensitivity of gas attenuation measurements, the influence between the
coupling coefficient and gas attenuation effect within received power was analyzed. Three basic
types of resonator feeding were investigated — the first with radial feeding (hereinafter referred
to as resonator A), the second with axial two-port feeding (resonator B) and the last one with
axial one-port feeding (resonator C). Resonators’ deployment and equivalent circuits are depicted
in Figure 1.

The unloaded quality factor of a resonator [4] can be defined by equation

Q0 =
ω0 L

R
. (1)

The external quality factor, which is only determined by losses due to external impedances of
the source and load, can be expressed in the case of resonator A as:

Qv =
ω0 L
n2 Z0

2

, (2)

whereas in the case of resonators B and C as:

Qv =
ω0 L

n2 Z0
. (3)
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Figure 1: Types of resonator feeding (upper) — (a) with radial feeding (resonator A), (b) with axial two-
port feeding (resonator B) and (c) with axial one-port feeding (resonator C) — and their equivalent circuits
(bottom).

The relation between unloaded and external quality factors can be determined by the coupling
coefficient κ as

κ =
Q0

Qv
. (4)

The serial resonant circuit represents a resonator with electric coupling. On the other hand, a
resonator with inductive or slot coupling is represented as the parallel resonant circuit [4] where the
admittance and conductance are instead of the impedance ZRLC and the resistance R, respectively.
The serial resonant RLC circuit has the impedance given by

ZRLC = R

[
1 + j Q0

(
ω

ω0
− ω0

ω

)]
. (5)

In the case of ω approaching ω0 the part of (5) in rounded bracket is for approximately equal
to 2 · (ω − ω0)/ω0, which in fact introduces a double of a relative frequency misalignment (2δ).

The impedance ZRLC transformed via the ideal transformer 1:n can be expressed in the case of
resonator A as

Zrn =
ZRLC

n2
=

Z0

2κ
[1 + j Q0 2δ] . (6)

The power reflection coefficient is generally determined as

|Γ|2 =
∣∣∣∣
z − 1
z + 1

∣∣∣∣
2

=
PR

P0
, (7)

where PR and P0 represent reflected and input power, respectively and z stands for a normalized
input impedance, which can be expressed for the resonator A as

z =
1 + j Q0 2δ

1 + 2 κ + j Q02δ
, (8)

for the resonator B as
z =

1
κ1

[1 + κ2 + j Q0 2δ] (9)

and the resonator C as
z =

1
κ

[1 + j Q0 2δ] . (10)
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The transmission coefficient T is defined for the resonator A by [5]

T =
1 + Q2

0 (2δ)2

(1 + κ)2 + Q2
0 (2δ)2

(11)

and for the resonator B by [6]

T =
4κ1 κ2

(1 + κ1 + κ2)
2 + Q2

0 (2δ)2
. (12)

3. SENSITIVITY OF GAS ABSORPTION MEASUREMENT

The complex permittivity of gas measured in the Fabry-Perot resonator can be described by

ε = ε′ − j ε” = ε′ (1− j tgδ) . (13)

The coupling coefficient of the resonator when influenced by gas attenuation effect can be after-
wards defined as [7]

1
κ′

=
1
κ

+ ε′′Qv =
1
κ

(
1 + ε′′Q0

)
. (14)

Under the assumption the gas medium has the relative permittivity near to 1, the Equation (14)
thus can be modified to

κ′ =
κ

1 + Q0tgδ
. (15)

By evaluation of the reflected power change ∆PR related to the input power

∆PR

P0
=

∣∣∣|Γ (κ)|2 − ∣∣Γ (
κ′

)∣∣2
∣∣∣ (16)

and the transmitted power change ∆PT related to the input power

∆PT

P0
= T (κ)− T

(
κ′

)
, (17)

the sensitivity of the gas absorption measurement associated with the change of the coupling coef-
ficient influenced by gas attenuation effect can be evaluated for all types of the resonator feeding.
The Figure 2 depicts this relation for our case of Fabry-Perot resonator (for description of the
resonator parameters reader is referred to [1]) with the unloaded quality factor equaled 1.4 · 105 at
frequency of 60 GHz and with gas attenuation of 10 dB/km.
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Figure 2: The sensitivity of the gas absorption measurement within reflected power (R) and transmitted
power (T ) change in relation to the coupling coefficient variation in the case (a) with radial feeding and (b)
with axial feeding.
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Table 1: Values of couplings for maximal change of reflected and transmitted power due to the gas attenuation
and corresponding values of power reflection and transmission coefficients.

resonator A resonator B resonator C
R T R T R

κ [-] 2.24 0.56 0.28 1.12 0.30 and 4.19
optimal

values of |Γ|2, T

−3.2 dB
from short

−3.9 dB
from T without coupling

−2.3 dB
from short

−3.2 dB
from P0

−5.4 dB and −4.2 dB
from short

Table 2: Parameters of the radial fed resonator derived from resonant curves measured at the frequency of
55.193 GHz for three different dielectric coupling foils.

foil reflection (R) transmission (T )

material
width
[µm]

κ

[-]
Q0

[-]
∆PR/P0

[dB]
κ

[-]
Q0

[-]
∆PT /P0

[dB]
PE

(εr = 2.26)
100 3.99 1.79 · 105 −20.44 2.60 1.01 · 105 −22.29

PTFE
(εr = 2.03)

100 1.67 9.9 · 104 −22.42 3.09 1.69 · 105 −20.22

PP
(εr = 2.3)

50 0.66 2.0 · 105 −21.34 0.80 2.34 · 105 −20.15

In Figure 2 there can be clearly distinguished maxima, when the resonator is the most sensitive
on gas attenuation. Their values are then summarized in Table 1.

In next step, measurements of the radial fed Fabry-Perot resonator [5] (resonator A) were
performed either of transmission or reflection. When interleaved theoretical Equations (7), (8)
and (11) into measured resonant curves for reflection and transmission, following parameters were
derived: the unloaded quality factor Q0 = 1.79 · 105 and Q0 = 1.01 · 105, respectively, and the
coupling κ = 3.99 and κ = 2.6, respectively. From (16) and (17) sensitivity of the resonator for
gas attenuation measurement were determined to be for reflection ∆PR/P0 = −20.44 dB and for
transmission ∆PT /P0 = −22.29 dB. Consequently, several measurements with different coupling
foils having different permittivity and widths were accomplished in order to obtain wide scale of
coupling coefficients. Results of measurements are summarized in Table 2.

From comparison ∆P/P0 it is evident, that the resonator with coupling foil PE having width
100µm reaches the best sensitivity from measurements of gases based on measuring of reflected
power while the resonator with coupling foil PP having width 50µm achieves the best sensitivity
when of transmission based measurement approaches.

4. CONCLUSIONS

Sensitivity of the resonator on measured gas attenuation is linearly dependent on the unload quality
factor and highly dependent on the coupling coefficient of the resonator with different characteristics
for measurement of reflected and transmitted power. In the case of radial fed Fabry-Perot resonator,
optimal values of coupling coefficients and quality factors guaranteeing maximal sensitivity of the
resonator on measured gas can be reached by the proper choice of a width and permittivity of the
coupling foil.
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Abstract— A planar microwave diplexer with using cross-coupled compact hairpin filter is
proposed. Miniaturization hairpin resonator is realized by using an interdigital structure having
parallel coupled lines. The full-wave simulator IE3D is used to design the interdigital hairpin
resonator, and to calculate the coupling coefficient of the basic coupling strictures. The response
of the fabricated diplexer using (Mg1/2Co1/2)Al2O4 substrate is designed at a GSM/DSC system.
The compact size and the performance of this class of diplexer have been demonstrated.

1. INTRODUCTION

Since microstrip resonators are the basic components of a planar diplexer design, it is necessary
to select proper resonator types used in a filter design. A conventional haft-wavelength open-line
microstrip resonator is too large to be used in the modern communication system such as 900MHz,
1800MHz for personal communication systems (PCS) or GSM/DSC systems. Miniaturization of
dielectric components for volume efficiency is a major requirement in modern microwave telecom-
munication systems such as personal communication systems (PCS) or GSM/DSC systems. They
can be designed in many different ways and by using different materials. Ceramic material with
a high quality factor (Q×f ) value (> 10000) and a high permittivity provides a means to cre-
ate small resonator structures such as coaxial structures that could be coupled to form comb-line
bandpass filters [1]. However, further miniaturization becomes more difficult for this filter. Planar
microwave components with using high permittivity ceramic substrate provide good miniaturiza-
tion ability [2–5]. Therefore, there has been much research conducted on planar filters and their
components.

On the other hand, the hairpin filters were folded from the open line wavelength microstrip
resonator to become U-shaped resonators make progress in circuit size reduction from the parallel-
coupled line structure. Since 1989, the miniaturized hairpin resonator was developed by several
researchers [7–9]. The interdigital coupled lines at the ends of this structure are used as a capac-
itor in order to reduce the resonator size. In addition, cross-coupled filter with these attractive
characteristics is that of quasi-elliptic function response filters with a pair of attenuation poles at
finite frequencies [10, 11]. The capability of placing attenuation poles near the cutoff frequencies
of the pass-band improves the selectivity using less resonators. A cross-coupled between a pair
of nonadjacent resonators was approached this type filter. The filter employing the cross coupled
generally results in a compact topology.

In this design, design of a diplexer with using microstrip four-pole cross-coupled elliptic func-
tion filter which using compact interdigital hairpin resonators was presented. In addition, the
T-junction was also used to fabricate the diplexer which connected two impact cross-coupled inter-
digital hairpin bandpass filters. The design approach enables one to use EM simulator to complete
the diplexer design with high permittivity ceramic substrate, to determine the physical dimensions
of the diplexers.

2. DESIGN MICROSTRIP HAIRPIN FILTER

Figure 1(a) shows the layout and equivalent electrical parameters of an interdigital hairpin res-
onator. Its fundamental condition is hence the same as that of a conventional miniaturized hairpin
resonator [12]. In the case of Zs >

√
ZioZie, the total electrical length of these resonators become

shorter than that of conventional. Further miniaturization can be achieved by increasing the cou-
pling between parallel coupled lines and hence decreasing the value of

√
ZioZie. In addition, the

resonance condition can be calculated from input admittance using ABCD matrices [13].
A four-pole elliptical bandpass filter response can be implemented using the cross coupling

between nonadjacent resonators. The cross-couplings give the input signal two paths from the input
port to the output. The magnitude and phase of the signal are changed differently though different
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Table 1: Dimensions of microstrip hairpin diplexer.

T U V W X Y
(Mg1/2Co1/2Al2O4 (mm)) 0.4 0.1 0.8 0.6 0.5 0.8
(Mg1/2Co1/2Al2O4 (mm)): 55mm×42mm

 

(a) (b)

Figure 1: Layout of (a) microsrip interdigital hairpin resonator and (b) microsrip hairpin filter.

paths. As mentioned above, the multi-path effect may cause attenuation poles at finite frequencies
if the couplings among the resonators are properly designed. Fig. 1(b) shows the four-pole elliptic
function bandpass filter with using miniaturized hairpin resonators. In the configuration, significant
couplings exist between any two non-diagonally neighboring miniaturized hairpin resonators. The
structure can be extended to form cross-coupled filters of higher orders.

Two kinds of cross-coupled bandpass filters with using compact hairpin resonators are designed
to have a fractional at a mid-band frequency fo = 900 MHz and 1.8 GHz. The filter was fabricated
on high-permittivity (Mg1/2Co1/2)Al2O3 (εr, = 8.7) ceramic substrate. A four-pole (n = 4) Elliptic
function low-pass prototype with a Ωa value of 1.85 is chosen. The relationships between the
bandpass design parameters can the low-pass elements are [14]





Qei = Qeo = C1
FBW

M1,2 = M3,4 = FBW√
C1C2

M1,4 = FBW ·J1
C1

M2,3 = FBW ·J2
C2

(1)

where FBW denotes the fractional bandwidth of the band-pass filter, C is the capacitance of the
lumped capacitor and J is the characteristic admittance of the inverter, and N is the degree of
the filter. The cross-coupled structure provides electric, magnetic and mixed coupling. Using
a parameter-extraction technique, we carry out EM-simulations to extract the external Q and
coupling coefficient M against the physical dimensions [15]. By using the design curves of the
coupling coefficient and the external Q, this filter can be realized.

3. DIPLEXER DESIGN

Figure 2 shows the layout and equivalent electrical parameters of a microstrip hairpin diplexer with
using two kinds of hairpin filters and T-junction.

Figure 3 shows the calculated filter response of the compact microstrip hairpin diplexer with
high-permittivity (Mg1/2Co1/2)Al2O3 (εr = 8.7) ceramic substrate. The 3-dB fractional bandwidth
of the microstrip hairpin diplexer’s frequency response was 7.6% (925 MHz) and 7.6% (1.81 GHz).
The bandwidth of each filter agrees quite well with the desirable values. It was found that the skirt
properties of the cross-coupled filter were sharper. The dimensions of the compact hairpin diplexer
with high-permittivity ceramic substrates are provided in Table I. In addition, for high-permittivity
(Mg1/2Co1/2)Al2O3 (εr = 8.7) ceramic substrate, the insertion losses of microstrip hairpin diplexer
are about 1.5 dB at the frequency of 925 MHz and 1 dB at the frequency of 1.81GHz. On the other
hand, the return losses of designed diplexer are 21 dB (925 MHz) and 13 dB (1.81 GHz). Finally,
the isolations of microstrip hairpin diplexer are 40 dB (9.25 MHz) and 40 dB (1.81 GHz).
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Figure 2: Layout of microsrip hairpin diplexer.

(a) (b)

Figure 3: Simulated frequency responses of (a) insertion loss and return loss at 900MHz and 1.8 GHz (b)
isolation at 900 MHz and 1.8GHz for high-permittivity (Mg1/2Co1/2)Al2O3 ceramic substrate.

(a) (b)

Figure 4: Measured frequency responses of (a) insertion loss and return loss at 900MHz and 1.8GHz (b)
isolation at 900 MHz and 1.8GHz for high-permittivity (Mg1/2Co1/2)Al2O3 ceramic substrate.

The measurements are performed with an HP8757D network analyzer. The measured perfor-
mance is shown in Fig. 4. Using high-permittivity (Mg1/2Co1/2)Al2O3 (εr = 8.7) ceramic substrate,
the insertion loss is about 4 dB, the return loss is about 17 dB and isolation is 45 dB at the center
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frequency of 910 MHz, and the 3-dB passband width is about 5.1%. On the other hand, using high-
permittivity (Mg1/2Co1/2)Al2O3 (εr = 8.7) ceramic substrate the midband insertion loss is about
2.6 dB, the return loss is about 12 dB and isolation is 50 dB at the center frequency of 1.83GHz,
and the 3-dB passband width is 6.8%. The comparison between the measured and simulated results
shows that the measured response is strongly influenced by the surface roughness of the ceramic
substrate, the conductor thickness, and electric contact.

4. CONCLUSIONS

Miniaturized microstrip hairpin diplexer on high-permittivity ceramic substrate has been imple-
mented. The simple and accurate design technique makes extensive use of EM simulation. The
validity of the proposed method was confirmed through the design, fabrication, and measure-
ment of the compact microstrip hairpin diplexer at 900 MHz and 1.8 GHz on high-permittivity
(Mg1/2Co1/2)Al2O3 (εr = 8.7) ceramic substrate. The insertion loss is about 4 dB, the return loss
is about 17 dB and isolation is 45 dB at the center frequency of 910 MHz, and the 3-dB passband
width is about 5.1%. On the other hand, using high-permittivity (Mg1/2Co1/2)Al2O3 (εr = 8.7)
ceramic substrate, the midband insertion loss is about 2.6 dB, the return loss is about 12 dB and
isolation is 50 dB at the center frequency of 1.83 GHz, and the 3-dB passband width is 6.8%. The
microstrip interdigital hairpin diplexer with high-permittivity ceramic substrate is an attractive
design for further development and applications in modern communication systems.
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A Broadband Balun Using Meander Line
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Abstract— In this study, a broadband branch-line balun with meander lines is presented.
It is implemented by using meander line structure to improve the size and performance of the
conventional branch-line balun. The parametric analysis of the proposed balun is carried out
using the available electromagnetic solver IE3D. Using the meander line structure, experimental
measurements show that the fabricated balun has an amplitude imbalance of 0.09 dB and a phase
imbalance of 0.24 o operation at 1.98GHz. Moreover, the proposed balun is found to occupy only
58% of the conventional branch-line balun’s area.

1. INTRODUCTION

Baluns are generally used to convert unbalanced input into two balanced outputs and have been
widely used in planar microwave integrated circuits, such as balanced antennas, balanced mixers,
etc. There are many types of balun [1–3] used in modern wireless communication systems. Among
them, the Marchand-type and branch-line-type baluns are very popular for this purpose. The con-
ventional Marchand balun is inherently composed of two quarter-wave length coupled transmission
lines, and has a narrow bandwidth [4]. Moreover, its performances depend on the even and odd
mode impedances. To develop broadband performance, even and odd mode impedances are equally
reduced to half by connecting two baluns in parallel, which have better performance at the expense
of increased overall structure size. Therefore, spiral-shaped coupled lines are used to reduce the
overall size. Although it is effective to miniaturize size, it increases manufacturing complexity.

The branch-line balun is another well-known design. The conventional branch-line balun is
composed of two quarter-wavelength branches and two half-wavelength branches. It has simple
structure and can provide low insertion loss. To reduce circuit size, the use of two open stubs in the
middle of the two half-wavelength branches has been presented in [5]. This study presents a balun
structure based on conventional branch-line balun by introducing meander branches to minimize
size. The proposed baluns not only have small size and wider impedance bandwidth advantages,
but also have a flat coupling between ports 2 and 3 within a certain frequency, when compared with
the conventional one. The designed balun has been successfully implemented and the experimental
results have been presented.

2. ANTENNA DESIGN AND EXPERIMENTAL RESULTS

Figure 1 is a conventional branch-line balun. It is composed of a pair of quarter-wavelength trans-
mission lines (Branches 1 and 3) and a pair of half-wavelength transmission lines (Branches 2 and
4). The balun is presumed to fix the voltage and current associated with the outward traveling
waves at the two output ports so that they are equal in magnitude and opposite in phase. The con-
ventional branch-line balun can be analyzed using the odd and even mode decomposition method
based on the circuit symmetry. The Sparameter can be expressed as

[S] =
−j√

2

[ 0 1 −1
1 0 0
−1 0 0

]
(1)

By assuming that the characteristic impedances are Z1 for Branch 1 and Z2 for Branch 2 to 4,
the impedances yield the following solution [6]:

Z1 =
Z2√

2Z2 − Z0

Z0 (2)

where Z0 is the system’s characteristic impedance. One of them can be chosen freely and then the
other one can be determined from (2). In this study, the branch-line impedances are selected as
Z1 = 0.86Ω and Z2 = 60 Ω, respectively.

To reduce the overall size of conventional branch-line balun, the meander branches are employed
to substitute for that of conventional balun. The geometry of the proposed balun is shown in
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unit: mm

Figure 1: Configuration of conventional branch-
line balun.

Figure 2: Configuration of the proposed branch-line
balun.

(a) (b)

Figure 3: Simulated performance of conventional and proposed balun: (a) Magnitudes of S21 and S31; (b)
the phase difference between two output ports.

Figure 2. The above-mentioned prototype designs are fabricated on FR4 substrate with a thickness
of 1.6 mm, dielectric constant of 4.4, and loss tangent of 0.002 at the center frequency of 1.8GHz.
The results are measured through SMA connectors attached at the end of the feedline.

Figure 3 presents the analysis results that are compared with those of conventional and proposed
branch-line balun of simulated data with insertion loss and phase difference between two output
ports (Ports 2 and 3). In addition, the simulated characteristics of the conventional and proposed
types are clearly shown in Table 1. Figure 3(a) shows that a wider insertion loss can be obtained
between two output ports within a center frequency range, compared with the conventional one.
The two insertion losses (S21, S31) at two balanced ports of conventional and proposed balun are
S21 = −3.08 and S31 = −3.05, and S21 = −3.09 and S31 = −3.06 at 1.8 GHz, respectively. Based
on ±0.5 dB magnitude difference at two balanced ports, the simulated bandwidth of the proposed
balun is 0.46 GHz from 1.59 to 2.05 GHz (or 25.5% at 1.8 GHz). Figure 3(b) shows that the phase
differences between Ports 2 and 3 (∠S21 − ∠S31) of conventional and proposed types are 179.7◦
and 180.2◦ at 1.8 GHz. With regard to a phase difference of ±10◦, a flat coupling from 1.11 to
2.63GHz is achieved while the result indicates that a bandwidth over 80% has been implemented
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(a) (b)

(c)

Figure 4: Simulated and measured results of proposed balun: (a) Magnitudes of input return loss (S11) and
output insertion loss (S21 and S31); (b) the phase difference between two output ports; (c) phase response
of input port.

Table 1: Area and performance comparison of conventional balun.

Balun type Area (mm2) Relative area
S21 − S31

(−3± 0.5 dB)
∠S21 − ∠S31

(180◦ ± 10◦ dB)
Conventional 25× 50 1 1.59–1.97 (GHz) 1.25–2.46 (GHz)

Proposed 22× 33 0.58 1.59–2.05 (GHz) 1.11–2.63 (GHz)

for the proposed balun (as shown in Table 1). In addition, the proposed balun has an area of 58%
relative to the conventional branch-line balun area.

The proposed balun was fabricated and measured. The simulated and measured results are
given in Figure 4. It was found that the measured center frequency shifted from 1.8 to 1.98 GHz.
This frequency shift may probably be owing to the variations in the PCB fabrication process.
Figure 4(a) shows the Sparameters of the proposed balun. The measured return loss (S11) is below
−50 dB at 1.98 GHz and the broad bandwidth is about 90.4% (1.11–2.9GHz) for S11 <−15 dB. The
measured insertion loss at the two output ports are S21 = −2.93 and S31 = −3.02 at 1.98 GHz,
respectively. Figure 4(b) plots the phase responses of the designed balun. The simulation and
measurement show good agreements. The measured phase difference between the two output ports
is 179.75◦. Meanwhile, the measured 180 ± 10◦ phase balance bandwidth of the proposed balun
is 1.43 GHz from 1.29 to 2.72 GHz. Figure 4(c) shows the phase of return loss for the proposed
balun. According to above-mentioned results, the proposed balun possesses two −3 dB outputs in
180◦ out of phase near the center frequency.
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3. CONCLUSIONS

This study presented a balun structure based on conventional branch-line balun by introducing
meander branches. The proposed balun was achieved in 58% of the conventional type’s area. The
measured return loss of the proposed balun was lower than −15 dB over the frequency of 1.29
to 2.72 GHz, showing a fractional bandwidth of ∼ 72%. The measured insertion loss at the two
output ports was S21 = −2.93 and S31 = −3.02 at 1.98 GHz. The measured 180±10◦ phase balance
bandwidth of the proposed balun was 1.43 GHz from 1.29 to 2.72GHz.
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A Novel Multilayer Dual-mode Substrate Integrated Circular Cavity
(SICC) Filter with Power Divider
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Abstract— A novel millimeter-wave multilayer dual-mode filter with power divider is developed
based on the substrate integrated waveguide circular cavity (SICC). The novel dual-mode SICC
filter/power divider with arc-shaped coupling slots has been designed for Ka-band application.
The multilayer dual mode filter/power divider has been firstly realized only by adjusting arc-
shaped coupling slots located in metal layers.
Simulated results show that excellent impedance matching at all three ports, amplitude and phase
balance at the two output ports, and out-of-band rejection are observed at the operating band.
Meanwhile, it is possible to control the return loss, bandwidth and rejection level by adjusting the
size of the coupling slots. This novel filter/power divider is very compact and has the advantages
of return loss, very low insertion loss, high selectivity.

1. INTRODUCTION

Recently, wireless communication systems are developing gradually towards millimeter wave band.
Compact devices with low profile and high performance are required in many millimeter wave
systems. Substrate integrated waveguide (SIW) dual mode filter has asymmetry characteristic.
Therefore, it can realize very sharp transition by using less number of cavities [1]. However,
by taking size, Q-factor and design flexibility into account, SIW filters with circular cavities are
reported in [2] and [3].

Power divider is one of the indispensable passive components in many microwave modules and
subsystems [4, 5]. As far as we known, the traditional power dividers could not provide distinctive
bandpass characteristic at the band edges. If power dividers with a bandpass filter (BPF) func-
tion [6, 7] are used for antenna array, it will be advantageous because we can mitigate or eliminate
BPF function located after/before the dividers. More recently, special attention has been paid to
multilayer cross-coupled substrate integrated waveguide (SIW) filters using low-temperature co-
fired ceramic (LTCC) technology [8]. Accordingly, multilayer filter with dual mode character is
very attractive candidate to satisfy the requirements in miniaturized circuit [9].

In this paper, a novel millimeter-wave multilayer dual-mode filter with power dividing function
is developed based on the substrate integrated waveguide circular cavity (SICC).

The dual mode character has been firstly realized by the coupling aperture located in in-
put/output port and between layers. The position and size of coupling aperture can determine
the coupling amount between two degenerate modes. This novel filter/power divider is constructed
by introducing multilayer coupling structure, which can not only divide/combine the power of mi-
crowave signals, but also reject unwanted frequency signals to better regulate the performance.
Additionally, the novel structure is very compact and easily achieved by normal multilayer PCB or
LTCC technologies.

2. FILTER ANALYSIS AND DESIGN

2.1. Dual Mode SICC Principle
It is well known that the resonant frequency (unloaded) of mode for circular cavity with solid wall
can be calculated by [10]:

fmnp =





c
2π
√

µrεr

√(
µ′mn

R

)2
+

( pπ
∆h

)2 TEmnp

c
2π
√

µrεr

√(µmn

R

)2 +
( pπ

∆h

)2 TMmnp

(1)

where µr and εr are relative permeability and permittivity of the filling material, µmn and µ′mn is
the nth roots of mth Bessel function of the first kind and its derivative, R is the radius of circular
cavity with solid wall, and c is the speed of light in free space. For m > 0, each m represents a
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pair of degenerate TM and TE modes (cosmϕ or sinmϕ variation). In circular cavity with dual
mode, TM110, the lowest higher order mode, has been selected as the working mode. Each different
directions represents a different modes (cosmϕ or sinmϕ variation).This degenerated mode can be
used to realize a dual-mode filter. µmn is 3.832 for the TM110 mode. So the corresponding resonant
frequency of TM110 is derived from formula (1).

f110 =
c

2π
√

µrεr
· 3.832

R
=

0.61c

R
√

µrεr
(2)

The radius of the SICC can be obtained according to the formula (2).

R =
0.61c

f110
√

µrεr
(3)

And then the solid wall is replaced by metallic vias under guidelines of [8] and [9]. Consequently,
using (3), the initial dimensions of the cavity are determined for a desired resonant frequency for
the TM110 mode and optimized with a full-wave electromagnetic simulator.
2.2. Multilayer Dual-mode SICC Filter with Power Divider
As shown in Figs. 1(a) and (b), there are three substrate layers. The second layer is used for input
port, and the first and third layers are used for output ports. Three dual mode cavity resonators
are coupled through two arc-shaped slots etched in metal layer 2. By adjusting the size WS , θ of the
arc-shaped slots, the coupling between the three resonators can be controlled. Dual mode character
can be easily achieved by changing the angle α between the coupling slot and input/output ports.
In addition, it is possible to control the bandwidth and the rejection level by adjusting the size of
the two arc-shaped slots.

This novel filter/power divider is constructed by introducing multilayer coupling structure, which
can not only divide/combine the power of microwave signals, but also reject unwanted frequency
signals to better regulate the performance.

(a) Top view (b) Anatomy view

Figure 1: Proposed multilayer dual-mode SICC filter with power divider.

(a) vertical mode (b) horizontal mode

Figure 2: The E-field distribution of the TM110 degenerated modes.
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Figure 2 shows electrical field distribution of TM110 mode in a SICC cavity. There can be two
orthogonal degeneration modes, which can be used to realize a dual-mode filter. The coupling
apertures and two arc-shaped slots are used to disturb two degenerate modes.

2.3. Design Considerations

Two poles and two transmission zeros can be found in the response of a dual-mode filter with single
circular cavity [1]. Two poles below the zero Z1 are denoted as P1 and P2, respectively, which can
be used to control the bandwidth of the passband. The first zero near the passband is denoted as
Z1, which is approximately equal to the eigenfrequency of the cavity TM110 mode. Being so close
to the passband, zero Z1 is very helpful to realize a steeper upper side response. The second pole
P2 is near the zero Z1. The space between the zero Z1 and pole P2 decides the rolloff slope in the
transition band. As shown in Fig. 1, the waveguide located in input/output port can be used to
suppress some undesirable response spur and improve the lower stop band characteristic. Form the
above discussion, the conclusion can be reached that only a few parameters must be concerned, such
as the angel α between coupling slots, the position and width of coupling slots dslot and WC , WS ,
θ, the radius of the circular cavity R. According to Fig. 2, for a given angle α, proper parameter
WC/R is limited in a relatively narrow interval. Beyond the limit, either the dual-mode character
disappears or the reflection loss worsens. Generally, smaller α and/or smaller WC/R corresponds
to narrower bandwidth and narrower space. In addition, the proper parameter WC and WS , dslot

assure more poles not to overlap and achieve better response character in passband.

(a) (b)

Figure 3: Varying of poles, zero and the distance between pole and zero with WS or θ · f0 = 27.3GHz,
δfpz = fz1 − fp2. (a) Varying of P1, Z1 and δfpz with respect to θ, Ws = 1.2 mm. (b) Varying of P1, Z1

and δfpz with respect to WS , θ = 37◦.

(a) (b)

Figure 4: Simulated results of the proposed multilayer dual-mode SICC filter with power divider. (a) Input
return loss, insertion loss, isolation. (b) Output return loss, group delay.
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Table 1: Parameters of the Filter with Power Divider.

Dvia (mm) 0.5 Wstrip (mm) 1.5
p (mm) 0.85 Wg (mm) 6.5

εr 2.2 Wc (mm) 3.3
Ws (mm) 1.2 h (mm) 0.508
α (deg) 110 R (mm) 4.55
θ (deg) 37

2.4. Coupling Aperture
The coupling aperture size determines the amount of coupling for each mode. Fig. 3 illustrate
the coupling for the TM110 mode when we vary the coupling aperture size WS and θ. As we can
see, the coupling increases when the aperture size is increased. It is then possible to control the
bandwidth and the rejection level. When the aperture size is changed, the position of P1, P2 and
Z1 is also modified in frequency because the amount of reactance introduced by the aperture has
been changed.

As shown in Fig. 3, the distance between the zero Z1 and pole P2 decreases evidently with the
width of coupling slots Ws or θ decreased. Meanwhile, small change in the frequency of zero Z1.
And the more rolloff slope and narrower bandwidth have been obtained in the transition band.

3. SIMULATION RESULTS

To verify the theoretical conclusions above, we designed multilayer dual-mode SICC filter with
power divider fabricated with standard PCB process. The proposed filters are designed with the
frequency range 22–34 GHz and a center frequency of 27.3 GHz.

After optimization with Ansoft HFSS, the geometry parameters of the proposed filter working
in the frequency range 22–34 GHz are listed in Table I. The substrate used for the dual-mode filter
is Rogers 5880 with relative permittivity of 2.2 and height of 0.508mm.

As shown in Fig. 4, the proposed filter/power divider has a center frequency of 27.3 GHz with a
bandwidth of 0.85GHz, and it has a finite transmission zeros at 29.5 GHz. The return loss is greater
than 12 dB from 26.8 to 27.6GHz, while the insertion loss is around 3 dB over the entire band. The
insertion loss (the 3 dB power division loss is not included) is less than 0.9 dB from 26.8GHz to
27.6GHz. In particular, the out-of-band rejection level is more than 30 dB at the lower stop bands
(from 22 to 26 GHz), and more than 45 dB at the upper stopbands (from 29.5 to 34 GHz). The
simulated group delays show good linearity within the pass band. The group delay is 0.3 ns at
27.3GHz within a variation of about 0.2 ns from 26.8GHz to 27.6 GHz. Obviously, steeper rolloff
slope and improved response in the transition band lead to better selectivity in the whole working
band.

4. CONCLUSION

A novel multilayer dual-mode SICC filter with power divider has been designed for Ka-band ap-
plication. Two transmission zeros can be created in this filter, which improve the selectivity of the
filter to some extent. Multilayer dual-mode SICC filter/power divider has been firstly realized only
by adjusting the coupling aperture located in input/output port and between layers. Meanwhile,
it is possible to control the bandwidth and the rejection level by adjusting the position and size
of the arc-shaped slots. In addition, the simulated results show that excellent impedance match-
ing at all three ports, amplitude balance at the two output ports, and good out-of-band rejection
are observed at the operating band. This novel filter/power divider is very compact and has the
advantages of return loss, very low insertion loss, high selectivity.
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Abstract— The main objective of this paper is to design and analyze a filter at 4GHz, with
bandwidth of 200 MHz to be used in a portable transceiver system. The filter should have short
length and suppression of first harmonic to obtain a wide stopband. The analysis is applied
using the novel method of line. Also, this analysis is developed by nonequidistant discretization
to reduce the discretization window. Based on this algorithm, bandpass filters using parallel
coupled stepped impedance resonators are designed and examined. Also, a bandpass filter using
the conventional parallel coupled line was designed and examined by this algorithm, to be our
reference for comparison. The bandpass filter using parallel coupled stepped impedance resonator
was fabricated using thin film technology and photolithographic technique, where good agreement
is found between the numerical and experimental results. The filter length is reduced by about
23% compared to the conventional one and the first harmonic was attenuated by about 22 dB.

1. INTRODUCTION

A novel algorithm based on the (GTL) equations and the method of lines was introduced into
the EM community in the 1995 to solve waveguide discontinuities in rectangular waveguides and
developed in the 1998 to solve planar microstrip circuit discontinuities in the case of isotropic and
anisotropic substrates (coplanar) line filter, microstrip line filters, conformal and planar anten-
nas [1, 2]. In this algorithm, the structure is divided into cascaded subsections with respect to the
propagation direction and the discretization lines are along the propagation direction of the wave.
The advantages of this algorithm are direct evaluation of the scattering parameters, possibility of
dealing with open and shielded structures, easy treatment of the excitation, display of all possible
modes, higher accuracy, easy treatment of anisotropic materials, and program generalization.

The disadvantages of the coupled line filters are the shift in center frequency arising from the
approximations in length calculations, and the increase in longitudinal size of the filter. To over-
come these problems, the use of non-uniform transmission line resonators as a filter element was
considered.

In this paper, we describe conventional parallel coupled line filters of order one and three and
a bandpass filter using parallel coupled stepped impedance resonators with order one and three.
Also, the analysis of these filters is applied using the new technique of the method of lines. The
bandpass filter using parallel coupled stepped impedance with order three is fabricated and tested,
where good agreements is found between the numerical results calculated by the MOL, ready-made
software package IE3D Zeland and experimental results.

2. THEORY

2.1. Method of Lines Basic Equations
When dealing with the method of lines, the fields in each region can be expressed as [3]:

↔
Hηo = jk−1

o

↔∇× ↔
Π,

↔
E = ε−1

r k−2
o

↔∇× ↔∇× ↔
Π (1)

where
↔
Π is the vector potential consisting of two components

↔
Π = φx

↔
ex + φy

↔
ey And εr = εr(x, y) (2)

The general solution of Equation (1) leads to a consistent system of coupled differential equations of
the strum-Liouville type for the potential components φx and φy. The coordinates are normalized
according to X̄ = koX, ȳ = koy, z̄ = koz leading to [3]:

∂2

∂z̄2
φx +

∂2
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∂
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∂φx
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∂ȳ

(
∂φx
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(
∂φx

∂ȳ

)
= 0 (4)
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Figure 1: Discretization scheme of the filter cross section.

2.2. Discretization
The area of each section is now subjected to a 2-D discretization under the consideration of the
interface and boundary conditions. Fig. 1 shows the planar cross section of the filter at any
region with the adequate discretization points. The field components are discretized on different
points noting that Ex is discretized together with Hy and Ey together with Hx. The scheme of
discretization is executed according to that of [1] resulting in a vector for each field type with a
number of elements equals the corresponding discretized lines. The 2-D difference operators and the
discretized dielectric constant are constructed by the Kronecker product from the one-dimensional
terms; this is described in details in [3, 4] and their symbols are denoted by a hat (ˆ).

The reduced and discretized wave Equations (4) and (5) become:

∂2

∂z̄2
Π̂− Q̂Π̂ = 0 Q̂ =

[
Q11 Q12

Q21 Q22

]
Π̂ =

[
φx

φy

]
(5)

With Q11, Q12, Q21, and Q22 are as defined in [3, 4].
This equation is valid for equidistant discretization scheme. However, nonequidistant discretiza-

tion is recommended to reduce the discretization window, and consequently the computation time.
In this case, the above equation can be used provided that some substitutions are made [4, 5].

2.3. Transformation
Equation (5) represents a system of coupled differential equations, to convert this system to an
uncoupled one, we make a transformation by a matrix T̂ , where

Π̂ = T̂ ˆ̄Π, T̂−1Q̂ T̂ = Γ̂2 (6)

Using (5), (6) we get
ˆ̄Π(z̄) = Ae−Γ̂z̄ + B eΓ̂z̄ (7)

A and B denote the amplitudes of the forward and backward going waves and Γ̂ is a diagonal matrix,
containing the normalized propagation constants along the z direction, including the evanescent
and propagating modes. Noting that z̄ represent a shift of the z co-ordinates as in [1].

2.4. Field Matching
Matching the tangential field components at the interface of each longitudinal section establishes
a relation between the amplitudes A and B in all sections. The resulting scattering matrix for one
waveguide discontinuity can be carried out as in [6]. For structures with several discontinuities,
Equation (7) is used to describe the transformed potential in the inner sections, and the following
formulation for the fields in the matching plane.

En
t = Pn

e

[
Ãn ± B̃n tanh

(
Γ̂n±dn

2

)]
And Hn

t = Pn
h

[
B̃n ± Ãn tanh

(
Γ̂n±dn

2

)]
(8)

With

Ãn = An cosh
(

Γ̂n dn

2

)
, B̃n = Bn cosh

(
Γ̂n dn

2

)
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And

Et =
[
Ex

Ey

]
= Pe

ˆ̄Π, Ht =
[

jHy

−jHx

]
= Ph

ˆ̄Π (9)

The different signs in (8) are valued for matching at the right and left sides of the section. The
matrices IN♦ are identity matrices [7] of the size of the corresponding reduced line system as shown
in Fig. 1.

Different number of lines in neighboring sections caused by different distribution of the metal-
lization require partitioning of the matrices into two submatrices.

The matching procedure of the field components at the interface of any two sections now yields:

En−1
t = En

t , Hn−1
t = Hn

t (10)

The tangential electric field related to P c
e at the interfaces should be zero. Solving Equation (10),

the transmission factor, A9 and the reflection factor B1 are expressed in terms of the incident factor
A1.

3. NUMERICL RESULTS

In the uniform coupled microstrip filter, we adjusted its length for a resonance frequency of 4 GHz,
the length of coupled lines are adjusted to 7mm (λ/4) for εr (dielectric constant) = 10.2 and
h (dielectric height) = 0.635mm, also the microstrip width and the separation between lines are
0.6mm and 0.2 mm, respectively to verify 200MHz bandwidth. A conventional parallel coupled
resonator filter with order one is designed and simulated. The resonance frequency occurs at 4GHz
with S11 = −27 dB, and S21 = −0.53 dB, also the first harmonic occurs around 8GHz.

To overcome the first harmonic of the uniform coupled line filter, and also to decrease the size
of filter, a stepped impedance resonator (SIR) is used as a nonuniform transmission line resonator.
The SIR is symmetrical and has two different characteristic impedance lines Z1, Z2, of admittance
Y1 and Y2. The impedance ratio K is defined as [9]: K = Z2

Z1

The fundamental resonance condition for the structure can be expressed as [10]:

K = tan θ1 · tan θ2 (11)

The resonator length
θT = 2(θ1 + θ2) (12)

where θ1 and θ2 are electrical length of each section. The resonator length has minimum value
when 0<K<1 and maximum value when K>1. For practical applications we choose θ1 = θ2 = θ0,
so that the fundamental resonance frequency is given by:

θ0 = tan−1
√

K (13)

The use of a bandpass filter using parallel coupled stepped impedance resonators is considered as
shown in Fig. 2. Fig. 3 shows the relation between the scattering parameters (S11, S21) against

Figure 2: BPF using parallel coupled stepped
impedances resonators with N = 1.

d
Bd
B

Frequency (GHz)

Figure 3: Simulated results (S-parameters magni-
tude vs. frequency) with Z1 = 100 Ω, Z2 = 50Ω,
Θ2 = 43.7◦, Θ1 = 47◦.
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Figure 4: BPF using parallel coupled stepped
impedances resonators With N = 3.
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Frequency (GHz)

Figure 5: Simulated results (S-parameters magni-
tude vs. frequency) with Z1 = 76.3 Ω, Z2 = 43Ω,
Θ2 = 63◦, Θ1 = 24◦.

0

Frequency, f (GHz)N
o
rm

al
iz

ed
 p

ro
p
ag

at
io

n
 c

o
n
st

an
t,

 β
/β

  

Figure 6: β/β0 versus f with L =
7mm for first order coupled line
filter.
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Figure 7: β/β0 versus f with
L1 = 4 mm, L2 = 4 mm, for
first order BPF using stepped
impedance resonator.
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Figure 8: β/β0 versus f with
L1 = 5mm, L2 = 2 mm, s1 =
0.2mm s2 = 1mm w1 = 0.6mm,
w = 0.8mm, or third order
BPF using stepped impedance
resonator.

frequency for bandpass filter using parallel coupled stepped impedance resonators. It is clear that
the resonance frequency at 4GHz with S11 = −18 dB, and S21 = −0.53 dB, also it is clear that the
first harmonic is reduced by −22 dB and 23% size reduction is achieved. Fig. 4 shows a parallel
coupled stepped impedance filter for N = 3, while Fig. 5 shows the simulated S11 and S21.

3.1. Propagation Constant
In Figs. 6, 7, and 8, normalized propagation constants of the fundamental mode calculated for
different values of input frequencies for each section of the conventional coupled line bandpass
filter, and bandpass filter using parallel coupled stepped impedance resonators (N = 1, N = 3). It
is clear that as the frequency increases, the normalized propagation constant increases. In Fig. 6
there are two propagating waves in layers II and III due to the existence of two coupled strip lines
while there is only one propagating mode in layer I. In Fig. 7 there are two propagating waves in
layers II and IV due to the existence of two coupled strip lines while there is only one propagating
mode in layer I and III. In Fig. 8 there are two propagating waves in layers II, IV, VI, and VIII
while there is only one propagating mode in layer I, III, V, and VII, for the same reason stated
above.

3.2. Filter Performance
In conventional parallel coupled line BPF and BPF using parallel coupled stepped impedance
resonators (N = 1), the variation of the scattering parameters (S21 &S11) against frequency are
shown in Fig. 9 and Fig. 10. These results were compared to those obtained by IE3D Zeland and
very good agreement of both results was obtained. A BPF with parallel coupled stepped impedance
resonators (N = 3) was fabricated as shown in Fig. 12, and its performance was measured using
HP8719ES vector network analyzer. S21 and S11 against frequency are plotted together with the
results of IE3D and MOL in Fig. 11. It should be noted from the figure that the experimental
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Figure 9: Numerical results using MOL and IE3D
Zeland for conventional parallel coupled line BPF
(N = 1).
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Figure 11: Numerical results using MOL, IE3D zeland, and measurement of S11, S21 versus frequency for
BPF using parallel coupled stepped impedance resonator (N = 3).

Figure 12: Fabricated BPF using parallel coupled stepped impedance resonator (N = 3).

measurements and the numerical results obtained by the MOL are in good agreement. The small
difference between the numerical and experimental results can be attributed due to losses from the
connecting cables and from the critical dimensions. Also, the soldering of SMA connectors has
undectable effect. It is clear that the resonance frequency of the fabricated BPF filter is 3.85 GHz
and scattering parameters S11 = −34 dB and S21 = −2.9 dB.

4. CONCLUSION

In this article, the analysis and design of BPF using parallel coupled stepped impedance resonators
with N = 1&3, and BPF using the conventional parallel coupled lines were performed using the
novel method of lines. Method of lines is developed by the (GTL) equations to find a wide range of
longitudinal applications. A ready-made electromagnetic simulator was used to verify the numerical
results. The filter is designed and its dimensions are optimized for small size and for first harmonic
suppression then it is fabricated and measured. Good agreement is found between the numerical
and experimental results.
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Abstract— A high Q CMOS tunable notch filter incorporating a semi-passive inductor is
presented in this paper. The semi-passive inductor uses a tapped-inductor feedback to achieve
a negative resistance, and then compensate the resistive losses of the inductor. Compared with
conventional transformer feedback architectures, the proposed technique not only compensates
resistive losses with low-power consumption but also provides a high-inductance inductor. The
simulated peak Q of the semi-passive inductor based on a standard 0.18 µm CMOS process is
about 150 at 9.7 GHz, and the Q factor at 7GHz is above 50 which is further applied to a
notch filter design. The notch filter can be operated from 6.84GHz to 7.86GHz with 1.02GHz
tuning range, and the Q factors of the filter with less than 1.2 mW power consumption are above
240 demonstrating a good notching performance. The feasibility of the proposed semi-passive
inductor is believed that it is well suited for further practical RF designs such as bandpass filters
or VCOs.

1. INTRODUCTION

Advance in digital and analog circuits makes CMOS technology draws much attention at radio
frequencies (RF). The advantages of CMOS RFICs provide not only lower cost, but also a single-
chip solution for wireless communication systems. However, poor Q-factor of CMOS inductors
limits the applications of RFICs such as filters and VCOs [1, 2]. Recently, many active inductors
take advantage of CMOS transistors to realize superior Q factors [3, 4]. The main attributes of
the inductors include their small size and high Q factors compared with passive inductors, and
can be a tunable design. However, the active inductor is a purely transistor-based technique
which consumes high-power consumption. In addition to purely passive and active inductors,
many semi-passive inductors consisting of MOS transistors and passive inductors or transformers
are presented [5, 6]. The transformer feedback reported in [5, 6] use the magnetic coupling between
primary and secondary inductors of the transformer and transistors to compensate the resistive
losses of the primary inductor.

In this paper, we present a tunable notch filter which is difficult to be fully integrated into
CMOS transceivers. The notch filter using a tapped-inductor feedback technique to achieve a high-
Q inductor [7] makes the filter achieve a good frequency rejection, and then can be used as an image
rejection filter in a superheterodyne transceiver [8]. The design will be detailed in the following
sections. In Section 2, the circuit design of the proposed circuits is discussed. The simulated results
are also reported in Section 3. Finally, Section 4 concludes this work.

2. CIRCUIT DESIGN

Figure 1 illustrates schematic of the proposed semi-passive inductor using a tapped-inductor feed-
back technique. VG and VD are the bias for the gate and drain terminals of M1, respectively. R is a
high-resistive resistor providing RF signal blocking, and eliminating the need for an RF choke. C1

not only provides a gate bias point but also results a 90◦ phase difference between i1 and i2. The
tapped-inductor is tapped to the source of M1 and to L2 resulting in a current flow i1 + i2 into L2.
The current flow and the mutual inductance will increase the equivalent inductance of the circuit
drastically. Moreover, the 90◦ phase difference between i1 and i2, and mutual inductance M result
in a negative resistance from the feedback loop. Based on the small-signal, the input impedance
Zin of the proposed semi-passive inductor can be expressed as

Zin =
(

R1 + R2 − Mgm

C3
− L2gm

C3

)
+ jω

(
L1 + L2 + 2M +

gmR2

ωC3

)
(1)

The real part of Zin consists of resistive losses of L1 and L2, and negative resistance related to M ,
L2, gm and C3. Conceptually, the overall resistive losses of Zin can be compensated by the proper
mutual inductance of M and inductance of L2, a high-Q inductor can be achieved equivalently.
Typically, L2 is larger than M with limited coupling coefficient. Therefore, the negative resistance
term generated by L2 is larger than the term generated by M with the same gm and C3. In other
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Figure 1: The proposed semi-passive inductor using
a tappedinductor feedback technique.

Figure 2: Schematic of the high-Q notch filter using
the proposed semi-passive inductor.

words, the proposed technique is believed that the semi-passive inductor is a low-power design
compared with conventional transformer feedback architectures.

The semi-passive inductor is a one-port element, or a grounded inductor. The grounded inductor
is suitable for a notch filter design. Fig. 2 shows the high-Q CMOS tunable notch filter. The notch
filter consists of the grounded inductor L, a pair of varactors, and a capacitor. The L is designed
by the semi-passive inductor to achieve a good notch response, and the varactors are added to
the resonator to control the notch frequencies Moreover, the addition of the varactors provides
higher rejection response that the pure LC series network. The input impedance (Z) and the notch
frequency (fn) of the notch filter can be expressed as (2) and (3), respectively. Therefore, the notch
frequency can be tuned by the capacitance of the varactors (Cv).

Z = j

[
ω2L (C + Cv/2)− 1
ωC (1− ω2LCv/2)

]
(2)

fn =
1

2π
√

L(C + Cv/2)
(3)

3. SIMULATION RESULTS

The design is based on 0.18µm TSMC CMOS process which provides single poly layer and six
metal (1P6M) layers (from M1 to M6 layers.) for interconnection Capacitors are all designed from
M1 to M5, and the tapped-inductor is designed on the top metal layer (M6) for reducing resistive
losses. The R, C1, VD, and aspect ratio of M1 in Fig. 1 are 10 kΩ, 2 pF, 0.8 V, and (32µm/0.18µm),
respectively. And VG is a bias control for achieving different power consumption. Moreover, the C,
L, and tuning range Cv of the notch filter are 0.21 pF, 2.1 nH, and (0.047 pF–0.125 pF), respectively.
Therefore a tunable notch filter around 7GHz is achieved.

The negative resistance of the inductor could affect the stability of the circuit. Fig. 3 shows
the one-port simulation of the semi-passive inductor under different bias condition. The blue line
represents the semi-passive inductor consuming 2 mW power locates outside the unit circle of the
Smith Chart as shown in Fig. 3. The red line represents the semi-passive inductor consumes 1.2 mW
which is operated stably within the unit circle of the Smith Chart to achieve a high-Q factor The
corresponding inductance and Q factor of the red line can be extracted as shown in Fig. 4. The
inductance is about 2.2 nH around 7GHz, and the self-resonant frequency is 11.7 GHz. The peak
Q of the semi-passive inductor is about 150 at 9.7 GHz, and the Q factors at 7 GHz are above 50
which are applicable to a good notch filter design.

Figure 5 shows the simulated frequency response of the notch filter. The notch frequency is at
7.1GHz with 25.5 dB rejection. As shown in Fig. 5, a quality factor (Qn) of notch filters can be
calculated from the following equation.

AdB = 20 log
(

Qn ·∆f3dB

fn
+ 1

)
(4)

where AdB, f3dB, and fn represent rejection, 3 dB bandwidth, and notch frequency of the filter,
respectively. Fig. 6 demonstrates the rejection of the filter under different varactor bias and power
consumption, and the corresponding Qn of each notch frequency are also shown. The Qn are
all more than 240 representing the feasibility of the filter using the proposed high-Q semi-passive
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inductor. Moreover, the tuning range of the filter is about 1.02 GHz (from 6.84 GHz to 7.86 GHz).
The corresponding current flow at 7.6 GHz, 7.1 GHz, and 6.84 GHz are 1.2 mA, 1.4mA, and 1.5mA,
respectively. The filter operates at low frequencies consuming more power to maintain high Qn

factors since there are more resistive losses of the inductor at low frequencies. The NF of the
filter under different bias conditions is shown in Fig. 7. The NF of each notch frequency is above
35 dB representing a good notching performance. In summary, the high-Q and tunable notch filter
incorporating the semi-passive inductor require low-power consumption which is less than 1.2 mW
(0.8 V × 1.5mA).

Figure 3: S11 of the semi-passive inductor under
different bias condition.

Figure 4: Q factor and inductance of the semi-
passive inductor at stable region.
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4. CONCLUSION

A frequency-tunable notch filter incorporating a Q-enhanced inductor and a pair of varactors is
described in this paper. The semi-passive inductor mainly consists of a NMOS, a capacitor, and
a tapped inductor. The tapped-inductor feedback technique not only compensates resistive losses
with low-power consumption but also provides a high inductance. The technique is successfully
applied to the notch filter design based on a typical 0.18µm CMOS process. The notch filter
demonstrates a good rejection and NF response with low-power consumption. Finally, it is believed
that the semi-passive inductor is suitable for further practical applications.
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Abstract— It is extremely difficult to obtain high output power with silicon based processes,
which presents one of the greatest challenges for realizing fully integrated transceivers, especially
at millimeter-wave frequencies. For this reason, various power combining methods have been
proposed to achieve higher power levels.
In this paper, a novel power combining method suitable for millimeter-wave applications is pre-
sented. The power combining network is synthesized in package utilizing wafer level packaging
technology, with an array of power sources of moderate output power capability assumed to
be distributed on chip, which means applying further combining in addition to existing on-chip
power combining scheme for potentially even higher output power is possible.
The power combining network is composed of more basic power combining units, each consisting
of one substrate integrated waveguide (SIW) resonator coupling four λ/4 standing-wave res-
onators, which can be synthesized using two quarter-wavelength vertical vias with one end open
and the other end shorted. For power combining purpose, the open end of each λ/4 resonator
is connected to the differential output of one on-chip power source, while the shorted end is
realized using one of the two metal plates of the SIW resonator. The coupling between the SIW
resonator and λ/4 resonators is through slotting on the metal plate to allow magnetic leakage so
that oscillation in λ/4 resonators will excite the SIW resonator to oscillate. As the quality factor
of the SIW resonator is much larger than those of λ/4 resonators, energy is mainly confined in
the cavity of the SIW resonator so that power combing is achieved.
Example design for 60GHz application is detailed in the paper with simulation results using
commercial CST software showing the effectiveness of the power combining method.

1. INTRODUCTION

Obtaining high output power with silicon based processes has remained difficult for circuit de-
signer, especially at millimeter-wave frequencies. With the aggressive scaling of today’s nm-scale
transistors, achieving sufficient output power has become even more difficult for a power amplifier
considering the lower supply voltage, which presents one of the greatest challenges for realizing
fully integrated transceivers. To accommodate for the output power requirements of those newest
wireless standards, one possibility is to employ various power combining schemes.

In [1], distributed active transformer was invented for power combining and impedance trans-
formation for lower gigahertz applications. Later, a transmission-line transformer based version
was proposed to facilitate millimeter-wave applications [2]. In [3], the concept of electrical funnel
was used for SiGe BiCMOS 85 GHz power amplifier design. Besides, researchers at UCB have also
tried to utilize the classic Wilkinson combiner for designing 60GHz power amplifier [4]. All these
power combining schemes belongs to on-chip power combining.

In this paper, a novel power combining method suitable for millimeter-wave applications is pre-
sented. The key feature which distinguishes it from the aforementioned power combining schemes
is that power combining is performed in package instead, i.e., the whole power combining structure
resides in chip package and can be synthesized utilizing wafer level packaging technology. Compar-
ing to on-chip power combining, in-package power combining scheme has the additional advantages
of easier manufacturing, lower loss, and relaxed heat dissipation requirement. Moreover, in-package
power combining can be applied in addition to existing on-chip power combining, which provides
the possibility to enhance the effective output power even higher.

The system architecture and principle of in-package power combining is depicted in Section 2.
Simulation results of example design for 60 GHz applications are presented in Section 3. Finally,
some conclusion remarks are provided in Section 4.

2. PRINCIPLES AND CIRCUIT DESIGN

2.1. Architecture and Power Combining Principle
Figure 1 illustrates the system architecture of the in-package power combining scheme. It is as-
sumed that multiple power sources with moderate output power capability are distributed on chip.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 521

Each power source has differential output which is routed to a pair of pads for connecting to a
quarter-wavelength (λ/4) standing-wave resonator in the package. Further, the λ/4 standing-wave
resonators are magnetically coupled to one substrate integrated waveguide (SIW) resonator for
power combining. The structure of one SIW resonator coupling multiple λ/4 standing-wave res-
onators constitutes the basic power combining unit. In Figure 1, the SIW resonator is shown to be
coupling with four λ/4 standing-wave resonators.

The most compact λ/4 standing-wave resonator configuration is a differential transmission line
of quarter-wavelength with one end open and the other end shorted. The on-chip power sources
output is connected to the open end of each λ/4 standing-wave resonator, while the shorted end is
actually one of the two metal plates of the SIW resonator. The coupling between the SIW resonator
and the λ/4 standing-wave resonators is achieved through slotting on the metal plate which allows
for magnetic field leakage.

The power combining principle can be explained as follows. Energy from the on-chip power
sources is injected to the λ/4 standing-wave resonators and excites the resonators to oscillate. At
the short end, the magnetic field is at its maximum and the electric filed minimum. Due to the
coupling slots on the metal plate, magnetic field is leaked into the SIW resonator, exciting the SIW
resonator to oscillate too. As will be shown later, the quality factor of the SIW resonator is much
larger than those of the λ/4 resonators, so that almost all the energy is focused in the cavity of
the SIW resonator. In other words, power combing is achieved. Since the field distribution pattern
inside the SIW resonator is the same as that of a conventional TE101-mode waveguide resonator,
the basic power combining unit is also called “TE101-λ/4 power combining unit”.

One of the most notable features of the so-called TE101-λ/4 power combining unit is that larger
power combining network can be composed with ease by coupling the basic units together. As
shown in Figure 2, two TE101-λ/4 power combining units are coupled to enable the combining of
power from seven on-chip power sources. However, due to the specific structure of the TE101-λ/4
power combining unit, all the power sources are required to distribute on chip in an array, so care
must be taken when designing the power sources.

In Figure 1, output waveguide is employed for outputting the combined power. Practically, elec-
tric probe can be used to output the power directly and excite an antenna. The latter configuration
is especially suitable when more than one power combining units are involved and the excitation
of an antenna array is needed.

2.2. Structure and Circuit Synthesize

The detailed structure of the proposed power combining network comprising two TE101-λ/4 power
combining units is illustrated in Figure 2. The whole network resides in chip package and wafer
level packaging technology is utilized for circuit synthesis and manufacture.

The quarter-wavelength of differential transmission line comprising the λ/4 standing-wave res-
onator is actually a pair of vertical metalized vias. As described earlier, at the open end there is

Figure 1: In-package power combining scheme.
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Figure 2: Power combining network comprising two TE101-λ/4 power combining units.

Table 1: Design parameters for TE101-λ/4 power combining unit.

design parameters value

half-wavelength
SIW resonator

cavity width 1768 µm
cavity length (λg/2) 1768 µm

cavity height 500 µm

λ/4 standing-wave
resonator

via diameter 20 µm
via spacing 80 µm
via length 533 µm

coupling slot
width 30 µm
length 90 µm

packaging material
dielectric permittivity 4
dielectric loss tangent 7.49× 10−5@60GHz

metal copper

a pair of pads, to which the output of an on-chip power source is connected. Experimental results
show that the quality factor of such λ/4 standing-wave resonator can be almost ten times higher
than the on-chip microstrip-based counterpart at 60 GHz. This can be explained largely by the
lower loss of packaging material comparing to the chip substrate and the vertical placement of the
resonator which eliminates the coupling from the lossy substrate further.

The SIW resonator is composed of the two (upper/lower) metal plates, and array of vertical
metalized vias serving as the sidewalls. In Figure 2, the two half-wavelength SIW resonators with
each belongs to one power combining unit can also be viewed as one one-wavelength resonator as a
whole. The two additional vias placed at the boundary of the two half-wavelength SIW resonators
ensure that each resonator excites TE101 mode, or, only TE102 mode exists in the one-wavelength
SIW resonator. Results also show that the quality factor of the SIW resonator is more than 1000,
which is one order of magnitude higher than that of the λ/4 standing-wave resonator. So the
operating frequency is determined mainly by the size of the SIW resonators, and almost all the
energy is confined inside the resonators cavity.

2.3. Example Circuit Design

Example circuit has been designed for verification of the power combining network for 60GHz
applications. Firstly extensive simulations are performed for SIW resonator and λ/4 standing-wave
resonator using commercial CST software to determine the optimal parameters values respectively.
Based on the results obtained, the whole TE101-λ/4 power combining unit is designed. The key
design parameters are listed in Table 1.
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Figure 3: Simulated S-parameters results.

3. RESULTS

With the parameters values listed in Table 1, the whole structure operates at 62.5GHz and the
quality factor of the SIW resonator alone is simulated to be 1270. When loaded by four λ/4
standing-wave resonators, the quality factor becomes 642. Field distribution pattern inside the
SIW resonator cavity also proves that only TE101-mode is excited. S-parameters results are shown
in Figure 3 where port 1 refers the output waveguide and ports 2–5 denote the four open ends of
the λ/4 standing-wave resonators. It can be seen that the reflection coefficients at all ports are
below −18 dB, and the transfer coefficients from port 1 to all the other ports are close to the ideal
theoretical value of −6 dB, which is in agreement with the design anticipation.

4. CONCLUSION

In this paper, a novel in-package power combining scheme suitable for millimeter-wave applications
is presented. Example circuit is designed with simulation results using commercial CST software
showing the viability of the proposed method. With the advance of technologies such as wafer
level packaging, since in-package power combining provides additional advantages such as easier
manufacture, lower loss, and relaxed heat dissipation requirement, further study is deserved.
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Abstract— One of the key challenges to realize a fully integrated transceiver using silicon
based processes is the limited output power achievable, especially at millimeter-wave frequencies.
Higher output power can be obtained by using various power combining schemes, which typically
sum the output power of N identical amplifying stages coherently. Thus to ensure efficient power
combining, the input signal must be distributed to all the amplifying stages on the chip with equi-
phase and equi-magnitude. While Wilkinson power splitter has been employed for this purpose
in the literatures, it becomes bulky and inefficient when N is large, which severely limits the
number of outputs that can be combined.
In this paper, a network of coupled λ/2 standing-wave oscillators is employed to distribute the
input signal. Proposed formerly for global clock distribution, theoretically, differential signals of
equi-frequency, equi-phase, and equi-magnitude can be obtained by taping onto specific points in
the network. It should be noted, however, that the network is especially suited for input signal
distribution purpose here, since the specific power combining scheme assumes that a grid of N
amplifying stages resides on the chip, which matches to the tap points in a perfect way.
A 30 GHz prototype network comprised of four coupled λ/2 standing-wave oscillators using TSMC
0.18 µm CMOS process has been design. Post-layout simulation results are presented showing
that no distinguishable difference in frequency, phase, and amplitude is observed for the multiple
output differential signals. The chip has a total area (including pads) of 800× 990 µm2 and has
been submitted for fabrication.

1. INTRODUCTION

With the recent aggressive scaling of technology, there have been tremendous efforts devoted for
the development of radio frequency and even millimeter-wave circuits with silicon-based processes.
One of the main challenges for realizing a fully integrated transceiver is the limited output power
achievable. To obtain higher output power, miscellaneous power combining schemes have been
proposed, which include those based on N : 1 transformer [1], utilizing electrical funnel [2], or
the classic Wilkinson combiner [3]. However, almost all these schemes employ coherent power
combining, which requires that the input power sources are in-phase with each other for combining
efficiency. In [4], a 2-to-1 Wilkinson power splitter is used at the input and a combiner at the
output for designing a 60GHz power amplifier with 90nm CMOS process. While presenting much
more difficulty in circuit design and layout, the in-phase requirement also highly limits the total
number of power sources to be combined.

In [5], a novel in-package power combining scheme suitable for millimeter-wave applications
has been proposed, which assumes all the power sources distributed on chip in a grid form. For
this purpose, a network of coupled λ/2 standing-wave oscillators (SWOs) has been designed for
input signal distribution. By taping onto specific points in the network, differential signals of equi-
frequency, equi-phase, and equi-magnitude can be obtained for further amplification. Moreover,
the tap points match the expected power sources locations in a perfect way, which relaxes the
routing requirement for the power amplifier units to a large extent. The operation and design of a
network of coupled 30 GHz λ/2 standing-wave oscillators using TSMC 0.18µm CMOS technology
is described in Section 2. Simulation results are presented in Section 3. Finally, some conclusion
remarks are drawn in Section 4.

2. NETWORK OF COUPLED λ/2 STANDING-WAVE OSCILLATORS DESIGN

2.1. λ/2 Standing-wave Oscillator
In Figure 1, a simplified illustration of λ/2 standing-wave oscillator is depicted. As shown in
Figure 1(a), a signal source in the middle of the λ/2 resonator generates two incident waves prop-
agating toward both ends of the transmission line. With ideal electrical shorts at both ends, the
incident waves are completely reflected with an inverted phase, forming a standing wave which has
maximum voltage amplitude in the middle and a minimum voltage swing at the shorted ends. The
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standing wave has the same phase regardless of position but amplitude that varies sinusoidally.
However, wire losses cause amplitude mismatch between the incident and reflected waves, resulting
in a residual traveling wave.

Distributed cross-coupled pair (CCP) can compensate for signal attenuation due to wire loss.
The CCPs can be analyzed as distributed transconductance if they are spaced sufficiently close
(about λ/10). Figure 1(b) shows the typical circuit topology of a λ/2 standing-wave oscillator,
where a half-wavelength differential transmission line with both ends shorted together is utilized
as the resonator to sustain the standing wave. For circuit implementation, the transmission line is
realized by microstrip lines, with CCPs distributed along the lines to compensate for losses. The
oscillation frequency is decided as

f =
1
T

=
1

λ/vp
=

vp

2l
=

1
2l

√
LTRAN(CTRAN + CCCP ))

(1)

where vp is the phase velocity of the traveling waves, λ the equivalent wavelength, l the physical
length of the half-wavelength transmission line, LTRAN and CTRAN the equivalent inductance and
parasitic capacitance of the microstrip lines respectively, and CCCP the CCP’s equivalent parasitic
capacitance per unit length.

The equivalent lumped model for a transmission line with distributed transconductance is shown
in Figure 2(a), where GCCP is the effective transconductance per unit length. The loss is given by

α = Re(γ) = Re
√

(R + jωLTRAN)(−Gd + jω(CTRAN + CCCP )) ≈ R

2Z0
− GdZ0

2
(2)

where Z0 = (LTRAN/(CTRAN + CCCP ))0.5 and γ is the transmission-line’s propagation constant.
Although it is not practical to maintain a precise transconductance over the entire chip, it is
possible to design CCPs that will reliably overcome the wire losses ensuring α < 0. Since the
inherent amplitude saturation of the CCPs will cause them to self-limit, they compensate for wire
losses exactly in practical. Shown in Figure 2(b) is the circuit implementation of the CCP, where
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Figure 1: λ/2 standing-wave oscillator.
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Figure 2: (a) Transmission line model with transconductance. (b) CCP circuit implementation.
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the NMOS cross-coupled pair provides enough gain to compensate for wire losses and the PMOS
diode-connected loads set the common-mode voltage.

2.2. Coupling λ/2 Standing-wave Oscillators

The concept of coupling multiple λ/2 standing-wave oscillators to form a network was formerly
proposed in [6] for global clock distribution. As shown in Figure 3(a), four λ/2 standing-wave
oscillators are connected together, with each single oscillator bended at three positions for easy
coupling. By taping onto the marked tap points in the network, four differential signals of equi-
frequency, equi-phase, and equi-magnitude can be obtained. If rotated 90 degrees, the locations
of the tap points match the expected power sources locations for the power combining scheme
proposed in [5] in a perfect way.

A network of four coupled 30 GHz λ/2 standing-wave oscillators using TSMC one-poly six-metal
(1P6M) 0.18µm CMOS technology is designed for prototyping. The half-wavelength transmission
lines are realized using microstrip line structure, and for each single λ/2 standing-wave oscillators,
five equally sized and equally spaced cross-coupled pairs are distributed. The choosing of the
coupling points is a tradeoff between the size of the grid and the coupling strength. For the
transmission lines, the two signal wires run on the top metal layer (metal 6) because it has the
lowest resistance, and metal 1 is used as the ground layer because of less attenuation. The width
and spacing for the differential microstrip lines are 4µm and 25µm, respectively.

CCP

A Single SWO

Coupling

connections

Tap points

(a) (b)

Figure 3: Circuit schematic and layout of the network of four coupled SWOs.

Figure 4: Output waveforms.
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3. RESULTS

In Figure 3(b) is the layout for the network of four coupled λ/2 standing-wave oscillators with
a chip area of 800 × 990µm2 including pads. Post-layout simulation shows that operated at a
supply voltage of 1.8 V, the total current consumption is 91mA. The waveform from two diagonal
tap locations is outputted using output buffers. As can be seen from Figure 4, the buffers deliver
differential signals with equi-phase and equi-magnitude and the operating frequency is found to be
30.35GHz.

4. CONCLUSIONS

Coherent power combining schemes require that all the input power sources be in-phase with
each other, which present great difficulties for circuit design and layout. In this paper, the net-
work of coupled λ/2 standing-wave oscillators is applied for equi-frequency, equi-phase, and equi-
magnitude differential signal distribution. A 30GHz prototype network comprised of four coupled
λ/2 standing-wave oscillators using TSMC 0.18µm CMOS process is designed with post-layout
simulation results showing the viability of the proposed method. The circuit has been submitted
for chip tape-out.
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Abstract— This paper reports an investigation of second-harmonic shifting characteristic of
SIR technology. In our study, two features of SIR technology including shortened length and
second-harmonic shifting characteristic have been investigated with respect to electric current
density and equivalent model. It is found that those features are obtained by the effect of
equivalent L-C lumped circuits at steps which are confirmed in our study. In addition, proper
SIR dimensions enabling second-harmonic frequency at greater than two times of a fundamental
frequency (> 2f0) have also been recommended in this paper.

1. INTRODUCTION

The microstrip stepped-impedance line was early proposed by Riblet since 1960 [1], and further
studied in later years by well-known pioneers such as Yong, Matthaei, Chang, Horton, Rhodes,
and Makimoto [2–7]. Recently, SIR technology is still attracting attention, and is widely applied
in various works. Because of two advantages of this technology consisting of shortened length and
second-harmonic shifting characteristic, it has therefore been applied for miniaturized filters design
having second-harmonic suppression [8–15]. Applying this technology, the length of resonator can
be decreased by two times of conventional uniform impedance resonator (UIR) and second-harmonic
frequency can also be shifted at more than two times of fundamental frequency (> 2f0). Although
these advantages are well recognized, the circumstance of shortened length and second-harmonic
shifting characteristic is not clarified yet in any reports.

In our study, SIR technology has been investigated with respect to electric current density and
equivalent model, which are also compared with that of UIR. In particular, an investigation of
second-harmonic shifting characteristic of SIR has been demonstrated in this paper with ease of
understanding in why the length of SIR shorter than the length of UIR and how second-harmonic
frequency shifted. Furthermore, we also recommend the proper dimensions of SIR technology.

2. SCHEMATICS OF UIR AND SIR

In our study, SIR technology has been investigated and compared with UIR technology. Their
schematics are shown in Figure 1. In this figure, the total length of UIR is defined by L and
strip-width W is corresponding to impedance Z0. On the other hand, the schematic of SIR consists
of two low-impedance and a high-impedance parts. The low-impedance parts are defined on the
length L1 and width W1 is corresponding to impedance Z1. The high-impedance part is defined
on the length L2 and width W2 is corresponding to impedance Z2. Thus, the total length of SIR is
2L1 + L2. It is noted that UIR has only a 50-Ω impedance (Z0) while SIR has two low-impedance
(Z1 < Z0) parts and a high-impedance (Z2 > Z0) part.

These resonators are designed and fabricated on a NPC-F260A laminate having substrate thick-
ness (h) = 1.2mm, dielectric constant (εr) = 2.6, tangential loss factor (tan δ) = 0.0015, and
copper-strip thickness (t) = 9 µm. Hence, the total length of UIR (L) corresponding to a fundamen-
tal frequency of 2 GHz and strip-width of a 50-Ω impedance (Z0) can be calculated at 51.197 mm,
and 3.32mm, respectively [16]. Meanwhile, the dimensions of SIR are designed at W1 = 6.78mm
(Z1 = 30 Ω), W2 = 0.92mm (Z2 = 100 Ω), L1 = 7.32mm, and L2 = 2L1 = 14.64mm [17], where
the total length of SIR is corresponding to a fundamental frequency of 2 GHz same as that of UIR.
The frequency response of these resonators is shown in Figure 2.

Figure 2 shows frequency response of UIR and SIR having the same fundamental frequency
f0 at 2GHz but second-harmonic frequency of SIR (fs,SIR) is greater than that of UIR (fs,UIR).
The second-harmonic frequency of UIR is at 2f0 but second-harmonic frequency of SIR is at 3.2f0.
Typically, the location of second-harmonic should be better than 2f0 because it may harmful
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L1 L1L2

W1 (Z1)

W2 (Z2)

L

W (Z0)

(a)

(b)

Figure 1: Schematics of (a) UIR having the length
L and width W is corresponding to impedance Z0,
and (b) SIR having two low-impedance parts defined
by length L1 and width W1, and a high-impedance
part defined by length L2 and width W2.
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Figure 2: Frequency response of UIR and SIR with
the same fundamental frequency at 2 GHz where
second-harmonic frequency of UIR is at 2f0 and
second-harmonic frequency of SIR is at 3.2f0.

to fundamental frequency which is an information signal of wireless communication systems. In
addition, the length of SIR is also shorter than that of UIR. The shortened length and second-
harmonic shifting characteristic mentioned above are two features of SIR technology which have
been investigated and demonstrated as detailed in Section 3.

3. INVESTIGATION OF SIR TECHNOLOGY

In this study, the total length of UIR and SIR is designed at the same length and both resonators are
analyzed together with respect to electric current density (J) and equivalent model. The electric
current density flowed along the resonator length and equivalent model of those resonators are
shown in Figure 3.

Figure 3 shows electric current density (J) flowed along the length of UIR and SIR in fundamen-
tal and second-resonant modes, which is calculated by IE3D software, and their equivalent models.
The total length of UIR and SIR for this case is designed at the same length (LT,UIR = LT,SIR).
In fundamental mode, maximum electric current density of those resonators is at the center which
is a short-circuit position, and minimum electric current density is at the ends which are the open-
circuit positions. In second-resonant mode, minimum electric current density is at the open-circuit
positions. The maximum electric current density of UIR is at the short-circuit positions while maxi-
mum electric current density of SIR is near the short-circuit positions where are on the narrow strip
of a high-impedance part, due to current concentration on the narrow-width strip. The equivalent
model of UIR consists of a transmission line having an impedance Z0 and total length l = λg/2
while the equivalent model of SIR consists of two low-impedance transmission lines (Z1 < Z0)
having the length l1 and a high-impedance transmission line (Z2 > Z0) having the length l2 = 2l1.
Furthermore, equivalent L-C lumped circuits are also modeled at steps of SIR where L1 is larger
than L2. These circuits do not effect to second-resonant mode because they are at the short-circuit
positions in second-resonant mode but they only affect fundamental mode. The electrical length
of SIR in fundamental mode is accordingly lengthened. Consequently, fundamental frequency of
SIR is shifted down but second-resonant frequency is not change which is same as that of UIR, as
shown in Figure 4.

Figure 4 shows the frequency response of UIR and SIR where the total length of these resonators
is same. The L-C lumped circuit occurred at steps of SIR effects to fundamental mode and this
frequency is therefore shifted down because electrical length of SIR is lengthened, as mentioned
above, while second-resonant frequency is not change which is same as that of UIR at approximately
4GHz. In order to adjust fundamental frequency of SIR same as that of UIR at 2 GHz, the total
length of SIR must be shortened. Thus, fundamental and second-resonant frequencies of SIR are
shifted up together. The results of UIR and shortened SIR can see in Figures 1 and 2. In those
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Figure 3: Electric current density (J) flowed along the length of UIR and SIR in fundamental (f0) and second-
resonant (fs) modes, and their equivalent models, where the total length of these resonators is designed at
the same length (LT,UIR = LT,SIR). Symbols O and S denote open- and short-circuit positions.
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Figure 4: Calculated result of frequency response of UIR and SIR where the total length of these resonators
is same. The fundamental frequency of SIR is shifted down while second-resonant frequency of SIR is not
change which is same as that of UIR (at approximately 4GHz).

figures, the fundamental frequency of UIR and SIR is same at 2GHz but second-resonant frequency
of UIR is at 2f0 while second-resonant frequency of SIR is at 3.2f0, and the total length of SIR is
shorter than that of UIR.
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4. DIMENSIONS OF SIR

The recommended dimensions of SIR technology are given in [17], where the length ratio N = L2/L1

is recommended in a range of 1.5 to 2.0 and impedance ratio R = Z1/Z2 is recommended in a range
of 0.2 to 0.3. At those ratios, second-harmonic frequency can be improved at greater than 3f0

which is required for high-performance bandpass filters employed in commercial wireless systems.
Thus, the proper dimensions of SIR for a NPC-F260A laminate are as follows: W1 = 6.78mm
(Z1 = 30 Ω), W2 = 0.92mm (Z2 = 100Ω), L1 = 7.32 mm, and L2 = 2L1 = 14.64mm, where ratios
N and R are respectively 2.0 and 0.3. Second-harmonic frequency can be shifted up to 3.2f0 which
is satisfactory for further application [17].

5. CONCLUSIONS

An investigation of second-harmonic shifting characteristic of SIR has been demonstrated in this pa-
per. In particular, two features of SIR technology including shortened length and second-harmonic
frequency shifted has been investigated with respect to electric current density and equivalent
model. Those features are obtained by the effect of equivalent L-C lumped model at steps which
are confirmed by our study reported in this paper. This report is beneficial to make sure that why
shortened length and how second-harmonic frequency shifted.

REFERENCES

1. Riblet, H. J., “A general theorem on an optimum stepped impedance transformer,” IRE Trans.
Microw. Theory Tech., Vol. 8, No. 2, 169–170, 1960.

2. Young, L., “Stepped-impedance transformer and filter prototypes,” IRE Trans. Microw. The-
ory Tech., Vol. 10, No. 5, 339–359, 1962.

3. Matthaei, G. L., “Short-step Chebycheff impedance transformer,” IEEE Trans. Microw. The-
ory Tech., Vol. 14, No. 8, 372–383, 1966.

4. Chang, F.-C. and H. Mott, “Exact design of stepped-impedance transformers,” IEEE Trans.
Microw. Theory Tech., Vol. 20, No. 9, 620–621, 1972.

5. Horton, R., “Equivalent representation of an abrupt impedance steps in microstrip line,” IEEE
Trans. Microw. Theory Tech., Vol. 21, No. 8, 562–564, 1973.

6. Rhodes, J., “Design formulas for stepped-impedance distributed and digital wave maximally
flat and Chebycheff low-pass prototype filters,” IEEE Trans. Circuit and Syst., Vol. 22, No. 11,
866–874, 1975.

7. Makimoto, M. and S. Yamashita, “Bandpass filters using paralled coupled stripline stepped-
impedance resonators,” IEEE Trans. Microw. Theory Tech., Vol. 28, No. 12, 1413–1417, 1980.

8. Kuo, J.-T. and E. Shih, “Microstrip stepped-impedance resonator bandpass filter with an
extended optimal rejection bandwidth,” IEEE Trans. Microw. Theory Tech., Vol. 51, No. 5,
1554–1559, 2003.

9. Chang, K. F. and K. W. Tam, “Miniaturized cross-coupled filter with second and third spurious
responses suppression,” IEEE Microw. Wirel. Co. Lett., Vol. 15, No. 2, 122–124, 2005.

10. Wang, H. and L. Zhu, “Aperture-backed microstrip-line stepped-impedance resonators and
transformers for performance-enhanced bandpass filters,” IEICE Trans. Eletron., Vol. E89-C,
No. 3, 403–409, 2006.

11. Lin, S.-C., P.-H. Deng, Y.-S. Lin, C.-S. Wang, and C. H. Chen, “Wide stopband microstrip
bandpass filters using dissimilar quarter-wavelength stepped-impedance resonators,” IEEE
Trans. Microw. Theory Tech., Vol. 54, No. 3, 1011–1018, 2006.

12. U-yen, K., E. J. Wollack, T. A. Doiron, J. Papapolymerou, and J. Lasker, “A planar bandpass
filter design with wide stopband using double split-end stepped-impedance resonators,” IEEE
Trans. Microw. Theory Tech., Vol. 54, No. 3, 1237–1244, 2006.

13. Namsang, A., T. Majang, J. Jantree, S. Chaimool, and P. Akkaraekthalin, “Stepped-impedance
hairpin resonators with asymmetric capacitively load coupled lines for improved stopband
characteristics,” IEICE Trans. Electron., Vol. E90-C, No. 12, 2185–2191, 2007.

14. Hsu, C.-L. and J.-T. Kuo, “A two-stage SIR bandpass filter with an ultra wide upper rejection
band,” IEEE Microw. Wirel. Co. Lett., Vol. 17, No. 1, 34–36, 2007.

15. Wu, C.-H., C.-H. Wang, and C. H. Chen, “Stopband-extended balanced bandpass filter using
coupled stepped-impedance resonators,” IEEE Microw. Wirel. Co. Lett., Vol. 17, No. 7, 507–
509, 2007.



532 PIERS Proceedings, Suzhou, China, September 12–16, 2011

16. Hong, J.-S. G. and M. J. Lancaster, Microstrip Filters for RF/Microwave Applications, John
Wiley & Sons, Inc., New York, 2001.

17. Theerawisitpong, S., T. Suzuki, N. Morita, and Y. Utsumi, “Design of microstrip bandpass
filters using SIRs with even-mode harmonics suppression for cellular system,” IEICE Trans.
Electron., Vol. E93-C, No. 6, 867–876, 2010.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 533

A Novel Bandstop Resonator in Waveguide and Its Application for
Suppressing the Spurious Responses with New Advantages to

Typical Resonators

S. A. Hassani Gangaraj and M. Tayarani
Department of Electrical Engineering, Iran University of Science and Technology, Iran

Abstract— In this paper a new structure for bandstop waveguide-type resonators is introduced.
Because of the similarity between the shape of this resonator and the Greek letter Φ, this resonator
is named Φ-shaped resonator. These resonators are located in the cross section of the waveguide.
The direction of the electromagnetic waves and the position of these resonators are studied to
obtain a good excitation. Various resonances of these structures are determined. Moreover a
circuit model is proposed and the parameters of this model are extracted. As a consequence an
array of these resonators is used to design a bandstop filter. The results are simulated with CST
Microwave Studio 2009 and a rejection level of almost 35 dB is achieved. Finally, these resonators
are used as a solution for suppressing the spurious response of inductive post filters. In this case
two methods are examined. In the first method an array of these resonators are cascaded with
the total structure of the inductive post filter and in the second method these resonators are
located in the spaces between the posts. The results verify the performance of these resonators
for suppressing the spurious responses.

1. INTRODUCTION

Split Ring Resonators (SRR), originally proposed by Pendry have attracted a great deal of interest
for the design of left-handed (LH) media [1]. The properties proposed by left-handed medium
have created an extensive investigations due their capability to provide different properties to
conventional media [2, 3]. LHM or medium with negative epsilon and negative mue can be realized
by SRRs in combination with thin metal wireline [3]. Considering for each propagating mode the
waveguide as a transmission line, SRR structures can be used in design of waveguide filters as
bandstop resonators [1, 4]. Resonances of SRRs in high frequencies, usually more than 20 GHz,
have a low bandwidth and because of their size reduction, they are not achievable very well and
the depth of resonances has a significant reduction.

The Φ-shaped resonators proposed in this paper solve the bandwidth problem and size limitation
and show deep resonances at high frequencies. Furthermore these resonators can be used for design
a band stop filter and they are very effective for suppressing the spurious responses of waveguide
filters.

2. Φ-SHAPED RESONATOR

The chiral Φ-shaped resonators are used in waveguide. For a remarkable reduction in waveguide
filters volume we will locate these resonators in the cross section of waveguide. Exact position of
this resonator is the center of the transverse plane. The dominant mode of the waveguide TE10 will
excite this resonator. There is no magnetic field in the direction of propagation in the centerof the
transverse plane and the magnetic field in the transverse direction is not normal to the structure,
so only the electric field of TE10 will excite this resonator. The model of this resonator is shown
in Fig. 1. The CST 2009 has been used for simulation.

The advantage of this resonator from conventional SRRs is in production of high frequency
resonances. At high frequencies the amount of coupling with the fields and the dimensions of SRRs
will reduce until these resonators are not achievable practically while the Φ-shaped resonators
through parallel inductors (left and right arms in Fig. 1) or series capacitors (middle arm in Fig. 1)
can produce these resonances without any practical limitation and the resulted bandwidth and
depth of resonance is very significant, By the way the structure of Φ-shaped resonators is flexible
to form different shapes with the same resonance frequency. Figs. 1, 2.

Figure 1 shows the model of Φ-shaped resonator. Fig. 1 and Fig. 2 shows a same resonance
frequency with a different shape or coupling. The waveguide is WR-90.

In Fig. 3, the capability of this resonator for generating high frequency resonances is shown.
The resonance is occurred in f1 = 21.55GHz. This simulation has been done in waveguide WR-
51 with frequency limitation [15–22 GHz], where the SRRs are not efficient in these frequencies
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because of their size reduction, practical limitation and low depth resonances. Because of electrical
excitation of these resonators the resonance frequencies are correspond to frequencies where the
physical length 2(A + B) of the structure is a multiple of half a wavelength or equivalently the
electrical length θ = 2β(A + B) is a multiple of π [5]:

2(A + B) = m
λg

2
m = 1, 2, 3, . . . (1)

λg =
λ√

εr −
(

fc

f

)2
(2)

In Equation (2), λ is the free space wavelength and fc is the cutoff frequency of the waveguide and εr

is relative permittivity of the substrate of the resonator. For model of Fig. 1, m is approximately 3
as depicted in Table 1 for εr = 4.

The bandwidth of the resonances are related to width of the structure (W ), Table 2.

Figure 1. The model of resonator and its response.

Figure 2. Different shape with same resonance frequency.

Figure 3. High frequency resonance of resonator.
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3. Φ-SHAPED RESONATOR AS A BANDSTOP FILTER

Since the dimensions of resonators are chosen much smaller than the wavelength of an incident
electromagnetic wave, resonators can be modeled by a lumped element equivalent circuit [6]. A
simple lumped element model is set up for proposed resonator which is shown in Fig. 4. The
capacitor for the circuit model can be extracted as follows [7]:

Ri = 2Z0(1/ |S21| − 1) (3)

Ci =

√
0.5(Ri + 2Z0)

2 − 4Z2
0

2.83πZ0RiBi
(4)

Li =
1

(2πfi)
2ci

(5)

where Bi is the −3 dB bandwidth of S21|f=fi
. and fi is the resonance frequency and Z0 is the

characteristic impedance. With respect to bandstop nature of the resonances, we can use an array
of these resonators to make a bandstop filter. The resonance frequencies of these chiral structures
can be controlled and tuned to provide a wide rejection bandwidth. It should be noted that the
resonance frequency of each resonator should be different with the others to yield a good rejection
band and for a good passband around the rejection band the distance between the resonators
should be λg

4 , because such a distance can act as an impedance transformer to make a perfect
match between the cascaded resonators. The S-parameter of this band stop filter is depicted in
Fig. 5.

As it can be seen in Fig. 5 the resulted band stop filter performance is simulated and a rejection
level of almost 35 dB is achieved to confirm the effectiveness of the idea.

Table 1.

2(A + B) (mm) 17.28 17.78 17.98 18.18
fr (GHz) 13.73 13.43 13.06 12.83

2(A + B)/λg 1.62 1.54 1.51 1.50

Table 2.

W (mm) 0.20 0.23 0.28 0.31
B.W (MHz) 850 870 910 950

Figure 4. The circuit model.

Figure 5. The array of resonators for bandstop filters and resulted S-parameter.
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4. WAVEGUIDE FILTER WITH SUPPRESSED SPURIOUS RESPONSES

Spurious bands and their rejection as a common problem for all transmission line type filters are
increasingly notified recently. These undesired frequency bands degrade filter rejection performance
specially, for wide band cases. Inwaveguide filters the first spurious band is relatively close to the
desired frequency band because of dispersive behavior of waveguides. Using low pass or band reject
structures can be considered as a solution for this reason [8]. In this paper, we have used Φ-shaped
resonators to suppress the spurious response of inductive post filters. A third order inductive post
Tchebychef bandpass filter with a central frequency of 9.2 GHz and 7.5% fractional band width
have been designed to evaluate the effectiveness of the presented idea. We will reject the spurious
response of this filter by two methods.

In the first method, we have cascaded 8 Φ-shaped resonators with the inductive post filter.
The distance between the resonators and inductive post filter is 11.2 (mm) and the distances
between the resonators are 6.3 (mm). The resonator’s dimensions are as follows: For all resonators
a = 0.249mm, b = 0.209mm, g1 = 0.1568mm, g2 = 0.1956 mm, g3 = 0.1868 mm, L2 = 2.2565 mm,
the substrate is Taconic RF-35 tan = 0.0081, εr = 3.5 the other dimensions are depicted in Table 3:

As it is seen in Fig. 6, with adding the resonators, a rejection more than 40 dB is achieved, while
the main passband remains almost unchanged.

In the second method, for a significant reduction in the volume of the total size of the struc-
ture the resonators are positioned between the posts of the filter. 8 resonators are used and the
dimensions are unchanged with respect to pervious method except L1 and L2.

As it is seen in Fig. 7 the spurious response is rejected very well. But the passband has a little
shift toward left. It is obvious, because the spaces between the posts of the filter is partially filled
with dielectric with εr = 3.5.

Table 3.

Resonator L1 (mm) Resonator L1 (mm)
1 2.521 5 2.091
2 2.341 6 2.011
3 2.251 7 1.931
4 2.172 8 1.781

Figure 6. The cascaded resonators with the main filter and the simulated S-parameter for spurious response
and suppressed spurious response.

Table 4.

Resonator L1 (mm) L2 (mm) Resonator L1 (mm) L2 (mm)
1 2.821 2.683 5 2.021 2.182
2 2.821 2.782 6 1.821 2.182
3 2.721 2.282 7 1.721 2.182
4 2.321 2.182 8 1.421 2.182
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Figure 7. The schematic of total structure and suppressed responses.

5. CONCLUSION

1- In this paper we have introduced a special type of resonators that can resonate in a very wide
range of frequency and still remain producible.

2- The shape of resonator is so flexible for making different shape with a same frequency.
3- This resonator can show strongly coupled behavior in the higher resonance frequencies with

adding parallel inductors in contrast to conventional SRRs that their coupling will reduce
because of their size reduction with increasing their resonance frequency.

4- These resonators can be used to design stopband filters with a good level of rejection in its
rejection band.

5- The stopband filters designed with Φ-shaped resonators are very effective to reduce the spu-
rious responses of waveguide filters that inferred in the Section 4.
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Abstract— A low-voltage and low-power low noise amplifier (LNA) for Ku-band (12–18 GHz)
application is proposed in this paper. The LNA can be used in receiver front-end for Direct
Broadcasting Satellite (DBS) system. In order to decrease the power consumption and provide
sufficient power gain at 12–18GHz, a two-stage wide-band amplifier topology is presented in this
circuit. In the first stage, a filter type matching network with an on-chip transformer is used as
the input matching network. And this stage is to achieve the required bandwidth and reduce the
chip area. In the second stage, a current-reused circuit is used to reduce the power consumption.
The proposed LNA chip is fabricated by a TSMC 0.18µm CMOS process. The chip occupies
a die area of 0.67 mm2 (0.73 mm ∗ 0.91mm). The measured results show that maximum power
gain (S21) of 12.72 dB, noise figure (NF) of 3.7 ∼ 4.8 dB and 1-dB compression points (P1 dB)
from −17 to −11 dBm between 12–18GHz are obtained. The total power consumption is only
7.68mW under 0.8 V power supply voltage.

1. INTRODUCTION

Low-noise amplifier (LNA) is a very important component in RF receiver front-end. Recently, the
rapid evolution of wireless communication has resulted in the demand of higher data rates transmis-
sion which has increased the desired operation frequency of RFICs and wideband communication
applications. The major advantages of CMOS process are low cost and high level of integration.
In practical applications power consumption of the LNA becomes an important factor since the
receivers are close to continuously power consumption. LNA has to provide sufficient gain and good
noise figure to overcome the loss of signal, phase shift and power consumption simultaneously.

This paper proposes a low noise amplifier for Ku-band applications by a standard TSMC 0.18µm
CMOS process. In order to reduce the supply voltage and power consumption while providing
sufficient power gain for the LNA at 12–18 GHz operation, a two-stage wide-band amplifier topology
is presented. In the first stage, a filter type matching network with an on-chip transformer is used as
the input matching network for better noise and power matching. The main goals of this stage are
to achieve the required bandwidth and reduce the chip area. In the second stage, a current-reused
circuit is used to reduce the power consumption. In addition, a series-peaking inductor between
the current-reused circuit and output matching network is adopted to achieve more flat gain.

2. CIRCUIT DESIGN AND ANALYSIS

In this section, we will introduce the topology and analysis of the circuit. Fig. 1 is the schematic
of the proposed Low-voltage and Low-power LNA. In the first stage, the filter type matching
network is used for input matching. In order to reduce the chip area the inductors L1 and L2 are
merged into one transformer. The L2 acts as inductive degeneration in the common-source stage,
resulting in the real impedance for better matching to 50 Ohms. The L1 at the input node also
provides the flexibility to further match the imaginary part. When comparing to the two individual
spiral inductors (one gate inductor and one source inductor) that usually used for LNA design, the
transformer in this design occupies less chip area that can be expected.

In the second stage, we used a current-reused circuit to have the input signal amplify twice
without extra power consumptions [1–4]. The current-reused topology consists of the transistors
M1, M2, the capacitors C1 and C2, and the inductor L3. The purpose of using C1 is to create
a low impedance path without dc current when the impedance of L3 is increased with frequency
inducing a high impedance path to block the high frequency signal. Therefore, the input signal can
be amplified twice under this con-current structure.

For this design, a high gain can be obtained under lower dc power consumptions. In order to
balance this gain degradation, a series-peaking inductor Lsep is added to make the gain response
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Figure 1: Schematic of proposed Low-voltage and
Low-power LNA.

Figure 2: Die photograph of Ku-band LNA.
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Figure 4: Simulated and measured results of input
return loss and power gain of the Ku-band LNA.

Table 1: Performances of the Ku-band LNA.

A Ku-band Low-voltage and Low-power Low Noise Amplifier 

 Simulation Measurement 

VDD / Vgg1/Vgg2  (V) 0.8/ 0.7/1.1 

Operating Frequency 

(GHz) 
12 − 18 

Gain_Max (dB) 13.83 ± 0.34 12.72 

Gain Flatness (dB) ± 0.34 @ 12−18 GHz ± 2.07 @ 12−18 GHz 

Input Return Loss (dB) < − 10 < − 8.2 

Isolation (dB) < − 30 < − 35 

Noise Figure (dB) 3.4 – 4 3.7 – 4.8 

Pin,1dB (dBm) 

− 17 @ 12 GHz  

− 16 @ 15 GHz 

− 15 @ 18 GHz 

− 17 @ 12 GHz  

− 16 @ 15 GHz 

− 11 @ 18 GHz 

Stability 
Unconditional 

Stability 

Unconditional 

Stability 

Power consumption (mW) 7.6 7.68 

Chip size (mm
2
) 0.73 * 0.91 = 0.67 

flatter. The series-peaking inductor can also resonate with the parasitic shunt capacitor at the
drain of M2 [5]. Finally, we make the circuit through a buffer stage to match the load 50Ohms. In
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order to reduce the chip area, the voltage supply in the initial design is based on a goal of minimum
different supply voltage of 0.7 V, 0.8 V and 1.2V.

3. EXPERIMETAL RESULTS

The Ku-band LNA was designed and fabricated by a standard TSMC 0.18µm CMOS process.
The chip occupies a die area of 0.67 mm2 (0.73mm ∗ 0.91mm). The microphotograph of this LNA
is shown in Fig. 2. The LNA consumes only 7.68 mW under a voltage supply of 0.8 V. Fig. 3
shows the simulated results of S-parameters. Fig. 4 illustrates the simulated and measured results
of input return loss and power gain of the Ku-band LNA. The measured results demonstrate
excellent performances of the LNA. They are maximum power gain (S21) of 12.72 dB, reverse
isolation below −30 dB, noise figure (NF) of 3.7 ∼ 4.8 dB and 1-dB compression points (P1 dB) from
−17 to −11 dBm between 12–18 GHz. The simulated and measured performances of the LNA are
summarized in Table 1.

4. CONCLUSION

A Low-voltage and Low-power LNA for Ku-band application has been proposed. The current-
reused topology and transformer in conjunction with series inductive-peaking provide a method
for achieving a high performance wideband LNA. The proposed wideband LNA has shown a good
agreement between simulation and measured results. Besides, this LNA also has the flattest gains
from 12–16 GHz within 1dB and reveals the lowest power consumptions of 7.68mW.
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Abstract— A broadband low noise amplifier (LNA) for X-band (8–12 GHz) applications is
proposed in this study. The proposed LNA circuit is composed of three-stage NMOS transistors
which construct a cascade configuration. The design can achieve wide-band matching and higher
gain at the same time. The proposed LNA chip is fabricated by TSMC 0.18µm CMOS process.
The chip occupies a die area of 0.45 mm2 (0.73 mm ∗ 0.62mm) only. On-wafer measurement was
used to measure the characteristics of the LNA. The measured results show that gain (S21) of
15.15 ∼ 20.05 dB, noise figure (NF) of 2.9 ∼ 3.1 dB are obtained. The total power consumption
is 12.45mW under a power supply voltage of 0.75V. The good performances of the LNA make
it suitable for X-band applications

1. INTRODUCTION

The high sensitivity X-band (8–12 GHz) receiver is an important device for wireless communication
application such as radar and satellite communication. The X-band systems are widely used in
military radar and aircraft [1]. Low noise amplifier (LNA) is one of the most important building
blocks in front end of communication systems. It is a key component that provides good input
return loss, low noise figure and good linearity for the receiver. Low voltage, low power, and good
performances are always targets of LNA design, especially for radar applications. At high frequency,
the parasitic affect the circuit performance greatly. To find a good architecture is essential that can
fit demand and provide a good performance for X-band LNA This paper demonstrates a three-stage
cascade configuration X-band broadband LNA design by TSMC 0.18µm CMOS process

2. CIRCUIT DESIGN AND ANALYSIS

The complete schematic of the proposed LNA is shown in Fig. 1. This circuit is a three-stage NMOS
transistor architecture It is constructed by a cascade configuration which is adopted to enhance
the bandwidth. For producing the 8–12 GHz operating frequency range of the proposed LNA, the
operating frequencies of first, second and third stages are designed at 8GHz, 10 GHz and 12GHz,
respectively. The three-stage architecture can achieve wide-band matching and higher gain at the
same time [2]. The source inductor is used to improve impedance matching in this circuit [3].

Furthermore, in order to reduce chip area, the author’s self-layout mutual coupled inductor [4]
which combines with source inductors of MOS1 and MOS2 is presented in this design to replace
the conventional structure of the CMOS process. And the circuit only uses two supply power pads
on one side. That can save the area of supply power pad on other side. An obvious size reduction
is obtained by these topologies. The proposed LNA chip is fabricated by TSMC 0.18µm CMOS

Figure 1: Schematic of the proposed broadband LNA. Figure 2: Photograph of the X-band LNA.
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process. The die photograph of the LNA is shown in Fig. 2 The chip only occupies a die area of
0.45mm2 (0.73mm ∗ 0.62mm).

3. EXPERIMETAL RESULTS

The proposed LNA was simulated by ADS simulator. The simulated S-parameters are shown in
Fig. 3. The simulated and measured results of the LNA are summarized in Table 1. The simulated
and measured results have a good agreement. The LNA requires only a 0.75V supply voltage and
consumes 12.45 mW powers. The circuit’s µ-factor is more than 1 which means that the circuit is
unconditional stable in the operating frequency. The simulated and measured power gain is shown
in Fig. 4. Between the operating bandwidth of 8–12 GHz, the proposed LNA has power maximum
gain of 2005 dB, noise figure (NF) of 2.9 ∼ 3.1 dB, with input return loss between 10.5 to 9.7 dB
and output return loss less than 1 dB. The proposed LNA exhibits a good performance of gain,
noise and chip size.
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Figure 3: Simulated S-parameters of broadband low
noise amplifier.

4 6 8 10 12 14 16

Frequency (GHz)

-30

-25

-20

-15

-10

-5

0

5

10

15

20

25

G
a
in

 (
d

B
)

Sim

Meas

Figure 4: Simulated and measured results for power
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Table 1: The performance of proposed broadband LNA.

Broadband Low-Noise Amplifier 

Vdd1 / Vdd2  (V) 0.75 / 0.75 

Technology Simulation Measurement 

Operating Frequency (GHz) 8 − 12 8 − 12 

Power Gain (dB) 18.5  1.5 17.6  2.45 

Input Return Loss (dB) < − 10 −10.5 ~ −9.7 

Output Return Loss (dB) < − 10 < − 10 

Isolation (dB) < − 40 < − 40 

Noise Figure (dB) 2.8 ~ 3.3 2.9 ~ 3.1 

Pin,1dB (dBm) 

− 24 @ 8 GHz 

− 20 @ 10 GHz 

− 19 @ 12 GHz 

− 27 @ 8 GHz 

− 23 @ 10 GHz 

− 19 @ 12 GHz 

Stability 
Unconditional 

Stability 

Unconditional 

Stability 

Power consumption (mW) 12.45 12.45 

Chip size (mm
2
) 0.73 * 0.62 = 0.45 
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4. CONCLUSION

A Broadband LNA for X-band application has been proposed. The circuit is composed of a three-
stage NMOS transistor architecture which is constructed by a cascade configuration. The three-
stage architecture can achieve wide-band matching and higher gain. Using the author’s self-layout
mutual coupled inductor and two supply power pads on one side of the circuit design can efficiently
reduce the chip size. The results of proposed wideband LNA have a good agreement between
simulated and measured results.
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Abstract— A novel compact triple-passband bandpass filter is presented in this paper. A
shorted-stub is loaded to a stepped-impedance resonator (SIR). The resonant frequencies are
determined by the length of the loaded-stub and the impedance ratio of the SIR. The input and
output port are coupled to the resonator by utilizing pseudo-interdigital structure. A two-pole
microstrip triple-passband bandpass filter with central frequencies 1.5GHz, 2.4GHz and 5.78GHz
is designed for GPS and WLAN applications.

1. INTRODUCTION

Due to the rapid development of intelligentized wireless communication systems, compact, high
performance and low-cost filters are needed. Researches show great interest on bandpass filters
(BPFs) with dual- and tri-passband that can work in multiple communication bands. Multi-band
bandpass filters with different circuit topology have been reported [1–3]. In [4], tri-band BPF is
presented by insetting two narrow stopband in a broadband BPF. In [5], three dissimilar dual-
behavior resonators are connected by a transmission line, each dual-behavior resonator creates a
passband and two transmission zeros, and triple passband is achieved. However, these kinds of
filters suffered from large size. A tri-band BPF based on cascaded three similar uniform impedance
resonators (UIRs) is proposed in [6]. In [7], a tri-band BPF is constructed by using three pairs
of open-stub loaded open-loop resonators and the parallel coupled microstrip feed lines. In [8],
triple passband BPF is realized by two pairs of quarter-wavelength resonators and a pair of half-
wavelength resonators. In [9], a triple-band bandpass filter is designed using two pairs of stepped
impedance resonators, larger resonator resonant at two different frequencies and two passbands are
formed. In [10], a tri-layer tri-band (TLTB) bandpass filter (BPF) is presented. The proposed
tri-band BPF is a three-layers structure with two transmission lines on the top layer, open-loop
resonators on the middle layer, and a stepped-impedance resonator (SIR) defected-ground structure
(DGS) on the bottom layer.

In this paper, a new tri-band BPF based on stub-loaded SIRs and pseudo-interdigital feeding
structure is proposed. Three operating bands are designed for commercial applications, i.e., 1.5 GHz
for GPS application, 2.4 GHz and 5.78 GHz for WLAN application. Impedance ratio of the SIR
and the loaded shorted stub are used to control the operating frequencies of the resonator. Pseudo-
interdigital feeding structures are employed to acquire the desired external couplings.

2. DESIGN PROCEDURE

Proposed tri-band resonator is presented in Fig. 1. It is a SIR with a shorted stub loading. The
proposed resonators are bended into hairpin structure to reduce the circuit size. Simulated fre-
quency response is shown in Fig. 1. Three resonant frequencies are distributed at 1.5 GHz band,
2.4GHz band, and 5.78 GHz band. The first resonant frequency is related to the fundamental
mode of shorted stub, the second resonant frequency is related to the SIR, and the third resonant
frequency is related to the higher order mode of shorted stub.

Proposed resonator that inset in Fig. 1 can be analyzed by using even and odd mode theory, as
to the center symmetrical plane. Z1, Z2, Z3 and θ1, θ2, θ3 are the characteristic impedance and
electrical length of the proposed SIR, respectively. When the resonator works at even modes, as
shown in Fig. 2(a), the symmetry plane can be seemed as open-ended and the resonant condition
can be expressed as:

Zin = −jz3

tan θ3(1− 1
k1

tan θ1 tan θ2) + 1
k2

tan θ2 + 1
k1k2

tan θ1

tan θ3(k1k2 tan θ1 + k2 tan θ2) + k1 tan θ1 tan θ2 − 1
(1)

where K1 and K2 are the impedance ratio, K1 = Z2/Z1, K2 = Z3/Z2, K1K2 = Z3/Z1. Quarter-
wavelength resonant mode (Mode-1) and three quarter-wavelength resonant mode (Mode-3) will
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produce the passband in 1.5 GHz and 5.78GHz, respectively. The first passband located at a
frequency 1.5 GHz, which is mainly determined by the loaded stub.

When the resonator is excited by odd mode, the symmetrical plane can be seemed as shorted
circuit, as shown in Fig. 2(b). Ignoring the phase step discontinuity impact and open-edge capaci-
tance, the impedance Zin can be derived as:

zin = jZ1
Z1 tan θ1 + Z2 tan θ2

Z1 − Z2 tan θ1 tan θ2
(2)

It will produce the second passband located at a frequency 2.4 GHz.

3. RESULTS AND DISCUSSION

According to above-mentioned design procedure, bandpass filters with three controllable passbands
can be realized by changing the impedance ratio of the SIR and electrical length of the loaded stub.
A two-pole tri-band microstrip bandpass filter with central frequencies of 1.5 GHz, 2.4 GHz band,
and 5.78GHz is designed. The schematic of the proposed tri-band BPF is shown in Fig. 3. Pseudo-
interdigital and feedline coupling structures are used to obtain the desired external coupling [11, 12].

In this paper, the proposed filter is designed on a 0.8 mm-thick substrate with a dielectric con-
stant of 4.5 and a loss tangent of 0.002. The corresponding structural parameters are w1 = 1.8 mm,
w2 = 1 mm, w3 = w4 = 0.2mm, w5 = w6 = 1 mm, L1 = 7.35 mm, L2 = 3 mm, L3 = 3.75mm,
L4 = 4.95mm, L5 = 7.75mm, L6 = 0.55 mm. Simulated results of the designed filter are illustrated
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Figure 3: Schematic of the proposed tri-band BPF.
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in Fig. 4. Obviously, the three resonated frequencies located at 1.5 GHz, 2.4 GHz, 5.78 GHz, respec-
tively. The simulated reflection losses in three passband are about −10.6 dB, −15 dB, and −18 dB.
Four transmission zeros are realized at 1.3GHz, 2.1GHz, 3.7GHz, and 6.2 GHz, which improve the
selective in the transition band and attenuation in the stopband.

4. CONCLUSION

A novel compact two-order tri-band microstrip BPF with using shorted-stub-loaded SIRs and
pseudo-interdigital coupling structure has been proposed. Three passbands with central frequencies
of 1.5 GHz, 2.4 GHz and 5.78 GHz for commercially applications are achieved. The circuit structure
has exhibited good passband selectivity owing to the transmission zeros produced by the pseudo-
interdigital coupled filter configuration.
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Abstract— A meniscus thin lens integrated in a rectangular waveguide is presented for broad-
band high-efficiency power combining applications. The combiner structure is composed of ten
side-by-side input waveguides, a meniscus thin lens with a matching layer, an E-plane sectoral
horn, and an output waveguide. Simulation results from CST Microwave Studio show that
the choice of the f/D number of the meniscus thin lens plays a significant role in achieving
high combining efficiency and a matching layer also helps to improve the efficiency. For a ten-
way combiner with center frequency of 30GHz, a broad 80%-efficiency bandwidth of 11.5 GHz
(28.5GHz–40 GHz) has been achieved.

1. INTRODUCTION

Quasi-optical power combining especially with lens is attracting more and more research interest,
because of its high efficiency and convenient structure. Some efforts based on waveguide technology
such as waveguide lens [1] and waveguide-based dielectric lens [2] have been reported recently. The
dielectric lens used in [2] is of relatively higher loss due to its thickness. To overcome this problem,
this paper presents another convenient way to realize mm-wave power combining using a meniscus
thin lens based on standard rectangular waveguide WR-28. A matching layer is proved with CST
Microwave Studio to be useful in improving combining efficiency. The simulation results show a
bandwidth of 80% efficiency from 28.5 GHz to 40GHz can be achieved.

2. THEORY AND STRUCTURE

Figure 1 displays a general diagram of a typical meniscus thin lens. As shown, the focal point of
the lens is located at point F ; n, D and f are the refractive index, diameter and focal length of
the meniscus thin lens respectively. The meniscus thin lens has a cylindrical inner surface and an
elliptic outer surface, which can be described in Cartesian coordinates as follows [1]:

Inner surface: x2 + (y + c)2 = f2 (1)
Outer surface: x2/a2 + y2/b2 = 1 (2)

where

b =
n2f − n

√
f2 −D2/4

n2 − 1
(3)

a =
√

n2 − 1
n

b (4)

c = b/n (5)

Figure 2 shows the proposed waveguide-lens-based power combiner. As shown, the combiner
consists of ten side-by-side input waveguides, a meniscus thin lens with a matching layer, an E-
plane sectoral horn, and an output waveguide. All the waveguides used in this design are standard
rectangular waveguide WR-28, with a narrow wall B = 3.556mm. The thicknesses of the lens and
matching layer are t and tm respectively, while d1 and d2 denote the length of horn combiner and
E-plane sectoral horn, which can be expressed as:

d1 = f + t− B

D

√
f2 −

(
D

2

)2

(6)

d2 =
D −B

D

√
f2 −

(
D

2

)2

(7)
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Figure 1: Two-dimensional configuration of a menis-
cus lens.

Figure 2: Waveguide-based power combiner using
meniscus thin lens with a matching layer.

(a) (b)

Figure 3: (a) Efficiency comparison between matched and unmatched structure; (b) 80%-efficiency bandwidth
vs. the f/D number.

The meniscus thin lens is placed so that its focal point F coincides with the imaginary apex
of the E-plane sectoral horn (shown in dash line). The meniscus thin lens transforms the planar
wavefront to cylindrical wavefront, which is then converged into the E-plane sectoral horn and
collected as output. The matching layer is a partial dielectric filling in the E-plane sectoral horn
and its thickness can be optimized to achieve the best matching at the design frequency. One of
the most important design objectives is the combining efficiency, which is defined as the ratio of the
output power to the total input power when all the ten input waveguide ports are equally excited:

η = Pout/
∑

Pi = Pout/10P1 × 100% (8)

3. RESULTS

In this paper, Rexolite (εr = 2.54) is chosen to machine the meniscus thin lens. For a ten-way
combiner, the diameter of the lens is fixed to be D = 10B = 35.56mm. Fig. 3(a) shows the
simulated combining efficiency at the design frequency of 30 GHz for matched and unmatched
structure, respectively. As shown, the combining efficiency can be improved with the optimized
matching layer. It should be noted that the optimum combining efficiency does not necessarily
increase with the f/D number. However, the efficiency bandwidth is improved with increased f/D
number, as shown in Fig. 3(b). The 80%-efficiency bandwidth is more than 8.4GHz with the f/D
number larger than 1.6, but will improve little when the f/D number is larger than 2.4. Finally,
the combining efficiency for f/D = 2.4 is depicted in Fig. 4, which shows a broad 80%-efficiency
bandwidth of 11.5 GHz (28.5 GHz–40 GHz).
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Figure 4: Simulated efficiency of the meniscus thin lens power combiner (f/D = 2.4).

4. CONCLUSIONS

This paper demonstrates a broadband power combiner using meniscus thin lens integrated inside
a rectangular waveguide. The choice of the f/D number of the meniscus thin lens is critical for
achieving high combining efficiency. A matching layer for the meniscus thin lens is introduced to
improve the combing efficiency. This structure can be easily extended to higher frequencies or more
inputs for higher power applications.
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Phase Singularities of Focused High-order Hermite-Gaussian Beams

Yongtao Zhang, Chaoliang Ding, Zhiguo Zhao, and Liuzhan Pan
Department of Physics, Luoyang Normal College, Luoyang 471022, China

Abstract— The phase singularities of high-order Hermite-Gaussian beams focused by an aper-
ture lens are studied. Numerical calculation results are given to illustrate the dependence of
phase singularities on the truncation parameter and beam order. The reorganization process
of phase singularities of focused high-order Hermite-Gaussian beams with increasing truncation
parameter is illustrated by numerical examples.

1. INTRODUCTION

In recent years, much interest has been exhibited in singular optics due to its theoretical importance
in modern optics and potential applications in practice [1, 2]. There have been some researches fo-
cusing on the intensity and phase singularities distribution in the focal region of focused beams [3–8].
In the present paper, we investigate the phase singularities of high-order Hermite-Gaussian beams
focused by an aperture lens. Numerical calculation results are given to illustrate the dependence
of phase singularities on the truncation parameter and beam order. Hermite-Gaussian beams have
been studied extensively in the past decades and have been widely applied in modern optics [9–13].

2. THEORETICAL MODEL

Suppose that a high-order Hermite-Gaussian beam is incident upon an aperture lens at the z = 0
plane. The aperture lens system consists of a lens with focal length f and a slit aperture with full
width 2a. The field of the incident beam takes the form

Em(x0, 0) = SHm

(√
2

x0

w0

)
exp

(
− x2

0

w2
0

)
, (1)

where Hm denotes the Hermite polynomial of order m, w0 is the waist width of the beam, S
is the amplitude at the central position of x = z = 0. Within the framework of the paraxial
approximation, the field Em(x, z) of the beam propagating through a paraxial optical ABCD system
is expressed as [14]

Em(x, z) =

√
ik

2πB
exp(−ikz)

∫ a

−a
Em(x0, 0)× exp

[
− ik

2B

(
Ax2

0 + Dx2 − 2xx0

)]
dx0, (2)

where k = 2π/λ = c/ω is the wave number associated with angular frequency ω and wavelength λ.
And the transfer ABCD matrix reads as(

A B
C D

)
=

(
1− z/f z
−1/f 1

)
. (3)

The intensity I(x, z) of focused high-order Hermite-Gaussian beams can be given by

I(x, z) = E∗(x, z)E(x, z), (4)

On substituting Eqs. (1)–(3) into Eq. (4) and after some algebra, we obtain

I(µ,∆z) = I(0)M(µ,∆z), (5)

with

I(0) = S∗S, (6)

M(µ,∆z) =
N

aδ∆z

∣∣∣∣
∫ a

−a
Hm(

√
2x1) × exp

[
−x2

1 −
iNπ(1−∆z)x2

1

∆zδ2

]

× exp
(
− iNπµ2

∆z
+

i2Nπx1µ

∆zδ

)
dx1

∣∣∣∣
2

, (7)

where N = a2

λf is the Fresnel number, δ = a
w0

is the truncation parameter, µ = x
a is the relative

transversal coordinate in the x direction, ∆z = z
f is the relative axial distance.
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3. NUMERICAL CALCULATION RESULTS AND ANALYSES

Numerical calculations were performed by using Eqs. (5) and (7) to illustrate the phase singularities
of focused high-order Hermite-Gaussian beams, and to stress the influence of truncation parameter
δ and beam order m on the behavior of phase singularities. In the following calculations, we have
chosen N = 10, ω = 3× 1015 s−1 and a = 1× 10−3 m.

Figure 1 gives the contour lines of constant intensity of focused high-order Hermite-Gaussian
beams with m = 1, where δ = 1.50 in Fig. 1(a), δ = 1.61 in Fig. 1(b) and δ = 1.75 in Fig. 1(c). In
Fig. 1, contour lines of constant intensity are normalized to 1 in the geometric focal point; adjacent
lines differ by a factor of 10. The normalized intensity of A, B, C and D is equal to zero. Therefore,
these points are singularities. For δ = 1.50 in Fig. 1(a) there exist four phase singularities labeled
A, B, C and D in the focal plane, i.e., A (1.0000, 0.0985), B (1.0000, 0.1316), C (1.0000, 0.1802),
D (1.0000, 0.2290). For δ = 1.61, Fig. 1(b) shows that the singularity B is split into three ones
labeled B, E, and F , i.e., A (1.0000, 0.1066), B (1.0000, 0.1312), E (0.9789, 0.1319), F (1.0220,
0.1377), C (1.0000, 0.1811), D (1.0000, 0.2298). When we increase the truncation parameter δ to
1.75, the singularities A and B approach each other and annihilate, and the singularities E, F ,
C and D are located at E (0.9666, 0.1369), F (1.0358, 0.1467), C (1.0000, 0.1824), D (1.0000,
0.2308).

Figure 2 gives the contour lines of constant intensity of focused high-order Hermite-Gaussian
beams with m = 2 for different values of the truncation parameter δ. From Figs. 2(a) and (b), we
see that as the truncation parameter δ is increased from 1.65 to 1.77, the singularity C is split into
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Figure 1: Contour lines of constant intensity of a focused high-order Hermite-Gaussian beam with m = 1
for different values of the truncation parameter δ. (a) δ = 1.50, (b) δ = 1.61, and (c) δ = 1.75.
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Figure 2: Contour lines of constant intensity of a focused high-order Hermite-Gaussian beam with m = 2
for different values of the truncation parameter δ. (a) δ = 1.65, (b) δ = 1.77, and (c) δ = 1.90.

three ones labeled C, G, and H, i.e., A (1.0000, 0.0285), B (1.0000, 0.1202), C (1.0000, 0.1554),
D (1.0000, 0.2044) at δ = 1.65, and A (1.0000, 0.0300), B (1.0000, 0.1286), C (1.0000, 0.1550), G
(0.9764, 0.1549), H (1.0248, 0.1626), D (1.0000, 0.2055) at δ = 1.77. A further increase of δ to 1.90
in Fig. 2(c) results in an annihilation of singularities B and C, and the singularities A, G, H and
D are located at A (1.0000, 0.0317), G (0.9639, 0.1590), H (1.0390, 0.1714), D (1.0000, 0.2067).
From Fig. 2, it turns out that as the truncation parameter gradually increases, the singularities B
and C approach each other and annihilate, Whereas the singularity A remain in the focal plane.
Furthermore, the reorganization process continues with the next pair of phase singularities with
increasing beam order m, which is omitted here.

4. CONCLUSIONS

In this paper, the phase singularities of focused high-order Hermite-Gaussian beams have been
studied, which depend on the truncation parameter δ and beam order m. Numerical calculation
results have been presented to stress the for different values of the on the behavior of phase singu-
larities. As the truncation parameter gradually increases, the singularities A and B approach each
other and annihilate for m =1, whereas for m = 2 the singularities B and C approach each other
and annihilate. With increasing beam order m the reorganization process continues with the next
pair of phase singularities. Our study would be useful for understanding the evolution behavior of
phase singularities in the presence of astigmatism and for controlling phase singularities.
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Abstract— The spectral Stokes singularities of partially coherent radially polarized anomalous
hollow beams focused by a high numerical aperture (NA) objective in the presence of spherical
aberration is studied in detail by using the vector Debye formula. It is shown that there exist s12,
s23, and s31 spectral Stokes singularities. The variation of the spherical aberration, truncation
parameter and half angle of the aperture lens will result in the motion, pair creation and annihi-
lation, and changes in the degree of polarization of s12, s23, and s31 spectral Stokes singularities,
and the handedness reversal of s12 singularities (C-points). The creation and annihilation occur
for a pair of s12 singularities with opposite topological charge but same handedness, and for a
pair of oppositely charged s23 or s31 singularities, which is similar to the aberration-free case.
The collision of an s12 singularity with an L-line (s3 = 0 contour) leads to a V -point, which is
located at the intersection of contours of s12 = 0 and s23 = 0 (or s31 = 0) and is unstable. A
small perturbation leads to the handedness reversal and changes in the degree of polarization of
the C-point. The results have been illustrated numerically and are compared with the results of
previous work.

1. INTRODUCTION

Much interest has been exhibited in the focusing of high numerical aperture (NA) polarized
beams due to the applications in confocal microscopy, lithography and electron acceleration etc.
Zhan et al. [1] analyzed the focus shaping of generalized cylindricalvector beams and found peak-
centered, donut and flat-topped focal shapes under certain conditions. Diehl et al. [2] dealt with the
structure of tightly focused radially polarized beams and the existence of phase singularities of the
longitudinal and radial electric field components. Schoonover and Visser [3] examined the state of
polarization of strongly focused radially polarized fields and showed the evolution of a lemon into
a monstar and the presence of a V -point. More recently, we studied the spectral singularities of
tightly focused radially polarized beams by introducing spectral Stokes singularities [4]. The aim
of the present paper is to illustrate the effect of spherical aberration on the spectral singularities of
focused partially coherent high NA radially polarized beams.

2. THEORETICAL MODEL

Assume that a novel type of beam, i.e., anomalous hollow beam is tightly focused by a spherically
aberrated aperture lens of the focal length f and aperture radius a. The cross-spectral density of
the apodization function of the pupil of such partially coherent radially polarized beam is expressed
as [5–8]

l0(θ1, θ2) =

[
−2 + 8

(
δ sin θ1

tan θmax

)2
][
−2 + 8

(
δ sin θ2

tan θmax

)2
]

exp
[
−δ2(sin2 θ1 + sin2 θ2)

tan2 θmax
− f2

L2
c

(sin θ1 − sin θ2)2
]

, (1)

where δ = a/w0 is the truncation parameter, θmax is the semi-angle of the aperture lens, w0 denotes
the waist width, Lc specifies the spatial correlation length.

The spherical aberration is described by a phase factor exp(ikφR), where the spherical aberration
function is expressed as [9]

φR =
S1δ

4 sin4 θ

tan4 θmax
, (2)
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S1 is the spherical aberration coefficient, and k is the wave number related to the wavelength λ by
k = 2π/λ.

The concept of spectral Stokes singularities can be expressed as [4]

S0(r1, r2)=〈E∗
z (r1)Ez(r2)〉+

〈
E∗

ρ(r1)Eρ(r2)
〉

S1(r1, r2)=〈E∗
z (r1)Ez(r2)〉−

〈
E∗

ρ(r1)Eρ(r2)
〉

S2(r1, r2)=〈E∗
z (r1)Eρ(r2)〉+

〈
E∗

ρ(r1)Ez(r2)
〉
, S3(r1, r2)= i

[〈
E∗

ρ(r1)Ez(r2)
〉−〈E∗

z (r1)Eρ(r2)〉
]
,

(3)

where the brackets 〈〉 denotes the ensemble average, and the asterisk * denotes the complex conju-
gate.

Using Lommel variables u = kz sin2 θmax, v = kr sin θmax, and on substituting Eqs. (1)–(2) into
Eq. (3), the generalized Stokes parameters are rewritten as

S0(r1, r2) =
∫ θmax

0

∫ θmax

0
l0(θ1, θ2)

√
cos θ1 cos θ2

exp
(
−i

u cos θ1

sin2 θmax
+ i

u cos θ2

sin2 θmax
− ikS1δ

4 sin4 θ1

tan4 θmax
+ ikS1δ

4 sin4 θ2

tan4 θmax

)

×
[
4 sin2 θ1 sin2 θ2J0

(
v sin θ1

sin θmax

)
J0

(
v sin θ2

sin θmax

)

+sin 2θ1 sin 2θ2J1

(
v sin θ1

sin θmax

)
J1

(
v sin θ2

sin θmax

)]
dθ1dθ2, (4a)

S1(r1, r2) =
∫ θmax

0

∫ θmax

0
l0(θ1, θ2)

√
cos θ1 cos θ2

exp
(
−i

u cos θ1

sin2 θmax
+ i

u cos θ2

sin2 θmax
− ikS1δ

4 sin4 θ1

tan4 θmax
+ ikS1δ

4 sin4 θ2

tan4 θmax

)

×
[
4 sin2 θ1 sin2 θ2J0

(
v sin θ1

sin θmax

)
J0

(
v sin θ2

sin θmax

)

− sin 2θ1 sin 2θ2J1

(
v sin θ1

sin θmax

)
J1

(
v sin θ2

sin θmax

)]
dθ1dθ2, (4b)

S2(r1, r2) = 2i
∫ θmax

0

∫ θmax

0
l0(θ1, θ2)

√
cos θ1 cos θ2

exp
(
−i

u cos θ1

sin2 θmax
+ i

u cos θ2

sin2 θmax
− ikS1δ

4 sin4 θ1

tan4 θmax
+ ikS1δ

4 sin4 θ2

tan4 θmax

)

×
[
− sin2 θ1 sin 2θ2J0

(
v sin θ1

sin θmax

)
J1

(
v sin θ2

sin θmax

)

+sin 2θ1 sin2 θ2J1

(
v sin θ1

sin θmax

)
J0

(
v sin θ2

sin θmax

)]
dθ1dθ2, (4c)

S3 (r1, r2) = −2
∫ θmax

0

∫ θmax

0
l0(θ1, θ2)

√
cos θ1 cos θ2

exp
(
−i

u cos θ1

sin2 θmax
+ i

u cos θ2

sin2 θmax
− ikS1δ

4 sin4 θ1

tan4 θmax
+ ikS1δ

4 sin4 θ2

tan4 θmax

)

×
[
sin 2θ1 sin2 θ2J1

(
v sin θ1

sin θmax

)
J0

(
v sin θ2

sin θmax

)

+sin2 θ1 sin 2θ2J0

(
v sin θ1

sin θmax

)
J1

(
v sin θ2

sin θmax

)]
dθ1dθ2, (4d)

By letting r1 = r2, we obtain the normalized spectral Stokes parameters s1 = S1/S0, s2 = S2/S0

and s3 = S3/S0. Thus, the complex spectral Stokes fields sij (i, j = 1, 2, 3) can be introduced and
are given by

s12 = s1 + is2, s23 = s2 + is3, s31 = s3 + is1. (5)
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The degree of polarization reads as

P =
√

s2
1 + s2

2 + s2
3. (6)

s12 singularities correspond to the circular polarization (C-points) of nonparaxial partially coherent
beams, at which the polarization ellipse reduces to a circle. s3 > 0 (s3 < 0) means right- (left-)
handedness. s23 and s31 singularities must be located on L-lines, where the polarization ellipse
degenerates into a line. From Eqs. (1)–(6) it turns out that the spectral Stokes singularities of
tightly focused by a spherically aberrated aperture lens depend on the truncation parameter δ,
the spherical aberration kS1, semi-angle of the aperture lens θmax (or equally, NA = sin θmax) and
spatial correlation length Lc.

3. SPECTRAL STOKES SINGULARITIES IN THE FOCAL REGION

From Section 2, we see that the spectral Stokes singularities in the focal region are dynamically
variable if a controlling parameter, such as the truncation parameters δ, spherical aberration kS1,
semi-angle of the aperture lens θmax and spatial correlation length Lc, is changed which can be
illustrated numerically by using Eqs. (4)–(6). In the following numerical calculations f = 10000λ
is kept fixed, thus the Fresnel number N = (NA)2f/λ À 1 to ensure the validity of the Debye
theory. Figs. 1(a)–(d) show spectral Stokes singularities in the region (5 ≤ u ≤ 12, 3.5 ≤ v ≤ 9.5) for
different values of the truncation parameters (a) δ = 1.67, (b) δ = 1.65, (c) δ = 1.645, (d) δ = 1.625.
The calculation parameters are θmax = π/3, kS1 = 0.03 and Lc = 10000λ. The contours of s1 = 0,
s2 = 0 and s3 = 0 are represented by solid, dashed and dotted curves, respectively. s12 (C-points,
labeled by 1, 2, 3, 4, 5, 6), s23 (labeled by A, B, C) and s31 (labeled by a, b, c) singularities appear
at the intersection of si = 0 and sj = 0, and are represented by circles, triangles and squares, the
black and open ones correspond to the topological charges mij = −1 and +1, respectively, which
are determined by the sign principle [10]. The L-lines (s3 = 0) separate the xy plane into the right-
and left-handed regions [3], and the signs ± of s3 determine the handedness of C-points and are
shown in the figures. As can be seen, at δ = 1.67 in Fig. 1(a) there is a V -point [3] positioned
at (11.397, 8.145) marked “?”, at which s1 = s2 = s3 = 0, and the degree of polarization P = 0.
With an increase of the truncation parameter to δ = 1.675, the V -point shifts to (11.387, 8.173),
and becomes left-handed whose degree of polarization P = 0.036 (not shown). However, with a
decrease of the truncation parameter to δ = 1.65 (see Fig. 1(b)), V -point shifts to (11.381, 8.004),
and becomes right-handed whose degree of polarization P = 0.084. With decreasing truncation
parameter a pair of C-points 5 and 6 with opposite charge and same right-handedness approach
and annihilate each other δ = 1.625 in Fig. 1(d).

A decrease of δ will result in the motion and change in the degree of polarization of s31 and
s23 singularities. And as a result, a pair of s23 singularities A and B in Fig. 1(c), a pair of s31

singularities b and c (not shown) annihilate each other, respectively.
Similar behavior of spectral Stokes singularities is present by varying semi-angle of the aperture

lens θmax and spatial correlation length Lc, and is omitted here.
Figure 2 gives the variation of distance between a pair of s23 singularities A, B in Fig. 1 versus

the spherical aberration kS 1, δ = 1.646 and the other calculation parameters are the same as
in Fig. 1(a). From Fig. 2, we see that the distance between a pair of s23 singularities A and B
decreases as the spherical aberration decreases. As a result, the annihilation process may take
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Figure 1: s12, s23 and s31 singularities for different values of δ (a) δ = 1.67, (b) δ = 1.65, (c) δ = 1.645, (d)
δ = 1.625.
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Figure 2: Distance ∆ between a pair of s23 singularities versus the spherical aberration.

place. Similarly, the change of spherical aberration may result in the annihilation of s12 and s31

singularities, and not shown here.

4. CONCLUSION

In this paper, the spectral Stokes singularities of focused partially coherent high NA radially po-
larized beams have been studied, where the spherical aberration has been taken into consideration.
It has been shown that there exist s12, s23, and s31 singularities, as well as V singularities. s12, s23,
and s31 singularities may move, create and annihilate, their degree of polarization may change and
the handedness reversal of s12 singularities may take place by a suitable variation of a controlling
parameter, such as the truncation parameter, NA, spherical aberration or spatial correlation length.
In comparison with Refs. [3, 4], where the polarization singularities of focused fully coherent and
partially coherent high NA radially polarized beams were studied, respectively, in this paper, the
spectral Stokes singularities of focused partially coherent high NA radially polarized beams in the
presence of spherical aberration have been dealt with and shown that the annihilation process of
the spectral singularities will depend on the spherical aberration. The results obtained in this paper
would be beneficial to studying of the dependence of spectral Stokes singularities on the spherical
aberration, and to controlling of spectral Stokes singularities.
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Propagation of Nonparaxial Gaussian Schell-model Electromagnetic
Beams through an Aperture

Haixia Wang, Chaoliang Ding, Yongtao Zhang, and Liuzhan Pan
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Abstract— Based on the generalized Rayleigh-Sommerfeld diffraction integrals, the analytical
expression for the 3× 3 cross-spectral density matrix of nonparaxial Gaussian-Schell model elec-
tromagnetic beams propagating through a rectangle aperture is derived and used to formulate the
spectral density and spectral degree of polarization of electromagnetic beams at the z plane. The
effect of parameters f , fσ and truncation parameter δ on the spectral density and spectral degree
of polarization of electromagnetic beams are stressed. The results are illustrated by numerical
examples.

1. INTRODUCTION

In 2003, Wolf proposed the unified theory of coherence and polarization of stochastic electromag-
netic beams [1–3]. Since then, a lot of works has been done on the propagation properties of
stochastic electromagnetic beams [4–10]. However, all the above investigations have been restricted
to the paraxial regime. With the development and wide application of diode lasers, there exist
optical beams with very small spot size that is comparable with the wavelength or with a large
divergence angle, for which the paraxial theory is no longer invalid. Recently, some works have
been done on the propagation properties of nonparaxial partially coherent beams [11, 12]. In this
paper, using the generalized Rayleigh-Sommerfeld diffraction integral, we study the propagation
properties of nonparaxial Gaussian Schell-model (GSM) electromagnetic beams through a rectangle
aperture.

2. THEORETICAL FORMULATION

For nonparaxial beams the longitudinal component cannot be neglected at any pair of points in
the half-space z ≥ 0 [13], the second-order coherence properties of the field can be studied with the
3× 3 cross-spectral density matrix [14]. The cross-spectral-density matrix at the plane z = 0 takes
the form

↔
W

0
(ρ10, ρ20, 0, ω) =




W 0
xx (ρ10, ρ20, 0, ω) W 0

xy (ρ10, ρ, 0, ω) 0
W 0

yx (ρ10, ρ20, 0, ω) W 0
yy (ρ10, ρ20, 0, ω) 0

0 0 0


 . (1)

The cross-spectral density matrix in the half-space z > 0 takes the form

↔
W (ρ1, ρ2, z, ω) =

[
Wxx (ρ1, ρ2, z, ω) Wxy (ρ1,ρ2, z, ω) Wxz (ρ1,ρ2, z, ω)
Wyx (ρ1,ρ2, z, ω) Wyy (ρ1, ρ2, z, ω) Wyz (ρ1,ρ2, z, ω)
Wzx (ρ1, ρ2, z, ω) Wzy (ρ1, ρ2, z, ω) Wzz (ρ1, ρ2, z, ω)

]
. (2)

The propagation of each of the elements of the cross-spectral density matrix at a pair of points ρ1

and ρ2 in the half-space z > 0 can be treated by the generalized Rayleigh-Sommerfeld formulas [14]

Wαβ (ρ1, ρ2, z, ω) =
( z

λ

)2
∫∫∫∫

W 0
αβ (ρ10, ρ20, 0, ω)× exp [ik(R2 −R1)]

R2
1R

2
2

d2ρ10d
2ρ20,

(α, β = x, y) (3a)

Wαz (ρ1, ρ2, z, ω) =−
(

1
λ

)2 ∫∫∫∫ [
W 0

αx (ρ10, ρ20, 0, ω)z(x2−x20)+W 0
αy (ρ10, ρ20, 0, ω)z (y2−y20)]

×exp[ik(R2 −R1)]
R2

1R
2
2

d2ρ10d
2ρ20, (α, β = x, y) (3b)
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Wzz(ρ1,ρ2, z, ω) =
(

1
λ

)2 ∫∫∫∫ [
W 0

xx (ρ10, ρ20, 0, ω) (x1 − x10) (x2 − x20)

+ 2W 0
xy (ρ10,ρ20, 0, ω) (x1 − x10) (y2 − y20)

+ W 0
yy (ρ10, ρ20, 0, ω) (y1−y10) (y2−y20)

]× exp[ik(R2−R1)]
R2

1R
2
2

d2ρ10d
2ρ20.(3c)

Let us suppose an electromagnetic Gaussian Schell-model source, the elements of its cross-
spectral density matrix at the source plane z = 0 are given by the expressions [15]

W0αβ(ρ10,ρ20, 0, ω) =





exp
(
− ρ2

10
4w2

0

)
exp

(
− ρ2

20
4w2

0

)
exp

(
−|ρ

−
10ρ20|2
2σ2

αβ

)
α = β = x

0 otherwise
(4)

where the variances w0 and σαβ are the beam waist and correlation length of the GSM electromag-
netic beams.

Assume that a rectangle aperture is located at plane z = 0, the cross-spectral density matrix
just behind the aperture reads as

↔
W

0
(ρ10,ρ20, 0, ω) =

↔
W0(ρ10, ρ20, 0, ω)t(ρ10,ρ20), (5)

where t(ρ10, ρ20) denotes the window function of the aperture

t(ρ10,ρ20) =
{

1 |x0| ≤ a, |y0| ≤ b
0 otherwise . (6)

On substituting from Eq. (6) into Eq. (5), we obtained the elements of the cross-spectral density
matrix of the GSM electromagnetic beam in the output plane as follow

Wxx (ρ1, ρ2, z, ω) = − iπw2
0z

2

4s1r2
1r

2
2λ

2

∫ δ1

−δ1

∫ δ2

−δ2

exp
[
−k2(x2

1 + y2
1)

4r2
1s1

+
if2

σk3(x1u + y1v)w0

2s1r1

− ik(x2u + y2v)w0

r2
+

f4
σk4(u2 + v2)w2

0

4s1
− w2

0s2(u2 + v2)
]

×
(

Erf
[−ikx1 − f2

σk2r1w0u− 2r1s1w0δ1

2r1
√

s1

]
− Erf

[−ikx1 − f2
σk2r1w0u + 2r1s1w0δ1

2r1
√

s1

])

×
(

Erfi
[
ky1 − if2

σk2r1w0v − i2r1s1w0δ2

2r1
√

s1

]
− Erfi

[
ky1 − if2

σk2r1w0v + i2r1s1w0δ2

2r1
√

s1

])
dudv, (7a)

Wzz (ρ1, ρ2, z, ω)=
√

πw2
0

8λ2r3
1r

2
2

√
s3
1s2

∫ δ1

−δ1

∫ δ2

−δ2

exp
[
− if2

σk3y2w0v

2r2s2
− ikw0(r1x2u−r2y1v+r2x1δ1)

r1r2

+
f4

σk4w2
0v

2

4s2
− w2

0

(
s1v

2 + s2u
2 + δ2

1s1

)− k2x2
1

4r2
1s1

− k2y2
2

4r2
2s2

− k2f2
σδ1w

2
0u

]

×(x2 − uw0)
{

i2 exp
(

k2x2
1

4r2
1s1

)[
−1 + exp

(
1
r1

(2kδ1w0(ix1 + f2
σkr1w0u))

)]
r1
√

s1

+i exp
[

w0

4r1s1
(f2

σk2u+2s1δ1)(i2kx1+f2
σk2r1w0u+2r1s1δ1w0)

]√
π(ikx1−2r1s1x1+f2

σk2r1w0u)

×Erf
[−ikx1 − f2

σk2r1w0u− 2r1s1w0δ1

2r1
√

s1

]

+exp
[

w0

4r1s1

(
f2

σk2u+2s1δ1

) (
i2kx1+f2

σk2r1w0u+2r1s1δ1w0

)]√
π

(
kx1+i2r1s1x1−if2

σk2r1w0u
)

× Erf
[−ikx1 − f2

σk2r1w0u + 2r1s1w0δ1

2r1
√

s1

]}

×
(

Erfi
[
ky2 + if2

σk2r2w0v − i2r2s2w0δ2

2r2
√

s2

]
− Erfi

[
ky2 + if2

σk2r2w0v + i2r2s2w0δ2

2r2
√

s2

])
dudv, (7b)
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Wxz (ρ1, ρ2, z, ω) =
iπw2

0z

4s1r2
1r

2
2λ

2

∫ δ1

−δ1

∫ δ2

−δ2

(x2 − uw0) exp

[
−k2

(
x2

1 + y2
1

)

4r2
1s1

+
if2

σk3(x1u + y1v)w0

2s1r1

− ik(x2u + y2v)w0

r2
+

f4
σk4

(
u2 + v2

)
w2

0

4s1
− w2

0s2

(
u2 + v2

)
]

×
(

Erf
[−ikx1 − f2

σk2r1w0u− 2r1s1w0δ1

2r1
√

s1

]
− Erf

[−ikx1 − f2
σk2r1w0u + 2r1s1w0δ1

2r1
√

s1

])

×
(

Erfi
[
ky1 − if2

σk2r1w0v − i2r1s1w0δ2

2r1
√

s1

]
− Erfi

[
ky1 − if2

σk2r1w0v + i2r1s1w0δ2

2r1
√

s1

])
dudv,(7c)

s1 =
k2

4
(
f2 + f2

σ

)
+

ik

2r1
,

s2 =
k2

4
(
f2 + f2

σ

)− ik

2r2
,

f =
1

kw0
, fσ =

1
kσ

,

δ1 =
a

w0
, δ2 =

b

w0
(truncationparameter).

The spectral density and the spectral degree of polarization of the GSM beam are given by [14, 15]

I(ρ, z, ω) = tr
[ ↔
W(ρ, ρ, z, ω)

]
= Wxx(ρ, ρ, z, ω) + Wyy(ρ, ρ, z, ω) + Wzz(ρ,ρ, z, ω), (8a)

P (ρ, z, ω) =

√√√√√3
2


tr

(↔
W (ρ, ρ, z, ω)2

)

tr2
(↔
W (ρ, ρ, z, ω)

) − 1
3


. (8b)

On substituting from Eq. (7) into Eq. (8), the spectral density and the spectral degree of polarization
at the plane z > 0 were obtained. It can be seen that the parameters f , fσ and δ influence the
spectral density and the spectral degree of polarization of nonparaxial GSM electromagnetic beams
through a rectangle aperture.

3. NUMERICAL CALCULATION RESULTS AND ANALYSES

To illustrate the dependence of spectral density and spectral degree of polarization on parameters f ,
fσ and truncation parameter δ, some numerical calculation results are presented. Fig. 1 and Fig. 2
are the normalized spectral density distributions in the plane z = 20zR for different parameters
f , fσ, and δ value, zR = πw2

0/λ is the Rayleigh length. The other calculation parameter are
δ1 = δ2 = δ, λ = 632.8 nm. From Fig. 1, for the larger values of truncation parameter (δ = 2),
the longitudinal component intensity Iz(x, 0, 20zR) becomes observable with increasing parameters
f or fσ, which are consistent essentially with the obtained results in Ref. [11, 12]. In Fig. 2, with
decreasing truncation parameter, the longitudinal component intensity Iz(x, 0, 20zR) becomes more
observable.
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Figure 1: The normalized spectral density distributions in the plane z = 20zR. (a) f = 0.01; fσ = 0.01;
δ = 2; (c) f = 0.01; fσ = 0.3; δ = 2; (c) f = 0.5; fσ = 0.01; δ = 2.
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Figure 2: The normalized spectral density distributions
in the plane z = 20zR. (a) f = 0.5; fσ = 0.01; δ = 1.2;
(b) f = 0.5; fσ = 0.01; δ = 0.8.
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Figure 3: The transverse distribution of the
spectral degree of polarization in the plane z =
20zR, f = 0.5, fσ = 0.01.

Figure 3 is the transverse distribution of the spectral degree of polarization in the plane z = 20zR.
As can be seen that, upon propagation, the completely polarization electromagnetic beams can
become partially polarized and nonuniform across a typical cross section of electromagnetic beams.
Furthermore, the larger the truncation parameter δ is, the smaller the minimum of the spectral
degree of polarization P (x, 0, z, ω) is.

4. CONCLUSION

By using the Rayleigh-Sommerfeld diffraction integral, the propagation properties of nonparaxial
Gaussian Schell-model electromagnetic beams through a rectangle aperture are studied. It is shown
that the parameters f , fσ and truncation parameter δ affect the spectral density and the spectral
degree of polarization. The truncation parameter δ plays an important role in determining the
nonparaxiality of apertured GSM electromagnetic beams. The longitudinal component intensity
becomes more observable with decreasing truncation parameter δ. On the cross section of elec-
tromagnetic beams, the minimum of the spectral degree of polarization increases with decreasing
truncation parameter δ.
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Spectral Stokes Singularities of Nonparaxial Partially Coherent
Elliptical Gaussian Vortex Beams Diffracted at a Half-plane

Screen
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Abstract— Based on the generalized vector Rayleigh-Sommerfeld diffraction integrals, the ex-
pression for the cross-spectral density matrix has been derived and used to study the dynamic
behavior of spectral Stokes singularities of nonparaxial partially coherent elliptical Gaussian vor-
tex beams diffracted at a half-plane screen. It is shown that the motion, pair creation and
annihilation of spectral Stokes singularities are dependent on a controlling parameter, such as
spatial correlation length, the off-axis displacement parameter, or the waist width ratio of el-
liptical Gaussian vortex beams, as well as the propagation distance. The analytical results are
illustrated numerically. The results obtianed in this paper about studying on some new effects in
nonparaxial beam diffraction and propagation provide a method for generating spectral Stokes
singularities and are further enrichment and extension of the research range of singular optics,
and can be useful for practical applications of optical vortices.

1. INTRODUCTION

Since Nye and Hajnal discovered the polarization singularities for monochromatic electromagnetic
wavefields in three dimensions, which were first confirmed experimentally with microwaves, the
polarization singularities in vector wavefields have attracted much attention due to their theoretical
and applicative aspects [1–4]. However, most of the studies have been made within the frameworks
of the paraxial approximation and fully coherent wavefields. Schoonover and Visser showed that
with a suitable change in the definition of the Stokes parameters the usual description of the
state of the polarization and polarization singularities in the paraxial case can be extended to the
nonparaxial regime and explored the polarization singularities of strongly focused radially polarized
fields [5]. On the other hand, Yan et al. studied the polarization singularities of paraxial partially
coherent electromagnetic beams by introducing spectral Stokes singularities [6]. The purpose of this
paper is to study the dynamic behavior of spectral Stokes singularities of partially coherent elliptical
Gaussian vortex beams diffracted at a half-plane screen beyond the paraxial approximation. The
results are illustrated by numerical examples.

2. THEORETICAL MODEL

Consider a partially coherent elliptical Gaussian vortex beams with topological charge m = +1
whose 3× 3 cross-spectral density matrix at the source plane z = 0 reads as [7, 8]

W 0 =

∣∣∣∣∣∣
W 0

xx(x01, y01, x02, y02, 0) 0 0
0 0 0
0 0 0

∣∣∣∣∣∣
, (1)

z 

x

y

0

Σ

Figure 1: A schematic illustration of a half-plane screen.



564 PIERS Proceedings, Suzhou, China, September 12–16, 2011

where for simplicity we assume that W 0
xy = W 0

xz = W 0
yx = W 0

yy = W 0
yz = W 0

zx = W 0
zy = W 0

zz = 0,
i.e., the initial beam is linearly polarized in the x direction, and

W 0
xx(x01, y01, x02, y02, 0) = (x01 − b− iy01)(x02 − b + iy02)

exp

[
−(x01 − x02)2 + (y01 − y02)2

σ2
0

− 1
2

(
x2

01 + x2
02

w2
0x

+
y2
01 + y2

02

w2
0y

)]
, (2)

where w0x, w0y are waist widths in the x and y directions, respectively, b denotes the off-axis
distance in the x direction, σ0 is the spatial correlation length. As shown in Fig. 1, a half-plane
screen Σ with transmissivity

T (x0, y0) =
{

1, y0 ≥ 0
0 y0 < 0 . (3)

is positioned at the plane z = 0.
The propagation of general beams in the half space z > 0 is governed by the vector Rayleigh-

Sommerfeld diffraction integrals which for our case are given by [9]

Wxx(x1, y1, x2, y2, z)=
(

1
2π

)2∫∫ ∫∫

z=0
W (0)

xx

∂

∂z

[
exp (−ikR1)

R1

]
∂

∂z

[
exp(ikR2)

R2

]
dx01dx02dy01dy02, (4a)

Wzz(x1, y1, x2, y2, z)=
(

1
2π

)2∫∫ ∫∫

z=0
W (0)

xx

∂

∂x1

[
exp(−ikR1)

R1

]
∂

∂x2

[
exp(ikR2)

R2

]
dx01dx02dy01dy02,(4b)

Wxz(x1, y1, x2, y2, z)=−
(

1
2π

)2∫ ∫∫

z=0
W (0)

xx

∂

∂z

[
exp(−ikR1)

R1

]
∂

∂x2

[
exp(ikR2)

R2

]
dx01dx02dy01dy02,(4c)

Wxy(x1, y1, x2, y2, z) = Wyx(x1, y1, x2, y2, z) = Wyy(x1, y1, x2, y2, z) = 0, (4d)
Wzx(x1, y1, x2, y2, z) = W ∗

xz(x1, y1, x2, y2, z), (4e)

with * denotes the complex conjugate, and Rν =
√

(xν − x0ν)2 + (yν − y0ν)2 + z2 (ν = 1, 2).
Setting x1 = x2 = x, y1 = y2 = y in Eqs. (2) and (4), the spectral Stokes parameters are defined

as

S0(x, y, z) = Wzz(x, y, z) + Wxx(x, y, z), S1(x, y, z) = Wzz(x, y, z)−Wxx(x, y, z),
S2(x, y, z) = Wzx(x, y, z) + Wxz(x, y, z), S3(x, y, z) = i[Wxz(x, y, z)−Wzx(x, y, z)].

(5)

The normalized spectral Stokes parameters are s1 = S1/S0, s2 = S2/S0 and s3 = S3/S0. The
complex spectral Stokes parameters sij (i, j = 1, 2, 3) are written as [10]

s12 = s1 + is2, s23 = s2 + is3, s31 = s3 + is1, (6)

and the degree of polarization reads as

P =
√

s2
1 + s2

2 + s2
3. (7)

The spectral Stokes singularities (vortices) of partially coherent beams correspond to the zero
points of complex Stokes fields sij = 0, where s12 singularities correspond to the circular polarization
(C-points), and s3 > 0 (s3 < 0) means right- (left-) handedness, where the orientation of the major
and minor axes of polarization ellipse is undetermined. s23 and s31 singularities must be located on
L-lines, where the handedness of the polarization ellipse becomes undefined (linear polarization).
From Eqs. (2)–(9) it turns out that the spectral Stokes singularities depend on the spatial correlation
length σ0, waist width ratio a = w0y/w0x, off-axis distance b, as well as on the propagation distance.

3. DYNAMIC BEHAVIOR SPECTRAL STOKES SINGULARITIES

Numerical calculations were made by means of Eqs. (2)–(9) to illustrate the dependence of the
spectral singularities on the a, σ0, b, and z.

Figure 2 gives the s12, s23 and s31 singularities within {−1.5 ≤ x/w0x ≤ 0.8, 1.5 ≤ y/w0x ≤ 2.5}
at z = 10zRx, where zRx = kw0x/2 is the Rayleigh length in the xdirection, for different values of
the waist width ratio (a) a = 1.6, (b) a = 2.1148, (c) a = 2.116, (d) a = 2.118, σ0 = 20λ, w0x = 0.5λ
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and b = 1.5w0x. The contours of s1 = 0, s2 = 0 and s3 = 0 are represented by solid, dashed and
dotted curves, respectively. s12 (C-points), s23 and s31 singularities appear at the intersection of
si = 0 and sj = 0, and are represented by circles, triangles and squares, the black and open ones
correspond to the topological charges mij = −1 and +1, respectively, which are determined by
the sign principle [10]. The L-lines (s3 = 0) separate the xy plane into the right- and left- handed
regions [5], and the signs ± of s3 determine the handedness of C-points and are shown in the
figures. As can be seen, there are two s12 singularities (C-points) with opposite charges m = ±1
labelled 1 and 2 at a = 1.6 in Fig. 2(a). The left-handed C-point 1 and right-handed C-point 2
are positioned at (−1.419, 1.965), and (−0.996, 1.966), whose degree of polarization is P = 0.643,
and 0.660, respectively. With increasing waist width ratio to a = 2.1148 in Fig. 2(b) C-point 2
moves to the L-line at (0.707, 2.151), and collides with it, resulting in the creation of a V-point
marked “F”, at which s1 = s2 = s3 = 0, and the degree of polarization P = 0, sometimes also
called the U-singularity [12]. The V-point is unstable because a small perturbation of a leads to
the handedness reversal and change in the degree of polarization. For examples, with an increase
of the waist width ratio to a = 2.115, C-point 2 shifts to (0.705, 2.158), and becomes left-handed
whose degree of polarization P = 0.013 (not shown). A further increase of a = 2.116 in Fig. 2(c) a
pair of C-points 1 and 2 with opposite charge and same left-handedness approach and annihilate
each other.

There exist a pair of s31 singularities of opposite charge marked a and b whose positions are
(−1.251, 2.252), and (−1.209, 1.798), P = 0.741, and 0.535, respectively, in Fig. 2(a). An increase
of a results in the motion and change in the degree of polarization of s31 singularities a and b. For
example, for a = 2.116 in Fig. 2(c) s31 singularities a and b move to (0.711, 2.148) and (0.705,
2.110), P= 0.01 and 0.179, respectively. For a = 2.118 in Fig. 2(d) a pair of s31 singularities a and
b annihilate each other.

1 2 A
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b

1
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b
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Figure 2: s12, s23 and s31. singularities at z = 10ZRx
for secleted values of the waist width ratio (a) a = 1.6,

(b) a = 2.1148, (c) a = 2.116, (d) a− 2.118. The other calculation parameters are seen in the text.
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There is an s23 singularity marked A whose position is (−1.223, 1.980), and P = 0.268 in
Fig. 2(a). The motion and change in the degree of polarization take place by varying a, e.g., for
a = 2.1148 and 2.118 in Figs. 2(b), (d), the position of s23 singularity A is (0.707, 2.151) and (0.711,
2.149), P = 0 and 0.002, respectively.

Similar behavior of spectral Stokes singularities is present by varying the spatial correlation
length σ0, off-axis distance a, as well as the propagation distance z, and is omitted here.

4. CONCLUSIONS

In this paper, the spectral Stokes singularities of the nonparaxial partially coherent elliptical Gaus-
sian vortex beams diffracted at a half screen have been studied in detail. It is shown that there
exist s12, s23 and s31 spectral Stokes singularities, which are variable in the variation of a control
parameter, such as waist width ratio, the spatial correlation length, or off-axis distance, as well as
the propagation distance. The motion, annihilation process, change in the degree of polarization
of s12, s23 and s31 singularities and the handedness reversal of s12 singularities may take place.
The results obtained in this paper would be beneficial to studying of polarization singularities in
nonparaxial diffracted wavefields.
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Abstract— We demonstrate tuning of trapped-mode resonances in a symmetric planar meta-
material both experimentally and theoretically. By controlling the excitation of the Fano-type
trapped-mode resonance via the angle of incidence, its quality factor is controlled and the reso-
nance is red-shifted by up to 21%.

1. INTRODUCTION

The asymmetric Fano resonance, which has long been known as a characteristic feature of interact-
ing quantum systems, has more recently been found in plasmonic nanostructures and metamateri-
als [1, 2]. The steep dispersion of the Fano resonance profile promises applications in slow light [3–9],
sensor [10, 11], nonlinear [12] and switching [13] applications. Fano resonances in metamaterials
were first observed in arrays of asymmetrically split rings [14], consisting of two wire arcs of different
lengths. Incident electromagnetic waves with the electric polarization parallel to these asymmetric
wires can excite a high-Q mode formed by counter-propagating currents, i.e., a so-called trapped
mode resonance that is associated with an asymmetric Fano-type line shape [14]. The quality factor
of such trapped-mode resonances is mainly limited by losses and attempts to compensate or elimi-
nate Joule losses using optically-pumped gain media such as semiconductor quantum dots [15, 16]
and superconducting metamaterials [17] have been reported. The tunability of Fano resonances is
another key issue. Tuning of a Fano resonance was observed when crossing the superconducting
transition temperature of a superconducting metamaterial [17]. Most generally, the properties of
Fano resonances can be controlled by the metamaterial design [14, 18–20]. However, it is extremely
difficult to change the geometrical size of elements once they are fabricated. Therefore, a practical
way of controlling Fano resonances is of great importance for developing metamaterials for real
applications [21].

In this paper, we report that trapped-mode Fano-type resonances in a planar metamaterial can
be efficiently controlled via the angle of incidence, offering an easy-to-implement way of achieving
local field tunability in metamaterials. We demonstrate tuning of the trapped-mode quality factor
and its spectral localization experimentally and numerically.

2. EXPERIMENTAL AND SIMULATED RESULTS

We investigate resonance tuning in a meta-surface based on symmetrically split rings (SSR), see
Fig. 1. The SSR consists of two identical wire arcs corresponding to 160◦ and each copper split
ring has a radius of 6 mm and a width of 0.8 mm. Due to its high symmetry, this structure does not
allow the excitation of anti-symmetric currents at normal incidence. The metamaterial consists of
a square meta-molecule array with a period of 15mm and an overall size of about 200 × 200mm2.
It was etched from 35µm copper cladding covering FR4 PCB substrate of 1.6mm thickness. De-
tailed dimensions of the SSR unit cell are given in Fig. 1(b). The SSR metamaterial transmission
was measured at angles of incidence from 0◦ to 50◦ in the 9–14GHz frequency range. The ex-
periments were carried out in an anechoic chamber using broadband horn antennas (Schwarzbeck
BBHA9120D) equipped with dielectric lens concentrators and a vector network analyzer (Agilent
E8364B).

The electromagnetic response of the SSR metamaterial was also simulated using a full three-
dimensional Maxwell finite element method solver in the frequency domain, where copper was
treated as a perfect electric conductor and a permittivity ε = 4.05− i0.05 was assumed for the lossy
dielectric substrate. For the results presented below, both the polarization of the incident wave and
the axis around which the metamaterial was tilted to achieve oblique incidence were perpendicular
to the SSR wires (i.e., the y-axis), see Fig. 1.

Figures 2 and 3(a) show simulated and measured transmission and reflection spectra of the SSR
metamaterial as a function of the angle of incidence α. At normal incidence onto the metamaterial
y-polarized electromagnetic waves can only excite one electric dipole resonance at about 11.3 GHz.



568 PIERS Proceedings, Suzhou, China, September 12–16, 2011

x    

y    

(a) (b)

Figure 1: Metamaterial structure. (a) The angle of incidence α is measured between the incident wave vector
k and the metamaterial’s surface normal n. Here metamaterial transmission and reflection are studied for
y-polarized electromagnetic waves at oblique incidence which is realized by tilting the metamaterial around
its y-axis. (b) Symmetrically split ring (SSR) unit cell.
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Figure 2: Simulated transmission and reflection of the SSR metamaterial for various angles of incidence.
The resonant modes corresponding to resonances I, II, and III are shown in Fig. 4 for α = 50◦.

The excitation of the trapped mode, which consists of anti-symmetric current oscillations in opposite
wire arcs, is prohibited by the high experimental symmetry in this case. However, when the meta-
material pattern is tilted around the y-axis, the trapped-mode resonance appears: a narrow pass
band (reflectivity minimum) which may also be discussed in terms of electromagnetically induced
transparency (EIT) [3] forms between two transmission minima. It is obvious from Figs. 2 and
3(a) that the SSR metamaterial exhibits large frequency tunability of the trapped-mode resonance.
With increasing α, the pass band II becomes more pronounced and as illustrated by Fig. 3(b) its
quality factor measured as Q = f/∆f increases to about 18 at α = 50◦ (peak width ∆f = 0.6 GHz
at 3 dB below maximum). Simulations [Fig. 2(a)] and experimental results [Fig. 3(a)] agree well
with each other, however, the resonant feature II is more pronounced in the simulations. This
deviation is linked to scattering from the edges of the experimental sample, which was assumed to
be an infinite periodic structure in the simulations.

Oblique incidence leads to a small delay between the excitation of the two arcs of the SSR. This
delay is sufficient to allow the excitation of an antisymmetric trapped current mode associated with
transmission maximum (reflection minimum) II, which gives rise to a strong magnetic dipole [see
Fig. 4(b)]. In contrast to this magnetic dipole mode, resonances I and III are electric dipole
resonances with no significant net magnetic field [see Figs. 4(a) and (c)]. At normal incidence,
the excited magnetic fields show perfect symmetry with respect to the mirror line of the SSR and
completely cancel each other, leading to a vanishing magnetic dipole moment.

The anti-symmetric current oscillations of the trapped-mode resonance II are largely dominated
by the x-directional surface currents propagating along the wire arcs. Fig. 5 shows the frequency
dependence of the x-directional surface current density at different angles of incidence. At normal
incidence, the net x-component of the surface current is zero in each arc. As the angle of incidence
increases, currents of equal magnitude oscillating in anti-phase in the two wire arcs appear. In
particular the increasing angle of incidence results in a 10-fold enhancement of the magnitude of
the excited currents and a remarkably large red-shift of the trapped-mode resonance, which can be
tuned from 13.2 GHz to 10.4 GHz. The large magnitude of the anti-symmetric currents results from
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Figure 3: Measured transmission and quality factor. (a) Measured transmission spectra for various angles
of incidence. (b) Quality factor for the pass band II as a function of the angle of incidence (dashed line:
simulation, solid line: experiment).
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Figure 4: Snapshots of the normal magnetic field at resonances I-III at α = 50◦, compare Fig. 2. All field
maps show the field amplitude at its maximum. The arrows indicate the instantaneous direction of the
excited currents and the dashed lines correspond to the SSR mirror line along the y-axis.
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Figure 5: X-component of the instantaneous surface current density as a function of frequency at 0◦, 30◦

and 50◦ oblique incidence.

the fact that any fields emitted from opposite arcs would destructively interfere in the far-field and
therefore the electromagnetic energy is trapped at the meta-surface, ensuring a high quality factor
of the pass band.

3. CONCLUSIONS

In summary, we experimentally and numerically demonstrate that the excitation of trapped-mode
resonances in SSR metamaterials can be controlled via the angle of incidence. In particular, we have
realized trapped mode on/off switching, tuning of the resonance quality factor and a 21% red-shift
of the trapped-mode resonance via the angle of incidence for a simple, planar model structure based
on symmetrically split rings. The structure is well-suited for existing micro-and nanofabrication
technologies and tuning via the incidence angle can be easily applied anywhere in the electromag-
netic spectrum. The EIT-like behavior of the SSR metamaterial makes it a promising candidate
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for “slow light” applications, while local energy confinement provides in interesting platform for
nonlinear and gain metamaterials and the lasing spaser.
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The Preliminary Results from Assimilating Rain Rate Derived from
Satellite

Q. Lu, X. Yang, R. You, D. Qin, H. Yang, and P. Zhang
National Satellite Meteorological Center of CMA, Beijing, China

Abstract— Inadequate specification of divergence and moisture in the initial conditions of nu-
merical models results in the well-documented “spinup” problem. Observational studies indicate
that latent heat release can be a key ingredient in the intensification of extratropical cyclones. As
a result, the assimilation of rain rates during the early stages of a numerical simulation results in
improved forecasts of the intensity and precipitation patterns associated with extratropical cy-
clones. Rawin observation is the important observation to record the precipitation; fortunately,
the precipitation information could be quantitatively estimated from geostationary IR observa-
tion, Microwave observation and Radar observation. Here, a technique is described to assimilate
the satellite derived rain rate data into a mesoscale model. Compared to the control simulation,
assimilation simulation gives rise to a dramatic improvement in forecasts of precipitation patterns
and geopotential height fields when assimilating the rain rate.

1. INTRODUCTION

Most NWP models have difficulties in producing realistic weather elements, such as clouds and
precipitation, at the beginning of the forecast period (so called “spinup” problem), which is cor-
responding to an inadequate specification of divergence and moisture during the first hours of the
forecast. Results from physical initialization (nudging of rain rate) studies showed an improvement
of the moisture analysis and a reduction of the spinup problem. More recent approaches, such as
three-dimensional (3DVAR) or four-dimensional (4DVAR) variational assimilations, can explicitly
take into account the systematic error of model and satellite-derived precipitation rates to give an
optimal initial state, especially humidity [4, 5].

The One-Dimensional VARiational (1DVAR) assimilation of precipitation has already been theo-
retically researched [2, 3], and the results show that 1DVAR method can adjust the model precipita-
tion rate within the range of realistic background specific humidity errors and rain-rate observation
error, and the vertical structure of increments produced by the 1DVAR strongly depends upon
convective parameterization.

In this study, to assimilate satellite-derived rain rate in a NWP analysis system, two steps
is suggested. First, a 1DVAR assimilation of satellite-derived rain-rate observations is applied.
It enables the retrieval of modified temperature and humidity profiles that provide precipitation
rates consistent with both observations and a model short-term forecast. Second, 1DVAR analyzed
products are introduced in a data assimilation system. The second step can be achieved more easily
compared to a direct assimilation of precipitation rates since temperature and humidity variables
are already assimilated in 3DVAR or 4DVAR systems.

Section 2 presents the satellite-derived rain rate, forecast/assimilation system, 1DVAR method,
observation operator and the experiment design. Numerical simulation results and the sensitivity
studies are discussed in Section 3 along with the conclusions at the end.

2. OBSERVATION, FORECAST/ASSIMILATION SYSTEM, 1DVAR, OBSERVATION
OPERATOR AND EXPERIMENTS DESIGN

2.1. Satellite-derived Rain Rate

The observations selected for this study are the instantaneous surface rainfall rates estimated from
the FY-2C Visible and Infrared Spin Scan-Radiometer (VISSR) by National Satellite Meteorological
Center of China Meteorological Administration (NSMC/CMA) and the observed precipitation data
by CMA to quantitatively verify the effect of assimilating the FY-2C rain rate. FY-2C rain rate is
statistically calculated built on the strong correlation between rain rate with the infrared cloud-top
temperature observed by VISSR and the cloud-top temperature gradients. The RMSE of rain rate
at each IR temperature level is less than 5.0 mm. The higher the lowest cloud-top temperature,
the less the RMSE of the estimated rainfall rate.
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2.2. Forecast and Assimilation System
The WRF variational data assimilation system (WRF Var) is modified to assimilate the satellite-
derived rain rate and the Advanced Research WRF (ARW) model version 3.1 was used for the
OSSE study. Three WRF domains with two-way interactions were configured for the Control and
data assimilation experiments, with the resolution horizontally at 10 kM and vertically at 31 levels.

2.3. One-dimensional Variational Method (1DVAR)
Let x be the vector (also denoted control variable) that represents the atmospheric state and Ro

the rainfall rate. The 1DVAR retrieval consists of finding an optimum state x that minimizes a
distance between the model rainfall rate and Ro, given a background constraint provided by the
error covariances of a short-term forecast profile xb. If the background and observation errors are
uncorrelated and each has a Gaussian distribution, the maximum likelihood estimator of the state
vector x is the minimum of the following cost function:

J (x) =
1
2

(
x− xb

)T
B−1

(
x− xb

)
+

1
2

(
R (x)−Ro

σo

)2

(1)

where B is the background error covariance matrix and σo the standard deviation of observation
error. In addition, R(x) is a calculation of surface rain rate from the atmospheric state x at the
observation location. The minimization module uses a limited memory quasi-Newton optimization
routine, requiring an iterative estimation of the gradient of the cost function. The gradient of J(x)
is given by

∇J (x) = B−1
(
x− xb

)
+ R

′T

(
R (x)−Ro

σ2
o

)
(2)

The operator R′T (x) is the transpose of the Jacobian vector of the partial derivatives of rainfall
rates with respect to the input profile x.

2.4. Observation Operator
The observation operator R(x) includes two components that are the moist-convective param-
eterization and the stratiform precipitation parameterization. A diagnostic parameterization of
stratiform precipitation based on a moist-local adjustment process is used, in which, the excess of
moisture with respect to saturation at a given level is converted into nonconvective precipitation.
The adjusted values of temperature and specific humidity correspond to a saturation state and are
obtained by keeping the moist static energy constant.

A modified Kuo scheme is used in the numerical model for cumulus convection. Following the
discussion in Chang and Holt (1994), the convective latent heading at a grid point in the model is

δT

δt
=

bgLMt (Tc − T )
CpPs

∫
σ

(Tc − T ) dσ
, if Mt > 0 (3)

where b is a partitioning parameter set equal to the vertical mean relative humidity; Tc, the cloud
temperature; L, the specific latent heat; Cp, the specific heat at constant pressure of air; and Ps

the surface pressure. Here, Mt is the total moisture convergence defined as:

Mt =
Ps

g

∫

σ
−∇ · V qdσ (4)

where q is the specific humidity. The rain rate (δR/δt cm s−1) in the model, which is related to
the vertically integrated heating rate, is then defined at each grid point as:

δR

δt
=

PsCp

gρwL

∫

σ

δT

δt
dσ (5)

where ρw is the density of liquid water.
The coupling of moist-convection and stratiform precipitation schemes follows the fractional-

stepping approach [1], i.e., the convective precipitation operator is applied first and then the strati-
form precipitation parameterization acts on an atmospheric state already affected by the convective
precipitation operator.
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2.5. Experiment Design
Control and assimilation experiment were designed to understand the impact of assimilation after
retrieved FY-2C rain rate data on the meteorological fields and rainfall. The FY-2C rain rate data
was assimilated with the assumption of the observational error in 6 mm/h. The experiments were
run from 00 8 to 06 30 September 2008 for about 20 days to catch several different typhoon events
occurred in September 2008.

3. NUMERICAL SIMULATION RESULTS

The 24 hr accumulated rainfall from FY-2C was geo-matched to in-situ observed 24 hr accumulated
rainfall from CMA observing system and the comparison of averaged rainfall from all available
stations each day between FY-2C and in-situ observation is shown in Figure 1. Generally the FY-
2C is in good agreement with in-situ observation, except that the typhoon events were occurred
frequently, i.e., Kammuri, Nuri, Sinlaku, Hagupit and Higos were taken place one by one. Since
that, the 90-day STD containing those typhoon events is 6.446 larger than the other 90-day average.

Figure 1: 24 hr Accumulated rainfall comparison between FY2C and In-situ Obs from all available stations
each day of 2008.

(a) (b)

(c) (d)

Figure 2: Comparison of Six-hour accumulated rainfall (mm) from assimilating rainfall on 2008091312,
(a) FY-2C observation, (b) the control run, (c) rain rate assimilation and (d) difference from assimilation
and control.
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(a) (b) (c)

Figure 3: Six-hour accumulated precipitation forecast skill measured from Control and Rain rate assimilation
experiments at different thresholds for: (a) 6–12 h, (b) 12–18 h, (c) 0–24 h.

By comparing the rainfall from control and assimilation in Figure 2, the strengthened rainfall
center in assimilated experiment is significantly observed in better agreement with FY-2C than
Control. The difference figure further confirms it and makes it clearer.

To quantitatively evaluate precipitation, threat scores (TSs) for the 6-h accumulated rainfall
(over land only) were calculated (Figure 3) using the formula:

TS =
NH

NA + NB −NH
(6)

where NH is the number of hits for a given rainfall threshold. NA and NB are the numbers of
grid boxes whose rainfall amounts were greater than or equal to the given rainfall threshold from
the nature run and data assimilation experiments, respectively.

In general, the threat scores decreased when the rainfall threshold increased (Figure 3). After
assimilating FY-2C rain rate data, the TS has improvement, especially for 0–24 h.

4. CONCLUSION

But applying 1DVAR algorithm in the WRF-VAR system, the FY-2C retrieved rain rate data is
assimilated. Some useful conclusions and lesson is summarized as follows:

The rainfall information can be physically assimilated by a 1DVAR system with a cloud convec-
tive model; the meteorological fields can be improved, but with the main impact on the humidity
fields; The forecasted rainfall within the assimilation window could be improved greatly and better
redistributed after observed rainfall is directly assimilated into the model.
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An Initial Study on Assimilating Satellite-derived Total Precipitable
Water in a Variational Assimilation System

Q. Lu, X. Yang, C. Wu, J. Zheng, D. Qin, H. Yang, and P. Zhang
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Abstract— A variational assimilation system was used to examine the comparative impact of
including satellite derived total column water vapor from MODIS NIR and IR observations (ob-
served reflectance or radiance). The results show that the initial humidity field was improved by
assimilating the satellite derived total column water vapor, especially over the rainfall areas, at
the same time, the initial temperature field and the geopotential height field were also improved.
The precipitation forecast difference between including and excluding the total column water va-
por experiments was obvious during the assimilation time-window, and the precipitation forecast
was also improved in the twenty-four hours precipitation forecast. More precipitation information
can be obtained by introducing the satellite derived total column water vapor information into
the variational assimilation system.

1. INTRODUCTION

Numerical weather prediction is an initial and boundary value problem [2], the more accurate initial
conditions could result in the improvement of forecast skill. Over the past two decades, considerable
progress has been made in satellite technology, which is significantly increasing the atmospheric
information in data-sparse areas. With proper and effective assimilation of satellite data, on the
current condition of assimilating more temperature information, the forecasted fields have been
much improved, but with greater improvement on the temperature structure than the moisture
structure.

Moderate Resolution Imaging Spectrometer (MODIS) instruments, on board the NASA Earth
Observation System Terra and Aqua satellites, have channels observing atmospheric moisture and
temperature: near-infrared (NIR) and infrared (IR). The retrieved total precipitable water (TPW)
from NIR and IR algorithms contain valuable moisture information, it could be expected that
the analyzed and forecasted moisture structure would be improved by assimilating the MODIS
NIR and IR TPW. The Weather Research and Forecasting (WRF) model is a new generation
advanced mesoscale (10 km–1 km) model for both operational numerical weather prediction (NWP)
and atmospheric research and it is the successor of the MM5, Eta, and RUC model system. And
in this study, its three-dimensional variational data assimilation system (3D-Var) was extended to
assimilate the MODIS TPW data.

The primary objectives of this study are: to investigate the impact of the assimilating MODIS
NIR and IR Total Precipitable Water using WRF-3DVAR system on moisture structure. This
paper is organized as follows. The TPW features from MODISthe numerical modeling system,
including the WRF model and its variational data assimilation component, and the experiment
design are described in Section 2. Numerical simulation results and three sensitivity studies are
discussed in Section 3 along with concluding remarks at the end.

2. OBSERVATION, FORECAST/ASSIMILATION SYSTEM, OBSERVATION OPERATOR
AND EXPERIMENTS DESIGN

2.1. Satellite-derived Precipitable Water
The resolutions of the MODIS total precipitable water (TPW) retrieved from NIR and IR algo-
rithms are 1 and 5 km, respectively, enough describing detailed horizontal gradients of moisture
and temperature.

The accuracy of TPW would influence its assimilation impact. Many validations have been done
to understand the error characteristics of TPW retrievals to improve the assimilation in NWP. For
MODIS NIR TPW over ocean, the Root Mean Square Error (RMSE) is about 5.0 mm with an
underestimate in a dry atmosphere [3], while for MODIS NIR TPW over land, the RMSE is about
3.3mm, with an slight underestimate by less than 1 mm in a dry atmosphere and overestimate by
up to 7 mm in a moist atmosphere [1]. In contrast, MODIS IR TPW over land is overestimated
(underestimated) in a dry (moist) atmosphere, with the maximum deviation of up to 5mm and an
RMSE of 4.1 mm over sea [1, 4].
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For MODIS IR TPW, data over cloudy areas were excluded in the original data set. Therefore
no more data screening was performed during the preprocessing stage. For MODIS NIR TPW,
data over clear-sky and cloudy regions were available in the data set. Since the TPW data over
the cloudy region is the vertical integral of water vapor only above the cloud top, in general, one
prefers not to use those data in 3D-Var. In processing MODIS NIR TPW, the resolution of data
was reduced from 1 to 5 km by averaging data from cloud-free pixels in 5 × 5 matrices, with a
required minimum of 10 clear sky pixels identified using the cloudiness flag provided in the data
set. Consequently, many MODIS NIR TPW data near the cloudy area were discarded.

2.2. Forecast and Assimilation System

The Advanced Research WRF model version 3.1 and its three-dimensional variational data as-
similation system (3D-Var) were used [5]. The domain configuration included a domain of 10 km
horizontal resolutions. The grids extended vertically to 50 hPa and were resolved by 31 unevenly
spaced sigma levels with the finest resolution in the boundary layer. The physics parameteriza-
tion schemes that were applied to the simulations included the Purdue-Lin microphysics, the new
Kain-Fritsch cumulus parameterization, the Yonsei University boundary layer parameterization,
the Dudhia shortwave parameterization, and the Rapid Radiative Transfer Model longwave param-
eterization. The initial and lateral boundary conditions and sea surface temperature data were from
the National Centers for Environmental Prediction Global Forecast System (GFS) with spatial and
temporal resolutions of 1◦ × 1◦ and 6 h, respectively.

A data screening process was performed hourly for 6 h, starting from 18 UTC 7 September 2008.
The model was then integrated for 48 h starting from 00 UTC 8 September 2008. Following the
gross-error quality control used for most of the observations in WRF 3D-Var, satellite TPW data
that differed from the model’s background by more than 5 times the observation-error variance
were removed. An observation error of 5mm was used for MODIS TPW data.

2.3. Observation Operator

The incremental approach is utilized in WRF 3D-Var system and the analysis state, xa, is obtained
by

xa = xb + δxa (1)

where xb is the background state and dxa is the analysis increment of TPW obtained by minimizing
the following cost function:

J(δx) =
1
2
δxT B−1δx +

1
2
(TPWmodel − TPWobs)T o−1(TPWmodel − TPWobs) (2)

where B is the covariance matrix of background errors, O is the covariance matrix of observational
errors, and N is the total number of available observations. TPWObs stands for the MODIS TPW
retrieved from NIR and IR algorithms. TPWmodel represents TPW from the background state that
was computed using a forward operator in the 3D-Var system, and the formula is as follows:

TPWmodel =
p∗

g

∑KX

k=1
q(k)∆σ(k) (3)

where p∗ is defined as the difference in the pressure between the model surface and top, q(k)
the model specific humidity at the kth layer, ∆σ(k) is the layer thickness of the model at the
kth layer, and KX is the total number of layers. After the minimization of the cost function,
the adjoint TPW operator and the spatial correlations (from the background covariance matrix)
project two-dimensional TPW increments onto 3-D moisture increments.

2.4. Experiment Design

The horizontal resolution in the WRF simulation is 10 km for the research domain with 31 vertical
levels. Control and assimilation experiment were designed to understand the impact of assimilation
after MODIS NIR and IR TPW data on the meteorological fields and rainfall. Over land, the
MODIS NIR TPW data was assimilated with the assumption of the observational error in 3.5 mm,
while over sea, MODIS IR TPW data was assimilated with the assumption of the observational
error in 4.5 mm. The experiments were run from 00 8 to 06 30 September 2008 for about 20 days.
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3. NUMERICAL SIMULATION RESULTS

Generally when the temperature information is assimilated into NWP model, the temperature
profile will be modified significantly, and then the geo-potential, but smaller impact on the humidity
profile is observed. What will happen after assimilating humidity information?

To understand this question and demonstrate the effect of assimilating the MODIS NIR and IR
data to meteorological fields and rainfall, the profiles in 2◦ × 2◦ square area are averaged to get
the averaged profile and three typical averaged profiles with heavy rainfall occurred in September
2008 are calculated. The three averaged profiles are located at 88E & 25N (over land), at 126E &
26N (over coastal water), and at 147E & 33N (over sea), designed to demonstrate what effect will
be different from over land, to over coastal water (interface of land and sea) and then to over sea.
The NCEP reanalysis is taken as the observation for Figures 1 and 2.

Figure 1: Comparison of temperature profile at different places. The top panels are temperature itself and
the bottom panels are the differences between assimilation and Control, with the left column located at 88E
& 25N, with the middle column located at 126E & 26N, and with the right column located at 147E & 33N.

Figure 2: Comparison of relative humidity profile at different places, with the left column located at 88E &
25N, with the middle column located at 126E & 26N, and with the right column located at 147E & 33N.
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Figure 3: The evolution of forecasted rainfall against time, with the top panel located at 88E & 25N, with
the middle panel located at 126E & 26N, and with the bottom panel located at 147E & 33N.

Figure 1 shows the comparison of temperature profile at different places. It indicates that the
temperature profile at three places all has been well predicted against the obs. The departure
between Assimilation and Control is generally within 0.5K. Over land, the negative departure
is observed, while over sea, the positive departure near 200–500 hPa and the negative departure
below 500 hPa are observed. The temperature profile is less improved and it is the same case for
the geo-potential height (figure omitted).

Figure 2, showing the comparison of relative humidity profile at different places, demonstrates
that the significant modification and improvement to the relative humidity profile are observed
after assimilating the MODIS NIR and IR TPW data containing humidity information at different
palaces, especially over sea.

Figure 3 shows the evolution of forecasted rainfall against time displaying the impact of assim-
ilating the FY-2C rain rate data on the forecasted rainfall. Simulated rainfall from Control and
Assimilated experiment is generally small than the observation, especially during the period of ty-
phoon events. The bias over coastal water and over sea is larger than over land. After assimilating
the FY-2C rain rate data, the larger bias during the period of typhoon events is reduced closer to
the observation and the tendency of rainfall evolution is also improved in better agreement with
the observation (FY-2C rain rate).

4. CONCLUSION

The impact of satellite-derived TPW from MODIS near-infrared (NIR) and infrared (IR) was
assessed and compared using the Weather Research and Forecasting model and its three-dimensional
variation data assimilation (3D-Var) system. Some useful conclusions and lesson is summarized as
follows:

The MODIS TPW information can be physical assimilated in a variational system; the assimi-
lation reduces the difference in TPW between the model and observations; the meteorological fields
can be improved, but more improvement is achieved on the humidity field and forecasted rainfall
after assimilating the MODIS NIR and IR TPW data.
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Abstract— This web site was set up to facilitate remote excess to practical usage of moist soil
dielectric models in process of developing and testing remote sensing software to be designed for
radar and radiometry microwave techniques. In case of thawed soils, it provides a user on line with
numerical values of both the relative dielectric constant and loss factor of moist soils as a function
of water content, frequency, temperature, and soil texture. The algorithm used for calculating
complex dielectric constant is based on the most reliable dielectric data, on the one hand, and the
temperature and mineralogy dependable dielectric model, on the other hand, recently developed,
which proved to ensure the least error of dielectric predictions as compared with those provided
by the other models being used in radar and remote sensing retrieving algorithms. In case a set
of dielectric data is available for a user, the site allows comparing on line these data with the
values retrieved from the site and estimating standard deviation from each other regarding these
two data sets. The services provided on line with this site are deemed to be extended in the
nearest future.

Figure 1: An example of retrieving the dielectric constant and loss factor as a function of soil moisture.
The data retrieved on line (solid lines) are compared with the data measured in [1] for the Yuma Sand soil
(symbols). The standard deviations are 0.55 for ε′ and 0.23 for ε′′.
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1. INTRODUCTION

Moist soil dielectric models (MSDMs) in the microwave band are an essential part of the software
used in radar and radiometer remote sensing. These models are also needed for interpreting the data
attained by Time Domain Reflectometers (TDRs) and Ground-penetrating radars (GPRs). The
software developed for this site is based on the measured permittivity data that are recognized as
most reliable and have been used for developing the MSDMs employed in the contemporary radar
and radiothermal remote sensing algorithms [1–4]. It provides moist soil complex permittivity
values as a function of soil moisture (from dry to field capacity), electromagnetic frequency (from
0.3 to 26.5 GHz), soil temperature (from 10◦C to 40◦C), and percentage of clay in soil (from about
zero to 76%). The MSDM software covers the soil types containing less then 5–7% of organic
matter and classified as not saline. The software for calculating the complex permittivity employs
the temperature and mineralogy dependable soil dielectric model [5, 6]. The error of predictions
attained by these models is substantially decreased as compared with that of the well known in
remote sensing Dobson model [2, 3] and is on the same order regarding the renowned Schmugge
model [1]. Besides that, the Dobson and Schmugge models are valid in the narrower temperature
range from 22◦C to 24◦C, and the Schmugge model accounts only for two frequencies, that is, 1.4
and 5.0 GHz.

2. THE WEBSITE DISCRIPTION

The website is available at http://rsl.dmdevelopment.ru/. At the Homepage of the website, a brief
description of the deliveries and the basics of the algorithm used for dielectric predictions are given.
Three functional web pages are available for users: 1) Calculation, 2) Downloads, 3) Publications,
and 4) Comments. At the Calculation page, the complex dielectric constant can be retrieved on
line as a function of soil moisture, with the frequency, temperature and clay content (in accordance
with the USDA classification) fixed as parameters. The data retrieved are displayed in a form of
graphs and tables. The site users can also add a set of dielectric data available for them from

Figure 2: An example of retrieving the dielectric constant and loss factor as a function of soil moisture.
The data retrieved on line (solid lines) are compared with the data measured in [8] for the Irving Clay soil
(symbols). The standard deviations are 0.52 for ε′ and 0.15 for ε′′.
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other sources to be graphically displayed together with those calculated on line. The standard
deviation value (between the two sets of dielectric data) is shown in additional box placed next
to the graphical representation. Projects developed by the users can be saved on their computers.
In the same way, the users can retrieve: 1) the complex dielectric constant spectra, with the soil
moisture, temperature and clay content being fixed; 2) the temperature dependences of the complex
dielectric constant, with the moisture, frequency, and clay content being fixed as parameters.

At the web page Publications, a user can find the list of references as to the dielectric data
measured and the dielectric models used to develop the site. Finally, the web page Comments was
deemed to set up feedback service with the users, which is needed, first, to learn about applicability
of the dielectric model used as a site basic element and, second, to evaluate the usefulness of and
need for such tools in the process of creating the algorithms of remote sensing using radars and
radiometers. Besides that, we will be grateful to the users for their suggestions to improve the site.

In Figs. 1 and 2, are shown the examples of products retrieved with the use of the web site.
The data for the dielectric constant and loss factor measured are taken from the papers [1] and [8].
They relate to extreme soil types in terms of content of clay fraction, namely, the Yuma Sand
(with no clay fraction, collected in USA, see Fig. 1) and the Irving Clay (with 70% clay fraction,
collected in Australia, see Fig. 2). As seen from the results presented in Figs. 1 and 2, the data
calculated using the web site and the data measured are in good agreement with each other. The
standard deviation of the retrieved data from those measured are about 0.55 for ε′ and 0.23 for ε′′,
which lies in the limits of error related to soil samples measurements. It should be noted that the
data measured in [1] and [8] have not been used in the process of developing the dielectric models
employed in the web site algorithm.

3. CONCLUSIONS

The internet site developed is available at http://rsl.dmdevelopment.ru/. The deliveries of the site
are presented in the form of tables and plots for the relative dielectric constant and loss factor as
a functions of soil moisture, frequency, or temperature, with the rest variables being fixed. The
results provided can be downloaded from the site. In addition, the users can enter their own values
of complex permittivity in order to quantitatively compare them with those displayed on the site
graphs. Moreover, the users can download the dynamic linked library file “CalculationMethods.dll”
to use it as a ready-made software library in their applications, if the environment Microsoft.NET
Framework 4.0 is installed. The evolution of this site is planned to include other dielectric models
and use the initial dielectric data measured over a broader assemblage of soils, frequencies, and
temperatures, with frozen soils being considered as well.
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Temperature Dependable Microwave Dielectric Model for a Pine
Litter Thawed and Frozen

V. L. Mironov and I. V. Savin
Radiophysics of Remote Sensing Laboratory, Kirensky Institute of Physics

SB, RAS, Krasnoyarsk, Russia

Abstract— Dielectric measurements of a pine litter of Siberia boreal forest over the range
from 0.5 to 15 GHz and from −30 to +25◦C are presented. The measurements were fitted to the
Temperature Generalized Refractive Mixing Dielectric Model (TD GRMDM) recently proposed
by Mironov et al. This TD GRMDM predicts the dielectric for this soil in the whole range of
moistures, frequencies, and temperatures measured. The model prediction errors are on the same
order as that of dielectric measurements. The model proposed is the first of its kind to provide a
physical basis for radar and radiothermal remote sensing algorithms that retrieve the freeze/thaw
state and the volumetric moisture in the upper layer of an Siberia forest soil.

1. INTRODUCTION

Forest floor strongly influences the radiobrightness temperature of forest land territories. Conse-
quently, complex dielectric constant of the layer of leaf or needle debris must be taken into account
in remote sensing algorithms to retrieve the moisture content of forest topsoil [1]. So far, the
dielectric constant models for litter have not been developed to such an extent as the dielectric
models of moist soils have. In this area of research, there are published only a few papers. In
particular, semi-empirical models of the complex permittivity are proposed for two types of litter
which samples were taken from the leaf [2] and pine [3] forest floors. These models provide for the
dielectric properties of thawed only litter, which limits their usage, particularly for the northern
territories, where the topsoil is in the frozen state for a long time during the year.

In this paper, we developed a physically substantiated temperature dependable spectroscopic
dielectric model (TD GRMDM) of pine litter collected in the East Siberia boreal forest. The model
covers the range of frequencies and temperatures stretching from 500MHz to 15 GHz and from
−30◦C to +25◦C, respectively.

2. TEMPERATURE DEPENDABLE SPECTROSCOPIC DIELECTRIC MODEL

The theoretical basis of this model has been developed in the case of shrub tundra soil, which
contains at least 90% of organic matter [4]. According to [4], the relationship between the complex
refractive index (CRI) of moist litter and the gravimetric moisture contained in the litter is expressed
as follows:

n∗s − 1
ρd(mg)

=
(n∗m−1)

ρm
+

(n∗b−1)
ρb

[mg + (mg1 −mg)u(mg −mg1)] +
(n∗t − 1)

ρt

[
(mg−mg1)u(mg−mg1)

+(mg2 −mg) u(mg −mg2)
]

+

(
n∗µ − 1

)

ρµ
(mg −mg2) u(mg −mg2). (1)

In formula (1), n∗j = ε
(1/2)
j stands for the CRI, with εj = ε′j + iε′′j being the complex relative

dielectric constant, ρj is the mass density. The subscripts s, d, m, b, t, and µ, are used to designate
the moist litter, dry litter, litter solids, bound water, transient bound water, and unbound water
(µ= u) in a thawed litter sample or moistened ice water (µ=wi) in a frozen one, respectively. mg is
the gravimetric moisture (ratio of mass of water to mass of dry matter), and mg1 is the maximum
gravimetric fraction of bound water (MGFBW). mg2 is the transition moisture which separates
the range of liquid water or moistened ice water, mg > mg2, from that of transient bound water,
mg1 < mg < mg2. u(x) denotes the Heaviside step function: u(x) =1 if x>0, and u(x) =0 if
x ≤0. Furthermore, we presume that ρb = ρu = ρt = 1 g/cm3, and ρiw = 0.917 g/cm3. Let us
consider the value of mg2 as a maximal gravimetric fraction of the bound and transient bound water
(MGFBTW), which is characteristic to a given individual type of the soil. ρd(mg) is a function of
initial water content, mg, in a sample to be dried. The term (n∗m−1)/ρm is a reduced CRI of the
litter solids, and we consider this entire term as a single material property of the litter solids. The
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real, Ren*=n, and imaginary, Imn*= κ, parts of the CRI are further referred to as the refractive
index (RI) and normalized attenuation coefficient (NAC), which is a proportion of the standard
attenuation coefficient to the free space propagation constant.

The dielectric measurements of moist litter samples were conducted according to the method-
ology given in [4]. The litter samples were prepared with the use of material collected from the
topsoil layer at the depth from 3 to 7 cm located in a pine forest, which is 50 km far from the city of
Krasnoyarsk East Siberia. The technique to process the samples before placing in a measurement
coaxial container was similar to that used in [4]. So was the method to obtain the moisture content
and mass density of the samples measured.

The Equation (1) was fitted to the reduced RIs, (ns − 1)/ρd, and NACs, κs/ρd, measured as a
function of gravimetric moisture. An example of such fitting to the RI measured is shown in Fig. 1.
As seen from Fig. 1, the model (1) is quite satisfactory. Indeed, the RI and NAC measurements are
piecewise linear in certain moisture ranges, indicating contributions of particular forms of water.
As a result of fitting, the values of (nm − 1)/ρm=0.52 and κm/ρm =0.000834 can be obtained as
the values of (ns − 1)/ρd and κs/ρd at mg = 0. The variations of these values with frequency and
temperature were found to be negligible, and the numerical values given above are their averages
of all measured values. The MGFBW, mg1 and the MGFBTW, mg2 are determined as a point of
transition from one linear segment of the fit to another.

The dependencies of the MGFBW, mg1, and the MGFBTW, mg2, on the temperature are
presented in Fig. 2. The values shown in Fig. 2 are the result of averaging of all values measured
over all the frequencies.

(a) (b)

Figure 1: Behavior of the reduced characteristics for the RI, (ns − 1)/ρd vs. gravimetric moisture as a
function of frequency in the case of (a) thawed litter, at the temperature of 25◦C, frequency of 8.0GHz and
(b) frozen litter, at the temperatures of −10, −15, −20◦C, frequency of 8.0 GHz.

Figure 2: The maximum gravimetric fraction of bound water mg1, and maximum gravimetric fraction of
transient water, mg2, as a function of temperature.
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The fits related to these dependences are expressed in the form:

mg1 =
{

0.097− 3.96 · 10−4 · T, −5◦C ≤ T ≤ 25◦C,
0.082 + 0.144 · exp(−T/19.31), −30◦C ≤ T ≤ −7◦C (2)

mg2 =
{

0.037 + 0.297 · exp(T/3.66), −5◦C ≤ T ≤ 25◦C,
0.155 + 0.189 · exp(T/11.47), −30◦C ≤ T ≤ −7◦C (3)

were T is the temperature of the sample in centigrade. The samples were observed to get frozen at
the freezing temperature of Tf = −6◦C.

Finally, the values of CRIs for all the categories of litter water, that is, bound litter water, nb*,
transient bound litter water, nt*, and unbound litter water, nt*, in the case of thawed samples
(T>T f ), or moistened ice water,niw*, in the case of frozen samples (T<T f ), were derived from
the slopes of the linear segments in formula (1), the latter having been expressed through the
respective RIs and NACs. Further, the values of RIs, np, and NACs, κp, were converted into the
relative dielectric constants (DC), ε′p, = n2

p − κ2
p, and loss factors (LF), ε′′p = 2npκp. Here the

subscript p can be substituted by any of the subscripts b, t, u, and iw designating the forms of the
water in litter. Similar to [4], the DCs and LFs for all the forms of water in litter were shown to
follow the Debye equation as a function of electromagnetic frequency, f , that is:

ε′p + iε′′p =
(
n∗p

)2 = ε∞p +
ε0p − ε∞p

1− i2πfτp
+

iσp

2πfε0
(4)

where ε0p and ε∞p are the low- and high-frequency limit dielectric constants, τp is the relaxation
time (the inverse of the relaxation frequency), and σp is the ohmic conductivity, each specific to
the different forms of litter water. Finally, ε0 = 8.854 pF/m is the permittivity of vacuum.

Like in [4], at each fixed temperature, formula (4) was fitted to the measured spectra for all cat-
egories of litter water to yield the spectroscopic parameters measured as a function of temperature:
ε0p(T ), ε∞p(T ), τp(T ), and σp(T ). Following [4], the temperature dependences measured for both
the low and high frequency limits were fitted with the Clausius-Mossotti equation

εqp(T ) =
1 + 2 exp [Fqp(Tsεqp)− βvqp(T − Tsεqp)]
1− exp [Fqp(Tsεqp)− βvqp(T − Tsεqp)]

, Fqp(T ) = ln
[
εqp (T ) − 1
εqp (T ) + 2

]
, (5)

with q = 0 and q= ∞, standing for the low and high frequency limit dielectric constants, to derive
the volumetric expansion coefficients, βvqp, starting temperature Tsεqp, for which any measured one
can be taken, and the values of εqp(Tsεqp) at the starting temperatures as the parameters of the
TD GRMDM of pine litter. The numerical values of all these parameters are given in Table 1.

Table 1: TD GRMDM parameters for all forms of water in litter in the temperature range −30◦C≤ T ≤
+25◦C.

Parameter Units
Bound

water

Unbound

water

Transient

bound water

Moistened

Ice Water

p (subscript) b u t Iw

Temperature Range T<Tf T>Tf T>Tf T<Tf T>Tf T<Tf

ε0p(Tsε0p) - 7.61 14.05 78.69 35.82 65.45 5.7

βv0p 1/K −7.45× 10−3 −3.32× 10−3 −1.55× 10−4 −1.17× 10−3 −2.31× 10−4 −4.23× 10−3

Tsε0p
◦C −20 +20 +20 −20 +20 −20

ε∞p(Tsε∞p) - 4.25 5.26 10.18 8.17 17.05 5.09

βv∞p 1/K −3.48× 10−3 −3.98× 10−3 −3.33× 10−3 −8.65× 10−3 −2.13× 10−3−1.38× 10−3

Tsε∞p
◦C +20 −20 20 −20 +20 −20

∆Hp/R K 216 386 2160 2026 1518 328

∆Sp/R - 4.81 4.2 3.27 1.88 0.16 3.88

σp(Tsσp) S/m 0.15 0.21 0.33 0.25 0.8 0.071

βσp (S/m)/K +2.6× 10−3 +3.79× 10−3 +2.08× 10−3 +12.4× 10−3 +5.72× 10−3 +1.15× 10−3

Tsσp
◦C −20 +5 +20 −20 +20 −20
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The next spectroscopic parameter needing a temperature dependence is the relaxation time. For
this purpose, the Debye relation was applied like in [4]:

τp(ps) =
48
TK

exp
[
∆Hp

R

1
TK

− ∆Sp

R

]
. (6)

where ∆H p is the activation energy of the relaxation process, R is the universal gas constant
(8.314× 103JK−1kmol−1), and ∆S p is the entropy of activation. TK is the temperature in Kelvin.
The relaxation time in (6) is given in picoseconds. The ratios ∆H p/R and ∆S p/R, which are
proportional to the activation energy and entropy of activation, respectively, were determined
through fitting formula (6) to the measured values of τp(ps) The values of ∆H p/R and ∆S p/R
thus determined are given in Table 1.

According to [4], we suggest for the conductivity, σp, (T ) to have a linear dependence on the
temperature, which is characteristic to ionic solutions:

σp(T ) = σp(Tsσp) + βσp(T − Tsσp). (7)

Here, βσp is the derivative of conductivity with respect to temperature and σp(Tsσp) is the value
of conductivity at an arbitrary starting temperature, Tsσp. Formula (8) was fitted to the conduc-
tivities, σp (T), measured as a function of temperature to yield more TD GRMDM parameters of
pine litter, which are shown in Table 1.

As a result of consideration conducted in this section, the TD GRMDM can be defined as an
assembly of the following steps in the TD GRMDM algorithm procedure.

1. The temperature, T , has to be assigned; and a determination made as to whether the litter
is frozen or thawed.

2. The values of the Debye parameters, namely the low and high frequency limits, relaxation
time, and conductivity, for all types of soil water are to be calculated with the use of formulas (5),
(6), (7) and the data in Table 1.

3. Once the values, ε0p(T ), ε∞p(T ), τp(T ), and σp(T ), and are known, the values of dielectric
constant, ε′p(f, T ), and loss factor ε′′p(f, T ) for all the types of soil water can be calculated as a
function of frequency at a given temperature using formula (4).

4. The translation from the values ε′p(f, T ) and ε′′p(f, T ) to the RI, np, and NAC, κp, regarding
all the types of soil water, have to be made with the formulas

np(f, T ) =
1√
2

√√
ε′2p (f, T ) + ε′′2p (f, T ) + ε′p(f, T ),

κp(f, T ) =
1√
2

√√
ε′2p (f, T ) + ε′′2p (f, T )− ε′p(f, T )

. (8)

(a) (b)

Figure 3: Correlation of the TD GRMDM predictions for (a) dielectric constant, ε′sp, and (b) loss factor,
ε′′sp, of moist litter with the measured ones, ε′sm, ε′′sm. Dotted and solid lines represent bisectors and linear
fits, respectively. Correlation coefficients are equal to: Rε′ = 0.994. Rε′′ = 0.996. The standard deviations
are: SDε′ = 0.669. SDε′′ = 0.201. The data shown relate to the following 10 temperatures, T = 25, 20, 15,
10, 5, 0, −5, −7, −15, −25◦C, with the 6 values of gravimetric moisture at every temperature being equal
to mg = 0.048; 0.159; 0.287; 0.416; 0.556; 0.68 g/g and the frequencies ranging from 0.5 to 15 GHz, for a
total of about 400 data points.
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5. The gravimetric soil moisture, mg, has to be assigned, and MGFBW, mg1, and MGFUW,
mg2 are determined with (2) and (3).

6. The dry soil bulk density, ρd, has to be assigned and formulas (1) applied to make calculations
for the soil RI, ns(ρd,mg, f, T ), and NAC, κs(ρd,mg, f, T ), using the litter water RIs and NACs
calculated with (8).

7. Finally, the values ns(ρd,mg, f, T ) and κs(ρd,mg, f, T ) are translated to the soil dielectric
constant, ε′s(ρd,mg, f, T ), and loss factor, ε′′s(ρd,mg, f, T ), with the formulas ε′s = n2

s − κ2
s and

ε′′s = 2nsks.
In the following section, the TD GRMDM for the shrub tundra soil will be evaluated in terms

of prediction error by correlating the moist soil dielectric data predicted with those measured in
the multidimensional domain of temperature, frequency, and moisture.

The error of the dielectric model with respect to the experimental data was determined using
correlation analysis. In this case, the correlation coefficient (R) and standard deviation (sd) for
the dielectric constant and loss factor were found to be: R = 0.994, sd= 0.699 and R = 0.996,
sd= 0.201, respectively. The visual results of correlation analysis are presented in Fig. 3.

3. CONCLUSIONS

A physically substantiated temperature dependable spectroscopic dielectric model of pine litter,
which is characteristic for the pine forests in Siberia, has been developed. The model covers
the range of frequencies and temperatures stretching from 500 MHz to 15 GHz and from +25◦C to
−30◦C, respectively. The intrinsic variables in this model, on which the complex dielectric constant
depends, are the litter moisture, electromagnetic frequency, temperature, and density of dry litter
sample. Among the parameters of the model are included the parameters of the linear temperature
dependence for the reduced complex refractive index of sample solids. The latter are supplemented
by the parameters related to the exponential temperature dependences of water contents in a litter
sample, regarding bound, film, and capillary types of litter water. In addition, the number of
parameters of the model includes some physical characteristics for each type of litter water. This
group of parameters consists of the low-frequency and high frequency limits of dielectric constant
and ohmic conductivity, temperature coefficient of volume expansion, activation energy, activation
entropy and the temperature coefficient of the increment of ionic conductivity.

The error of the dielectric model with respect to the experimental data was determined using
correlation analysis. In this case, the correlation coefficient (R) and standard deviation (sd) for
the dielectric constant and dielectric loss factor were found to be: R = 0.994, sd = 0.699 and
R = 0.996, sd = 0.201, respectively.

Next, we plan to develop the TD GRMDM for other types of litter.
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Abstract— SMOS, a L Band radiometer using aperture synthesis to achieve a good spatial
resolution, was successfully launched on November 2, 2009. It was developed and made under
the leadership of the European Space Agency (ESA) as an Earth Explorer Opportunity mission.
It is a joint program with the Centre National d’Etudes Spatiales (CNES) in France and the
Centro para el Desarrollo Teccnologico Industrial (CDTI) in Spain.

SMOS carries a single payload, an L band 2D interferometric, radiometer in the 1400–1427 MHz
h protected band. This wavelength penetrates well through the vegetation and the atmosphere
is almost transparent enabling to infer both soil moisture and vegetation water content over land
and sea surface salinity over the oceans. SMOS achieves an unprecedented spatial resolution
of 50 km at L-band maximum (43 km on average) with multi angular-dual polarized (or fully
polarized) brightness temperatures over the globe and with a revisit time smaller than 3 days.

SMOS as been now acquiring data for over one year after the end of the commissioning phase. The
data quality exceeds what was expected, showing very good sensitivity and stability. The data is
however very much impaired by man made emission in the protected band, leading to degraded
measurements in several areas including parts of Europe and of China. However, many different
international teams are now addressing cal val activities in various parts of the world, with notably
large field campaigns either on the long time scale or over specific targets to address the specific
issues. These campaigns take place in various parts of the world, in different environments from
the Antarctic plateau to the deserts, from rain forests to deep oceans. Actually SMOS is a new
sensor making new measurements paving the way to new applications. However it also requires
a very fine analysis of the data so as to validate both the approach and the retrieval quality, as
well as for monitoring the evolution of the sensor. To achieve such goals it is very important
to link efficiently ground measurement to satellite measurements through field campaigns and
related airborne acquisitions as well as with other existing sensors.

This paper thus gives an overview of the science goals of the SMOS mission, a description of the
main mission elements, and a foretaste of the first results including performances at brightness
temperature as well as at geophysical parameters. It will include how the grond campaigns
were elaborated to address the main cal Val activities accounting for SMOS specificities, in what
context they were organized as well as the most significant results.

1. INTRODUCTION

The SMOS (Soil Moisture and Ocean Salinity) satellite was successfully launched in November 2009.
This ESA led mission for Earth Observation is dedicated to provide soil moisture over continental
surface (with an accuracy better than 0.04 m3/m3) and ocean salinity. These two geophysical
features are important as they control the energy balance between the surface and the atmosphere.
Their knowledge at a global scale is of interest for climatic and weather researches in particular in
improving models forecasts.

2. OBJECTIVE

The purpose of this communication is to present the mission results after more than one year in
orbit as well as some outstanding results already obtained. A special attention will be devoted to
level 2 products and in particular to soil moisture.
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3. METHODOLOGY

3.1. SMOS Data
The SMOS instrument measures the passive microwave emission of the Earth surface at a frequency
of 1.4 GHz (L-band). It has been demonstrated that this frequency is well adapted to monitor
surface soil moisture (first 5 cm). The instrument is an interferometer and provides brightness
temperatures with an average resolution of 40 km, at several angle and dual polarizations (H and
V ). It means that a point at the surface is seen several times with different incidence angles. Data
are acquired at two times in a day at 6 am and 18 pm (local time) and insure a complete coverage
of the Earth surface in 3 days.

3.2. Modeled Brightness Temperature and Soil Moisture Retrievals
Modeling multi-angular brightness temperatures is not straightforward. The radiative model trans-
fer model L-MEB (L-band Microwave Emission) is used over land. It is based on semi-empirical
relationships, adapted to different type of surface. It computes a dielectric constant leading to
surface emissivity. Surface features (roughness, vegetation) are also considered in the models.
However, considering SMOS spatial resolution a wide area is seen by the instrument with strong
heterogeneity. The L2 soil moisture retrieval scheme takes this into account. For each node, a wide
area is defined (∼ 123 km) referred to as a working area. A complete knowledge of the surface is
necessary (soil texture, surface classification of the vegetation). The surface types are gathered in
10 main classes: Nominal surface, Forest, Wetlands, Pure Water, Saline Water, Barren ground,
Urban, Ice, Frozen soil, Snow. The soil moisture retrieval is run over the nominal surface, which is
a scene covered by low vegetation. Forest areas are also of interest if they are not too opaque (in
terms of radiative penetration).

For each of these classes a decision tree determines the dielectric model to be used and its
configuration (parameterization) according to the surface. For the nominal and forest, Dobson’s
law is used to get a dielectric constant.

Brightness temperatures are computed for every class composing a working area. A weighted
function is applied for the incidence angle and the antenna beam. Once the brightness temperature
is computed for the entire working area, the minimizing process starts Different cases are then
possible. The retrieval process succeeds a soil moisture is derived along with vegetation optical
thickness, and effective surface temperature. If no soil moisture is derived (not attempted or
process failed) a dielectric constant is still derived from an simplified modeled (the cardioid model).

Figure 1: Global map of soil moisture and sea surface salinity obtained from SMOS for August 2010.
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3.3. Sea Surface Salinity and Sea Ice

SMOS data enabled very quickly to infer Sea surface salinity fields. As salinity retrieval is quite
challenging, retrieving it enable to assess very finely the characteristics of the complete system

Figure 2: Probability of RFI over Europe for the first 3 months of SMOS life (top panel) and the following
summer (bottom panel).

Figure 3: Monthly SMOS soil moisture retrieval.
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in terms of stability, drift etc. Some anomalies such as the ascending descending temperature
differences, temporal drifts or land sea contamination were used to infer issues and improve data
quality.

3.4. RFI
SMOS is affected by RFI. Careful analysis of the perturbations enabled to start legal activities
against unlawful emitters as well as finding methods to quantify them. Several approaches were
tested and implemented in the algorithms to flag such data. In parallel some actions were taken to
reduce the number of sources and this is particular obvious over Europe were over 100 sources in
19 countries were switched off as shown in Figure 2.

4. CONCLUSION AND PERSPECTIVES

This presentation shows in detail the first SMOS in flight results. The retrieval schemes have been
developed to reach science requirements, that is to derive the surface soil moisture over continental
surface with an accuracy better than 0.04m3/m3. Over the ocean the goals are not yet satisfied
but results are already getting close to the requirements.

The first results obtained as of today are thus very encouraging as can be seen on Figure 3. It
is expected to have an even more significant yield in July.

During the presentation we will show SMOS results and present details analysis of retrieval
quality together with main issues encountered.
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Abstract— A new noise modeling method is proposed to calculate the correlated noise covari-
ance matrix in antenna arrays using Method of Moments (MoM). This noise modeling method
models the antenna array performing under a noisy environment in a more accurate manner.
By obtaining the correlated noise covariance matrix from the proposed noise modeling method,
compensation can be carried out more accurately to achieve better direction finding in a noisy
environment.

1. INTRODUCTION

Multiple Signal Classification (MUSIC) is a high resolution, eigenstructure-based direction finding
algorithm that is used in antenna arrays to determine the direction-of-arrival (DOA) of a number
of wavefronts [1]. The performance of the MUSIC algorithm is dependent on the accuracy of
the signal and noise subspaces which are affected by the presence of mutual coupling in antenna
arrays. Several methods such as mutual coupling compensation [2, 3] and spatial smoothing [4]
are developed to improve the MUSIC algorithm performance. However, these methods assume
uncorrelated noise which is valid only for antenna arrays with sufficiently large antenna spacing.
The MUSIC algorithm performance deteriorates as the antenna spacing reduces due to the presence
of noise coupling [5] caused by mutual coupling effects which produces correlated noise [6].

In this paper, we proposed a new noise modeling method using MoM to obtain the correlated
noise covariance matrix. By incorporating the correlated noise covariance matrix into the MUSIC
algorithm, accurate direction finding can be achieved even under low signal-to-noise ratio (SNR).

2. NOISE MODELING METHOD

Consider the signal model where X(t) is the complex voltage received at time t. Then

X(t) = S(t) + NTN(t) (1)

where S(t) is the complex voltage across the antenna terminals due to the incoming signals as well
as mutual coupling effects from other antenna elements [2], and N(t) is the uncoupled complex
voltage due to the Gaussian noise. This model is inconsistent because only signal is affected by
mutual coupling. In reality, both signal and noise are affected by mutual coupling. To make the
model consistent and realistic, the mutual noise matrix NT is added to make N(t) coupled due to
mutual coupling effects. NTN(t) is the coupled complex voltage due to the Gaussian noise and
mutual coupling effects.

To find the mutual noise matrix NT , consider s plane waves with equal amplitude and phase
impinge evenly on n-dipole array at directions θk (k = 1, 2, . . . s) [7]. The dipoles are λ/2 in length
and spaced d apart, and λ is the wavelength of the incident wave. Each dipole is divided into 63
segments of length λ/125 [5]. The diameter of each dipole is λ/500 [5]. Each dipole is terminated
with terminal load ZL. Using FEKO, the plane waves are impinged t times to obtain the s × t
matrix Vi at the i-th dipole. Next, Vi is multiplied by t × s matrix G to obtain the s × s noise
matrix Ni at i-th dipole. The matrix G is spatially uncorrelated along s columns and temporally
distributed zero mean, circular complex white Gaussian noise along t rows. All the noise matrices
have the same matrix G. The noise matrix Ni at i-th dipole can be described in the matrix form:

Ni = ViG (2)
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where

Vi =




Vi
11 . . . Vi

1t
...

. . .
...

Vi
s1 . . . Vi

st


 (3)

G =




G11 . . . G1s
...

. . .
...

Gt1 . . . Gts


 (4)

The normalized noise covariance matrix NTNH
T can be easily obtained by finding the covariance

of all the noise matrices Ni (i = 1, 2, . . . , n) as follows,

NTNH
T = norm




cov (N1,N1) . . . cov (N1,Nn)
...

. . .
...

cov (Nn,N1) . . . cov (Nn,Nn)


 (5)

The mutual noise matrix NT is obtained by taking the square root of NTNH
T as follows,

NT =
√

NTNH
T (6)

3. CORRELATED NOISE COVARIANCE MATRIX

Spatial smoothing is required if the signals are coherent [4]. Hence, the n-dipole array can be
divided into overlapping arrays with p dipoles in each subarray (p < n). The number of subarrays
required is k where k = n− p + 1. To detect q coherent signals, the array is divided into at least q
arrays. The covariance matrix of X(t) can be written as:

R = E
{
X (t)XH (t)

}
= E

{
S (t)SH (t)

}
+ E

{
NTN (t)NH (t)NH

T

}
= SSH + σ2NTNH

T (7)

where σ2 is the noise power. The term σ2NTNH
T is the correlated noise covariance matrix which is

different from the uncorrelated noise covariance matrix σ2I mentioned in [1–4].
To counteract the mutual coupling effects, (7) can be written as:

R′ = ZTRZH
T = UUH + σ2ZTNTNH

T ZH
T (8)

where U is the uncoupled voltage due to the incoming signals alone and ZT is the receiving mutual
impedance matrix [2]. Both the noise and signal subspaces are compensated by ZT . This is different
from [3] where only the signal subspace is compensated. To account for k subarrays, the average
covariance matrix can be written as:

R′ =
1
k

k∑

i=1

R′
i (9)

The generalized eigenvalues and eigenvectors of R′ becomes:

R′Vk = λkZTNTNH
T ZH

T Vk (10)

where λk and Vk are the generalized eigenvalues and eigenvectors of R′ respectively. Using the
eigenstructures, the MUSIC search function can be written as:

P (ϕ) =
aH (ϕ)a (ϕ)

aH (ϕ)WWHa (ϕ)
(11)

where W is p× (p− q) matrix whose column vectors are the eigenvectors Vk corresponding to the
noise subspace and a(ϕ) is the search vector of the dipole array.
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Figure 1: A four-dipole array.
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Figure 2: (a) MUSIC performance at d = 0.5λ and DOA = 90◦, 100◦ under SNR = 3 dB. (b) MUSIC
performance at d = 0.3λ and DOA = 90◦, 100◦ under SNR = 3 dB.

4. SIMULATION EXAMPLES

To demonstrate the effectiveness of the correlated noise covariance matrix in the MUSIC algorithm,
a 4-dipole array is used, as shown in Fig. 1. Each antenna is terminated with a load impedance ZL

= 50Ω. Two incoming coherent signals at ϕ = 90◦ and 100◦ are simulated using (1). A comparison
is made between the conventional MUSIC algorithm in [3] and the improved MUSIC algorithm in
(10) using the correlated noise covariance matrix at d = 0.3λ and 0.5λ under SNR of 3 dB.

From Fig. 2, it is clear that the conventional MUSIC algorithm fails to work when the correlated
noise covariance matrix is used. However, the improved MUSIC algorithm is able to resolve the
two signals at 90◦ and 100◦ even at close element separation and low SNR.

5. CONCLUSIONS

It is possible to obtain the correlated noise covariance matrix accurately using the proposed noise
modeling method. The improved MUSIC algorithm is also able to compensate both the signal and
noise subspaces accurately such that the antenna array is able to resolve the incoming signals even
at low SNR and close antenna spacing.
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Abstract— Strong mutual coupling between closely spaced elements in compact antenna arrays
may cause significant system performance degradation, such as reduction in gain and signal-to-
noise ratio. In this paper, an efficient technique to increase the isolation between the antenna ports
is proposed. It utilizes the electromagnetic band-gap structure to reduce the mutual coupling
between antenna elements. Examples of printed monopole arrays are designed. Computational
results are presented.

1. INTRODUCTION

Antenna arrays with multiple ports are widely used in modern wireless communication systems,
such as MIMO system, direction finding, etc. In mobile applications, the small physical sizes of the
platform restrict the volume for the antennas [1] and thus the use of compact arrays is required.
In such cases, strong mutual coupling between closely spaced elements in compact antenna arrays
may cause significant system performance degradation [2, 3], such as reduction in gain and signal-
to-noise ratio (SNR). Therefore, it is important to find ways to removed or reduced the mutual
coupling effect from antenna arrays.

The effect of mutual coupling has been studied intensively [4, 5] in the past years and many
mutual coupling compensation methods have been suggested [6–13]. In [6, 7], decoupling is achieved
by changing the geometry of the antenna. The relation of the isolation and the array configuration
of two nearby antennas in a cellular handset was studied in [8]. Signal processing techniques using
different coupling matrices [9, 10] may be applied to the received signal vectors from adaptive arrays
to counter the effects of mutual coupling. In addition, there are also methods using passive and
lossless decoupling and matching networks to transform coupled antenna ports into independent
and matched ports. Various implementations of decoupling networks have been suggested, for
example, the design of decoupling network for two-element arrays can be found in [11, 12] and
for three-element arrays in [13]. In recent years, another important approach proposed is to use
electromagnetic bandgap (EBG) structures to suppress the surface wave in microstrip substrates.
The mushroom-like EBG structure in [14] has been implemented to reduce the mutual coupling
effect between elements of a microstrip array. Some nonperiodic EBG structures, known as defected
ground structures (DGS) [15, 16], are also used to produce the band rejection characteristics. In
this paper, a Chinese character Wang-shaped DGS structure is proposed. The design is applied to
a printed monopole array to reduce the mutual coupling effect between array elements.

2. THE DEFECTED GROUND STRUCTURE

The proposed Wang-shaped defected ground structure is shown in Figure 1. The structure is etched
on the ground plane of a dielectric substrate with a dielectric constant of εr and a thickness of h. The
dimensions of the structure can be optimized in order to obtain a good band rejection performance
at design frequencies. This Wang-shaped structure has a total dimension of 19 mm × 4.8 mm.
Figure 2 shows the simulated electrical performance of the proposed DGS on a FR4 substrate with
εr = 4.4 and h = 1.6mm.

3. DESIGN OF PRINTED MONOPOLE ARRAY

A monopole array with two elements is printed on the same FR4 substrate, as shown in Figure 3.
Each monopole operates at 2.4 GHz and has a width of 1 mm and a length of 22.5mm. The center-
to-center distance of the two printed monopoles is 15mm, which is about 0.12λ. The substrate has
a dimension of 35 mm × 45mm. Figure 4 shows the simulated S-parameters of the two-monopole
array. It can be seen that the mutual coupling between the two monopoles is very strong in the
operating frequency band. Then, the DGS designed in Section 2 is used to reduce the mutual
coupling of the array.

As shown in Figure 5, the proposed defected ground structure is etched on the ground plane of
the monopole array. Figure 6 shows the coupling coefficient, S12, of the array with DGS, compared
with the case without DGS. It can be seen that the mutual coupling effect has been significantly
reduced across the operating band.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 599

Figure 1: The Wang-shaped defected ground struc-
ture.
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Figure 2: Simulated S-parameters of the microstrip
line with the proposed DGS.

Figure 3: The two-element monopole array printed
on FR4 substrate.
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Figure 4: Simulated S-parameters of the two
monopole array.

Figure 5: The printed monopole array with DGS
etched on the ground plane.
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Figure 6: The coupling coefficient of the printed
monopole array with and without DGS.

4. CONCLUSIONS

Mutual coupling in compact antenna arrays causes significant system performance degradation. It
is very important to removed or reduced the mutual coupling effect. In this paper, the method
using electromagnetic band-gap structure to increase the isolation between the antenna ports is
studied. A Wang-shaped defected ground structure is proposed to achieve band rejection at design
frequencies. This structure is used in a two-element printed monopole array and simulation result
shows that the mutual coupling effect of this compact array is significantly reduced.
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Abstract— It has been suggested that multi-coil solenoids, which consist of an array of stacked
surface coils, can be used in magnetic resonance imaging (MRI) applications to increase the
signal-to-noise ratio (SNR) and consequently improve the image quality. However, due to the
physical stacked design, mutual coupling effect occurs and distorts the array signals. A new
compensation method has been proposed to remove the mutual coupling effect. It employs a
set of newly defined mutual impedances to establish a compensation matrix through which the
decoupled signals can be obtained. In this paper, the design of stacked phased array coils for
MRI is described in details, and the decoupling method between the coil elements is clearly
explained. Moreover, workbench experiments were conducted in a mimic MRI system with a
cylindrical phantom acting for the loading purpose. A two-element stacked phased coil array
has been designed as the receive-only coils under the radiation of a source coil placed above the
cylindrical phantom. With the scattering parameters measured by a network analyzer, the new
mutual impedances and compensation matrix were determined, and thereby decoupled signals
were obtained. To demonstrate the robustness of the decoupling method, measurements were
performed over a power deviation from −10 dBm to 10 dBm, a frequency deviation from 84.9MHz
to 85.1 MHz, and a deviation of the distance between the two coil elements from 0.5 cm to 3 cm. In
each case, the derived decoupled signals were then compared with the ideally measured coupling
free signals. From the comparison results, it is concluded that the new decoupling method can
decouple the coupled signals effectively. Because of the robustness and flexibility in all the
different experimental scenarios, the stacked phased array coil design together with the new
decoupling method is proved to have a potential application in MRI.

1. INTRODUCTION

Magnetic resonance imaging (MRI) is a widely used medical imaging technique to visualize the
internal structures of human body. It makes use of the property of nuclear magnetic resonance
(NMR) to image nuclei of atoms inside the body. The basic physical effect at work in NMR is
the interaction between nuclei with a nonzero magnetic moment and an external uniform static
magnetic field. The NMR phenomenon is observed when a system of nuclei in a static magnetic
field experiences a perturbation by an oscillating magnetic field at a specific frequency. Since the
discovery of nuclear magnetic resonance (NMR), it has found a number of applications in the fields
of biology, engineering, medical imaging and material science.

In MRI system, radio frequency (RF) coils constitute the key hardware component for the
transmission of RF signal pulses to the tissues being interrogated and provide the means of collecting
returning MR signals information to construct the image [1]. One of the vital factors that determine
the image quality is the signal-to-noise ratio (SNR), which is influenced by the choice of receiver
coil positioned within the imaging volume. The problem of increasing SNR has attracted great
attention from academic and clinical research [2, 3], which is also the motivation for the design of
stacked phased array surface coils introduced in this paper.

2. DESIGN OF STACKED SURFACE COILS AND THE DECOUPLING METHOD

The signal strength of an RF coil can be increased by putting n turns for the coil, thereby increasing
the magnetic field of the coil by a factor of n. Even though this may increase the coil resistance by
a factor of n, the noise is only proportional to its resistance by

√
R. Therefore, the SNR will be

increased by
√

n. However, this method is deemed impractical due to phase cancellation. The coils
have many turns in them and the length of wire is a wavelength at the frequency of interest. As the
current travels down the coil, the current will suffer the progressive phase shift of 360◦. Thus the
contributions to the field at the center of the coil will have all phases, and the resultant field will
be rather small. From the principle of reciprocity, it makes a very poor receiving coil [4]. While a
surface coil provides high SNR reception over a small geometric area immediately adjacent to the
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coil, phased array surface coils can extend the high SNR characteristic of a single surface coil to a
larger field-of-view without phase cancellation problem, and therefore will possibly work as a good
receiver in MRI system.

We introduce an array of stacked surface coils which consists of a number of surface coils posi-
tioned one over another. The configuration of stacked surface coils is a mimic of the n-turn coil to
achieve an increase of

√
n in SNR for every random number of consecutive stacked coils without

the phase cancellation problem. The array which consists of two square surface coils is shown in
Fig. 1. The only problem of this stacked surface coil configuration working as the receiver in MRI
system is the mutual coupling effect that exists between the stacked coils, but it can be minimized
by the new measured mutual impedance and compensation matrix [5, 6], thus obtaining decoupled
signals.

Unlike the conventional mutual impedance which is defined with the requirement that one of
the elements works in the transmitting mode, the new mutual impedance is defined when all the
antenna elements are in receiving mode, being excited by external source, which is really the case
for a receiving array. Hence, it is possible that the new mutual impedance can measure the coupling
effect more accurately. To explain the definition of new mutual impedance, we simply consider an
array of two parallel dipoles in receiving mode, where dipole #2 is excited by the incident field
coming from horizontal direction so that a current distribution is induced on it. The value of the
current distribution at the terminal load is indicated as I2. This induced current distribution then
re-radiates and induce a current distribution on dipole #1, and produce voltage V12 across the load.
The new mutual impedance which depends on the direction of the incident field is then defined as

Z12
t =

V12

I2
(1)

and Z21
t is defined in the same way. With the calculated new mutual impedance Z12

t and Z21
t , the

decoupled signal can be obtained using the following compensation method

[
U1

U2

]
=

[
1 Z12

t

ZL
Z21

t

ZL
1

][
V1

V2

]
(2)

where U1, U2 are the resultant decoupled signals, and V1, V2 are the measured coupled signals.

3. EXPERIMENTAL MEASUREMENTS AND CALCULATED RESULTS

3.1. Experimental Setup
As shown in Fig. 2, the experimental setup is a simulated MRI system, where the source coil
is supported by four supporting stands, and a two-element array of stacked phased surface coils
works as the receiver coil. The resonance frequency in a 2 Tesla MRI system, which is the Lamour
frequency, is calculated as f0 = γB0 = 85.16 MHz, where γ represents the Gyro-magnetic ratio

Figure 1: The configuration of the array of two
stacked square surface coils.

Figure 2: Experimental setup with a loading condi-
tion.
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and is 42.58 MHz/T for hydrogen atom, so the source coil was tuned to operate at 85 MHz when
doing the experiment. A cylindrical phantom that consists of a solution mixture with the dielectric
properties of ε = 48.6, σ = 0.6 S/m, which are very close to those of human brain tissues, is placed
above the stacked phased array coils for loading purpose. The network analyzer in the setup is
used to measure the scattering parameter S21, as it can be converted into voltage [7] by

S21 =
β

α
(3)

where α is the square root of the power output from the transmitting port of the network analyzer,
which can be set and β is given by

β =
V√
ZL

(4)

where V is the voltage received by the coil and ZL is the system impedance of 50Ω.

3.2. Measurement Procedure
Three experimental scenarios were conducted over the power variation from −10 dBm to 10 dBm,
the frequency variation from 84.9MHz to 85.1 MHz, and the variation of the distance between the
two stacked surface coils from 0.5 cm to 3 cm. For each scenario, the following four measurements
for scattering parameter S21 were taken to determine the new mutual impedances.

(1) The receiving port of the analyzer is connected to coil 1 with coil 2 connected to a 50 Ω load.
The measured S-parameter S21, denoted as S21 1, contains both the actual signal from the
source coil as well as the coupled signal from coil 2.

(2) The receiving port of the analyzer is connected to coil 2 with coil 1 connected to a 50 Ω load.
The measured S-parameter S21, denoted as S21 2, contains both the actual signal from the
source coil as well as the coupled signal from coil 1.

(3) The receiving port of the analyzer is connected to coil 1 with coil 2 removed. The measured
S-parameter S21, denoted as S′21 1, contains only the actual signal from the source coil.

(4) The receiving port of the analyzer is connected to coil 2 with coil 1 removed. The measured
S-parameter S21, denoted as S′21 2, contains only the actual signal from the source coil.

By considering (3) and (4), together with the relationship of coupled signals and coupling-free
signals [5], the new mutual impedance is calculated as

Z12
t =

S′21 1 − S21 1

S21 2
ZL (5)

Z21
t =

S′21 2 − S21 2

S21 1
ZL (6)

Thus, the compensation matrix in (2) is determined, and thereby decoupled signals can be obtained.

3.3. Comparison of the Results
Firstly, in the experimental scenario of power variation from −10 dBm to 10 dBm with the step
of 5 dBm, the measurements were done with the operating frequency of 85MHz, and during the
decoupling calculation, the compensation matrix was calculated based on the measurement data in
the case with the power of 0 dBm. The comparison of calculated decoupled signals and the measured
coupling-free signals in the case with the separation distance of 1.5 cm is shown in Fig. 3(a), where
Cal U1 and Meas U1 correspond with coil 1, and Cal U2 and Meas U2 correspond with coil 2.

Similarly, Fig. 3(b) shows the comparison of results in the experimental scenario of frequency
variation from 84.9 MHz to 85.1MHz with the step of 0.05 MHz when the separation distance
between the two stacked surface coils was 1.5 cm. The source power was fixed at 0 dBm, and the
compensation matrix was calculated from the data at 85 MHz. Fig. 3(c) illustrates the comparison
of results in the experimental scenario of distance variation from 0.5 cm to 3 cm with the step
of 0.5 cm, when the system was working at the resonant frequency of 85 MHz and power level of
0 dBm, and the compensation matrix was determined by the data in the case with the separation
distance of 2 cm.

From the three figures, it is clear that the coupled signals were successfully recovered despite
the minor difference in comparison, and especially in the cases of 0 dBm in Fig. 3(a), 85 MHz in
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(a) (b) (c)

Figure 3: Comparison of results in the experiment scenario of (a) power variation, (b) frequency variation,
and (c) distance variation.

Fig. 3(b), and 2 cm in Fig. 3(c), from which the compensation matrix used in their respective
experimental scenario was calculated, the coupling was totally removed. Moreover, it can be seen
that the separation distance between the two surface coils can influence the decoupling results more
than power level and operating frequency. In Fig. 3(c), the disagreement of the results for coil 2 at
the separation distance of 0.5 cm and 3 cm might be caused by the extra strong coupling when the
coils were placed too close to each other or one coil was too close to the phantom.

4. CONCLUSIONS

To increase the SNR in MRI system, stacked phased array surface coils can be used, and the problem
of mutual coupling can be effectively minimized by using a new compensation method. Therefore, it
is concluded that the design of stacked phased array coils together with the new decoupling method
will have a potential application in MRI to achieve a higher SNR and consequently improve the
image quality.
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Abstract— A novel 2 × 2 microstrip patch antenna array is presented in this paper. With
two cross-coupled slots etched in the radiating element, the proposed structure achieves wide
band and high gain. Simple fabrication techniques can be used, since the radiating elements and
the feeding network are placed on the same layer. Good agreement between the simulated and
measured responses has been obtained. An impedance bandwidth of 23.1% and a maximum gain
of 11.34 dBi are achieved.

1. INTRODUCTION

Microstrip antenna arrays are widely used in many applications, such as satellite communications,
radar, missiles and so on. Microstrip antennas possess advantages such as simple structure and
compact size. Besides these, the feeding network and the microstrip radiating elements of the array
could be placed on the same player for easy fabrication [1]. However, microstrip antennas generally
exhibit narrow impedance bandwidth, typically only a few percent [2, 3]. In order to overcome this
problem, researchers have adopted different techniques recently [4–6]. In [7], a 2 × 2 microstrip
wideband antenna array with U-slot has been proposed. The impedance bandwidth of this typical
antenna array is 18% [7].

In this paper, a novel microstrip radiating patch with double U-slots is proposed. A 2 × 2
antenna array using this element is designed and optimized. The impedance bandwidth of 23.1%
ranging from 5.78 to 7.29 GHz and a maximum gain of 11.34 dBi has been achieved.

2. DESCRIPTION OF ANTENNA ARRAY

The geometry of the proposed antenna array with double U-slots and probe feed are shown in
Fig. 2 and Fig. 3. The detailed dimensions of the radiating element and the feeding network are
given as following: w1 = 3.9mm, w2 = 3.6mm, w3 = 0.5 mm, w4 = 0.8mm, w5 = 31.6 mm,
w6 = 8.6mm, w7 = 2.5mm, h1 = 0.7mm, h2 = 10.4mm, h3 = 12 mm, h4 = 5mm, h5 = 21.3mm
and h6 = 2.9mm. The dielectric substrate is with a relative permittivity εr of 2.7 and a thickness
h of 3.5mm. The centre frequency of the proposed antenna array is around 6.53 GHz. The design
procedure of the antenna array can be summarized as following:

(1) Decide the initial width and the length of the patch based on the specified centre frequency
for a practical application.

(2) Design the double U-slots. The double U-slots consist of four paralleled vertical rectangular
slots and two horizontal rectangular slots. U-slot plays an important role to control the
wideband behavior of the coupled patch antenna.

Figure 1: The geometry of single radiating element with double U-slots (units: mm).
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(3) Implement the optimization of the radiating element using simulation software.

(4) Initial design of the feeding network.

(5) Implement of the optimization to the whole antenna array using simulation software.

3. RESULTS AND DISCUSSIONS

The simulated S11 of the proposed 2 × 2 microstrip array is shown in Fig. 3. The bandwidth of
23.1% ranging from 5.78 to 7.29 GHz has been achieved. The gain of the proposed array is shown
in Fig. 4. A maximum gain of 11.34 dBi is obtained.

Figure 2: The geometry of the proposed 2× 2 antenna array (units: mm).

Figure 3: The simulated S11 of the proposed antenna
array.

Figure 4: The simulated gain of the proposed mi-
crostrip antenna array.
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4. CONCLUSION

In this paper, a novel microstrip radiating patch with double U-slots is proposed. The double U-slots
of the element help to solve the problem of narrow bandwidth for traditional microstrip antennas.
The proposed 2× 2 antenna array exhibits broad bandwidth and high gain. The impedance band-
width of 23.1% ranging from 5.78 to 7.29GHz and a maximum gain of 11.34 dBi has been achieved.
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Abstract— In this paper, a novel dual-band microstrip antenna array with electromagnetic
band gap (EBG) structures is presented. The ring-type EBG structures between the two radiating
patches help to separate the feed lines for the two bands, thus the two patches could operate
individually at their particular frequencies, simultaneously.

1. INTRODUCTION

As we know, dual band antenna can be used to transmit and receive signals simultaneously for
wireless communication systems. Various multiband antennas have been reported recently [1–3].
However, when two radiating patches working at different frequencies, the mutual coupling between
the two patches leads to degradation of the performance of the antennas. Thus thse two radiating
element should be seperated electrically, while keeping the size of the antenna arrays as small as
possible [4]. In [4], a single-port dual-band microstrip antenna array with EBGs is reported. EBG
structures operate like a band rejecter, separating the branch of feed lines feeding two different
groups of arrays of patch antennas. Different kinds of EBG structures are discussed also in [4].

In this paper, a novel EBG structure has been adopted between the 2.4 GHz and 5.8 GHz
radiating elements for better mutual coupling reduction.

2. PRELIMINARY STRUCTURE OF THE ANTENNA ARRAY

The preliminary geometry of the antenna array is shown in Fig. 1. The dielectric substrate is with
a relative permittivity of 4.2 and a thickness of 3.2 mm. The design procedure of the antenna array
can be summarized as follows:

1) Decide the initial width and the length of the patches working at the specified frequencies of
2.4GHz and 5.8 GHz.

2) Initial design of the feeding network.
3) Optimize the circuit using simulation software.
The simulated S11 of the preliminary structure is shown in Fig. 2. It is noted that an extra

resonance appears between the two desired bands and the centre frequency of the 2nd band is
shifted from 5.8 GHz to 6.0 GHz. This is due to the coupling between the two radiating patches.
In order to overcome this problem, the proposed antenna array with EBG structures between the
two radiating patches is shown in Section 3.

3. PROPOSED ANTENNA ARRAY WITH EBG STRUCTURES

The Electromagnetic Bandgap (EBG) structures are well known due to their compact size and
special EM characteristics such as bandgap, surface wave suppression and in-phase reflection coef-
ficient properties [5–9]. In this paper, ring-type EBG structures are adopted for mutual coupling
reduction and harmonic suppressions. This type of EBG structures with height of 1.6 mm from
the GND consists of an open-ended ring and three vias connected to the ground. Those rings
are of different dimensions based on their bandgap characteristics, which correspond to 2.4 GHz
and 5.8 GHz accordingly. The proposed antenna array is shown in Fig. 3. It is noted that better
performance of the antenna array between the two desired bands has been achieved as shown in
Fig. 4.

Figure 1: Preliminary geometry of the antenna array.
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Figure 2: Simulated S11 of the preliminary antenna array.

Figure 3: Proposed antenna array with EBG structures.
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Figure 4: Simulated S11 of the antenna array.

4. CONCLUSION

In this paper, a novel antenna array with EBG structures has been proposed. Ring-type EBG
structures with three vias connected to the ground has been adopted between the 2.4 GHz and
5.8GHz radiating patches for better mutual coupling reduction.
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Abstract— This study proposes a compact printed multi-band antenna, which has the advan-
tages of simple structure, small size, easy fabrication, and making integration within thin laptop.
The main operating frequencies of the proposed antenna are at GPS (1.575GHz), WLAN (2.4,
5.8GHz), Bluetooth (2.45GHz) and WiMAX (2.5, 3.5, 5.5 GHz) bands. The main structure of
the antenna is composed of T-shaped monopole and grounded inverted L-shaped branch. The
T-shape monopole excites 2.4GHz operating frequency band. And, the grounded inverted L-
shaped branch not only can excite 3.5GHz operating band but also can be used for impedance
matching, which can tune the bandwidth of each operating band. A branch is added on the
left part of T-shaped monopole which can excite GPS band (1.575GHz). Finally, the 5.5GHz
operational frequency of WiMAX can be excited by adding a stub on the T-shaped monopole
branch. Therefore, a multi-band antenna for laptop applications is achieved.
The antenna occupies a small area of 9 × 47mm2 only. This antenna is fed on the T-shaped
monopole by a 50-Ω coaxial cable. The measured result shows that the 10 dB return loss is
satisfied at each operating band, and has a good agreement with simulated result. Moreover,
the gain, radiation efficiency and radiation pattern of each operating center frequency were also
simulated and measured. They demonstrate very good performances. The gain is about 1.25 ∼
6.38 dBi and radiation efficiency ranges from 67% to 95% at each band. The measured radiation
pattern is similar to general monopole antenna. The characteristics of the antenna make it
attractive for practical application in laptops.

1. INTRODUCTION

In recent years, with the rapid progress in wireless communication, the demands for multi-band
antenna are increasing. In order to realize multi-band WLAN/WiMAX operations, several schemes
had been proposed, such as planar inverted F antenna, inverted L antenna and T-type monopole
antenna structure [1, 2]. These types of antenna have simple structure and small size and suit for
internal laptop planar antenna. There are many ways to design multi-band antenna such as adding
radiation branch, using coupling or open slot to achieve the design specifications [3, 4].

In this paper, we propose a compact printed multi-band antenna for laptop applications. The
main operating frequencies of the proposed antenna are at GPS (1.575GHz), WLAN (2.4, 5.8 GHz),
Bluetooth (2.45GHz) and WiMAX (2.5, 3.5, 5.5 GHz) bands.

2. ANTENNA DESIGN

Figure 1(a) shows the geometry of the proposed multi-band antenna. The detailed dimension of
the antenna is shown in Fig. 1(b). In the figure, the point A denotes feeding point and the point B
denotes grounding point. The antenna is fabricated on a FR4 substrate with a thickness of 1.6mm
and a relative permittivity of 4.4. This antenna is fed on the T-shape monopole by a 50-Ω coaxial
cable.

The operating principle is analyzed as following. At first, four types of antenna are defined that
are called antenna A, antenna B, antenna C and proposed antenna, as shown in Fig. 2(a). The
structure of antenna A can be seen as a T-shaped monopole which can excite 2.4 GHz resonant
mode, and the simulated result of return loss is shown in Fig. 2(b). The antenna A can’t achieve
the desired results of proposed antenna. Hence, the grounded inverted L microstrip line was added
to adjust the impedance matching, and the new structure is called antenna B. The Fig. 2(b) shows
that the antenna B not only has a good impedance matching at the 2.4 GHz resonant mode and
also excites 3.5 GHz resonant mode. In order to design the GPS band (1.575 GHz), a branch was
added on the left part of T-shaped monopole (antenna C). Finally, to achieve a proposed multi-
band antenna, a stub was added on the right part of T-shaped monopole which can excite 5.5 GHz
operating frequency band of WiMAX. From the above design processes, a multi-band antenna for
laptop applications is achieved.



612 PIERS Proceedings, Suzhou, China, September 12–16, 2011

(a) (b) 

Figure 1: (a) Geometry of the proposed multiband antenna, (b) detailed dimensions of the proposed antenna.
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Figure 2: Antenna design: (a) Four types of antenna, (b) simulated results of each type antenna.
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Figure 3: (a) Photo of the fabricated prototype of the proposed antenna, (b) simulated and measured return
loss of the proposed antenna.

3. RESULTS AND DISCUSSION

The proposed antenna was fabricated and shown in Fig. 3(a). The measured and simulated return
loss of the proposed antenna is shown in Fig. 3(b). The measured result shows that the 10 dB
return loss is satisfied at each operating band, and has a good agreement with simulated result.
From the results, four resonant modes at about 1.575, 2.4, 3.5 and 5.5GHz are successfully excited.
The first resonant mode at 1.575 GHz can be used for GPS operation. The second resonant mode
at about 2.4GHz can cover the operations of 2.4GHz WLAN, Bluetooth (2.45 GHz) and 2.5 GHz
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WiMAX. The third resonant mode can be applied to 3.5 GHz WiMAX operation, and the fourth
resonant mode satisfies 5.8 GHz WLAN and 5.5 GHz WiMAX operations.

For actual application, antenna must be integrated with a LCD screen of laptop. Fig. 4(a) is
the photo of the proposed antenna integrated with a LCD screen of notebook. Fig. 4(b) depicts
the measured return loss of the antenna with/without LCD screen.

Figures 5(a)–(d) exhibit the measured far-field radiation patterns on the x-z and x-y planes
for four frequencies at 1.575, 2.4, 3.5 and 5.5 GHz, respectively. On the horizontal plane (x-z
plane), nearly omnidirectional patterns in all frequencies are obtained. Fig. 6 shows the simulated
radiation efficiency and peak gain of the proposed antenna for all bands. The peak gain is about
1.25 ∼ 6.38 dBi and radiation efficiency ranges from 67% to 95%.
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Figure 4: (a) Photo of the proposed antenna integrated with a LCD screen, (b) measured return loss of the
antenna with/without LCD screen.
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Figure 5: Measured radiation patterns (a) 1.575 GHz, (b) 2.4GHz, (c) 3.5 GHz, (d) 5.5 GHz.
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Figure 6: Simulated radiation efficiency and peak gain.

4. CONCLUSION

A compact printed multi-band antenna for laptop applications has been presented in this article.
This antenna has the advantages of simple structure, small size, easy fabrication, and making
integration within thin laptop. The measured results are satisfied at each operating band, and
demonstrate good agreements with simulated results.
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A Novel Compact EBG Structure for Mutual Coupling Reduction in
a Patch Array

Haoyun Fei, Huipin Guo, Xueguan Liu, and Ying Wang
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Abstract— This paper presents a novel and compact C-shape electromagnetic band-gap (EBG)
structure and arrangement for mutual coupling reduction. For the proposed antenna array, the
reduction of mutual coupling between the two radiating elements reaches 10 dB. The size of the
C-shape EBG array is only 0.064λ0 at the operating frequency. Due to the use of EBG structures,
the front-back ratio of the antenna is increased by 5.4 dB. Simulated and measured results are
given to verify the improvement of the performance of the antenna array.

1. INTRODUCTION

Electromagnetic BandGap (EBG) structures consist of periodic dielectric or metal elements which
exhibit band-stop characteristics. EBG can be used to block surface wave excitation [1] reduce
mutual coupling, reduce cross polarization [2] and enhance the performance of antennas in terms
of gain, direction pattern [3], side lobe, back lobe and so on.

High resistance electromagnetic surface structure [4] as one kind of EBG structures is widely
used, which is convenient for design, easy for fabrication. Various EBG structures have been
adopted for different applications. For example, Fangming Zhu [6] placed mushroom-like EBG
structure [5] between antenna elements and the mutual coupling at the resonant frequency is reduced
nearly 12 dB. Hence the overall performance of the antenna array is improved greatly. However,
the size of this kind of EBG structure nearly equals to half of the stop-band wavelength, which
cannot meet the requirement of compact circuit size nowadays. In this paper, a novel C-shape
EBG structure is proposed. Compared with mushroom-like EBG structure in [5], C-shape EBG
structure has compact size, more adjustable parameters, and more ways of arrangement.

2. C-EBG STRUCTURE CONFIGURATION

Figures 1 and 2 show the proposed C-shape EBG structure and its combined structure. It consists
of a periodic array of metal via holes within a host dielectric grounded substrate. The main
parameters are the outer and inner radius, R1 and R2, of the ring, the diameters of the via and
the distance between the adjacent patches, rr and g. The radian of the ring is chosen to be π and
the effect of the radian of the circle will not be discussed in this paper. The theoretical analysis of
the C-shape EBG is given in [7]. The equivalent circuit is shown in Fig. 3. The inductor L results
from the current flowing through the vias and the capacitor C is due to the gap effect between the
adjacent EBG patches. The bandgap of such structure can be predicted as

ω =
1√
LC

(1)

Figure 1: Geometry of the C-shape EBG structure. Figure 2: Reverse symmetric C-shape EBG.
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Figure 3: Equivalent circuit of C-shape EBG struc-
ture
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Figure 4: Various arrangements of EBG structures.
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When the LC circuit resonate the circuit reactance tends to infinity, the electromagnetic wave
of the resonance frequency cannot propagation, which forms the bandgap [8].

The C-shape EBG structure can be placed in different orientations, thus the array of C-shape
EBG structures could be arranged in different ways, such as reverse symmetric shape as shown
in Fig. 2, symmetrical brackets shape as shown in Fig. 4(a) and asymmetric C-form structure as
shown in Fig. 4(b). Different layout of the EBG arrays results in different bandgap characteristics.
In this paper, reverse symmetric shape of the EBG array is adopted due to its better performance
at the operating frequency (2.4GHz) and its compact size.

The geometry of the proposed antenna array with C-shape EBG structures placed between the
two patches is shown Fig. 11. The dielectric substrate is with a relative permittivity εr of 10.2 and
a thickness h of 2.54mm. The overall size of the antenna array is 130 mm ∗ 70mm. The patch
antenna is designed to operate at 2.4 GHz, and its parameters are: Antenna length L = 17.8 mm,
width W = 26 mm [9]. The distance between the two antenna elements is 0.7λ0, C-shape EBG
patches are placed between the two radiating patches to reduce the mutual coupling, The distance
between the radiating patch and the C-shape EBG structure is 19.6 mm.

3. BANDGAP CHARACTERIZATION

The characteristics of C-shape EBG array are mainly controlled by the following parameters: the
number of the C-shape EBG structures, the size of the EBG unit, the inner and outer radius of
the C-shape, the arrangement of the EBG unit, the relative dielectric constant and thickness of the
substrate and so on. In order to study the performance of the EBG arrays, the outer ring radius
R1, inner radius R2, unit spacing rr and radius of the via g are varied for analysis while remain
other parameters unchanged.

Case 1
R2 = 5.0mm, rr = 0.5mm, g = 1.5mm, R1 varies from 6.5 mm to 6.7 mm. When R1 is

increased, the position of the vias changes, thus affect the equivalent inductance L and capacitance
C. L and C determine the bandgap characteristics. The simulation results are shown in Fig. 6.
When R1 is gradually increased, the total circuit reactance is reduced first, and then increased [10].
Thus the centre frequency of the bandgap is increased first and then reduced accordingly.

Case2
R1 = 6.5mm, rr = 0.5 mm, g = 1.5mm, R2 varies from 5.0 mm to 5.2 mm. The simulation

results are shown in Fig. 7. When R2 is increased, the total circuit reactance is increased first and
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Figure 10: H-plane radiation pattern.

Figure 11: Photograph of the fabricated antenna ar-
ray.

Figure 12: Simulated and measured S11.

then reduced, thus the centre frequency is decreased first and then increased.
Case3
R1 = 6.5mm, R2 = 5.0mm, rr = 0.5mm, g varies from 1.5 mm to 1.9 mm. The simulation

results are shown in Fig. 8. When g is increased, the total circuit reactance is reduced first and
then increased, thus the centre frequency is increased first and then decreased.

Case 4
R1 = 6.5mm, R2 = 5.0mm, g = 1.5mm, rr varies from 0.5 mm to 0.7 mm. The simulation

results are shown in Fig. 9. When rr is increased, the coupling capacitance between EBG unit
basically remains unchanged and the coupled inductance L is reduced, thus the centre frequency is
increased.

The parameters mentioned above are optimized using simulation software. These parameter are
chosen to be R1 = 6.5 mm, R2 = 5.0mm, rr = 0.5mm, g = 1.5mm. The simulation results of the
E- and H-plane radiation patterns of the antenna array with EBG and without EBG at 2.4 GHz
are shown in Fig. 9 and Fig. 10. With EBG structures adopted, the gain of the antenna array is
increased from 7.6 dB to 8.9 dB. The gain of the side lobe is decreased from −3.5 dB to −4.1 dB,
and the main-side lobe ratio of the antenna is increased by 5.4 dB.

The photograph of the fabricated antenna array is shown in Fig. 11. The measured S11 and S21

of the proposed antenna array are shown in Fig. 12 and Fig. 13. It is noted from Fig. 13 that the
mutual coupling between the two radiating patches is reduced for 10 dB at 2.4 GHz.

The simulated and measured E-plane radiation pattern of antenna array is shown in Fig. 14.
The measured gain is lower than the simulated results due to the losses of the power dividers and
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Figure 13: Measured S21.
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Figure 14: Simulated and measured E-plane radia-
tion pattern.

the radiating elemtns. The maximum simulated gain is 8.9 dB and the maximum measured gain is
6.86 dB as shown in Fig. 14.

4. CONCLUSION

In this paper, a novel compact C-shape EBG structure has been adopted between two radiating
patches to reduce the mutual coupling. A 10 dB mutual coupling reduction is obtained at the
resonant frequency (2.4 GHz). This C-shape EBG structure, with the advantages of compactness,
flexibility and various layout arrangment, is attractive for many applications in different areas, such
as compact antennas, surface wave suppression and antenna arrays.
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Abstract— This paper presents the design and the analysis of a conformal fractal tree re-
configurable antenna having adaptive multi beam radiation patterns and adaptive operation
frequency characteristics. The proposed antenna covers some service bands such as: WiMAX
(2.400–2.483)GHz, m-WiMAX (3.4–3.6) GHz and WLAN (5.15–5.825) GHz and operates some
other frequencies between 2.24 GHz to 9.87 GHz. The designed antenna is reconfigured by using
PIN diode switches. For biasing the diodes, influences on the antenna characteristics is presented
in the results. The optimization in biasing and integration of these switches into the antenna is
also discussed.

1. INTRODUCTION

In radar and modern communication systems the demand on multi-functional antennas is increas-
ing. The requirements for these antennas are the abilities to have multi radiation patterns, adapting
the operation frequency and polarization, keeping the physical dimensions and positioning unal-
tered. Reconfigurable antennas with switching capability used as a multiple input multiple output
(MIMO) system have been used in recent years to fulfill these requirements. By means of switches
with compatible antenna elements the antenna and its feed structure can be physically reconfig-
ured to provide radiation pattern, frequency band and polarization diversity so they have more
advantage to compare with conventional antennas [1]. The most prevalent implementation about
reconfigurable antenna is related to the operation frequency [2] since it might be the easiest feature
to alter. Polarization and pattern reconfigurable antennas are also attractive since they can provide
diversity features which leads to an increased signal to noise ratio and therefore a higher quality of
service of whole systems [3–5].

PIN diodes are generally used more than transistors and switches as switching devices for RF
and microwave front-end communication systems since they have several crucial properties such as
low insertion loss, good isolation, low power handling and low cost [6].

Although a reconfigurable antenna can take many shapes we will focus on fractal tree antennas in
this work. In terminology, fractal means broken or irregular fragments which were originally entitled
by Mandelbrot [7] to describe a family of complex shapes that possess an inherent self-similarity
in their geometric structure. As a result of small investigation in the environment a lot of example
for fractal shapes can be seen as trees, clouds, galaxies, leaves, snowflakes and much more. Fractal
tree structures can be applied into antenna design to produce multiband characteristics [8–10].

A conformal antenna is an antenna that conforms to something or it conforms to prescribed
shape. The shape can be some part of a train, airplane or other vehicle. The purpose in conformal
antenna is to make surface matched structure so that it becomes integrated with the structure and
does not extra drag. Since they have very low profile and can be applied on flexible substrates they
can behave “hidden” antennas [11].

The target in this paper is showing the design of a new shape of fractal tree antenna for multiband
and multi radiation pattern applications. PIN diodes are used as switches for multi frequency and
multi beam reconfiguration. By switching PIN diodes, the resonant frequency and radiation pattern
variation simulation by using CST is presented.

2. ANTENNA DESIGN

A designed reconfigurable fractal tree antenna schematic is presented from its top view in Figure 1(a)
and perspective view in Figure 1(b). Antenna is designed on a substrate with a Rogers RT5880
(lossy) material which has 2.2 relative permittivity. The height of the substrate is 70 mm and the
width is 64.7mm and with a 1.6 mm thickness. The ground has been chosen from PEC material
with a thickness of 0.2mm. Substrate and ground made conformal on the cylinder with a radius of
50mm. The antenna is fed by a 50 ohm round coax. The inner conductor of the coax has diameter
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of 0.689 mm with a material PEC and the shield is 2.13 mm Rogers RT5880. The feeding line is
5mm long from end to top.

As shown in Figure 1(a) some parts at the antenna is numbered for the description. The
numbered part are called trunk and they make the connection from source to branches. For
switching, PIN diodes are used. The connection between feed line and trunks are established by
the diodes namely, D1t, D2t, D3t, D4t while the connection between trunks and branches are
established by diodes D1b, D2b, D3b, D4b. In our structure totally eight PIN diodes are deployed
to alter the electrical length of the antenna to operate at difference resonant frequencies.

Dimension of the trunks (part 1, 2, 3, 4) are 20 × 2mm and branches are 10 × 2mm with the
rotation angle of 45 degree and with the rotation angle of 90 degree at the middle. Fractal structure
has thickness of 0.1mm. PIN diodes are 0.5mm.

The PIN diodes are modeled as a series RL circuits for ON state, and a combination of series-
parallel RLC circuits for the OFF state which can be seen in Figure 2. As a result of searching
for suitable PIN diodes, MACOM-MA4AGBLP 912 was chosen for the simulation since it has high
switching cut off frequency, low series inductance and small forward resistance [12]. The equivalent
circuit of the PIN diode, shown in Figure 2, is used in the simulation.

The values of the elements of the equivalent circuits for simulation are given in Table 1. Lumped
elements are used in modeling the PIN diode within CST Microwave Studio.

(a) (b)

Figure 1: Designed antenna schematic. (a) Top view and (b) perspective.

(a) (b)

Figure 2: The equivalent circuits of the pin diode. (a) ON state, (b) OFF state.

Table 1: The values of the elements of the PIN diode simulation equivalent circuit.

Element Value
Serial Inductance (Ls) 0.5 nH
Serial Resistance (Rs) 5Ω

Papallel Resistance (Rp) 1 kΩ
Parallel Capacitance (Cp) 0.02 pF
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3. SIMULATION RESULTS

The desired conformal reconfigurable fractal tree antenna is designed and simulated by using CST
Microwave studio. By changing the diodes conditions, we alter on the characteristic of antenna
and it results shifting in operating frequency and radiation pattern. By different combinations of
diodes ON state or OFF state we have many different radiation patterns with different operating
frequencies. When all eight diodes are ON state, antenna starts to operate at 2.89GHz, 6.25 GHz
and 8.17 GHz and return loss and radiation pattern (phi = 0, turning about theta) is shown in
Figure 3. In Figure 4, the diodes on the vertical axis become ON state and horizontal axis become
OFF state, then opposite condition of this is shown (theta = 90, turning about phi). In Figure 5,
radiation patterns sequentially are shown while diodes are ON state between source to trunk and
trunk to branch is showing separately for each trunk-branch couple. It can be seen that while the
trunk is becoming ON or OFF state with branch, radiation direction is changing with 90 degree
since there are 90 degree angles between trunks. In order to notice this situation we had a two-

Table 2: Compilation of results.

Mode ON State Diodes Resonant Frequency (GHz) Max. Peak Gain (dBi)
I D1t, D1b, D3t, D3b 2.52, 5.89, 8.4, 9.3 6.64
II D3t, D3b, D4t, D4b 2.58, 5.7, 8.02, 9.5 4.51
III D1t, D2t, D3t, D4t 4.32, 4.63, 7.59, 8.2 9.91
IV D2t, D2b 2.29, 5.44, 8, 9.58 4.63
V D1t 3.49, 4.91, 7.5,8.33 6.09
VI ALL 2.89, 6.25,8.17 4.47

(a) (b)

Figure 3: When all diodes are ON state. (a) Return loss and (b) radiation pattern at 2.9 GHz.

(a) (b)

Figure 4: (a) Vertical diodes are ON and others are OFF state. (b) Horizontal diodes are ON state at
2.4GHz.



622 PIERS Proceedings, Suzhou, China, September 12–16, 2011

Figure 5: When diodes are ON between source to trunk and trunk to branch for each trunk-branch couple
at 2.4 GHz.

dimension result which has the theta = 45 angle by turning about phi. By using this specification
the radiation pattern side can be easily controlled by diodes. This feature can work properly in
WiMAX (2.400–2.483)GHz and WLAN (5.15–5.825) GHz bands. Also, a detailed compilation of
the results by using different combination are shown in Table 2.

4. CONCLUSIONS

In this paper a multiband frequency reconfiguration is studied by using of a conformal fractal tree
antenna controlled by PIN diodes. The effect of the biasing lumped elements on the antenna per-
formance is discussed based on the simulation results. PIN diodes reconfiguration causes frequency
shift in the resonance frequency of the antenna and radiation pattern (side) can be controlled by
changing PIN diodes state ON or OFF.
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Abstract— This paper investigates the performance of beam pattern forming employing the
Minimax algorithm. The antenna beam pattern and its convergence rate depend on the relative
weight and step size. The simulation results show the converging time of the array antenna is
relatively insensitive to the relative weight and a fast step size decay rate speeds up the converging
time. A 244 element nonuniformly spaced array antenna is used in this simulation study.

1. INTRODUCTION

One of the important antenna design criteria for communication application is to design a well
defined antenna mainlobe and to suppress sidelobes as much as possible. For RF image mapping or
radar applications, large sidelobes may result in unacceptable sidelobe clutter. For communication
application, a low sidelobe helps to reduce the radio frequency interference (RFI). The antenna
(as shown in Figure 1) used in this study is a non-uniformly spaced array with 244 elements. The
inter-element spacing of this antenna equal 0.8λ, 1.6λ and 3.2λ respectively where λ is the signal
wavelength. Since the inter-element spacing greater than half wavelength, this antenna has many
grating lobes. For geo-synchronous application, the edge of the earth only corresponds to elevation
angle of 8.7◦. For elevation angle less than 9◦, there are no grating lobes.

If all elements are weighted by the same constant, its antenna pattern is shown in Figure 2. The
center of this plot corresponds to elevation angle equal to 0◦. The edge of the plot corresponds to an
elevation angle equal to 9◦. The peripheral numbers around correspond to the azimuth angle. The
3 dB mainlobe beamwidth (MLBW) is 2.4◦. The sidelobes decay slowly. It may create co-channel
interference for the other users.

One way to speed up the sidelobe decay rate is to impose a window function to the element
weights. For example, if the Hamming window applies to the weight tapering, its antenna pattern
is shown in Figure 3. The 3 dB MLBW of this antenna is 3.3◦. The sidelobe decay rate is still not
fast enough.

Apply other window function does not significantly improve the sidelobe suppression. The sliced
antenna plot at 0◦ azimuth angle for uniform weight Hamming and Chebyshev tapering weight are
shown in Figure 4.

Figure 4 shows that the sidelobe level is not effectively reduced when applying the weight
tapering. This is due to the fact that the array size is finite and we are only interested in elevation
angles less than 9◦.

Figure 1: 244 Non-uniformly spaced array antenna.
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Figure 3: Antenna pattern with hamming tapering.
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There are many array antenna design algorithms [1–7]. One method to improve the antenna
pattern is design the antenna using the Minimax algorithm [6–8]. The Minimax algorithm starts
the element weight from a random state. It iteratively updates the element weights by reducing
the maximum value of the cost function. The cost function is defined as the weighted difference of
the antenna pattern for a given weights to the ideal antenna pattern. Details of the algorithm were
discussed in [6].

2. COMPUTER SIMULATIONS

The antenna beam pattern and its convergence rate depend on the relative weight and step size.
The relative weight is the ratio of weight for the cost function in the rejection and gain regions.
Higher relative weight further suppresses the gain in the rejection region and increases the ripple
in the gain region. To ensure the algorithm is properly convergent, Equation (1) defines the step
size α(n) at the nth iteration.

α(n) = α(0)dn−1 (1)

where d is the decay rate and α(0) is the initial step size. Initial step size α(0) is chosen to be
0.004.

Suppose that the ideal circular antenna MLBW is defined as 2◦, and suppression as much as
possible for elevation angle greater than 3◦. Using the step size decay rate d = 0.999, and the relative
weight = 100, the steady state antenna pattern is shown in Figure 5. Comparison of Figure 1 to
Figures 2 and 3, it is clear that the Minimax algorithm provides a significantly improved antenna
pattern.

The convergent curve is defined as the absolute maximum weighted cost as a function of iteration
time. Figure 6 is the convergent curve for relative weight = 100 and d = 0.999. This curve shows
that it takes approximately 6000 iteration for the algorithm to reach a steady state.

Table 1 summarizes the convergent time in number of iterations, the maximum and minimum
gain in the mainlobe, and the maximum sidelobe gain as function of different step size decay factor
d for relative weight = 100.

Antenna pattern performance for relative weights equaling 30 and 1 are shown in Table 2 and
Table 3.

Tables 1, 2, 3 show that the best sidelobe rejection can be achieved by using a large relative
weight and slow step size decay factor. However, with a large relative weight and slow step size
decay factor, it takes longer iterations for the pattern to reach the steady state. One might suspect
that further increasing the relative weight can further reduce the sidelobe gain. Table 4 shows the
result of using the step size decay factor equal 0.999 and relative weight equal 100, 200 and 500.

Table 4 shows that with further increases in the relative weight beyond 200, additional sidelobe
suppression is marginal. If one desires to have uniform gain within the antenna mainlobe, a large
relative weight will introduce a higher ripple in the mainlobe. Proper choice of the relative weight
depends on the tradeoff of allowable mainlobe ripple and the amount of sidelobe suppression.
Figure 7 shows the sliced antenna plot as function of elevation angle. This is the sliced antenna
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plot along the azimuth angle 0◦. This plot shows that better sidelobe suppression can be achieved
by using a larger relative weight; it also introduce a larger ripple in the mainlobe region.

Table 1: Antenna pattern performance for relative weight = 100.

d
Maximum

Mainlobe Gain
Minimum

Mainlobe Gain
Maximum

Sidelobe Gain
Convergence

Time
0.9 −0.10 dB −2.71 dB −28.41 dB 100
0.99 −0.16 dB −3.10 dB −32.44 dB 600
0.999 −0.13 dB −2.81 dB −35.30 dB 6000

Table 2: Antenna pattern performance for relative weight = 30.

d
Maximum

Mainlobe Gain
Minimum

Mainlobe Gain
Maximum

Sidelobe Gain
Convergence

Time
0.9 −0.25 dB −3.20 dB −27.11 dB 100
0.99 −0.11 dB −2.90 dB −30.03 dB 600
0.999 −0.07 dB −2.90 dB −32.92 dB 6000

Table 3: Antenna pattern performance for relative weight = 1.

d
Maximum

Mainlobe Gain
Minimum

Mainlobe Gain
Maximum

Sidelobe Gain
Convergence

Time
0.9 −0.05 dB −3.11 dB −19.58 dB 100
0.99 −0.02 dB −3.05 dB −23.00 dB 800
0.999 −0.01 dB −3.02 dB −26.75 dB 9000

Table 4: Antenna pattern performance for step size decay rate = 0.999.

Relative Weight
Maximum

Mainlobe Gain
Minimum

Mainlobe Gain
Maximum

Sidelobe Gain
Convergence

Time
100 −0.13 dB −2.81 dB −35.30 dB 6000
200 −0.02 dB −3.05 dB −45.92 dB 6000
500 −0.04 dB −3.09 dB −46.23 dB 5000
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Figure 5: (a) Steady state antenna pattern. (b) Sliced antenna pattern.
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Figure 6: Convergent curve for rw = 100, d = 0.999.
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Figure 7: (a) Sliced antenna plot. (b) Sliced antenna mainlobe plot.

3. CONCLUSIONS

The conclusions based on the results of this simulation study are summarized as follows:

1. The converging time of the array antenna is relatively insensitive to the relative weight.
2. A fast step size decay rate speeds up the converging time.
3. Sidelobe rejection capability suffers either by reducing the relative weight or by using a faster

step size decay factor.
4. For a 3 dB circular beam, sidelobe rejection improvement is marginal if the relative weight is

greater than 200.
5. For an antenna mainlobe with uniform gain, the sidelobe rejection improvement also increses

mainlobe ripple.
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Stacked Coupled Circular Microstrip Patch Antenna for Dual Band
Applications
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Abstract— In this paper, the design of stacked coupled circular microstrip antenna is presented
for dual frequency operations. The two circular patches are isolated by a substrate. The lower
patch is the feed patch and the upper patch is excited by the stacked coupling. The designed an-
tenna is simulated and optimized using CST Microwave Studio simulator. The designed antenna
produces two resonances at 3.4233 GHz and 3.7395 GHz. The radiation pattern of the designed
antenna is also shown. The designed antenna produces the broadside radiation pattern.

1. INTRODUCTION

For light weight applications, such as in missiles, aircraft, aerospace, mobile handset, etc., microstrip
antennas are the most suitable antennas [1, 2]. Microstrip antennas have various advantages and
disadvantages over other antennas such as small size, low cost, easy to fabricate, and low gain,
narrow bandwidth respectively [3]. In various applications, dual-frequency bands are desirable [4].
Dual-frequency microstrip antennas have the advantages for doubling the system capacity of trans-
mission and reception [5]. In [6], using E-shape patch and U-shape patch, the antenna is designed
for dual band applications. The dual operation frequencies are 4.7GHz and 5.4 GHz. In [7], a
dual band microstrip antenna has been proposed; the proposed antenna consists of a microstrip
patch with a U-shaped slot that is fed by a broadband electromagnetic coupling probe, known as
L-probe. In [8], authors have designed a U-shaped dual frequency microstrip antenna for wire-
less communication. In [9], the concept of slot loading along with a superstrate is used and the
microstrip antenna is designed for dual frequency operation. In [10], authors have presented the
cavity-model based simulation tool along with the genetic optimization algorithm for the design of
dual-band microstrip antennas. Multiple slots in the patch or multiple shorting strips between the
patch and the ground plane are used. The optimization of the positions of slots and shorting strips
is performed via a genetic optimization algorithm, to achieve an acceptable antenna operation over
the desired frequency bands.

In this paper, stacked coupled microstrip antenna is designed for dual band applications. The
designed antenna generates two resonances at 3.4233GHz and 3.7395 GHz. The radiation and the
total efficiency of the designed antenna are 0.9784 and 0.9481 respectively. The organization of the
rest of the paper is as follows: The geometrical configuration of the designed antenna is discussed
in Section 2. Section 3 discusses the simulated results with discussion. Finally, Section 4 concludes
the work.

2. ANTENNA CONFIGURATION

The geometrical configuration of the proposed stacked coupled microstrip antenna is depicted in
Fig. 1. Two microstrip circular patches are isolated by the substrate as shown in Fig. 1. The lower
microstrip circular patch is the feed patch and excited by the probe feeding technique. The upper
circular metallic patch is excited by the coupling. The radius of both patches is ‘r’. The thickness,
the dielectric constant of the lower and upper substrate are ‘H1’, er1 and ‘H2’, ‘er2’ respectively.

Table 1: Dimensions of the proposed antenna.

Radius

of upper

patch

(mm)

Radius

of lower

patch

(mm)

Thickness

of upper the

substrate

(mm)

Dielectric

constant of

the upper

substrate

Thickness

of the lower

substrate

(mm)

Dielectric

constant of

the lower

substrate

Thickness

of the

upper

patch (mm)

Thickness

of the

lower patch

(mm)

15 15 1.4 2.2 1.59 2.2 0.01 0.01
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3. RESULTS AND DISCUSSION

The designed stacked coupled circular microstrip antenna is simulated using Finite element based
CST microwave studio software. The designed stacked coupled microstrip antenna is optimized

Figure 1: Geometrical configuration of stacked
coupled circular microstrip antenna.

Figure 2: Return loss of the proposed antenna.

Figure 3: Real part of the input impedance. Figure 4: Imaginary part of the input impedance.

(a) (b)

Figure 5: Radiation pattern of the designed antenna at 3.4233 GHz, (a) theta plane, (b) phi plane.
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(a) (b)

Figure 6: Radiation pattern of the designed antenna at 3.7395 GHz, (a) theta plane, (b) phi plane.

using CST microwave studio. The dimensions of the optimized simulated model is given in Table 1.
The return loss of the designed stacked coupled microstrip antenna is shown in Fig. 2. From this
figure, it can be observed that the designed antenna produces two resonances at 3.4233 GHz and
3.7395GHz. For both resonances the return loss is less than −10 dB, so the designed antenna can be
used for both bands. The real and imaginary part of the input impedance of the designed antenna
is shown in Fig. 3 and Fig. 4 respectively.

The simulated radiation pattern of the designed antenna for first resonance, i.e., at 3.4233 GHz
is shown in Fig. 5. The designed antenna produces broadside radiation pattern. The radiation
and the total efficiency is very high, i.e., 0.9764 and 0.9481 respectively. The directivity of the
antenna at 3.4233GHz is 5.073 dB. The simulated radiation pattern of the designed antenna for
second resonance, i.e., at 3.7395 GHz is shown in Fig. 6. The designed antenna produces broadside
radiation pattern. The radiation and the total efficiency is 0.7960 and 0.7867 respectively. The
directivity of the antenna at 3.7395GHz is 5.563 dB.

4. CONCLUSION

In this paper, a stacked coupled circular microstrip antenna has been designed. The designed mi-
crostrip antenna is optimized using FDTD based CST Microwave simulator. The designed stacked
coupled microstrip antenna produces two resonances at 3.4233 GHz and 3.7395GHz respectively.
The designed stacked coupled circular microstrip antenna generates broadside radiation pattern.
The efficiency of the designed antenna is very high. The radiation efficiency up to 0.9764 and the
total efficiency upto 0.9481 is achieved. The designed stacked coupled circular microstrip antenna
can be used for dual frequency applications.
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Abstract— The RBF network based on ant colony algorithm and Fisher ratio algorithm is used
for eddy current nondestructive detecting. Due to the singleness of traditional center algorithm of
RBF, it’s hard to obtain a simply structure and precise results. A new algorithm which combines
ant colony algorithm and Fisher ratio algorithm is adopted to optimize RBF network. The
simulation result shows that the RBF structure is simplified strongly, the robustness is improved.
Contrast with single ant colony algorithm, this method has much better recognition effect.

1. INTRODUCTION

Owing to the advantages of quick detecting and sensitive to surface defects, eddy current nonde-
structive detecting technology has been widely used in axis pressure instruments, nucleus equip-
ments, pipelines and so on. At present, eddy current nondestructive detecting based on electro-
magnetic induction theory has developed greatly. It can be used for many parameters detecting
which can change impedance. Because not all the defects are dangerous to the equipment running,
so it’s necessary to evaluate hazard. Now the shape and position of defects are widely used to solve
these problems [1].

Due to the difficulty of recognizing defect, an inverse problem which is quantitative of eddy
current nondestructive detecting is also difficult in this area. Many artificial intelligence methods
show many advantages in recognizing defects, RBF network is one of them [1–3]. To a large extent,
the center neurons determine the network performance. Now the algorithm to ascertain centers is
so single that the converge speed and the training accuracy are difficult to keep balance. And it’s
hard to obtain the most optimal centers and width. So a new algorithm which combines ant colony
algorithm with Fisher ratio is adopted to optimize RBF network.

2. RBF NEURAL NETWORKS

RBF includes input layer, hidden layer and output layer. It is a forward network based on the
approaching theory of function. The training process is to find the optimal fitting model of training
samples in multidimensional space. It’s a regularization method. RBF neural network training is
divided into two parts: First, the selection of RBF centers and width. Second, the estimation of
the weight [3]. The center function is Gaussian function:

v(x) = exp

[
−‖x− ci‖2

2σ2
i

]
i = 1, 2, . . . , k, . . . , N (1)

where, x is d dimension input vector. ci denotes network center, σ2
i denotes width, N refers to

number of hidden nodes, vi(x) is output of ith node. σ2
i denotes width.

The output is

y[x(k)] =
N∑

i=1

ωivi(k) + b (2)

where, ωi is weight. b is a constant.

3. RBF CENTER SELECTION BASED ON ANT COLONY ALGORITHM AND FISHER
RATIO ALGORITHM

3.1. Ant Colony Algorithm
Ant colony algorithm (ACA) is a novel bionic evolutionary algorithminspired by the foraging be-
havior of real ant colonies. The positive feedback mechanism is adopted. It has good characteristics
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of greed searching, robustness, distributed computing and Combining with other algorithms easily.
These ants deposit pheromone on the ground in order to mark some favorable path that should
be followed by other members of the colony. In the search process, it is easy to obtain the global
optimization [4, 5].

The basic idea of ant colony algorithm is as follows: An ant leaves some pheromone on ground
when it travels and marks the path by a trail of this substance. The pheromone would evaporate at
a certain rate as time goes on. The next ant will smell the pheromone remained on different paths
and chooses one with a probability proportional of the pheromone The ant that follows the path
will leave its own pheromone. This pheromone is considered as a positive feedback process which
could be treated as knowledge sharing through collaborative efforts. Based on previous knowledge,
ants progressively construct their paths. The best path reported by this algorithm is a shortest or
optimal path [6, 7].
3.2. Fisher Ratio Algorithm
Fisher ratio linear discrimination algorithm designs a map from low dimension to high dimension
using classification information of training samples [8]. It not only simplifies classification proces-
sion, but also can get especially penetrating cognition to every class separation. Now it widely
applies in pattern recognition [9]. Fisher ratio algorithm can be consulted in reference [3].
3.3. RBF Center Selection Based on Ant Colony Algorithm and Fisher Ratio Algorithm
The basic idea of RBF center selection divides into two parts. At first, obtain initial centers using
ant colony algorithm [10]. Then, optimize RBF network using Fisher ratio algorithm [3, 8]. Take
the centers obtained from step 1 as the initial centers of Fisher ratio algorithm. Then train RBF
network. At last a simplified and optimal RBF network structure is obtained.

The center selection procedure using ant colony algorithm and fisher ratio algorithm is summa-
rized as follows.

Step 1: Take all the training examples as candidate centers (c1, c2, . . . , cN ). The number of
ants is N . The empirical value of transfer probability is p0 = 0.7. Initial iterative times is NT = 0,
the maximum iterative times is NTmax.

Step 2: Calculate the distance dij between class ci and class cj .

dij =
∥∥∥X(ci) −X(cj)

∥∥∥ =

√√√√
n∑

k=1

(X(ci) −X(cj))2 (3)

X(ci) =
1
N

Ni∑

k=1

Xk(Xk ∈ ci) (4)

X(ci) is the clustering center vectors. ci includes Ni samples.
Step 3: Calculate pheromone τij(t). Assuming the initial pheromone on the path from xi to

cj(k) is

τij =
{

1,
0,

dij ≤ r
dij > r

where, r = dmin + (dmax − dmin) ∗ 0.5, dmax = min(dij), dmin = max(dij).
Step 4: Calculate transfer probability from xi to xj .

Pij =
τij

n∑
j=1

τij

(5)

If Pij(t) ≥ P0, xi mergers to class xj . The class number subtracts 1.
Step 5: Computing dij between each sample and new centers, renovate ρt according to formu-

lar (6)

ρt =
{

0.9ρt−1,
ρmin,

0.9ρt−1 ≥ ρmin

ρmin
(6)

ρ is attenuation coefficient, in order to avoid the pheromone from increasing infinitely, usually
ρ < 1. Here ρt0 = 0.9, ρmin is the minimum of ρ.
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Table 1: Structure comparasion between ACA and ACA & fisher ratio.

Parameters ACA ACA & Fisher
Center numbers 21 10

Renovate τij(t) using new ρ,

τnew
ij = ρτ old

ij +
Q

1 + dij
(7)

Step 6: The procedure continues until no merger or attain the maximum iterative times. Oth-
erwise return to step 4.

Step 7: Take the centers got by ant colony algorithm as initial cluster centers for Fisher ratio
algorithm, the optimal centers M is gotten according to reference [3].

Step 8: Computing the width σi = dm√
2M

, dm is the maximum distance among all the centers.
Step 9: Solving wij using least mean square (LMS) algorithm.

4. APPLICATION IN EDDY CURRENT NONDESTRUCTIVE DETECTING

The samples derived from defect of plate crack in eddy current nondestructive detecting system.
Take length training as an example, RBF input vector are amplitude and phase of the crack
impedance increment [3]. There are 45 groups of training samples. Length range is 16 ∼ 30mm.
11 groups of testing samples is 4mm deep with different length. There are no same samples between
testing samples and training samples.

Ant colony algorithm/fisher ratio algorithm together (ACA&Fisher) and single ant colony algo-
rithm (ACA) are used respectively to simulate the problems above (shown in Table 1).

In ant colony algorithm, the network structure is 8 × 21 × 1; In ACA&Fisher algorithm, the
network structure is 8× 1× 1. In Fisher ratio algorithm, the given value is 1% of the sum of class
separability of all previous selected neurons. From Table 1, we can see that, the network structure
is simplified by ACA & Fisher algorithm, it has better robustness.

5. CONCLUSION

An improved RBF network based on ant colony algorithm and Fisher ratio algorithm is applied in
eddy current quantitative detecting. First, compute RBF initial centers and basis function width
according to the advantages of ant colony algorithm such as the parallel optimization characters and
self-adaptive changing attenuation coefficient; second Optimizing RBF network with the advantages
of Fisher ratio algorithm such as quick training and better clustering. The results show that the
network structure is simplified strongly, the robustness is improved. Contrast with ant colony
algorithm, this method has much better recognition effect.
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Abstract— Multisensor data fusion provides significant advantages over single source data.
The use of multiple types of sensors plays an important role in achieving reasonable accuracy
and precision. A novel integrated heterogeneous multi sensor data fusion approach in structural
health monitoring is proposed. The study concerns to find a simple and affordable monitoring
strategy for Alkali-aggregate reaction (AAR), which is one of the root causes for structural deteri-
oration in concrete. Many researchers have stated the process of gradual structural deterioration
to be very complicated because of the random distribution of aggregate, the arising and growth
of concrete crack shows remarkable abnormity and discontinuity. Although researchers have de-
veloped several test methods to identify potential reactivity of aggregate. There is no universally
valid standard testing method for all cases of AAR. The conventional methods namely petro-
graphic examinations, expansion tests, and chemical analyses are cost expensive and require high
skilled person to carry out tests. More over they qualitatively determine the possibility of AAR
presence but least quantitatively predict whether the AAR will be deleterious. In order to de-
velop a monitoring strategy for AAR in small size concrete structures, it is necessary to simulate
the AAR expansion and cracking within reasonable laboratory timescale. A standard method to
accelerate AAR expansion is employed on four samples which are prepared with different level
of alkali concentrations. Different sensor systems are used at surface and internal level. Acoustic
sensor system, electro-mechanical system, optical systems are employed to obtain surface level
damage. The internal level of damage is obtained by embedded sensors within the structure.
Features extracted from heterogeneous sensors are fed to Decentralized Kalman filter. The fused
global estimates and individual source estimates are fed to artificial neural network (ANN), which
characterize and quantify the level of damage. The research is focused on establishing correlation
among surface damage level, internal damage level and the amount of gel concentration in the
structure. To emphasize the expected improved accuracy using data fusion, evaluations are done
on efficiency and accuracy of single source data system comparing with the fused heterogeneous
data.

1. INTRODUCTION

In recent years, structural health monitoring (SHM) has been an important research area for
designing and evaluating reliability of civil engineering structures. SHM is a system, where different
kinds of sensors are put in a structure to make it have the ability to sense its structural integrity
under various load and environmental conditions. To investigate both local and global damage,
a dense array of sensors is anticipated to be required for large-scale civil engineering structures.
The type of the sensors is chosen according to the objective of the specific SHM system, and these
sensors are then mounted in the structure to measure the static or dynamic structural response.

The study is focused on developing efficient, reliable and affordable monitoring strategy for aging
concrete structures which are suffering deterioration from AAR reaction.

Alkali-aggregate reaction is a chemical reaction between the alkali in Portland cement and
reactive minerals in aggregate and additives that takes place when moisture is present. This reaction
results in the formation of a hygroscopic gel that absorbs water and expands, causing significant
expansion and characteristic cracking of the concrete and ultimately failure of the concrete in worst
cases.

Mass concrete hydraulic structures such as dams, weirs, locks, and canals come directly in contact
with water and water pressure which acts as catalyst in AAR expansion process. AAR problems
in mass concrete of hydraulic structures may be considered more serious as they exclusively suffer
from AAR problem; moreover they are usually expected to be operational for a long time, owing
to their importance, extent, high costs, and long construction periods. Many concrete dams and
other hydraulic structures worldwide have suffered from AAR [1]. Construction engineers and real
estate owners are demanding better methods of assessing the AAR reaction in structures in order
to provide preventive maintenance.
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Failures are often addressed after they occur, i.e., by reactive maintenance. This approach is
undesirable based on health and environmental considerations, but is often the default practice due
to economic and technical considerations. Preventive maintenance, rehabilitation, and replacement
are practiced where feasible; however, this is hampered by the difficulty of accessing the system
and efficiently inspecting it.

These difficulties can potentially be addressed through the implementation of smart systems.
Smart Systems are defined as miniaturized devices that incorporate functions of sensing, actuation
and control. They are capable of describing and analyzing a situation, and taking decisions based on
the available data in a predictive or adaptive manner, thereby performing smart actions. An ideal,
smart system has capability to detect, locate and quantify any change in the structural integrity
of the object under study.

With the development of the technologies in sensing, Micro-Electro-Mechanical Systems (MEMS)
researchers and developers have demonstrated an extremely large number of micro sensors for al-
most every possible sensing modality. MEMS based sensors having low installation costs; more
reliability and reasonable accuracy have attracted more attention in SHM of civil structures. The
paper proposes an affordable monitoring strategy for AAR affected concrete structures using inte-
grated heterogeneous multi sensors.

2. PREVIOUS WORK

In recent years, multi-sensor data fusion method attracts increasing interest to SHM due to its
inherent capabilities in extracting information from different sources and integrating them into a
consistent, accurate and intelligible data set [2, 3]. Data fusion techniques can combine data from
multiple information sources and related information from associated databases to achieve improved
accuracies and more specific inferences than by the use of a single source alone. Researchers are
engaging in the study of damage identification methods using data fusion techniques to achieve
improved accuracies and more specific inferences.

Guo and Zhang [4] and Guo [5] regarded the changes of frequencies and mode shapes as two dif-
ferent information sources and used the data fusion method to detect the damage of two-dimensional
truss structures. Basir and Yuan [6] described a multi-sensor implementation of an evidence theory
based engine diagnostic system. Bao and Li [7] employed the D-S evidence theory and Shannon
entropy to decrease the uncertainty and improve the accuracy of damage identification. Yang and
Kim [8] presented an approach for fault diagnosis in induction motors using D-S theory. Guo and
Li [9] presented a two-stage method of determining the location and extent of multiple structural
damages by using the data fusion technique and genetic algorithm. Shao-Fei Jiang et al. [10] pre-
sented 5-phase complex structural damage detection method by integrating data fusion and prob-
abilistic neural network (PNN). In order to demonstrate the capability of the proposed method, a
4-story benchmark framed structure proposed by the American Society Of Civil Engineers (ASCE)
Task Group on Health Monitoring was validated by numerical simulation [11]. To extract fea-
ture parameters and produce the samples for training and testing, wavelet base function ψ(t) was
employed.

Zhao et al. [12] proposed weighted fusion damage index, based on the D-S evidence theory.
Weighted fusion damage indices were calculated from data of piezoceramic-based smart aggregates
used in the structural health monitoring. Transducers’ location information is considered into the
approach to improve the damage identification results. A two-story concrete frame instrumented
with piezoceramic-based smart aggregates is fabricated as the object for the structural health
monitoring test. The experimental result showed that the proposed weighted fusion damage index
can detect the severity of the cracks.

The proposed approach is novel of its kind as heterogonous sensors are employed at surface and
internal level to study the damage phenomena and evaluate the changes in structural integrity due
to AAR reaction. The evaluation of single source damage sensor will be inferior as compared to
fused data from heterogeneous damage sensors as it obtains maximum information from multiple
sources regarding defect location and characterization. Acoustic sensor system, electro-mechanical
system, optical systems are employed to obtain surface level damage. The internal level of damage
is obtained by embedded sensors within the structure.
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3. RESEARCH METHODOLOGY

3.1. NBRI Test

In order to study the affect of AAR on concrete structures it is necessary to simulate the AAR
expansion and cracking within reasonable laboratory timescale. A large number of ultra-accelerated
test procedures, for determining the potential alkali reactivity of aggregates, have been developed,
particularly in the past 15 years. An ultra-accelerated test method is defined as one which yields
results within a few days or; at most, a few weeks. There are two possible selecting criteria for testing
aggregates. In the first, testing should be done under severe conditions that will hopefully detect
any potentially expansive aggregate. The other is testing under moderate accelerating conditions.
We are adopting the second testing criteria as the former method is expensive and requires experts
to carry out the procedure. Because of the lengthy lead time required to evaluate adequately
aggregate sources for potential alkali-aggregate reactivity, we are using National Building Research
Institute (NBRI) standard accelerated method proposed by Oberholster and Davies [13]. Four
different samples of concrete bars measuring 160× 40× 40mm are prepared using NBRI standard
testing method. Depending on the mixture of alkali concentrations, the four samples prepared are
1) Non reactive 2) Marginal reactive 3) Moderately reactive and 4) Very reactive.

3.2. Integrated Multi Sensor Data Fusion Approach

The methodology adopted is to obtain data from four different systems namely acoustic system,
electro mechanical, optical system and embedded sensors and fuse them in order to get more
accuracy as compared with the conventional single source sensor systems.

Pulse-echo is one of the simple and oldest acoustic methods for nondestructive evaluation of
concrete and masonry. In pulse-echo technique the pulse propagates through the medium and
is reflected by material defects or by interfaces between regions of different densities. Thus the
deterioration of test object is estimated by change in the velocity of reflected wave. These reflected
waves, or echoes, are monitored by a second transducer coupled to the surface of the test object
near the pulse source. The transducer output is displayed on an oscilloscope or similar device.

To obtain information from electro mechanical system, low cost and simple, linear variable
displacement transformer (LVDT) and an analog data logger were selected for the experiments. Two
LVDT sensors are fixed at either side of the specimen. The expansion in terms of displacement
is calibrated as change in voltage at the data logger output device. In order to obtain optical
information, charge coupled device (CCD) camera is used. CCD is an apparatus which is designed
to convert optical brightness into electrical amplitude signals.

In order to obtain the internal dynamic changes due to AAR expansion in the specimen, two
PZT piezoelectric sensors are embedded into the mortar specimens. Polymer based waterproof
material is used for encapsulation. Impedance analyzer is used to test the electric impedance of
PZT piezoelectric sensor. The local rigidity of the mortar specimen decreases with increase in
the crack depth, which causes decrease in systemic resonance frequency and increases systemic
impedance value. Systemic impedance value under different frequency ranges is collected and
analyzed by impedance analyzer.

The challenge for data fusion is to merge heterogeneous data from acoustic system, electro-
mechanical system, optical system and embedded sensors in an efficient way to increase the accuracy
and consistency of the acquired data. After the data-acquisition step in these four systems, the data
is subjected to data cleansing process. Data cleansing is the process of selectively choosing data to
accept for, or reject from, the feature selection process. The data-cleansing process is usually based
on knowledge gained by individuals directly involved with the data acquisition. Local Kalman
filter is used to accomplish the data-cleansing process. The area of the structural damage-detection
process that receives the most attention in the technical literature is the identification of data
features that allow one to distinguish between the undamaged and damaged structure. The data
is condensed and various samples of features are obtained. The various feature vectors sets are
analyzed and the features which are redundant and convey least information are discarded and
thus the best feature vector sets are retained. Decentralized Kalman filter is used to fuse data to
find the global estimates.

3.3. Artificial Neural Network

Further investigation on extracted global estimates is carried out by integrating data fusion tech-
nology with ANN approach. ANN is ideally suited to identify non linear system dynamics [14].
A well trained ANN network characterizes and quantifies level of deterioration of the specimen
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under study. Thus total amount of cracking, total length and width of cracks are evaluated. In
depth analysis of damage phenomena at various levels in different alkali concentration samples is
made to find correlation among overall surface damage level, internal damage level and AAR gel
concentration in the structure.

Artificial neural network (ANN) classifiers are used to obtain damage information such as total
amount of cracking, total length and width of cracks. The most popular multi-layer perceptron
(MLP) network is used which is having three layers: an input layer, a hidden layer and an output
layer. In the input layer, the number of nodes corresponds to the number of input features and the
number of nodes in the output layer corresponds to the number of target classes. The number of
hidden nodes, however, depends on the type of data. As ANN is ideally suited to identify non linear
system dynamics, a well trained ANN network characterizes and quantifies level of deterioration of
the specimen under study. Two sets of input and output are used to train MLP network, the first
set comprises of feeding the best selected fused features from decentralized Kalman filter to MLP
classifier. The second set comprises of individual systems feeding from single source data to MLP.

Finally the results obtained from individual source sensor system and data fusion system are
analyzed and compared. The expected improved accuracy using multi sensor data fusion approach is
estimated. The integrated approach of damage detection using multi sensor data fusion technique
at surface level and impedance spectra of sensors at internal level for four different specimens
characterizes and quantifies the level of damage at surface level and at internal level and provides a
correlation between them which can render the information on concentration of gel in the structure.

4. CONCLUSIONS

Multisensor data fusion is establishing significant advantages in structural health monitoring ap-
plication by improving accuracy and precision in evaluation process. The paper proposes a novel
heterogeneous sensor based setup which uses data fusion technology and artificial neural network
classifier to find an affordable monitoring strategy for Alkali-aggregate reaction, which is one of the
root causes for structural deterioration in concrete. The future work using the proposed experi-
mental setup is focused on establishing correlation among surface damage level, internal damage
level and the amount of gel concentration in the structure. To emphasize the expected improved
accuracy using data fusion, evaluations of single source data system will be compared with fused
heterogeneous data.
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Abstract— Fiber optic based sensing technology has shown remarkable progress and accuracy
level in structural health monitoring of civil structures especially in concrete structures. In this
work, a FOS based Enhanced Fiber Optic Corrosion Sensor is being applied in the concrete
structures to sense, measure and obtain the carrion in concrete structures and also quantify
the corrosion level. A basic half cell method is being applied on the similar accelerated concrete
structures as a benchmark to evaluate and analyze the accuracy level of proposed EFOCS method
of corrosion detection. Finally, a unique and special coating material (PDMS) is being applied
on the EFOCS sensor for performance and accuracy enhancement. All data from three different
methods has been collected, analyzed and evaluated and further scope of improvement also been
discussed.

1. INTRODUCTION

The durability and practicability of reinforced concrete structures is one of the primary concerns
in the present day science. Because, majority of modern physical infrastructures are being con-
structed of reinforced concrete structures. These concrete structures can be degraded or deterio-
rated for various reasons such as low funding, population growth, tighter health and environmental
needs, substandard installation, insufficient inspection and maintenance, and lack of uniformity
in design, construction and operation practices usually have adverse effects on reinforced concrete
structures [1]. There are various types of concrete degradation but steel corrosion is one primary
cause for concrete deterioration. Naturally, inside concrete structures, steel is surrounded by the
alkaline environment and also in a passive condition with a negligible corrosion rate. Nevertheless
when the concrete cover of the steel is being infiltrated by carbon dioxide and chlorides to get in
touch with the steel, the corrosion rate also gets accelerated. To avoid such situation, a proper,
effective and accurate steel corrosion detection method is highly required to be developed [2]. In
this paper, a new fiber optic based sensing method for detecting the onset of steel corrosion inside
reinforced concrete structure with particular application on concrete structures has been studied,
developed and experimented in the laboratory. The physical principle is first discussed. Then, this
specific sensing method was tested in various conditions and also embedded in cement mortar to
demonstrate the feasibility of corrosion sensing. Then, sensor covering for practical application was
discussed for applying in practical applications. Further assessments were also being carried out
on the covered sensors to examine its durability and overall performance.

2. PROBLEMATIC AREAS

In reinforced concrete infrastructure, the steel corrosion occurs due to penetration of chloride ions
or carbon dioxide. This is one of the most important causes of deterioration of reinforced concrete
structures and usually has a very negative effect on modern science both in safety issues and
economically. The objective of the present investigation is to develop a low-cost FOS based sensing
technology for detecting steel corrosion inside reinforced concrete infrastructures and also measure
the level of the corrosion occurred in the specific section so necessary steps can be taken effectively.
Over the time, different type of approaches is being studied, applied and tested to detect the steel
corrosion effectively and also measure the corrosion rate appropriately. Table 1 gives brief overviews
of some prominent and useful steel corrosion detection techniques and also their specific advantages
and disadvantages in details [2].

All the above proposed method and technology certainly lacked in three most important areas
while detecting steel corrosion inside concrete structures.

• First, installations of all this sensing methods are very complicated and often required profes-
sional assistance.

• Second, most of these methods are only applicable in newly constructed concrete structure.
That means, these sensing methods need to be installed while constructing the structure which
is a huge limitation.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 643

Table 1: Summary of some prominent and useful steel corrosion detection.

Proposed Method & Time Advantages Disadvantages

Chemical Analysis

on cored samples, by

J. P. Broomfield, 1997 [3].

1. A straight-forward procedure.

2. Can detect carbonation

effectively and immediately.

1. Have some problems

detecting chloride concentration,

less accurate results.

2. Very expensive and

time-consuming method, since

taking core sample from

a very large concrete

structure is very problematic.

Embeddable corrosion

sensor also known as

ladder sensor, by

P. Schiessl and

M. Raupach, 1992 [4].

1. Compact and properly

embedded inside new

concrete structure.

2. Corrosion can be determined

by comparing the potential

of each rod with the

help of a reference electrode.

3. Genuine and direct assessment

of the corrosion activity.

1. Extremely high

installation cost.

2. Only applicable for new

concrete structures.

Application of cylindrical

sensor based on “ladder”

sensor technique, by

M. Raupach, 2002 [5].

1. A specific hole is cored

inside the concrete structure

for sensor embedding purpose.

2. Corrosion can be determined

by comparing the potential

of each rod with the help

of a reference electrode.

3. Genuine and direct assessment

of the corrosion activity.

1. The cost is still high.

2. Problems in detecting

chloride based penetration

and corrosion.

FIBER Optic based

sensing method for

chloride detection,

D. L. Huston and

P. L. Fuhr, 1998 [6].

1. No electro-magnetic interference.

2. Very creative and useful

installation technique has

been developed which

supports longevity and accuracy.

1. Very large in size.

2. Not applicable in existing

concrete structure.

3. Installing and monitoring in

various places simultaneously is

highly problematic.

A special FOS based

detection method with

special polymer cladding,

M. Ghandehari, 2001 [7].

1. Optical fiber’s cladding is made

of surrounding-sensitive special

polymer for elevated response.

2. Changes in chloride concentration

immediately affect the fiber cladding.

1. Though it is a very effective

method, but it is very

complicated and often requires

professional’s assistance.

2. Limited to chloride detection

and does not support one-to-one

corrosion detection procedure.

FOS based pH sensor

for corrosion detection in

Concrete structure,

W. R. Habel and

D. Hoffmann, 2007 [8].

1. An effective and accurate

method to detect corrosion

by evaluating pH range.

1. For certain environment,

chloride-induced corrosion

cannot be detected properly.

• Third, excessive high cost is needed for designing and fabricating these methods. So to
overcome these problematic areas, a new FOS based sensing method to detect corrosion inside
concrete structures has been studied and presented in this paper [9].
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3. OBJECTIVES

1. To fabricate and design a novel and unique FOS based sensing technology to detect and
measure the level of corrosion inside concrete structures.

2. Can be applied both in new and used concrete structure.
3. Application of PDMS as a coating of optical fiber cable and analysis of overall performance.
4. Making sure of overall performance by verifying the output results with provided data.
5. Overcome the durability and feasibility issue.
6. Enhancement of proposed sensor with PDMS coating and output analysis.

4. FABRICATION OF FOS BASED ENHANCED FIBER OPTIC CORROSION SENSOR
(EFOCS)

An Enhanced Fiber Optic Corrosion Sensor (EFOCS) is being applied here [9]. It is manufactured
of one FBG sensor and two specific sized identical reinforcing bar and then it is essential to package
up with the sample concrete slab in a particular method. These two rebars are a special type
of screw-thread steel. First, rebar 1 is split in to R1-1 and R1-2, and rebar 2 is split in to R2-1
and R2-2. Second, a FBG sensor is set vertically to the twin rebar axis and bonded on their
planed surface after R1-2and R2-2 are placed alongside. Third, R1-1 and R2-1 are attached to
R1-2 and R2-2, respectively. Last, the FBG sensor and twin rebar elements are installed together
with concrete structure. Usually, the output of the corrosion of the twin rebar represents in the
shift of the maximum wavelength of the grating because of their volume growth. With the purpose
of balancing this specific temperature effect, a fiber optic temperature sensor (FOTS) is applied
here [9]. Here Figure 1 represents the standard schematic diagram of enhanced fiber optic corrosion
sensor [9].

5. FABRICATION OF PDMS COATED FBG SENSOR & FUTURE WORK

In the recent years, FOS based fiber Bragg grating (FBG) sensors have been studied, researched
and experimented extensively for sensing and measuring several types of physical parameters such
as strain, bending, pressure, temperature, and chemicals [11–16]. By applying FBG sensors, the
environmental perturbations on the FBG sensors, such as strain, temperature, and pressure, can
be straightforwardly calculated by monitoring the degree of the Bragg wavelength shift induced
by the amount of the FBG bend. Nonetheless, for chemical sensing purpose, ordinary FBGs are
not entirely suitable for practical applications because optical fibers do not respond to chemical
solutions. Furthermore, traditional FBGs are intrinsically not sensitive to a surrounding-medium
refractive index (SRI) variation because optical fields are well-bound within a fiber core and a light
coupling with the SRI is screened by a thick cladding layer. So to overcome these problems, long-
period fiber gratings (LPFGs) are generally used for chemical sensing applications, where the light
couplings between the core and the cladding modes are present, associated an optical interaction
linking the cladding and an external medium [13, 16–18]. Here, the Figure 2 represents the standard
schematic diagram of PDMS coated FBG sensor [19].

So, to effectively determine the corrosion level of a concrete structure, here a special FBG sensor
has been applied with specific PDMS coating for enhanced sensing and measuring the concrete

Figure 1: A standard schematic diagram of enhanced fiber optic corrosion sensor.
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Figure 2: A standard schematic diagram of PDMS-coated FBG sensor.

corrosion. After applying the special PDMS coating on the FBG sensor, it will be introduced
into the EFOCS. After that, the output results from half cell method, standard EFOCS method
and enhanced PDMS coated EFOCS method will be observed, analyzed and verified. Then the
accuracy of these three proposed methods will be compared and further scope of improvements will
be discussed.

6. CONCLUSIONS

There are different types of concrete degradation but steel corrosion is one of the major reasons
for severe concrete deterioration. Traditional detection methods are not very effective and user-
friendly comparing to the modified sensor based technologies. Especially, FOS based technology is
very easier to operate and durable. Here a unique coating of PDMS material for the fiber optic
sensor has been proposed and with appropriate research and further study, the detection accuracy
enhancement will be analyzed.
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Abstract— The high energy (< 15MeV) incident polychromatic γ-ray spectrum and energy-
resolved photon attenuations in steel, obtained via EGS/BEAM Monte Carlo, were applied to
derive beam hardening correction in steel cylinders and pipes. Monte Carlo simulated pencil
beam projections were processed using latch bit filters to isolate exiting primary photons. The
beam hardening correction was applied to these projections, which were then interpolated to a
uniform grid. Filtered back projections of the raysums with and without the beam hardening
correction were compared. It was demonstrated that beam hardening artifacts can be successfully
removed for steel structures.

1. INTRODUCTION

CT artifacts resulting from preferential absorption of lower energy photons in a polychromatic
beam are known as beam hardening effects, and have been a focus of intense research [1, 2]. The
beam hardening correction (BHC) involves a renormalization of each measured intensity with a
correction factor that depends on the measured intensity, the polychromatic input spectrum, an
energy-dependent attenuation, and a reference monoenergetic photon beam energy [1]. Steel is
a high-Z dense material upon which accelerator-based high energy (> 1MeV) photon sources are
applied for nondestructive testing (NDT) CT [3]. In this paper, we apply the Monte Carlo simulated
incident polychromatic γ-ray spectrum and the energy-resolved attenuation [3] to compute the
BHC, and demonstrate procedures necessary to obtain corrected images with steel cylinders and
pipes. Cylinders will have more beam hardening and scattering disparity along a projection, whereas
the thin pipe boundaries are more easily masked by artifacts.

2. BEAM HARDENING CORRECTION OVERVIEW

Formally, the measured raysum, r0, from a polychromatic source with normalized incident spectral
density Sn(E) through a homogeneous material of attenuation µ(E) and thickness d is modeled as

r0 = − ln
[∫

Sn(E)e−µ(E)ddE

]
(1)

The BHC in CT converts r0 to an equivalent raysum µ(E0)d for a monoenergetic source of reference
energy E0 [1]. For N0 incident photons and N detector particle counts, the raysum estimate r0

results from ln(N0/N). The appropriate BHC for this measurement converts r0 to

r = ln(N0/N) + µ(E0)d + ln
[∫

Sn(E)e−µ(E)ddE

]
. (2)

Monte Carlo simulation has a significant role in determining the BHC via calculation of the input
attenuation µ(E) and spectral density Sn(E) in Eq. (2).

2.1. Polychromatic Sources
The accelerator that creates a breamsstrahlung-generated photon flux for high-Z NDT is similar to
a radiotherapy medical accelerator, except the flattening filter and ion chamber have been removed
to increase photon yields. In the accelerator head a 15MeV electron beam is incident on a 1 cm
thick tungsten slab to create bremsstrahlung photons with a continuous spectrum in the range
0–15MeV. Primary photon fluence is defined as γ-rays created via target bremsstrahlung that do
not interact anywhere further in the beam line to the scoring plane.

Monte Carlo simulations were performed for 100 million input 15 MeV electrons and simulated
interactions, trajectories, and particle showers using the EGS/BEAM code [4] with 20 processors
on a Beowulf cluster. A scoring plane was placed at the end of the accelerator head to compute the
∼ 2GB phase space file for the emerging 18◦ beam. The spectral density of the phase space particles
in the central 1 cm of the beam, an area that defines a pencil beam for raysum measurements, was
calculated. Figure 1 shows the spectral density for the pencil beam in which the primary photon



648 PIERS Proceedings, Suzhou, China, September 12–16, 2011

spectrum is separated from electrons and positrons. There are energy cutoffs for photon (10 keV)
and electron (0.7 MeV) transport which force the spectrum to zero. The cutoffs are chosen based
on the extremely short range of these particles in solids in order to speed-up the Monte Carlo
simulation [4]. The charged particle cutoff is higher, but as can be seen in Figure 1, represents a
very small percentage of the particles in the beam (and also would not have a significant range in
steel). In order to compute the BHC in Eq. (2) an explicit expression for the normalized spectrum
Sn(E) is required, which was obtained from a six order polynomial fit to the spectrum shown in
Figure 1.

2.2. Steel Spectral Attenuation
The energy-resolved steel spectral attenuation, µ(E), is also employed in Eq. (2). This was derived
using a series of EGS/BEAM Monte Carlo slab simulations with incident monoenergetic photons.
Figure 2 contains the resulting primary photon attenuation µ(E) for steel, which is appropriate if
scatter has been removed via collimation. Also shown is a third order exponential fit to the data
that is applied to the BHC calculation in Eq. (2).

2.3. BHC Estimation
The steel BHC versus thickness d is derived from the following equation

BHC(d) = µ(5.6MeV)d + ln
[∫

Sn(E)e−µ(E)ddE

]
, (3)

where Sn(E) and µ(E) are given in Figures 1 and 2. The reference energy E0 = 5.6MeV is
somewhat arbitrary. Procedures for choosing E0 are discussed in the literature [1]. Figure 3 shows
the resulting steel BHC and an exponential fit to the function BHC(d), which is used for the
applications to tomographic reconstructions in the next section.

3. APPLICATION OF BHC TO TOMOGRAPHIC RECONSTRUCTION

In this section we apply the steel BHC in Figure 3 to tomographic reconstruction of steel cylinders
and pipes. In order to obtain the necessary projection data via Monte Carlo simulation, we use
a polychromatic photon pencil beam with the spectrum in Figure 1. The incident pencil beam
had square areal dimensions with ∆x = ∆y = 0.01 cm half maxima. Projection data was obtained
through a series of EGS/BEAM simulations with different incident offsets on the steel target. A
scoring plane was placed behind a 19 cm lead collimator nearly two meters downstream from the
steel targets. Latch bits were set to distinguish primary and scattered particles.

The specific steps in generating projection data, applying the BHC, and performing CT recon-
structions were as follows: 1) obtain projection data via independent multiple-offset pencil beam
simulations using the phantom model, 2) apply spline interpolation of projection data onto an
equally spaced 256 sample grid to create a 256× 256 reconstructed image, and 3) perform filtered

Figure 1: EGS/BEAM Monte Carlo simulation of
15MeV accelerator head pencil beam spectral den-
sities.

Figure 2: Steel spectral attenuation in the range
0.5–15 MeV via EGS/BEAM Monte Carlo slab cal-
culations.
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Figure 3: Steel BHC versus thickness.
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Figure 4: Projection from EGS/BEAM simulations
on steel cylinder with radius of 15 cm.
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Figure 5: Interpolation of projection data to uniform
256 point grid with and without the steel BHC.

back projection using the Siddon algorithm [5] with 180 one-degree separated beams for the uncor-
rected reconstruction. Alternatively, after step 2, we apply the BHC in Eq. (3) to projection data,
and perform the same filtered back projection reconstruction to the BHC-processed projections to
obtain corrected reconstructions. The results of these procedures for the steel cylinder and pipe
are shown in the following sections.

3.1. Steel Cylinder

The steel cylinder of 15 cm radius was constructed as an EGS/BEAM Monte Carlo phantom.
For each offset 0.01 × 0.01 cm2 pencil beam, a total of N0 = 200 million incident photons were
chosen from the polychromatic spectrum in Figure 1. The offsets of the incident pencil beams in
centimeters for the EGS/BEAM simulations were 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 10.5, 11, 11.5, 12,
12.5, 13, 13.2, 13.4, 13.6, 13.8, 14, 14.1, 14.2, 14.3, 14.4, 14.5, 14.6, 14.7, 14.8, 14.9, 14.95, 15. In
order to isolate beam hardening from scatter effects, latch bits were employed to count primary
photons [4]. This count of exiting photons N at the scoring plane was obtained for each pencil
beam. Figure 4 shows the count plotted as ln(N0/N) versus offset that defines the projection data.
The interpolation of this function to a uniform grid is shown in Figure 5 with and without the
application of the BHC in Eq. (3) using the appropriate thickness d of the steel cylinder at the
corresponding offset. The magnitude of the BHC is significant, nearly a factor of 7.4 at the center
of the cylinder. The filtered back projection reconstructions are shown in Figures 6 and 7. The
beam hardening artifact is prominent in Figure 6(a), and is completely removed in Figure 6(b)
after the application of BHC. This is further illustrated in Figure 7 with a horizontal slice through
the reconstructed images in Figure 6.
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3.2. Steel Pipe
The second example we considered was a steel pipe of 13 cm inner radius and 15 cm outer radius.
In order to boost photon yields and isolate beam hardening effects, the pipe phantom was set in a
vacuum. Consequently, only N0 = 5 million photons were needed for each pencil beam simulation.
This allowed dense beam offset sampling near the inner and outer edges of the pipe. The offsets

(a) (b)

Figure 6: Tomographic reconstructions of steel
cylinder from EGS/BEAM simulated projection in
(a) without the BHC and (b) with the BHC.
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Figure 7: The red curve is from Figure 6(a) (without
BHC) and the blue curve is from Figure 6(b) (with
BHC).
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Figure 8: Primary photon fluence projection from
EGS/BEAM simulations on steel pipe of inner ra-
dius 13 cm and outer radius 15 cm.
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Figure 9: Projections interpolated onto equally
spaced grid of 256 samples with and without the
steel BHC.
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Figure 10: Tomographic reconstructions of steel pipe
from EGS/BEAM projections.
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tions in Figure 10. The red curve is from Fig-
ure 10(a) (without BHC) and the blue curve is from
Figure 10(b) (with BHC).
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in centimeters were given by 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 9.5, 10, 10.5, 11, 11.5, 12, 12.5, 12.9, 13,
13.1, 13.2, 13.3, 13.5, 13.8, 14, 14.2, 14.5, 14.6, 14.7, 14.8, 14.9, and 15. We computed primary
photon numbers at the scoring plane using appropriate latch bit filters. The resulting function
ln(N0/N) versus offset is plotted in Figure 8. Spline interpolation to a uniform grid was applied
to the projection data, and the BHC in Eq. (2) was implemented for steel thickness d at the
corresponding offset. The results shown in Figure 9 indicate a large correction in the pipe center
and at the rim where the reconstruction is most delicate.

Filtered back projection reconstructions from 180 one-degree views with the raysum estimates
in Figure 9 are shown in Figure 10. The beam hardening artifact is apparent in Figure 10(a) and
completely removed via the (Eq. (3)) BHC application in Figure 10(b). Figure 11 shows horizontal
slices through the reconstructions in Figure 10 without (red) and with (blue) the BHC. Beam
hardening is observed in the cupped signature towards the edge of the pipe image.

4. CONCLUSIONS

The key inputs to high energy (> 1 MeV) beam hardening correction for nondestructive testing,
incident photon spectral density and material spectral attenuation, were derived via first-principles
Monte Carlo simulation. In this paper, the Monte Carlo-derived BHC was shown to remove beam
hardening effects for steel cylinders and pipes. The overall reconstruction corrections were remark-
ably successful, but required dense edge sampling and interpolation via pencil beams. These may
not be available in CT measurements and processing. Nevertheless, if there is prior knowledge
of the accelerator head configuration and expected materials, it is possible to derive spectra from
Monte Carlo simulation for BHC calculation. In our future research, we will fully simulate the BHC
procedure by including simulated calibration curves that correlate the BHC factor with measured
particle counts at the detector.
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Abstract— When the optical path-length becomes large in long propagation through random
media, then we have to consider the effect of depolarization of EM waves. In this paper, to
solve this depolarization problem, we have derived an integral equation using the dyadic Green’s
function on the assumption that there exists a random medium screen of which the dielectric
constant is fluctuating randomly, and modified the integral equation on the assumption that the
observation point is very far from the screen. Form this modified integral equation, the analytic
expression of the depolarized EM wave has been given by using the perturbation method.

1. INTRODUCTION

Studies of the electromagnetic (EM) wave propagation through random media have been continued
into the important development of remote sensing, various measurements, and satellite communi-
cations. It is mainly assumed in the studies that the fluctuating intensity of continuous random
medium is so weak and the fluctuating scale-size is much larger than the wave length of EM wave [1].
Therefore the scalar approximation has been used. When the optical path-length becomes large
in long propagation through random medium, however, then we have to consider the effect of de-
polarization of EM waves. In previous studies, quantitative analysis of the depolarization has not
been investigated sufficiently.

In this paper, to solve this depolarization problem, we first have derived an integral equation
using the dyadic Green’s function on the assumption that there exists a random medium screen of
which the dielectric constant is fluctuating randomly. Next we have modified the integral equation
on the assumption that the observation point is very far from the screen. Form this modified
integral equation, the analytic expression of the depolarized EM wave has been given by using the
perturbation method. Finally we have shown the first order perturbation of the depolarized EM
wave; and will be able to discuss quantitatively the depolarization of EM wave propagated through
the random medium screen.

2. FORMULATION

Let us consider the problem of electromagnetic (EM) wave scattering by a random medium with
volume V . When we designate an incident EM wave by Fin = [Ein,Hin]t, the scattered EM wave
by Fs = [Es,Hs]t, and the total EM wave by F = [E,H]t, then F satisfies the Maxwell’s equations
in overall region (V + V̄ ). Therefore we obtain

¯̄LF =





0 in V̄

¯̄Tjω

[
{ε(r)− ε0}¯̄1 ¯̄0

¯̄0 {µ(r)− µ0}¯̄1

]
F in V

(1)

where ε(r) and µ(r) are the dielectric constant and magnetic permeability of the random medium,
respectively, and

¯̄L =

[
∇× −jωµ0

¯̄1

jωε0
¯̄1 ∇×

]
, ¯̄T =

[ ¯̄0 −¯̄1
¯̄1 ¯̄0

]
, ¯̄1 =

[ 1 0 0
0 1 0
0 0 1

]
and ¯̄0 =

[ 0 0 0
0 0 0
0 0 0

]
, (2)

in which

[∇× ] ≡
[ 0 −∂/∂z ∂/∂y

∂/∂z 0 −∂/∂x
−∂/∂y ∂/∂x 0

]
.
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By applying the difference of material parameters between V̄ and V :

εd(r) =
{

ε(r)− ε0 in V
0 in V̄

µd(r) =
{

µ(r)− µ0 in V
0 in V̄ ,

(3)

Equation (1) can be rewritten in overall space: V + V̄ as

¯̄LF = − ¯̄T ¯̄T ¯̄M F ; ¯̄M(r) = jω

[ ¯̄0 −µd(r)¯̄1

εd(r)¯̄1 ¯̄0

]
(4)

Using the dyadic Green’s function G, we can express solutions of Eq. (4) with Fin as these of the
following integral equation:

F = Fin +
∫

V
G(r− r′)¯ ¯̄T ¯̄M(r′)F(r′) dr′ (5)

Let us define a vector A as A = [Ae, Am]t where Ae = [Aex Aey Aez]t and Am = [Amx Amy Amz]t.
Then, using G = Ge + Gm where Ge, Gm, respectively, are due to electric and magnetic point
source, we define the operator ¯ as follows:

G¯A =
∑

α=x,y,z

(GeαAeα + GmαAmα) (6)

where Ge is expressed as

Ge =
∑
α

Geα =
∑
α

[
Ge

eα
Gm

eα

]
; Ge

eα =
∑
α

[
Gex

eα
Gey

eα

Gez
eα

]
, Gm

eα =
∑
α

[
Gmx

eα
Gmy

eα

Gmz
eα

]
(7)

and Gm is expressed by changing the subscript of Ge from e to m. Here it should be noted that
Geβ

eα, Gmβ
eα , respectively, are the β-directional electric and magnetic wave fields radiated from the

α-directional electric point source. The scattering EM wave is written as

Fs =
∫

V
G(r− r′)¯ ¯̄T ¯̄M(r′)F(r′) dr′ = −

∫

V
G(r− r′)¯ Jd(r′) dr′ (8)

3. ANALYSIS OF DYADIC GREENS’ FUNCTION

Figure 1 shows the Geometry of the problem. Assuming µd = 0, we obtain

Jd = − ¯̄T ¯̄M F = jωεd

[
E
0

]
(9)

Assuming TE-wave incidence shown in Fig. 1 and applying Eq. (6) on A with Amα = 0, we have
[

E(ρρ, z)
H(ρρ, z)

]
=

[
Ein(ρρ, z)
Hin(ρρ, z)

]
− jω

∫

V

∑
α=x,y,z

Ge
eα(ρρ− ρρ′, z − z′)εd(ρρ′, z′)Eα(ρρ′, z′)dr′ (10)

where ρρ = (x, y) and
∫
V dr′ =

∫ z0

0 dz′
∫
S∞

dρρ′. Consequently, E(ρρ, z) can be expressed as

[
Ex(ρρ, z)
Ey(ρρ, z)
Ez(ρρ, z)

]
=

[
Eix(ρρ, z)
Eiy(ρρ, z)
Eiz(ρρ, z)

]
− jω

∫

V

∑
α

[
Gex

eα(ρρ− ρρ′, z − z′)εd(ρρ′, z′)Eα(ρρ′, z′)
Gey

eα(ρρ− ρρ′, z − z′)εd(ρρ′, z′)Eα(ρρ′, z′)
Gez

eα(ρρ− ρρ′, z − z′)εd(ρρ′, z′)Eα(ρρ′, z′)

]
dr′ (11)

The dyadic Green’s function Ge
eα is expressed as

Ge
eα(r, z) = jωµ0 [iα + (iα · ∇)∇] G(r, z)

= j
1

ωε0

[(
−k2 +

jk

r
+

1
r2

)
(iα × ir)× ir + 2ir(iα · ir)

(
jk

r
+

1
r2

)]
G(r, z) (12)
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Figure 1: Geometry of the problem.

where G(r, z) is the scalar Green’s function in free space, k = ω
√

ε0µ0 is the wavenumber in free
space and iα (α = x, y, z), ir are the α- and r-directional unit vector, respectively.

When kr À 1, then Ge
eα is approximated by

Ge
eα(r, z)= j

1
ωε0

[−k2(iα × ir)× ir
]
G(r, z) (13)

Here we assume a far field of which the observation point is in the neighborhood of the z-axis; i.e.,
z À ρ, x, y, and r ≈ z →∞. Then we obtain

Ge
e =




Gex
ex Gex

ey Gex
ez

Gey
ex Gey

ey Gey
ez

Gez
ex Gez

ey Gez
ez


 =

k2G(r, z)
jωε0




Rex
ex Rex

ey Rex
ez

Rey
ex Rey

ey Rey
ez

Rez
ex Rez

ey Rez
ez


 =

k2G(r, z)
jωε0

R ; (14)

R =
1
r2




x2 − r2 yx zx
xy y2 − r2 zy
xz yz z2 − r2


=

1
r2



− (

y2 + z2
)

yx zx
xy − (

x2 + z2
)

zy
xz yz − (

x2 + y2
)


 (15)

4. EXPRESSION OF EM WAVE USING PERTURBATION METHOD

Here we use a perturbation method to estimate effects of depolarization due to the propagation in
the random medium. Equation (11) can be expressed by the following formal equation.

E = Ein + LE (16)

where E = [Ex, Ey, Ez]t, Ein = [Eix, Eiy, Eiz]t, and L = −jω
∫
V dr′ · [∑α Ge

eα(r− r′)εd(r′)]. Here,
L is divide into

L = L0 + ∆L (17)

where L0 and ∆L are the unperturbed and perturbed operators, respectively. In this case, E can
also be defined as follows:

E =
∞∑

n=0

∆nE(n) (18)

According as the power of ∆, the field equations may be expressed by

∆0 : E(0) = Ein + L0E(0) (19)

∆1 : E(1) = ∆LE(0) + L0E(1) (20)

∆2 : E(2) = ∆LE(1) + L0E(2) (21)
:

∆n : E(n) = ∆LE(n−1) + L0E(n) (22)
:



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 655

In above equations, E(0) is the unperturbed field which is not depolarized through propagation in
the random medium. Therefore, E can be expressed as the following equation by putting ∆(n) = 1.

E =
∞∑

n=0

E(n) = E(0) + E(1) + E(2) + . . . + E(n) + . . . (23)

On the other hand, E can be expressed by

E = Ein + [L0E(0) + ∆LE(0)] + [L0E(1) + ∆LE(1)] + . . .

= Ein + (L0 + ∆L)(E(0) + E(1) + E(2) + . . .) = Ein + LE (24)

Because Ein = [Eix, Eiy, 0]t shown in Fig. 1, the unperturbed wave is given as the solution of
the following equation.

E(0)
α (ρρ, z) = E

(0)
iα (ρρ, z)− k2

∫ z0

0
dz′

∫

S∞

dρρ′

·
[
G(ρρ− ρρ′, z − z′)Reα

eα(ρρ− ρρ′, z − z′)δε(ρρ′, z′)E(0)
α (ρρ′, z′)

]
(25)

where δε(r) = [ε(r)− ε0]/ε0. From Eq. (25), we obtain the unperturbed operator L0.

L0 = L0DL0 ; (26)

L0 = −k2

∫ z0

0
dz′

∫

S∞

dρρ′ · [G (
ρρ− ρρ′, z − z′

)
δε(ρρ′, z′)

]
, (27)

DL0 =
−1

|r− r′|2




(y − y′)2 + (z − z′)2 0 0
0 (x− x′)2 + (z − z′)2 0
0 0 (x− x′)2 + (y − y′)2


 (28)

On the other hand, using Eqs. (14) and (15), we can express Eq. (16) as

E(ρρ, z)=Ein(ρρ, z)−k2

∫ z0

0
dz′

∫

S∞

dρρ′ ·[G(ρρ−ρρ′, z − z′)R(ρρ−ρρ′, z − z′)δε(ρρ′, z′)E(ρρ′, z′)
]

(29)

From above equation, we obtain the operator L in Eq. (17).

L = L0DL ; (30)
DL = R

(
ρρ− ρρ′, z − z′

)

=
1

|r− r′|2



−[(y−y′)2+(z−z′)2] (x−x′)(y−y′) (x−x′)(z−z′)

(x−x′)(y−y′) −[(x−x′)2+(z−z′)2] (y−y′)(z−z′)
(x−x′)(z−z′) (y−y′)(z−z′) −[(x−x′)2+(y−y′)2]


 (31)

Because ∆L = L− L0, we can obtain the perturbed operator ∆L.

∆L = L0∆D ; (32)

∆D =
1

|r− r′|2
[ 0 (x−x′)(y−y′) (x−x′)(z−z′)

(x−x′)(y−y′) 0 (y−y′)(z−z′)
(x−x′)(z−z′) (y−y′)(z−z′) 0

]
(33)

If z0 ¿ z, then Rex
ex ≈ −1, Rey

ey ≈ −1 and Rez
ez ≈ 0 in Eq. (25). In this case, we have obtained

E(0): The solution of Eq. (25) approximately in a compact form [1]. Therefore we can discuss
quantitatively the depolarization through the analysis of Eq. (20).

5. CONCLUSION

We derived an integral equation using the dyadic Green’s function on the assumption that there
exists a random medium screen of which the dielectric constant is fluctuating randomly. To solve
the depolarization problem, we modified the integral equation on the condition that the observation
point is very far from the screen. Form this modified integral equation, the analytic expression of
the depolarized EM wave has been given by using the perturbation method. This result is useful
for the analysis of the depolarization of EM wave propagated through a random medium screen.
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Abstract— Wireless communication systems are now largely deployed to secure human activ-
ities: sensors can alert from different dangers indoor (house fire or gas leak, alert and prevent
from intrusion) or outdoor (civil and military applications). The development of sensors in
transport (aircrafts, trains, trucks, cars, . . . ) is a crucial and sensitive area for security purposes
(radar, driver vigilance system, . . . ). Among these solutions, tire pressure monitoring systems
(TPMS) measure in real time the pressure of tires to increase safety, reduce tire wear and save
gas. However, the wireless communication between the four emitting wheel sensor modules and
the receiver usually suffer from important data losses. These losses can be attributed to the
profile of the radio frequency (RF) channel of propagation (rotating wheel, ground effects, . . . ).
As the RF channel is not operating in free space conditions, many propagation effects corrupt
the propagation between the sources and the receiver. Moreover, the emitting sources are close
to metallic frames (rim, chassis of the car, . . . ), and far field condition is rarely satisfied. It is
thus necessary to propose reliable models of the radiating source and of the propagation effects
to establish efficient solutions and to improve the rate of the received frames. This work presents
results on the electromagnetic (EM) simulations of the transmitting source, and of the overall
channel for different car models; these simulations are confronted to non-invasive measurements
to analyze the root causes of failing transmissions. This method, melting EM simulations with
RF measurements, shortens the roadmaps for setting new wireless systems working in harsh
environments.

1. INTRODUCTION

Automotive security requirements make use of different RF systems. Among these systems, tire
pressure monitoring systems (TPMS) allow a real time evaluation of the pressure for each tire
of the car, by sending frames of data over a RF signal (next, the carrier frequency is given @
FRF = 434 MHz). The system can locate each tire around the vehicle, and a display screen on
the dashboard close to the receiver alerts the driver when the pressure is lower or higher than the
expected value (Figure 1, right caption). It is well established that RF propagation in a complex
structure can be sensitive to local RF signal losses. In a car structure, the medium of propagation is
made of 3D multi-scale modules, and the transmitters (sensors+RF module) are moving around the
rim as a function of the speed of the vehicle. As the structure of the car is made with many different
dielectric or metal parts sizing from some wavelengths (λRF = 69 cm) to less than λRF /20 (i.e.,
lumped pieces), the RF channel of propagation is perturbed by a combination of dense multipath
processes due to diffraction, diffusion, reflection (diffuse or specular), and waveguide transmission.
The development of TPMS modules needs an accurate knowledge of the involved propagation
phenomena, so that matched strategies can be developed to improve the reception rate of the sent
frames [1]. A fully experimental approach is not suited to develop optimized modules: this technique
is time consuming, and cannot easily authorize studies versus variable parameters to understand
the underlying phenomena managing the propagation channel performance. Electromagnetic (EM)
simulations stand as an efficient tool to shorten times of development, and to understand how the
RF channel is established (or perturbed) between the transmitter and the receiver [2]. Moreover,
EM simulation allows to determine the impact of the car design, or to test the robustness of the
TMPS versus different options (rim size, number of passengers, . . . ). TPMS communications are
affected by signal losses when the RF received power is lower than a given value (depending on the
signal to noise S/N ratio): this RF power is approximately −90 dBm for the receiver of this study
(Figure 1, left caption). It is well know that the angular position of the emitting source plays a
deterministic role in the appearance of black spots. But other parameters (such as the position
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Figure 1: Tire Pressure Monitoring System (TPMS) involving four wheel units and a receiver on the dash-
board (right caption). The received power varies according the angle of the wheel unit, with different
signatures for each module (left caption). Each received frame on a black spot angular position is lost.

of the receiver on the dashboard, the manufacture of the tires, the type of car, . . . ) also have an
impact on the angular position of some of these black spots.

The first paragraph is dedicated to the study of the radiated power at the vicinity of the
emitting source around the wheel. The second paragraph presents simulations and measurements
of the electromagnetic field distribution in and out of the car structure for two different structures.
A conclusion synthesizes the final results.

2. NEAR FIELD MEASUREMENTS AND SIMULATIONS OF THE RF SOURCE

Electromagnetic simulations are performed using Finite Difference Time Domain method (FDTD
software EMPIRE from IMST). FDTD method is based on the resolution of Maxwell’s equations,
and is suitable for the simulation of multi-scale environment operating in Rayleigh zone as well as
in Fresnel zone. A large set of simulations has been performed to calibrate the simulation tools and
to establish the exactness of the following studies. Moreover, a specific non-invasive measurement
method is used, which does not interact with the EM fields to measure [3]. This method is also
particularly suitable for measurements of complex systems (cf. Section 3). The emitting module
radiation pattern is usually analyzed using two dimensions (2D) or three dimensions (3D) represen-
tation in far field simulations or measurements. This method is not fully relevant for automotive
embedded systems as far field conditions are not generally satisfied. We have proposed an accurate
method for characterizing the source module with different configurations (wheel unit alone, with
rim, with tire, with ground effects). It is shown that the presence of the rim and tire affects the
radiation pattern, as well as the ground effect: several sources are then located between tire and
rim according to a λRF /2 distribution law. Measurements match with EM simulations trends (even
if the metallic or dielectric constants and design of the tire are not accurately instructed) [4]. It is
clear that the increase in the frequency carrier (for example from 434 MHz to 2.45GHz) generates
a larger distribution around the wheel, and thus can penalize the RF transmission efficiency: this
is relevant with experimental results from TPMS tests at FRF = 2.45GHz. From measurements
and EM simulation (Figure 2), it is evidenced that the relative angular position of the wheel unit
referred to the ground changes the power distribution, and thus the RF radio link efficiency. From
now, the TPMS unit cannot be considered like a lumped source.

3. WIRELESS COMMUNICATION IN CAR STRUCTURES: SIMULATIONS AND
MEASUREMENTS

The scanning measurement of the EM field inside the full car environment is not a convenient
strategy to understand which parameter impacts the RF losses between the four emitters and the
source: then, measurements have been focused around the dashboard using 3-axis representation,
with a measurement resolution of 3 cm for the horizontal plan (x-y), and of 5 cm for the vertical axis
(z) (cf. Figure A for x-y-z axis representation). Figure 3 represents the variation of the received
power for two different locations near the dashboard (@ two y-positions).

From the numerous sounding records versus x-y-z axis, no strong correlation can be found
between power data records with x-y-z parameters to get out a generic rule for the receiver’s
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Figure 2: (a) Measurements and (b) simulated relative power distribution in near field condition of the wheel
unit embedded with the rim, the tire and considering ground effects (flat grey zone under the wheel).
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Figure 3: Measurements of the received power versus x-axis of the car for different angular positions of
the wheel unit. The two plots are given for 2 y-positions spaced by 10 cm from rear to front part of the
dashboard).

location (as far as the optimum location differs from a wheel unit to another one). However, it is
obvious that some angular positions (angular width less than 10◦) are error-prone (RF signal losses
noticed by * and arrows in Figure 3), on a large x-axis range (over some 20 cm). Mostly, for a
given angular position, power variation with x-axis is very smooth. The variation versus the y-axis
is larger than that versus x-axis. This can be attributed to an RF channel mostly perturbed by
the y-position (i.e., channel length), whereas the x-location does not play a strong role if avoiding
given sensitive zones (angular black spots *). These results compare favorably with EM simulations.
Different structures of cars have been investigated. Two car structures are proposed in this paper
(Figure 4): the first one is convenient for evaluating the impact of the size of the car (just by varying
one parameter length at a time), the impact of the glasses (no glass-replaced by metal, up to 4 or
6 glasses). The second car structure has been used for realistic complex structures simulations.

Figure 5 presents a lateral simulation of the RF signal propagation inside the car. If the RF
signal between the ground and the chassis seems to be guided (with a λRF /2 periodicity on the
magnitude of the electrical field), the propagation in direct link (Line Of Sight, LOS) between
the sensor and the receiver is largely perturbed by the many metallic-dielectric parts constituting
the car. The meshing structure close to the emitting antenna is important (step λRF /150), and
decreases in the tire (λRF /50) and at all other simulated zones (λRF /20). Increasing the meshing
definition should improve the accuracy of the EM simulation, however the proposed simulated
results are in good agreement with the measurement trends.

The angular variation of the wheel sensor’s position is given in Figure 6 for a fixed position of the
receiver on the dashboard. The trend of the simulated magnitude of the signal is in good agreement
with measurements, despite reduced variation range due to the simulator’s power resolution (20 dB).
From our studies, the embedded contributions of the car structure has been computed (chassis,
engine, lateral metallic frames, glasses, . . . .). The overall car design statistically impacts of more
than 30 dB the RF budget link in comparison with free space propagation context. This study has
been used to set the different strategies of diversity to improve the efficiency of the reception of
data (time diversity, polarization and space diversity) [5].
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Figure 4: Design of car structures for EM simulations: (a) simplified tunable car’s structure and (b) realistic
models (meshing and EM simulations are next performed @ FRF = 434 MHz).
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Figure 5: EM field in vertical lateral cut (left caption y-z cross-section) and vertical cut (right caption x-z
cross-section at the dashboard): the simulated car structure is a berline (Figure 4(b) RF waves are mainly
guided between the ground and the chassis, whereas the EM field is largely perturbed inside the car.
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Figure 6: Simulated received power variation versus the angular position of the transmitter wheel unit. Black
spot positions can be evidenced for given angular positions (rear wheels @ 200 degrees).

4. CONCLUSIONS

This paper is a contribution to the analysis of wireless radio link in complex embedded environ-
ments. The wheel unit is accurately investigated, and it is shown that the source is distributed
around the tire. The EM field distribution of the complete car structure is characterized and simu-
lated. From EM simulations, it is possible to discriminate the impact of each element constituting
the car from the overall RF signal losses: less than 7 dB are associated with the chassis alone, and
more than 20 dB are attributed to the rest of the car structure.
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Abstract— Wireless communication systems require accurate coverage prediction to achieve
an appropriate deployment. Ray launching is one of the most precise techniques to calculate
path loss for urban outdoor an indoor environments. Nevertheless, it is a very time consuming
method. In previous works an efficient mechanism to evaluate the path loss in a limited area
from a one point ray launching simulation was presented. This technique was two hundred times
faster than the original ray launching method.
In order to use this fast technique in the whole area of interest is necessary to select the simulation
points in a suitable way. Otherwise, large errors will occur in the coverage prediction. To allow
fast and accurate prediction coverage in large areas the one simulation technique is incorporated
into a neural network structure. The neural structure has three layers. The main layer is
composed of several one simulation units. Each unit (neuron) is able to calculate the path loss
everywhere in the whole area, but is accurate only in a certain region of the area. For this
reason, another layer groups the input points in different regions and connects each region to
the appropriate neurons. Finally, the output layer performs a linear combination of the main
layer neuron outputs. The neural network-ray launching technique was tested in a 60 GHz indoor
environment. The simulation results show that the proposed method is precise and allows a
drastic time reduction with respect to the original ray launching tool.

1. INTRODUCTION

Nowadays, wireless and mobile communication systems need accurate coverage prediction tools.
This is especially important for the design of high frequency systems that operate in microcell and
indoor environments. Ray launching is a deterministic technique that permits a precise calculation
of the path loss [1]. The main handicap of ray-launching techniques lies on the slowness of the
calculation. Even in simple indoor scenarios, the time needed to compute the path loss in all points
of interest could make ineffective this accurate technique.

In [2], a very fast propagation model, based on a ray launching technique, was presented. A
traditional ray launching method determines the direct, reflected and diffracted rays that arrive
to each reception point. In [2] the path loss is evaluated in a spatial region using only the rays
corresponding to a reception point which was placed at the center of the mentioned region. We
call this approximation method the one simulation technique. The results showed that the one
simulation technique was up to 200 times faster than the exact ray launching model [2].

The approximation error in the one simulation technique grows as the region area is increased.
Thus, more simulation points must be added to reduce the error. The selection of these points is
essential to achieve a correct performance in the whole area of interest. In the present work, the
desired point selection is efficiently achieved by means of a neural network structure. The neural
network is composed of three layers. Each neuron of the main layer is a one simulation unit which is
able to calculate the path loss in the whole area. Another layer, called the selection layer, separates
the neurons in different groups. Each group is accurate in certain area of the original region.
Finally, the output layer combines linearly the outputs of the neurons that belong to one specific
group. The final output is very accurate since is a linear combination of precise one simulation
path loss calculations.

2. THE ONE SIMULATION TECHNIQUE

In this section, the one simulation technique is briefly explained. The method is similar to the
technique developed in [2]. The technique assumes that the rays impinging to one point are similar
to the rays impinging to points placed near that point. In order to evaluate the path loss is necessary
to make a phase and module correction. If r is the position of the new point, where we want to
calculate the path loss, and ro is the position of the original point, the correction for the direct ray
is:

HLOS (~r) = HLOS (~ro) · e−j 2π

λ
(RT x−N−RT x−o) · RTx−o

RTx−N
, (1)
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where RTx−o is the distance between the transmitter and the original point and RTx−N is the
distance between the transmitter and the new point. The reflected rays are reconstructed using
the image theory. The image of the reflection position is calculated as:

~rI = ~ro + τc · (cos (ϕRx) x̂ + sin (ϕRx) ŷ) , (2)

where ϕRx is the angle of arrival of the multiple reflected ray. The image is employed to evaluate
the reconstructed multiple reflected ray:

HREFL (~r) = HREFL (~ro) · e−j 2π

λ
(RI−N−RT x−o) · RI−o

RI−N
, (3)

where RI−o is the distance between the image and the original point and RI−N is the distance
between the image and the new point. It is assumed that the reflection coefficient does not change.
Finally, the diffracted ray is reconstructed with the next equation:

HDIF (~r) = HDIF (~ro) · ψ (sN , s′N , φN , φ′N )
ψ (so, s′o, φo, φ′o)

, (4)

where Ψ(sN , s′N , φN , φ′N ) and Ψ(so, s′o, φo, φ′o) are the variable part of the electric field expression
for the new and original points respectively. More details of this diffraction term can be found in [2].
The more similar the rays of the original and new point are the better the path loss approximation
is.

3. THE NEURAL NETWORK-RAY LAUNCHING TECHNIQUE

The neural network has three layers, as depicted in Figure 1. The input data is the position of the
point where the path loss is going to be evaluated. The selection layer assigns the input point to
one of the regions in which the whole area of interest is divided. This layer is obviously a classifier.
The classification criterion is based on the similarity between the rays of two distinct points. The
selection layer is also an activation layer since it activates only one group of neurons of the main
layer. Each neuron of the main layer is a one simulation calculation unit. Therefore it is able to
evaluate the path loss of the input point. The final output is the linear combination of all output
neurons of the region activated by the selection layer. The selection layer assures that the main
rays of the input point are similar to the main rays of the region neurons. Thus, the approximation
of the path loss is precise. The complete neural network can be viewed as a neural network that
incorporates knowledge about the problem in order to achieve a better approximation [3].

The design and train of the neural network comprises various steps:

• Simulation of several points inside the area of interest. The simulation produces a set of rays
for each point. Each of these points (class points) defines a region in the whole area (a class
of points).

• Simulation of a training set. The utility of this set is twofold. It is used to determine the
regions limit (training of the selection layer). Furthermore, the points that define the neurons
of the main layer are extracted from this set.

• Simulation of a testing set. This set is used to test the classification quality and the approxi-
mation performance.

• Training of the selection layer. We have chosen as classifier a Radial Basis Neural Network
(RBFNN).

• In each class, the points that permit the best proximation performance of the path loss in
their class are added as neurons of the main layer.

• Computation of the approximation error in the whole area. If the training and testing thresh-
old errors are satisfied then the training ends. If not, more neurons are added in those regions
where the threshold errors have been exceeded. Each region is allow to possess a different
number of neurons, i.e., in Figure 1 region number 1 has p neurons and region number 2 has
q neurons.
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Figure 1: Neural network structure. Figure 2: Classes (regions) in the room. Big
symbols correspond to the reference points used
to define the classes (class points).

4. RESULTS

The neural network-ray launching technique was tested in an indoor environment at 60 GHz. This
frequency is inside the band of 57–66GHz, which is a very promising candidate to provide high speed
data services for WLAN applications [4]. The indoor scenario is a room of 10 m×10m. [−10 ≤ x ≤ 0;
0 ≤ y ≤ 10]. The transmitter is placed at the position [−6, 8]. The room walls are constructed
with plasterboard. This material has a relative dielectric constant of 2.81 and a conductivity of
0.15 at 60GHz [4]. The maximum number of rays to obtain the path loss with the ray launching
tool at each reception point was 10000.

The number of classes (regions) was set to 9. Therefore 9 class points were simulated in a regular
grid as depicted in Figure 2. To define the limits of each region a training set must be defined. A
15 × 15 regular grid was selected as shown in Figure 2. Each training point must be assigned to
one of the 9 classes. To carry out this task a comparison between the two main rays (direct and
first reflection rays) of each training point and each class point was performed. Each training point
is assigned to the class point whose rays show the higher similarity to the training point rays. To
measure the similarity between two rays a Gaussian function is utilized:

Gsimilarity =
1

2π
√

σ
e−

1
2σ2 ‖rc−rt‖2 , (5)

where rc is the position of the class point ray and rt is the position of the training point ray.
Once the class definition step ends, main layer neurons are added to each one of the 9 classes.

The number of neurons ranges from 3 to 5, depending on the difficulty in the approximation. A
testing set composed of 100 random points was simulated in order to test the classification ability
and the approximation error (set 1). Furthermore, to show the quality of the new procedure an
additional testing set of 10000 points distributed in a regular grid was simulated (set 2). This last
set was not used to design the neural network.

The classification error measured with the random testing set was 6%. The neural network
method was compared with the technique developed in [2]. The Table 1 shows that our method
clearly outperforms the previous work. When only one point is selected as simulation unit, huge
errors appear. More one simulation units must be used. Nevertheless, as shown in Table 1, if the
225 points of the training set are employed with the old method, large errors still appear. Therefore,
the neural network method provides an appropriate assignation, based on the similarity between
rays, and a linear combination of the best units that assures the lowest errors as seen in Table 1.

Once trained, the neural network computes the path loss very fast. The neural network spends
only 1.45 seconds to evaluate the path loss of 10000 points whereas the ray launching technique
consumes 4132 seconds. The total time spent in the neural design is 162 seconds. Thus, the neural
method becomes profitable. All simulations were performed with an I5 3.5 GHz Intel processor
computer.
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Table 1: Error data corresponding to the three methods. The error is the absolute value of the difference
between the path loss calculated with the ray launching technique and the path loss evaluated with the
approximated method.

Error Mean (dB) Error Variance (dB) Maximum Error (dB)
Set 1 Set 2 Set 1 Set 2 Set 1 Set 2

1 one simulation units [2] 0.615 0.638 0.640 0.607 4.787 10.644
225 one simulation units 0.167 0.256 0.114 0.292 2.121 5.567

Neural network 0.217 0.259 0.045 0.076 1.042 2.753

5. CONCLUSIONS

In this paper, a neural network technique for the calculation of path loss in wireless environments
is presented. The neurons of the structure are units that calculate the path loss by means of a ray
launching based method. The neural network performs two main operations to compute the path
loss. Firstly, it assigns an input point to the proper region. Secondly, the path loss corresponding
to the input point is calculated with a linear combination of the best one simulation units of the
selected region (class). The simulation results show the ability of the neural method to calculate
the path loss, even for large sets, with precision. The larger error is less than 3 dB. Furthermore,
the mean is only 0.259 dB and the variance is very small (0.076 dB). The neural method fulfills its
main purpose because it is very fast and precise. Thus, the method becomes profitable with only
one execution.
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Abstract— This paper presents a robust 3D positioning method based on Line-of-Sight (LOS)
and Non-Line-of-Sight (NLOS) paths’ Time of Arrival (TOA) and Angle of Arrival (AOA) mea-
sured at both mobile and reference devices in an indoor environment. Selection process by using a
novel two-step weighting approach is proposed to reduce uncertainties in mobile device’s location.
In this process, Gaussian neighborhood function is constructed and used to calculate weighted
centroid of adjacent points. Additionally, with the knowledge of ceiling height, we are able to
use only one path to estimate mobile position. The proposed localization scheme is shown to be
robust and outperforms previous bidirectional NLOS localization scheme.

1. INTRODUCTION

Wireless localization is an important area that receives significant research interest recently. It is
required in many sensor network applications, such as transportation systems, personal tracking and
navigation [1–3]. Conventional LOS schemes fail to work when there are insufficient RDs in LOS
with the MD or when the signals are dominated by NLOS paths [4, 5]. Several NLOS mitigation
techniques [6–12] have been suggested to identify and discard NLOS signals. These techniques are,
however, will not perform satisfactorily as they generally require the number of LOS RDs to be
more than the number of NLOS RDs.

Non Line of Sight localization (NLOS) techniques have been proposed to tackle the problem of
insufficiency of LOS path. In NLOS schemes, NLOS information, like those of one bounce scatter-
ing, is not discarded but used to complement LOS information in determining MD position. So
far, NLOS information that is contained within one bounce scattering paths can be used to assist
LOS paths [13–15]. However, these methods do not work well in environments when multipath
becomes too dominant and distances travelled by multiple-bounce reflection paths become compa-
rable with those of one-bounce reflection, causing weighting factors of multiple-bounce LPMDs to
be comparable with those of one-bounce.

In this paper, we formulate a novel technique to improve the robustness of the method presented
in [13, 14]. Method of eliminating multiple-bounce reflection paths is proposed. We also extend the
problem into 3-D environments in order to be beneficial for indoor mobile localization. In indoor
environments with abundant of low-height scatterers [16], LOS path may be blocked by the scat-
terers but in most cases the signal can reach the receiver through ceiling reflected path. Thus, it is
advantages to make use of such ceiling reflected path for localization. If the ceiling height is known,
we can make use of such ceiling reflected path to estimate the mobile position. Moreover, robustness
and accuracy of the algorithm is also greatly enhanced by our proposed Gaussian neighborhood
weighting method. The rationale of the method is that since each measurement metric contains
noise, each proximate point will also contain error. The method will then construct a Gaussian
weighting function of each proximate point using the calculated variance, and assign weights to
neighborhood proximate points based on how close these points are to the proximate point of in-
terest by using Gaussian weighting function. Proximate points that have smaller variances will
assign less weight to their neighbors and more weight to themselves and vice versa. Our simulation
results show good accuracy and robustness of the proposed algorithm even in a dense multipath
environment and for large AOA and TOA measurement noise.

2. THEORY AND FORMULATION

2.1. Concept of Line of Possible Mobile Device Location

The concept of Line of Possible Mobile Device (LPMD) in a 2-D environment has been introduced
in [13, 14]. It uses LOS and one-bounce reflection paths to find possibilities of MD’s position.
Intersection points of LPMD serve as the estimator of MD’s position. However if the problem is
to be extended into 3-D, LPMDs will not intersect with each other. In this case, proximate points
which are defined as points on each LPMD in a LPMD pair between which the distance between
those 2 points is minimized [20].
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2.2. Location Approximation Using Neighborhood Weighting
To enhance the localization accuracy, a weighting factor is assigned to each of the LPMDs. The
weighting factor of each LPMD is chosen to be inversely proportional to the square of the distance
traveled of that particular LPMD. Each weighting factor is also normalized with respect to other
weighting factors. It is formulated as follows:

W ′
j,n =

1/d′2j,n
N∑

j=1

M∑
m=1

1/d′2j,n

(1)

After assigning weights to each LPMD path, the next step is to find proximate points of all
possible combinations of LPMD pairs and to calculate their corresponding weighting factors. The
weighting factor of each proximate point depends on the weighting of each LPMD in the LPMD
pair and the angle between the two LPMDs as given below

Wp′a =

(
W ′

j,n ×W ′
i,`

W ′
j,n + W ′

i,`

)
× sinΨ, (j 6= k) ∪ (` 6= n), (2)

where i, j = 1, 2, . . . , N where N is the total number of RD in the environment, l, n = 1, 2, . . . , L
where L is the total number of paths that can be traced from a particular RD, α = 1, 2, . . . , A where
A =N C2 the number of proximate points existing in the environment. Ψ is the angle between the
LPMD pair.

The next step is to calculate the neighborhood weighting factor. It is calculated by taking
into account proximate point’s individual weighting factor and weighting factors of its surrounding
proximate points. The weighting factor of neighborhood proximate points is inversely proportional
to their distances to the proximate point of interest. It is formulated as follows:

Wn′a =
K∑

b=1

Wp′b
σpa

√
2π

× exp


−

∥∥∥_
p
′
b − _

p
′
a

∥∥∥
2σ2

pa


 (3)

where σpα: Error standard deviation of the position of proximate point a. _
pb, Wpb: Coordinate

and weighting factor of proximate point b respectively.
The neighborhood weighting function takes the form of a Gaussian distribution function. Given

the variance of a proximate point, the likelihood of that proximate point lying within a certain
distance from the mean can be modeled and calculated by a Gaussian distribution function, with
~pa assumed to be the mean of the Gaussian distribution. The approximate mobile device position
can be finally calculated as follows:

_

P
′
m =

1
K

K∑

a=1

(
_

P
′
a ×Wn′a) (4)

where
_

P a = (Xa, Ya, Za): Coordinate of a-th proximate point.
_

P
′
m = Estimated MD position.
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Figure 3: (a) Comparison of the CDF performance for an actual MD located at (16, 8, 1.5). RD is in LOS
with MD. (b) Comparison of CDF performance for an actual MD located at (16, 8, 1.5). No RD is in LOS
with MD.

3. RESULT AND DISCUSSION

To test the applicability and accuracy of our proposed localization scheme, we compare our sim-
ulation results with those presented in [13]. The authors in [13] presented the accuracy of their
algorithm by selecting only the 2 best LOS and NLOS paths based on their weighting factor of
LPMD paths. Here, RD and MD were positioned at the same height with ground and ceiling
reflectors so that the environment is a 3-dimensional scene. Measurement data metrics (AOA and
TOA) were measured by using ray tracing methodology proposed in [17–19]. RD and MD were put
in the environment at (18, 4, 1.5) and (16, 8, 1.5).

For case A, MD is at position (16, 12, 1.5) in the layout as shown in Figure 1(a). In this position,
RD is in LOS with MD. For case B, there is one scatterer placed between RD and MD to block
LOS path so that RD is in NLOS with MD. Simulation results for case A and B are shown in
Figures 3(a) and 3(b).

It is observed from the simulation results as depicted in Figure 3 that the proposed algorithm has
much better accuracy. For example, in Figure 3(a), under condition 1: σd = 3 meter, σφ = σθ = 100,
the proposed algorithm has about 3.5 meter accuracy 90% of the time as compared to 4.1 meters
of algorithm in [13]. Under condition 2: σd = 3 meter, σφ = σθ = 200, our proposed algorithm has
about 3.6 meters accuracy as compared to 10.5 meters of algorithm in [13]. This shows that our
algorithm outperforms algorithm in [13] and improve the localization accuracy by up to 66%. In
Figure 3(b), because of known ceiling height, we can get the image point of RD according to the
ceiling plane. Then we are able to change the ceiling reflection to LOS path to estimate mobile
position. Whereas [13] fails to work in this kind of situation.
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4. CONCLUSIONS

A novel approach to improve the accuracy and robustness of NLOS bidirectional localization using
neighborhood weighting method has been proposed. The proposed algorithm was tested and shown
to be accurate and robust under various operating conditions. Moreover, the proposed algorithm
also significantly outperforms the current NLOS localization algorithm.
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Abstract— In recent years, neural networks have gained a lot of attention as fast and flexible
tools for modeling, simulation, optimization and design of military microwave device. In this
paper, a new approach of neural networks is proposed to model the Dumbbell Defected ground
structure (DGS). This structure is used in different parts of military weapons such as filters,
oscillators and power amplifiers.

It should be noted that the obtained results are in excellent agreement with simulation and
measurement results.

1. INTRODUCTION

Recently, there has been much interest in various kinds of defected ground structures (DGS),
realized by etching a defected pattern on the ground plane [1, 4]. These structures that are used in
periodic [5, 7] and non-periodic [1–4] states have two main properties:

1- Slow wave propagation in pass band.
2- Band stop characteristic.

Slow wave propagation phenomenon in pass band is used for compacting microwave structures,
whereas the stop band is useful to suppress the unwanted surface waves. Because of these two
properties, these structures have found many applications in military microwave circuits such as
filters [1, 2], power amplifiers [8], dividers [9], microwave oscillator [10] and harmonic control in
microstrip antennas [11].

Modeling of these structures is a major problem among military researchers. Several equivalent
circuits for these structures have been presented in the literature [1, 10, 12, 13]. The circuit param-
eters for these equivalent circuits should be extracted from the simulation results. Hence, there
is not direct correlation between the physical dimensions of the DGS and equivalent LC parame-
ters [1, 11, 12]. A new, simple, and accurate model based on artificial neural network is suggested
for Dumbbell DGS in this paper. By using this model, value of L and C can be obtained easily
without any need to the simulation result.

The artificial neural network (ANN) techniques have been employed in modeling numerous
RF/microwave circuits, antenna and systems [14–16]. The main characteristics of neural network
techniques are generality, adaptability, and generalization ability. Because of that artificial neural
network (ANN), techniques are able to properly handle electromagnetic problems such as the analy-
ses of planar transmission lines, waveguide filters, CPW lines, microstrip antenna, FET transistors,
and planar spiral inductors. Every year, more and more RF and microwave problems are modeled
with Neural Networks. ANNs can be used even when component formulas are not available. The
neural networks commonly used in applications in microwaves, are MLP, RBF, and wavelet net-
works. Nevertheless, in some particular microwave applications, these conventional techniques do
not offer good outputs or the large amount of training database is needed to ensure model accuracy.
Hence, some new ANNs are proposed in the literature. One of these new types of ANNs is Sampling
Function ANN [17].

2. DUMBBELL DGS CONFIGURATION

Figure 1 displays the geometry of a dumbbell shaped DGS etched on the ground plane of a con-
ventional 50 microstrip transmission line with a dielectric constant of 10.5 and thickness of 50mil.
This kind of DGS, that is a combination of two square cells with a thin slot, has been used in as a
low-pass filter in [1].

This DGS is modeled by a parallel LC resonator in series with the transmission line, as shown
in Fig. 2. The equivalent circuit and extraction of the circuit parameters from simulation result is
discussedin detail by Ahn et al. [1]
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Figure 1: Dumbbell DGS configuration. Figure 2: Equivalent circuit for Dumbbell DGS [1].

For this structure, the inductance and capacitance level depend upon to aperture area and gap
width, respectively; And can be expressed as follows [1]

C =
ωc

2Z0(ω2
0 − ω2

c )
(1)

L =
1

4cπ2f2
0

(2)

where fc is the 3-dB cutoff frequency and f0 is resonance frequency which can be obtained from
EM simulation results. In this paper, we suggest Sampling Function ANN model for this structure,
which yields L and C parameters without usage of EM simulation results.

3. SAMPLING FUNCTION ANN

This ANN is a combination of the sample Function in signal processing theory [5] and Radial Base
Function (RBF) neural network configuration. The sample function is

sample (t) = sin c(t/π) = sin(t)/t (3)

In this ANN, sample function is used instead of Gaussian function in RBF Neural Networks.
Therefore, the activation functions of the hidden layer are defined with a set modified sample
function, given by

gi(ti, cji) = sample
(
σ2 ‖ti − cji‖2

)
=

sin
(
σ2 ‖ti − cji‖2

)
(
σ2 ‖ti − cji‖2

) (4)

where t is the input vector that includes the input variables (DGS Dimension); c and σ are the
centers (Translations) and the widths (dilatations) of sample functions, respectively.

The choice of a sample function is based on the signal processing theory. We know from this
theory that the reconstructed signal xr(t) is equivalent to a linear combination of sin c functions [18],

xr(t) = T · ωc

π

∞∑
−∞

x(nT ) sin c

(
ω(t− nT )

π

)
(5)

From expression (5) for the finite number of samples, we can reach suitable accuracy for xr(t).
Using this simple definition in neural networks, results in a more efficient training algorithm. For
instance, sigmoid (MLP) and Gaussian (RBF) functions need more complex gradient calculations,
naturally slowing down the training algorithm. On the other side, authors have shown in a previous
study of microwave modeling with AAN [17], that the combination of sample function are more
efficient than combination of sigmoid or Gaussian functions. The configuration of the sampling
function artificial neural network (SF-ANN) used in modeling Dumbbell DGS is shown in Fig. 3.
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Figure 3: Configuration of the SF-ANN.

(a) (b)

Figure 4: (a) Comparison between the neural model and simulation (3-dB cutoff frequency). (b) Comparison
between the neural model and simulation (Resonance Frequency).

The direct computation of the SF-ANN is defined by the following expression:

netn = σn‖t− cn‖2 = σn(t− cn)T · (t− cn) (6)
yn = g(t, cn) = sample (netn) (7)

F (v, t) =
N∑

n=1

ωnyn + ω0 (8)

where netn is the nth internal activation potential, yn is the nth hidden neuron output, wn is the
nth weight between nth neuron and output layer, F (v, t) is the neural model output, and N is
the number of hidden units. In the supervised training process of the SF-ANN techniques, and
measurement results for test data. Solid line is the SF-ANN model, circle line is simulation result
and · is a measurement test for verification of simulation and ANN model.

The free parameters of the NN model v = [w, σ, c] should be adjusted so as to diminish the
following error function:

E(v, t) =
1
2
e2 =

1
2

[f(t)− f(v, t)]2 (9)

This was accomplished by using the gradient method:

∆ω = −η∇E (10)

4. SIMULATION RESULT

In the neural network model of Dumbbell DGS, the input variables are DGS dimensions and the
outputs of the ANN model are 3-dB cutoff frequency (fc) and resonance frequency (f0). We used
the three layer SF-ANN, in which, the hidden layer has 50 neurons. In the training process, 50
examples were used, corresponding to simulation results with HFSS software and measurement
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results presented in [1]. The final average error, after 2000 epochs of teaching, and learning rates
(ηw = 0.01, ησ = 0.1 and ηc = 0.01) was lower than 1.0× 10−4.

In order to validate the neural models for DGS, the test results obtained from this model are
compared with results of simulation and a measurement data. One of these comparisons is presented
graphically in Figs. 4(a) and 4(b). These figures show the resonant frequency of dumbbell DGS
and 3 dB cutoff frequency, respectively, for various values of a. In this example g is fixed at 0.4 mm.

It is apparent from these figures that results of the SF-ANN are in excellent agreement with
simulation and measurement results.

5. CONCLUSION

A new, efficient, and accurate ANN model was presented and used in the modeling of Dumbbell
Defected ground structure. This model is useful for achieving circuit parameter without any need
to the EM simulation. The SF-ANN model outputs have shown excellent agreement with the
corresponding a measured result and EM simulation.
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Abstract— A novel millimeter-wave multilayer dual-mode filter is developed based on the
substrate integrated waveguide circular cavity (SICC). The dual-mode SICC filter with two arc-
shaped coupling slots, which are etched in the conductor layer between SICC resonators, has
been designed for Ka-band application. The multilayer dual mode filter has been firstly realized
only by adjusting two arc-shaped coupling slots located in metal layers. The position and size of
the two coupling apertures can determine the coupling amount between two degenerate modes.
Meanwhile, it is possible to control the return loss, bandwidth and rejection level by adjusting
the size and relative position of the two arc-shaped slots. Additionally, this novel filter is very
compact, and the simulated results prove it has the advantages of return loss, very low insertion
loss, and high selectivity.

1. INTRODUCTION

As well known, wireless communication systems are developing gradually towards millimeter wave
band. Compact devices with low profile and high performance are required in many millimeter wave
systems. As a matter of fact, substrate integrated waveguide (SIW) are gradually applied at high
frequency band. It not only has low profile characteristic, but is easy to be integrated with planar
circuitry. Substrate integrated waveguide (SIW) dual mode filter has asymmetry characteristic.
It can realize very sharp transition by using less number of cavities. Recently, SIW filters with
circular cavities are reported in [1–3]

More recently, special attention has been paid to multilayer cross-coupled substrate integrated
waveguide (SIW) filters using low-temperature co-fired ceramic (LTCC) technology [4, 5]. At the
same time, dual-mode filters and cross-coupled filters or a combination of the two has become
increasingly important because of size reduction, high quality factor, and high frequency selectivity.
Accordingly, multilayer filter with dual mode character is very attractive candidate to satisfy the
requirements in miniaturized circuit [6, 7].

In this paper, multilayer filter with dual mode character has been firstly realized by the coupling
aperture located in input/output port and two arc-shaped coupling slots etched between layers. The
position and size of coupling aperture can determine the coupling amount between two degenerate
modes. Meanwhile, it is then possible to control the bandwidth and the rejection level by adjusting
the size and relative position of the two arc-shaped slots. This novel filter is not only very compact,
but has the advantages of return loss, very low insertion loss, and high selectivity.

2. FILTER ANALYSIS AND DESIGN

2.1. Dual Mode SICC Principle
For a SICC cavity there are two degeneration modes: horizontal mode and vertical mode. Moreover,
these two degeneration modes can exist in the circular-shaped dielectric loaded cavity for the same
resonant frequency. This mode degeneration can be used to realize a dual-mode filter. It is well
known that the resonant frequency (unloaded) of mode for circular cavity with solid wall can be
calculated by [9]:

fmnp =





c
2π
√

µrεr

√(
µ′mn

R

)2
+

( pπ
∆h

)2 TEmnp

c
2π
√

µrεr

√(µmn

R

)2 +
( pπ

∆h

)2 TMmnp

(1)

where µr and εr are relative permeability and permittivity of the filling material, µmn and µ′mn is
the nth roots of mth Bessel function of the first kind and its derivative, R is the radius of circular
cavity with solid wall, and c is the speed of light in free space. For m>0, each m represents a
pair of degenerate TM and TE modes (cosmϕ or sinmϕ variation). In circular cavity with dual
mode, TM110, the lowest higher order mode, has been selected as the working mode. Each different
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directions represents a different modes (cosmϕ or sinmϕ variation). This degenerated mode can
be used to realize a dual-mode filter. µmn is 3.832 for the TM110 mode. So the corresponding
resonant frequency of TM110 is derived from formula (1).

f110 =
c

2π
√

µrεr
· 3.832

R
=

0.61c

R
√

µrεr
(2)

The radius of the SICC can be obtained according to the formula (2).

R =
0.61c

f110
√

µrεr
(3)

And then the solid wall is replaced by metallic vias under guidelines of [6–8]. Consequently,
using (3), the initial dimensions of the cavity are determined for a desired resonant frequency for
the TM110 mode and optimized with a full-wave electromagnetic simulator.

2.2. Multilayer Dual-mode SICC Filter
As shown in Figs. 1(a) and (b), there are two substrate layers. First and second layer is used
for input/output port. Two dual mode cavity resonators are connected through two arc-shaped
coupling slots etched in metal layer 2. By adjusting the position dslot and size WS , θ of the
arc-shaped slots, the coupling between first and second resonators can be controlled. Dual mode
character can be easily achieved by changing the angle α between the coupling slot and input/output
port. In addition, it is possible to control the bandwidth and the rejection level by adjusting the
size of the two arc-shaped slots.

Figure 2 shows electrical field distribution of TM110 mode in a SICC cavity. There can be two
orthogonal degeneration modes, which can be used to realize a dual-mode filter. The coupling
apertures and two arc-shaped slots are used to disturb two degenerate modes

2.3. Design Considerations
Two poles and two transmission zeros can be found in the response of a dual-mode filter with single
circular cavity [1]. Two poles below the zero Z1 are denoted as P1 and P2, respectively, which can
be used to control the bandwidth of the passband. The first zero near the passband is denoted as

(a) Top view (b) Anatomy view

Figure 1: Proposed multilayer dual-mode SICC filter with two arc-shaped coupling slots.

(a) vertical mode (b) horizontal mode

Figure 2: The E-field distribution of the TM110 degenerated modes. (Setting output port along horizontal
direction).
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Z1, which is approximately equal to the eigenfrequency of the cavity TM110 mode. Being so close
to the passband, zero Z1 is very helpful to realize a steeper upper side response. The first pole P1

is near the zero Z1. The space between the zero Z1 and pole P1 decides the rolloff slope in the
transition band. As shown in Fig. 1, the waveguide located in input/output port can be used to
suppress some undesirable response spur and improve the lower stop band characteristic.

Form the above discussion, the conclusion can be reached that only a few parameters must be
concerned, such as the angel α between coupling slots, the width of coupling slots WC , WS , θ,
and dslot, the radius of the circular cavity R. According to Fig. 1, for a given angle α, proper
parameter WC/R is limited in a relatively narrow interval. Beyond the limit, either the dual-mode
character disappears or the reflection loss worsens. Generally, smaller α and WS or smaller WC/R
corresponds to narrower bandwidth and narrower space. In addition, the proper parameter WC

and WS assure more poles not to overlap and achieve better response character in passband.

2.4. Coupling Aperture
The coupling aperture size determines the amount of coupling for each mode. Fig. 3 illustrates
the coupling for the TM110 mode when we vary the coupling aperture size WS and dslot. As we
can see, the coupling increases when the aperture size is increased. It is then possible to control
the bandwidth and the rejection level. When the aperture size is changed, the position of P1, P2

and Z1 is also modified in frequency because the amount of reactance introduced by the aperture
has been changed. As shown in Fig. 3, the distance between the zero Z1 and pole P1 decreases
evidently with the width of coupling slots Ws or dslot decreased. Meanwhile, small change in the
frequency of pole P1, P2. And the more rolloff slope and narrower bandwidth have been obtained
in the transition band

Figure 4 shows the relation between zero Z2 and α. Additionally, the other zero Z2 is independent
of the eigenmodes. The distance between Z2 and the centre frequency f0 enlarge as the angle α
increased. It can be seen that the zero Z2 is determined just by selecting the angel α between
coupling slots. To suppress the undesirable spur, the angleαshould be adjusted carefully to assure
the second Z2 just over the spur. Generally, smaller α or θ corresponds to narrower bandwidth and
more rolloff slope in transition band

3. SIMULATION RESULTS

To verify the theoretical conclusions above, we designed multilayer dual-mode SICC filter with two
arc-shaped coupling slots fabricated with standard PCB process. The proposed filter is designed
with the frequency range 22–34 GHz and a center frequency of 27.3GHz.

After optimization with Ansoft HFSS, the geometry parameters of the proposed filter working
in the frequency range 22–34GHz are listed in Table 1. The substrate used for the dual-mode filter
is Rogers 5880 with relative permittivity of 2.2 and height of 0.508mm.

As shown in Fig. 5, the proposed filter has a center frequency of 27.3 GHz with a bandwidth
of 0.85 GHz, and it has a finite transmission zeros at 29.5 GHz. The return loss of the proposed
filter is better than 21 dB over pass band and the insertion loss is 1.7 dB. Obviously, steeper rolloff
slope and improved response in the transition band lead to better selectivity in the whole operating
band.

(a) Varying of P1, Z1 and    with respect to WS, dslot=1.1mm   (b) Varyin g of P1, Z1 and with d slot,WS=0.4mmfδ pzfδpz

Figure 3: Varying of poles, zero and the distance between pole and zero, where, f0 = 27.3GHz, δfp1z1 =
fz1 − fp1.
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Figure 4: Relation between zero Z2 and α. Figure 5: Simulated results of the dual-mode SICC
filter with two arc-shaped coupling slots.

Table 1: Parameters of the filter with double layers.

Dvia(mm) 0.5 Wstrip(mm) 1.5
εrp(mm) 0.85 Wg (mm) 5.5

2.2 Wc (mm) 3.3
Ws(mm) 0.4 h(mm) 0.508
α(deg) 110 R(mm) 4.55
θ(deg) 36 dslot(mm) 1.1

4. CONCLUSION

A novel multilayer dual-mode SICC filter with two arc-shaped coupling slots has been designed.
Two transmission zeros can be created in this filter, which improve the selectivity of the filter to
some extent. The simulated results prove it has the advantages of return loss, very low insertion
loss and high frequency selectivity. The novel structure with good performance is very compact and
easily achieved by normal multilayer PCB and LTCC technologies. Multilayer dual mode SICC
filter has been firstly realized only by adjusting the coupling aperture located in input/output port
and between layers. It is then possible to control the bandwidth and the rejection level by adjusting
the position and size of the two arc-shaped slots. This new structure is well suited for microwave
and millimeter wave applications.
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Design of an LNA with Ultra Low Noise and Model Noise
Temperature at 2.45 GHz

S. A. Burney and C. Qunsheng
College of Electronic Information Engineering

Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China

Abstract— This paper presents the design of a low-noise amplifier (LNA) that exhibits ultra low
noise figure (NF) and noise temperature. Emphasis was given to achieve the minimum noise figure
as offered by the device. The selected device uses E-PHEMT technology and has 0.25 micron gates
allowing ultra low noise figure; furthermore requiring minimum feedback for stability. The present
design of the LNA features simple structure, minimum NF and excellent overall performance.
Furthermore, the present LNA has improved S11 value near −10 dB and output VSWR of 1.073,
and obtained an excellent noise figure of 0.202 and model noise temperature of 13.8K. This design
has potential to serve in civil marine radar applications.

1. INTRODUCTION

Low-noise Amplifier (LNA) is a key component used in the receiving end of almost every commu-
nication system. The required input signal of these communication systems is usually very weak
and needs to be amplified. The primary purpose of LNA is to amplify the input signal, but adding
as little additional noise as possible. The core of any LNA design is the selection of the right
transistor [1]. Among various LNA designs, the pseudomorphic high-electron mobility transistor
(PHEMT) device provides high trans-conductance gain and high efficiency characteristics simul-
taneously [2]. The enhancement mode technology provides superior performance while allowing a
DC grounded source amplifier with a single polarity power supply to be easily designed and built.
As opposed to the depletion-mode PHEMT, where the gate must be made negative with respect
to the source for proper operation, an enhancement-mode PHEMT requires that the gate be made
more positive than the source. Biasing an enhancement-mode PHEMT is as simple as biasing a
bipolar transistor [3].

Gawande et al. [1] designed an LNA with the lowest noise (achieved a simulated NF of 0.3) which
used a device fhx45x by EUDYNA Technologies. Our work employed another device VMMK-1218,
by Avago Technologies, that has a noise figure of approximately 0.2 at 2.45 GHz.

This paper focuses on the design of an LNA that achieves low noise figure and modal noise
temperature. The next sections discuss the main design equations and the design methodology.
The analytical treatment of complete design procedure has been expressed precisely. Various design
options have been discussed depending upon the design cases and criteria. The present design has
also been verified as shown in RF simulation results.

2. DESIGN METHODOLOGY

2.1. Transistor Selection
This is the most fundamental step in LNA design. Although many transistors could have been
suitable for this application but the chosen transistor for our design is an ultra low-noise amplifier
fabricated using Enhancement Mode PHEMT (EPHEMT) technology, the Avago Technologies
VMMK-1218. Assessing several parameters, it was found that this device exhibits comparatively
reasonable tradeoffs. The device VMMK-1218 characterizes high dynamic range, high gain and
low noise figure that generates off of a single position DC power supply. The use of 0.25 micron
gates allow ultra low noise figure. This device is intended for any 500 MHz to 18 GHz application
including 802.11abgn WLAN, WiMax, BWA 802.16 & 802.20 and military applications [4].

The Avago enhancement mode PHEMT devices do not require a negative gate bias voltage as
they are “normally off”. They can help simplify the design and reduce the cost of receivers and
transmitters in many applications from 500 MHz to 18GHz [4].

2.2. Design Equations
Consider the amplifier block shown in Fig. 1, it highlights the reflection coefficients used to design
a microwave amplifier. In Fig. 1, Γs, Γopt , Γin, Γout , Γa and Γb are the reflection coefficients of the
source impedance, the optimum noise impedance, at the input of transistor, output of transistor,
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Figure 1: Microwave transistor amplifier.

input of matching network and output of matching network, respectively. It is by manipulating
these values that the goals are achieved. In this design we start with the noise figure and the
input VSWR. There exists a tradeoff between these two parameters. In LNA design noise has more
importance as it plays a critical role in determining the overall system NF. In a receiver an LNA is
the first element in the chain. The NF of the first element in the chain adds directly to the system
NF. The design equations used are presented as follows [5].

Γs = Γout As Γout depends on Γs, (1)

Γout = S22 +
S12S21Γs

1− S11 × Γs
(2)

Assuming output VSWR = 1, then
Γl = Γ∗out (3)

Else choose a suitable point on another VSWR circle. As Γin depends on Γl,

Γin = S11 +
S12S21Γl

1− S22 × Γl
(4)

|Γa| =
∣∣∣∣
Γin − Γs∗
1− ΓinΓs

∣∣∣∣ (5)

VSWRin =
1 + |Γa|
1− |Γa| (6)

VSWRout =
1 + |Γb|
1− |Γb| (7)

Cvo
=
|Γout|

(
1− |Γb|2

)

1− |ΓbΓout| (8)

rvo
=
|Γb|

(
1− |Γout|2

)

1− |ΓbΓout|2
(9)

F = NFmin +
4rn |Γs − ΓOPT |2

(1− |Γs|2) |1 + ΓOPT |2
(10)

where Cvo
and rvo

represents the centre and radius of the Γb or the output VSWR circle respectively,
rn is the normalized noise resistance. To express the noise temperature of a two port network the
following equations were used [1]. The noise temperature was calculated by [1, 6],

Te = Tmin +
4RnTo |Γs − ΓOPT |2

Zo(1− |Γs|2) |1 + ΓOPT |2
(11)

NFmin = 1 +
Tmin

290
(12)
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where Te is the effective input noise temperature. Tmin is the minimum noise temperature that
results if optimum impedance is presented to the transistor. Rn is the noise resistance, To is 290 K,
and Zo is the reference impedance (typically 50 Ω).

2.3. Stability and Matching Analysis Based on Design Equations
The object is to design an ultra low noise amplifier so it is best to consider the optimum point for
matching on the Smith chart. For proper matching circuit it is necessary to choose points for Γs

and Γl that lie in the stable region of the Smith chart. The basic chip package layout is designed
and simulated. This offers a noticeable advantage, the microstrip attached to the source acts as
inductance, thus giving a better view of the stability circles. Small changes in inductance added to
the source of an LNA can have large impacts on gain, NF and stability. As inductance increases,
stability increases at the expense of gain. However, continued increases in inductance can soon lead
to degraded gain and NF [7]. Γopt had a reasonable stability margin thus it was selected as Γs for
our design. The gain at that point was found to be less than the ‘maximum stable gain’. We can
thus use Equation (1) for our analysis and proceed. Using Equation (2) we obtained the value of
Γout .

Next the output stability circles were drawn together with the constant Γb circles or can also be
referred to as output VSWR circles. Here we assumed the value of output VSWR to be 1 and drew
the circles using Equations (7) to (9). Equations (8) and (9) provide the centre and the radius of
the circles to be drawn. To obtain the value of Γl output VSWR of 1 was assumed, the resulting
point is in the stable region, it had a considerable stability margin. Taking this value of Γl, the
input VSWR can be calculated using Equations (4) to (6). The resulting input VSWR was found
slightly higher. The value of output VSWR was increased to get a suitable input VSWR. To decide
these values both the above mentioned equations together and computer aided design softwares,
the solutions can be achieved quickly and accurately. This gives us an idea of the final results (such
as resulting VSWR, gain and NF) before the actual layout is designed.

2.4. Matching
Using these values of Γs and Γl, the input and output matching networks were designed. The
procedure requires the use of Smith chart, since the admittance of the shunt stub adds to the load
admittance, it is convenient to use the Y Smith chart [5].

The results were then optimized for further tuning. A harmonicCbalance (HB) simulation
was used for the non-linear analysis. HB was used for the simulations of 1 dB compression point
(P1 dB) and output third order intercept point (OIP3) [8]. The input signal driving the circuit in
HB simulation was kept in the linear range. The results show the OIP3 to be 22.08 dBm, and the
output 1 dB compression point at 8.28 dBm.

3. RESULTS

This section presents the co-simulations results of low noise amplifier. The substrate has a relative
permeability (εr) of 2.55. The simulations were done using RF simulations. The RF mode uses
a quasi-static formulation. In the quasi-static formulation, the Green functions are low-frequency
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Table 1: Summarized important results.

Results at 2.45GHz
Noise figure 0.202 dB

Modal Noise Temperature 13.8 K
Output VSWR 1.073

S (1, 1) −9.4 dB
S (2, 2) −29.4 dB
S (2, 1) 14.6 dB
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Figure 4: Simulated S-parameters of the low noise amplifier over 2–3GHz frequency range.

approximations to the full-wave and more general Green functions. Because of the approximations
made in the RF mode, the simulations are more efficient [9].

The results shown in the Figures 2 to 4 specify that the LNA is optimized for ultra low noise at
2.45GHz. The results also exhibit very good output VSWR, S-parameters and high OIP3. This
shows that the LNA is operable from 2.2 to 2.7GHz for low noise and high performance, with the
lowest noise achieved at 2.45GHz.

4. CONCLUSIONS

In this paper, an LNA with a model noise temperature of 13.8 K at 2.45 GHz, has been designed
using E-PHEMT VMMK-1218 by Avago technologies. The LNA design has shown very good overall
performance apart from the ultra low noise result. The frequency range from 2–4 GHz represents
the S-band (wavelength 8–15 cm); this wavelength is not easily attenuated [10], thus in adverse
weather conditions the S-band is preferred for marine radar applications. Nevertheless X-Band
(because of its higher frequency) provides a higher resolution and a sharper image making it useful
in normal conditions. Based on this experience and results it is intended to design a wideband
LNA for civil marine radar applications.
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The Study of Statistical Properties for Rainfall and Rain-induced
Attenuation in Xi’an, China

Houbao Shi, Shuhong Gong, and Kexiang Liu
School of Science, Xidian University, Xi’an, Shaanxi 710071, China

Abstract— The year probability statistical properties of rain are analyzed based on the mea-
surement data of 1 minute cumulative rainfall in Xi’an, China, in this paper. And the results are
compared with ITU-R model, Moupfouma model. The dynamic characters of rain-induced atten-
uation are investigated using those measured data. The results given in this paper are significant
for studying channel dynamic fade properties and Fade Mitigation Techniques (FMT).

1. INTRODUCTION

The satellite communication working at Ka bands or even higher frequencies is highly valued to
expand communication capacity both for the military and civilian needs. Rain-induced attenuation
has a great influence on the frequencies over 10 GHz, which is more serious on higher frequencies,
Ku, Ka, Q and V, for example [1–3]. Many research institutions or scholars have been working
on that and have given several models, such as ITU-R modelMoupfouma model and so on. These
traditional models analyze year probability statistical properties, which is helpful for the technique
of fixed power margin. However, power margin technique does not agree with cost-effectiveness
ratio, because rainfall, especially rainstorm, is relatively rare event in time and space. Some schol-
ars and research institutions recommend adopting adaptive power control technology to mitigate
rain-induced attenuation. And, the real-time dynamic characteristics of rain-induced attenuation
are needed for APC to follow the real-time change of rain-induced attenuation. So, it is very im-
portant to research the dynamic characteristics of rain-induced attenuation [1–6]. In this paper,
the statistical properties of the rainfall and long-term rain attenuation characteristics in Xi’an are
analyzed and compared with ITU-R and Moupfouma model based on the 1 minute cumulative
rainfall measurement data. The results given in this paper are significant to investigate the dy-
namic property of rain-induced attenuation and adaptive anti-fading technology at millimeter-wave
bands.

2. THE STUDY OF LONG-TERM STATISTICAL PROPERTIES

2.1. Long-term Statistical Characteristics of Rainfall

Rain intensity duration is the duration of rainfall intensity exceeds a certain threshold. Fig. 1 is an
example to show how to calculate duration. As shown in Fig. 1, set a threshold y, some intersects
will be found, select one of them (x1, x2), the previous value of x1 less than y, the latter value of
x1 is greater than y, and the previous value of is greater than y, the latter value of is less than
y, ∆ti = x2 − x1, is the duration of this section. The total duration of a certain rain event is the
cumulative of all these sections. And, the duration of a year is the cumulative of all sections in a
year. Different threshold will have different duration. The year probability statistical properties of
rain are analyzed based on the measurement data of 1 minute cumulative rainfall in Xi’an, in this
paper. And the results are compared with ITU-R model and Moupfouma model. The results are
shown in Fig. 2.

2.2. The Long-term Statistical Properties of Rain Induced Specific Attenuation

The model of calculating specific attenuation is written as Equation (1), which is provided by Olsen
etc. [2].

γ = arR
br (dB/km) (1)

ar, br in Equation (1) are given as

ar =
1
2
[ah + av + (ah − av) cos2 θ cos 2τ ]

br =
1

2ar
[ahbh + avbv + (ahbh − avbv) cos2 θ cos 2τ ]

(2)
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Figure 1: The sketch of defining rain intensity duration.
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Figure 2: The cumulative distribution of rain rate.
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Figure 3: The cumulative distribution for specific attenuation. (a) Vertical polarization. (b) Horizontal
polarization.

where ah, av and bh, bv are the coefficients for different polarization, subscript h for horizontal
polarization and v for vertical polarization, θ is link elevation andτ is polarization angle. ah, av

and bh, bv depend on frequency, environment temperature, rain drop distribution and so on, and
mainly depend on frequency and rain drop distribution. The long-term statistical properties in
X’an, China can be calculated using Equation (1) based on the measured data shown in Fig. 2,
Fig. 3 gives an example with the conditions of f = 35 GHz, θ = 35◦, τ = 90◦ (vertical polarization)
or τ = 0◦ (horizontal polarization).

3. THE DYNAMIC CHARACTERS OF RAIN INDUCED SPECIFIC ATTENUATION

Rain induced specific attenuation slope can be defined as [6–9]

ς(t) =
A(t + ∆t)−A(t)

∆t
(dB/km/s) (3)
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Figure 4: The sketch of calculating specific attenuation slope.

Figure 5: An example of analyzing the mean value of ςf (t).
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Figure 6: The mean value of rain fade slope at different rain attenuation (vertical polarization).

where A(t + ∆t) is the value at t + ∆t, (∆t = 1(min) = 60(s) in this paper), A(t) is the value at t.
Fig. 4 is an example to show how to calculate rain induced specific attenuation slope.

Set a rain induced attenuation Aeach A has two fade slopes, forward fade slope and backward
fade slope which both have positive and negative values. Forward fade slope (ςf (t)) is calculated as
Equation (4), where A(t) is the sample value,A(t−∆t) is the previous value, Backward fade slope
(ςb(t)) is calculated as Equation (5), where A(t) is the sample value, A(t + ∆t)is the latter value.

ςf (t) =
A(t)−A(t−∆t)

∆t
(dB/km/s) (4)

ςb(t) =
A(t + ∆t)−A(t)

∆t
(dB/km/s) (5)



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 687

0 0.5 1 1.5 2 2.5 3 3.5 4
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
x 10

-3

Specific rain-induced attenuation(dB/km)

M
e
a
n
 v

a
lu

e
 o

f 
ra

in
 f

a
d
e
 s

lo
p
e
(d

B
/k

m
/s

)

 

 

positive forward fade slope

negative forward fade slope

positve backward  fade slope

negative backward fade slope

4 5 6 7 8 9 10 11 12 13 14
-0.15

-0.1

-0.05

0

0.05

0.1

Specific rain-induced attenuation(dB/km)

M
e
a
n
 v

a
lu

e
 o

f 
ra

in
 f

a
d
e
 s

lo
p
e
(d

B
/k

m
/s

)

 

 

positive forward fade slope

negative forward fade slope

positve backward  fade slope

negative backward fade slope

(a) (b)

Figure 7: The mean value of rain fade slope at different rain attenuation (horizontal polarization).

As shown in Fig. 4, both sample point (t1, A) and sample point (t2, A) have two fade slopes ςf (t1),
ςb(t1), ςf (t2), ςb(t2) (‘f ’ for forward, ‘b’ for backward). If the value of ςf (t) is knownaccording to
Equation (6), the previous value of A(t −∆t) will be obtained; Also if the value of ςb(t) is known
the latter value of A(t + ∆t) will be got from Equation (7)

ςf (t) =
A(t)−A(t−∆t)

∆t
(dB/km/s) ⇒ A(t−∆t) = A(t)− ςf (t) ∗∆t (6)

ςb(t) =
A(t + ∆t)−A(t)

∆t
(dB/km/s) ⇒ A(t + ∆t) = A(t) + ςb(t) ∗∆t (7)

According to Equation (6) and Equation (7), if ∆t, and the statistical value of ςf (t), ςb(t) are known,
the transformed matrix can be obtained, which is important for forecasting dynamic process. Fig. 5
is an example for analyzing the mean value ςf (t) of a certain value ‘A’.

Operate averaging to the positive and negative flop of ςf (t) separately, the distribution of the
mean value at different specific rain induced attenuation can be calculated. The results are shown
in Fig. 6, Fig. 7 with the condition of f = 35 GHz, θ = 35◦, τ = 90◦ or τ = 0◦.

4. CONCLUSIONS

From Fig. 2, Fig. 3, it can be concluded that: the measured date curve is deferent from the ITU-R
model and Moupfouma model, especially being deferent from Moupfouma model. The practical
statistic results relatively agree well with ITU-R model, however, the difference becomes greater
when the rainfall intensity is large, and the maximum difference is up to 20 mm/hso it is necessary
to carry out measurement in different areas.

As shown in Fig. 6, Fig. 7, when the specific rain-induced attenuation value is small, the curve
changes smoothly and stably, however it becomes volatile, when the specific rain induced atten-
uation value is large. In other words, electromagnetic waves are influenced greatly when through
the heavy rain zone. Notice that: the zero value in Fig. 6(b) and Fig. 7(b) do not indicate the
mean value of rain induced attenuation are zero, which only because there are no samples at those
attenuation values.

The results given in this paper are significant for investigating the rain-induced attenuation
dynamic properties, certainly, these results should be confirmed by more measured data, because
rain-induced attenuation is a random event.
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Inversion of Refractive Index in Marine Atmospheric Duct by
Genetic Algorithm

X. L. Zhao, Y. P. Wang, and L. H. Bao
Tianshui Normal University, China

Abstract— Marine evaporation duct greatly strengthens or degrades the capability of the naval
Radar, Communication, and Electronic Support Measures (ESM) system. Based on modified
refractivity, the parabolic equation by Fourier split-step method (FSS) were introduced to analyze
the anomalous propagation of electromagnetic wave in marine evaporation duct. By Genetic
Algorithm (GA) and FSS, Refractivity from Clutter (RFC) is used to predict and forecast the
refractive index profile of evaporation duct.

1. INTRODUCTION

Marine evaporation duct is a nearly permanent propagation mechanism due to the abrupt changes
in the vertical temperature and humidity profiles just above the large ocean surface. Its existence
greatly strengthens or degrades the capability of the naval Radar, Communication, and Electronic
Support Measures (ESM) system. In October 1997, a exploring atmospheric duct experiment
made by China Research Institute of Radio Propagation (CRIRP) had been performed On East
sea and South sea of China at longitude 115◦–120◦ during one month. The measured data show
that: the occurrence probability of evaporation duct at experimental sea area is generally about
80 percent(e.g., [1]). For analyzing the anomalous propagation of electromagnetic wave in marine
evaporation duct, the characteristic parameter of the atmospheric duct modified refractivity from
clutter (RFC) by Genetic Algorithm are introduced.

2. FORMATION OF ATMOSPHERIC DUCT

Actually, the tropospheric atmosphere is non-uniform medium and its composition, pressure, tem-
perature and humidity obviously vary with the height. The horizontal variety is usually negligible
with comparison to the vertical. The refractive index of the lower atmosphere ranges from 1.00025
to 1.0004 and approximately equal to 1. The refractivity can be defined as the following:

N = 77.6
P

T
+ 3.73× 105 × e

T 2
= (n− 1) · 106 (1)

where, n is the refractive index, P is atmosphere pressure, e is vapor pressure, T is temperature.
If the Earth’s surface is assumed to a plane, the propagation path of radio waves can be equivalent
to some bending rays. The modified refractivity is introduced as:

M = N +
z

ae
· 106 = N + 0.157z (2)

where, ae is the radius of the earth and equal to 6370 km, z is the height above the surface. Due to
the non-uniform atmosphere, the propagation path of EM waves is not a straight line, but bends
towards the Earth. If the curvature of radio rays is greater than the curvature of the Earth’s
surface, an inequality is satisfied by:

dM

dz
< 0 (3)

where the minimum value of the modified refractivity corresponds with the height of the atmosphere
duct. Equation (3) implies that the phenomenon of the atmosphere duct will appear within a certain
height near the surface. The duct height can be predicted by different kinds of atmosphere layer
or sounding data (e.g., [2, 3]).

3. MODIFIED REFRACTIVITY PROFILE

Based on the boundary layer theory of atmospheric science and the median-scale mode of numerical
simulation, the modified refractivity near the sea surface is given by:

M (z) = M (z0) + 0.125z − 0.125z0 − 0.125
d

Φ
(

d
L

)
∫ z

z0

Φ
(

z′

L

)

z′
dz′ (4)
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where, z is the vertical height above the sea, z0 is the roughness height and equal to 0.00015 m,
d is the height of evaporation duct, L is Monin-Obukhov length, M(z0) is 339 M-unit at z0, Φ is
a function of stability parameter z/L and is respectively equal to, less than and great than 1 at
neutral, unstable and stable layer. Using the relationship recommended by Jeske (e.g., [2]), the
modified refractivity profile of the stable, unstable and neutral stratification is plotted by Figure 1.
The reference model recommended by ITU-R P.853-3 (e.g., [4]) divides standard atmosphere into
seven continuous layers according to temperature with height. The modified refractivity of standard
atmosphere below the height of 11km near the surface is plotted by Figure 2 on the basis of
Equation (1) and Equation (2).

A comparison between Figure 1 and Figure 2 shows that the modified refractivity of evaporation
duct is obviously different from that of standard atmosphere. The M of standard atmosphere is
nearly linear, and the M of evaporation duct rapidly decreases at tens of meters near the surface.
For different atmosphere conditions, the strength ∆M of the evaporation duct is the greatest at
unstable layer and the least at neutral layer.

4. FOURIER SPLIT-STEP METHOD

For the approximately horizontal radio propagation with small elevated angle in evaporation duct
environment, the parabolic equation derived from Helmholtz equations is a proper choice. The
parabolic equation can be used to solve satisfactorily the propagation problem in non-uniform
atmosphere and has favorable stability (e.g., [6]). The expression of the parabolic equation is given
by:

∂2
zu + 2ik∂xu + k2

(
n2 − 1 +

2z

ae

)
u = 0 (5)

Equation (5) neglects the backscattering and is applicable to analyze the long-distance propagation
for horizontal direction. By Fourier split-step method, the solution of the Equation (5) can be
expressed as:

u (x + ∆x, z) = exp [i∆xm (x, z) k/2] · F−1
{
exp

(−i∆xp2/2k
)
F [u (x, z)]

}
(6)

When Electromagnetic waves propagate in the atmosphere, the attenuation due to the spherical
wave diffusion with propagation distance is defined as free space transmission loss, and the attenu-
ation by the absorption, scattering, diffraction and reflection of the radio wave is known as medium
transmission loss. According to EM wave theory, the basic transmission loss is given by:

Lb = 20 log
(

4πr

λ

)
−A (dB) (7)

where, A is attenuation factor, r is a distance between the transmitter and the receiver, λ is
wavelength. The attenuation factor A is transmission loss relative to free space and it is a effective
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parameter to calculate the echo power. Based on the parabolic Equation (5), the attenuation factor
in evaporation duct is determined as in [7]:

A =
√

x |u (x, z)| (8)

When the radio frequency is 10GHz, the antenna height is 5 m, the duct height is 20 m, and the
elevation angle is 0.35◦, the basic transmission loss can be calculated by Equation (6)–Equation (8)
and the pseudo-color map of the transmission loss is used to simulate the anomalous propagation
in evaporation duct. Figure 3 and Figure 4 is respectively the pseudo-color map at standard
atmosphere and at neutral layer of evaporation duct with the duct height 20m. we can conclude
from Figure 6 and Figure 3 that the propagating rays and the reflected ray in standard atmosphere
also seem some straight lines and there are obviously no bending rays by refraction; some rays
are trapped in the evaporation duct and reflected more times than in standard atmosphere, and
some rays propagate through the top of the duct layer and result in the leakage of electromagnetic
energy.

5. REFRACTIVITY FROM CLUTTER (RFC)

The Refractivity of atmospheric duct estimated by the observed radar clutter is described by Krolik
(see Ref. [8]). They convert the inversion of the refractive index into the maximum likelihood
estimation of global parameters by the Bayesian theorem. If the modeled clutter power is Pc(r,M)
by the parabolic equation, the observed clutter power is:

Pobs

(
r,Mtrue

)
= −2L

(
r,Mtrue

)
+ 10 log(r) + σ0 (r) + C (9)

where, Mtrue is the unknown, true, range-and-height dependent refractive environment, L is the
propagation loss (dB), σ0(r) is the true, unknown, range-dependent radar cross section of the sea
surface at range r, and C takes into account radar parameters. If neither C nor σ0(r) are known
a priori, the un-normalized power modeled clutter power P ′(r,m) can be expressed as:

P ′ (r,m) = −2L (r,m) + 10 log (r) (10)

where, the vector of the values of P ′(r,m) corresponding to the discrete ranges of interest is
P′(r,m). The model parameter vector m maps uniquely into M, so the modeled clutter power
value of P can be referred to as either Pc(m) or Pc(M).

By the difference (dB) between the observed Pobs(M) and modeled Pc(M) clutter, a simple
least squares objective function is:

Φ (M) =
n∑

i=1

[Pc (r,M)− Pobs (r,Mobs)]
2 (11)

The objective function equation is sensitive to the range-dependent variation in the clutter level,
but not its absolute level. Each realization of M is adjusted so that the objective function only
depends on the variation in clutter return but not on the absolute level of the clutter return.

Figure 3: The space distribution of transmission loss
in standard atmosphere.

Figure 4: The space distribution of transmission loss
in evaporation duct.
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For neutral layer of evaporation duct with the duct height 20 m, Figure 5 shows that the objective
function Φ(M) varies with the duct height. Searching the minimum of Φ(M) can determine the duct
height of evaporation duct. By Equation (4), the refractivity profile can be determined for further
evaluation of anomalous propagation in atmospheric duct. Genetic Algorithms (GA) are adaptive
heuristic search algorithm premised on the evolutionary ideas of natural selection and genetic. For
generation 100, population 40, cross probability 0.4 and mutation probability 0.2, twice duct height
is 20.216 and 19.971 respectively. The inversion result is near to the true height 20. Consequently
RFC technique by GA is an efficient method to estimate atmospheric refractive index profile.

6. CONCLUSIONS

For neutral layer of evaporation duct with the duct height by Genetic Algorithm (GA) and Fourier
split-step method (FSS), Refractivity from Clutter (RFC) is used to predict and forecast the re-
fractive index profile of evaporation duct. In contrast with traditional meteorological measure,
refractive index profile from radar sea clutter does not need to add additional measuring equip-
ment, and real time, military secrecies is better. Therefore, the RFC technique is an efficient
method to estimate atmospheric refractive index profile.
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Abstract— In this paper, a numerical study with the near infrared (NIR) laser light and
polarization gating is used to show possible contrast improvement of the spherical inclusion
hidden in the turbid medium. Inclusion has the same refractive index and scattering properties
as surrounding medium but slightly higher absorption. Approach is based on time-resolved
reflectance measurements and selection of photons with arc-like trajectories using polarization
gating technique. Numerical studies performed for two turbid media, typically used to mimic
biological tissues, reveal that coaxial setup of laser and detector is not suitable for detection of
photons with arc-like trajectories. As well, the contrast improvement in ballistic-photon imaging
strongly depends on the single-scattering phase function.

1. INTRODUCTION

Polarization gating was already considered in [1–4]. In [1] linearly polarized light was used to
improve contrast in subsurface imaging. Image acquired with cross-polarized light was subtracted
from the one acquired with co-polarized light. Photons with perpendicular polarization states were
penetrated deeper into the tissue. Subsurface imaging using spectral and polarization discrimina-
tion of backscattered light was showed in [2]. In [3, 4], both circularly and linearly polarized light
were considered to detect a mirror embedded in scattering medium composed of either small or
large scattering particles. Circularly polarized light is preferred, if a scattering medium is composed
of large scattering particles (g = 0.911 was used). Note that mirror is an ideal target since it flips
helicity of the reflected light. This results in a nice signature compared to light backscattered from
the background medium. In [5], reflecting, scattering and absorbing targets were probed using
linearly and circularly polarized light in order to examine their optical properties.

In [6], was shown that polarization memory of circularly polarized light pulses results from
the successive near-forward scattering events enhanced by a large anisotropy factor. These near-
forward scattering events maintain the same circular polarization. Analytic solution of the time-
dependent vector radiative transfer equation was used in [7] to compute backscattering of circularly
polarized light. Time-independent Fokker-Planck approximation of the radiative transfer equation
was used in [8] to compute light backscattered from forward scattering media. It was shown that the
backscattered ring for circularly polarized incident light is mostly composed of light with the same
helicity as the incident beam. Furthermore, in [9] it was shown that the observed ring structure of
backscattered light is time dependent.

In this paper, we want to distinguish between diffuse and photons having arc-like trajectories
by employing polarization gating. The setup looks like the one used in [10] where detection of
ballistic-photons was performed using polarization gating. In all numerical experiments the light
was detected in the time domain. For the studies considered in this paper we use circularly polarized
laser light since the single-scattering phase functions are highly anisotropic (g > 0.7) which is typical
for biological tissues. Note that photons with arc-like trajectories experience only forward or near
forward scattering and thus their helicity is preserved.

In Section 2, the governing equation and some basic theory are shown, while in Section 3 simu-
lation setup and used phantoms are described. The results are given in Section 4 and conclusions
in Section 5.

2. THEORETICAL BACKGROUND

In the transport theory for polarized light, one has to consider a vector Boltzmann equation, which
reads

dI(x, s, λ, t)
ds

= −γtI (x, s, λ, t) +
γs

4π

∫

4π
P

(
s, s′

)
I
(
x, s′, λ, t

)
dω′, (1)
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where I(x, s, λ, t) is the Stokes vector defined as

I = ElE
∗
l + ErE

∗
r = a2

l + a2
r,

Q = ElE
∗
l − ErE

∗
r = a2

l − a2
r,

U = E∗
l Er + ElE

∗
r = 2alar cos δ

and V = −i(E∗
l Er − ElE

∗
r ) = 2alar sin δ.

(2)

Position in physical space is denoted as x, s is the propagation direction, λ the wavelength and t
the time. The vectors s and s′ form a so-called scattering plane for which the phase matrix P(s, s′)
is defined. Note that P(s, s′) describes the interaction between the electromagnetic wave and an
isolated particle; a detailed description of the phase matrix can be found in [11, 12]. El and Er are
the complex parts of the phasors El = al exp(−iωt− iδ0) and Er = ar exp(−iωt− iδ0 − iδ). Here,
El and Er are the parallel and perpendicular components of the electric field vector with respect
to the scattering plane. The phase difference between Er and El is denoted by δ, al = |al| and
ar = |ar| are the amplitudes of El and Er, ω = 2πc/λ is the frequency and δ0 is the phase of El at
t = 0 (c is the speed of light).

3. SIMULATION SETUP AND MATERIALS

As show in Fig. 1, the circular detector with radius R = 2.5mm is coaxial with the laser beam.
Outgoing photons with all deflection angles from the surface normal are considered and in all test
cases the center of the considered spherical target was placed on the line along the laser beam.

Two different scattering media labeled as phantom 1 and phantom 2 are used. Both phantoms
can be considered as semi-infinite and are composed of scattering particles with diameter dsp =
400 nm (phantom 1) and dsp = 1000 nm (phantom 2) embedded in silicon with nsi = 1.404. In
both phantoms, scattering particles are polystyrene spheres with nsp = 1.59. The illumination
is a near-infrared laser light with λ = 780 nm perpendicularly incident on the scattering medium
and propagating along the positive z-direction. The Stokes vector (see Eq. (2)) of incident light
is I = [1 0 0 1]T . The background medium has the same scattering coefficient as the target (γs =
10 cm−1), but different absorption coefficients, i.e., γa,bg = 0.2 cm−1 for the background medium
and γa,target = 0.5 cm−1 for the target. Note that background medium and target have same
refractive index and single-scattering phase function. Matched refractive indices of phantoms and
surrounding medium were used and the Stokes vector of the reflected particles is defined in the
system −x, y and −z (Stokes vector of incident light is defined in x, y and z). Lorenz-Mie theory
was employed to compute single-scattering phase functions, whose anisotropy factors are g ≈ 0.72
and g ≈ 0.92 for the phantoms 1 and 2, respectively. Table 1 presents all considered test cases.

4. RESULTS

In first four cases, phantom 1 is considered and the results are shown in Fig. 2. In subplot (a)
the signal-to-noise ratio (SNR) (here defined as the ratio of detected computational particles which
hit the target over all detected particles) as a function of time-of-flight is shown. For unpolarized
and copolarized light (cases 1 and 3) SNR is quite similar, while for the case 4 is slightly larger
from 50 to 120 ps. The reason is polarization gating which eliminates some of diffuse light. SNR

Figure 1: Simulation setup with semi-infinite background medium and spherical target with diameter D =
l2 − l1 placed at depth z and the center on the line of the incident laser beam. Source and detector are
coaxial. Ballistic photon trajectories are drawn with dash-dotted line (cases 2 and 6 in Table 1) and idealistic
arc-like trajectories are drawn with dashed lines (cases 4 and 8).
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Figure 2: Results for the cases 1, 2, 3 and 4 (phantom 1). Lines marked with circles, squares, diamonds
and pentagrams represent mean values for the cases 1, 2, 3 and 4, respectively. Subplots (a), (b), (c) and
(d) show signal-to-noise ratio, V -component of the Stokes vector, reached depth and contrast as functions
of time-of-flight, respectively.

Table 1: Overview of all considered cases. For cases 1 and 5 incident light is unpolarized I = [1 0 0 0]T ,
while for all other cases is circularly polarized I = [1 0 0 1]T . In all test cases, λ = 780 nm. Cases 2 and 6
represent ballistic-photon imaging [10].

case D (mm) z (mm) phantom polarization gating
1 1 5 1 NO
2 1 5 1 V ∈ [−1,−0.7]
3 1 5 1 V ∈ [0.01, 1]
4 1 5 1 V ∈ [0.5, 1]
5 1 5 2 NO
6 1 5 2 V ∈ [−1,−0.7]
7 1 5 2 V ∈ [0.01, 1]
8 1 5 2 V ∈ [0.5, 1]

for ballistic photons (case 2) reaches the same value at its peak as in other cases, but starts to
grow before all others due to the shortest paths until the target is reached. Subplot (b) shows
the V -component of the Stokes vector of detected particles. Of course, the V -component for the
case 1, where unpolarized light was used, is zero. Reached depth as a function of time-of-flight
is in subplot (c). As expected, the ballistic-photons (case 2) reach larger depths for the same
times-of-flight compared to cases 1, 3 and 4. Finally, the contrast

contrast =
I0 − I

I0
, (3)

where I and I0 are the detected intensities with and without spherical target, respectively, is
depicted in subplot (d). Note that in ballistic-photon imaging (cases 2 and 6) the distance l1 in
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Fig. 1 is approximately represented by the speed of light times half the time-of-flight for which
contrast starts to rise, while l2 is approximately equal to the speed of light times half the time-
of-flight corresponding to the contrast peak. In this cases, is easy to estimate depth and size of
the target from the contrast curve, while zero source-detector separation leads to the best possible
localization in the xy-plane. As well, the best contrast is achieved in ballistic-photon imaging,
while for other three cases is quite similar. Note that contrast curve for case 4 starts to rise around
50 ps which corresponds to reached depth of about 0.34 cm (assuming circular photon trajectories)
instead of 0.45 cm. Obviously for the coaxial laser-detector setup the circular photon trajectories
can not be assumed even when polarization gating is used. On the other hand, the contrast curve
for the case 2 start to rise around 45 ps, which corresponds to reached depth of about 0.481 cm.
Obviously, the detected photons in this case have slightly corrugated instead of straight trajectories.

Next, the same results obtained for phantom 2 are presented. In the subplot (a) SNR is shown
and can be seen that it is approximately the same for all cases in the target region (≈ 45–60 ps).
Again, in subplot (b) and (c) the V -component of the Stokes vector and the reached depth are
shown, respectively. Finally, the contrast curves are depicted in subplot (d). The largest contrast
is achieved for unpolarized light and ballistic-photon imaging (cases 5 and 6). As it was shown
in [10], the difference between contrast curves obtained in ballistic-photon imaging and imaging
with unpolarized light is negligible when media with highly anisotropic scattering phase functions
are considered; i.e., all detected photons for coaxial laser-detector setup have weakly corrugated
trajectories. Note that the contrast curves for cases 7 and 8 are lower at their peak compared to
contrast curves obtained by imaging with unpolarized light and ballistic photons. The reason is in
fact that the path length of ballistic photons through the spherical inclusion is ideally two times
its diameter which is not the case for photons with preserved helicity; their realistic trajectories
are represented with the solid line in Fig. 1 (their idealistic trajectories are drawn with dashed
lines). Thus ballistic photons, which exist in unpolarized incident light as well, spend more time
in higher absorbing spherical inclusion than the photons with preserved helicity, which results in
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Figure 3: Results for the cases 5, 6, 7 and 8 (phantom 2). Lines marked with circles, squares, diamonds
and pentagrams represent mean values for the cases 5, 6, 7 and 8, respectively. Subplots (a), (b), (c) and
(d) show signal-to-noise ratio, V -component of the Stokes vector, reached depth and contrast as functions
of time-of-flight, respectively.
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(a) (b)

Figure 4: Results for the phantom 1. Subplots (a) and (b) show the polarization state of backscattered light
and the photon number density, respectively, both conditioned on the time-of-flight and distance from the
point of incidence. The number of simulated computational particles is 5× 106.

(a) (b)

Figure 5: Results for the phantom 2. Subplots (a) and (b) show the polarization state of backscattered light
and the photon number density, respectively, both conditioned on the time-of-flight and distance from the
point of incidence. The number of simulated computational particles is 5× 106.

higher contrast.
Finally, the polarization and the photon number density for both phantoms conditioned on

time-of-flight and distance from the point of incidence are shown in Figs. 4 and 5. Note that here
all backscattered light is detected. Due to more anisotropic scattering phase function the number
of detected computational particles for phantom 2, see subplot (b) of Fig. 5, is smaller compared
to phantom 1. Obviously, the polarization of photons with preserved helicity is maintained over a
larger optical path lengths compared to ballistic photons, which allows use of detectors with large
collection areas and which are able to spatially resolve detected light [13].

5. CONCLUSION

In conclusion we report that no contrast improvement can be expected for coaxial laser-detector
setup if polarization gating is employed to detect photons with preserved helicity. Such a setup is
suitable only for detection of ballistic photons. Note as well that in cases 2, 4, 6 and 8 employed
polarization gating can be done if one is able to select only that light with flipped or preserved
helicity within a certain ellipticity range (which depends on the target depth). Nevertheless, it is
shown that the polarization of backscattered light is preserved over large distances from the point
of incidence making polarization gating a suitable technique for contrast improvement if a detector
which is able to spatially resolve backscattered light is used for measurements in time domain.
More studies are required to examine this statement and that work will be published elsewhere.
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Abstract— In this paper, the Pseudo Random Binary Sequence Ground Penetrating Radar
(PRBS-GPR) is investigated under the Compressive Sensing (CS) framework. We show that
the bernoulli signal transmitted by PRBS-GPR has an inherent connection with CS theory, and
sampling rate can be reduced without loss of resolution. The Restricted Isometry Property
(RIP) of subsampled toeplitz bernoulli matrix is obtained by theoretical analysis, then exact
reconstruction is guaranteed by some well-known theorems. Our analysis is not restricted on the
bernoulli case, so extensions can be made to a larger class of noise modulated radar systems.

1. INTRODUCTION

Pseudo random noise modulated radar offers some very attractive possibilities to the designer of
Radar systems. The radiated power is evenly spread throughout the spectrum and the receiver
is less susceptible to interference. Random noise (Gaussian) radar and Pseudo-Random Binary
Sequence radar are the most widely used noise modulated radar systems [1]. Although resolution
can benefit from large bandwidth, high sampling rate is a still a burden to the system.

Compressive sensing states that if the target scene of interest is sparse, then one can just take
a minor amount of samples and then reconstruct the scene without loss of resolution, provided
that “appropriate” measurement is taken [2]. In the situation of Ground Penetrating Radar (GPR)
imaging, target is sparse in most cases, which coincide with CS theory. The radar echo can be
viewed as a convolution of transmitted signal and target scene, which can be further represented
by a multiplication of a toeplitz matrix and a scene vector, in matrix-vector form. The toeplitz
matrix is formulated by shifted versions of the transmitted signal, and its upper-right and lower-left
corners are filled with zeros. Toeplitz random matrix for compressive sensing has received certain
amounts of interests and a few results have been reported. In [3], the signs of nonzero entries of the
sparse signal are restricted to be Bernoulli variables; in [4], the convolution is actually a circular
one, while in radar applications linear convolution is preferred; in [5], all entries of the matrix are
filled with nonzero values.

In [6], the toeplitz random matrix is treated as a special case of block diagonal matrix for
channel sensing application. In channel sensing, the received signal is a linear convolution of known
transmitted signal and unknown channel impulse response, and then a deconvolution is performed in
order to get the channel impulse response. Subsampling is also introduced, and restricted isometry
property of the corresponding subsampled toeplitz matrix is derived by using Geršgorin′s theorem
and Hoeffding’s Inequality, which will be addressed later. However,a peculiar property of Gaussian
distribution is used in the proof, so the result can not be extended to bernoulli random variable.

In this paper, our attention is focused on subsampled toeplitz matrix, which is generated by a
bernoulli random vector. The RIP property is derived following the method introduced in [6]. Our
paper can be organized as follow: First we give some introduction on compressive sensing theory;
then theoretical analysis on RIP property of subsampled toeplitz bernoulli matrix is given, which
is the main contribution of this paper; then we use one dimensional numerical simulation to verify
our result; finally conclusions and future works is given.

2. FUNDAMENTALS OF COMPRESSIVE SENSING

In this section, fundamental theory of compressive sensing is introduced in brief, and some defini-
tions, lemmas and theorems are also given for subsequent analysis.

The central problem of CS is to solve an noisy, underdetermined linear system

y = Φx + w, y ∈ CM , x, w ∈ CN , Φ ∈ CM×N , M < N (1)

The uniqueness of the solution to this problem is guaranteed by imposing a sparsity constraint
on x and a property, named Restricted isometry Property (RIP), on matrix Φ.
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Definition 1. We say that a matrix Φ satisfies RIP of order K if there exists a δK ∈ (0, 1) such
that

(1− δk)‖x‖2
2 ≤ ‖Φx‖2

2 ≤ (1 + δk)‖x‖2
2 (2)

for all ‖x‖0 ≤ K.

Problem (1) is often transformed to a Basis Pursuit DeNoising (BPDN) problem as follow:

min
x
‖x‖1 s.t. ‖y − Φx‖2 ≤ ε (3)

where ε is the variance of the noise vector w. The BPDN problem can be solved by interior point
method [7], or other fast convex optimization methods [8]. The following theorem gives (3) a
stability guarantee.

Theorem 2 ([9]). Let y = Φx + w be defined as in (1). Assume that the columns of Φ have unit
`2-norms and further let Φ satisfies 2K order RIP property and δ2K < 0.3. Then solution x∗ of (3)
satisfies

‖x∗ − x‖2
2 ≤ c0

(
c′0ε +

‖x− xK‖1√
K)

)2

(4)

where xK is the vector formed by setting all but the K largest (in magnitude) entries of x to zeros,
and c0 and c′0 are given by 




c0 = 4
(

1 + 3δ2K

1− 3δ2K

)2

c′0 = 2(1 + δ2K)−
1
2 .

(5)

From the theorem above we know that matrix Φ plays a vital role in CS theory. However, there
is no efficient algorithms available for checking the RIP property for any given matrix except for
Gaussian, Bernoulli random matrix and partial Fourier matrix.

Next we give a lemma that will be useful in next section.

Lemma 3 (Hoeffding’s Inequality). Let x1, x2, . . . , xN be (real-valued) independent bounded random
variables satisfying τi ≤ xi ≤ υi, i = 1, . . . , N , almost surely. Define SN =

∑N
i=1 xi, then for any

t > 0

Pr(|SN − E(SN )| ≥ t) ≤ 2 exp

(
− 2t2∑N

i=1(υi − τi)2

)
(6)

3. RIP FOR SUBSAMPLED TOEPLITZ BERNOULLI MATRIX

In this section, we derive the RIP property of subsampled toeplitz Bernoulli matrix. The full
toeplitz matrix can be formulated as:

Φ̂ =




φ1 0 . . . 0
φ2 φ1 . . . 0
...

...
. . .

...
φP ′ φP ′−1 . . . 0
0 φP ′ . . . 0
0 0 . . . φ1
...

...
. . .

...
0 0 . . . φP ′




. (7)

where φ = {φ1, φ2, . . . , φP ′}T is the signal transmitted by PRBS radar, and φi, i = 1, 2, . . . , P ′ are
bernoulli random variables taking values ±c with probability 1/2 for some quantity c > 0. The
received signal can be written as:

ŷ = Φ̂x, x ∈ CN , Φ̂ ∈ C(P ′+N−1)×N , y ∈ CP ′+N−1 (8)

Actually we are more interested in a subsampled version of ŷ. By subsampling, we offer two
alternatives. The downsampling can be simply extracting one entry for every T entries, which yields
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a length M vector y, here we assume M = bP ′+N−1
T c; or we choose M entries out of (P ′ + N − 1)

entires of ŷ uniformly at random. Thus the subsampled version of received signal can be written
as:

y = Φx, y ∈ CM , Φ ∈ CM×N , N ∈ CN (9)

where Φ is the corresponding subsampled version of Φ̂.
According to definition 1, a M × N matrix Φ satisfies RIP of order K when the following

inequality holds for some constant δK ∈ (0, 1)

max
‖x‖0≤K,x 6=0

|‖Φx‖2
2 − ‖x‖2

2|
‖x‖2

2

≤ δK ⇐⇒ max
Ω⊂[1...N ],|Ω|≤K

‖ΦH
Ω ΦΩ − I|Ω|‖2 ≤ δK (10)

The above inequality shows that to establish RIP for a given sensing matrix Φ, one needs to bound
the spectral norms of all square submatrices of (ΦHΦ− IN ) having no more than K rows/columns.
Trivially from the definition of the spectral norm, however, we have that

‖ΦH
Ω′ΦΩ′ − I|Ω′|‖2 ≤ ‖ΦH

Ω ΦΩ − I|Ω|‖2 (11)

for any Ω′ ⊂ Ω. Therefore, we only need to bound the spectral norms of all K ×K submatrices of
(ΦHΦ− IN ). To move on, we need the following lemma derived from Geršgorin′s theorem.

Lemma 4 ([9]). Let Φ be an M ×N matrix having unit `2-norm columns. Then

‖ΦHΦ− IN‖Ω,K ≤ (K − 1)‖ΦHΦ− IN‖max (12)

where ‖M‖Ω,K = ‖MΩ×Ω‖2 for any |Ω| = K and ‖M‖max is the largest entries of M in amplitude.

Let ai, i = 1, . . . , N be columns of Φ, and noting that (ΦHΦ − IN ) is a matrix whose diagonal
entries are all zeros due to unit-norm columns of Φ, so we have

‖ΦHΦ− IN‖max = max
i6=j

|〈aj , ai〉| = max
i<j

|〈aj , ai〉| (13)

the last equation holds because of symmetry. Assuming 1 ≤ i < j ≤ N ,we can write the inner
product 〈aj , ai〉 as

〈aj , ai〉 =
Q∑

q=1

αqαq+4 (14)

where 4 = j − i and Q = bP − 4
T c, where P is the largest number of nonzero values of Φ’s

columns. Note that we can not directly apply Hoeffding’s Inequality to 〈aj , ai〉 because of the
dependency between the items in the summation. However, we can split the summation to two
independently parts, each with about Q

2 items. The split is apparent thanks to downsampling. So
we can rewrite (14) as

〈aj , ai〉 = S1 + S2 (15)

where S1 and S2 is dependent, and both of them are a summation of Q
2 bernoulli variables, taking

values ± 1
P with probability 1

2 . Here we assume that P is the largest number of nonzero values of
Φ’s columns. Now we can bound |〈aj , ai〉| by applying lemma 3 as follows

Pr

(
|〈aj , ai〉| > δK

K

)
≤ Pr

({
|S1| > δK

2K

}
∪

{
|S2| > δK

2K

})

≤ 2 max{Pr

(
|S1| > δK

2K

)
, P r

(
|S2| > δK

2K

)
}

≤ 4 exp
(
−Pδ2

K

4K2

)
(16)

Recall (13), we get

Pr

(
‖ΦHΦ− IN‖max >

δK

K

)
= Pr

(
max
i<j

|〈aj , ai〉| > δK

k

)

≤ 2N(N − 1) exp
(
−Pδ2

K

4K2

)
(17)
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Figure 1: 1D PRBS radar simulation result.

The last inequality in (17) follows from taking union bound over a total of p(p − 1)/2 events.
Let c1 < δ2

K/4, P ≥ (12/(δ2
K − 4c1))K2 log N , and combined with (12) we have

Pr(‖ΦHΦ− IN‖Ω,K ≤ δK) > 1− exp(−c1P/K2) (18)

which means that matrix Φ satisfies RIP of order K with probability exceeding 1− exp(−c1P/K2).
Note that P , the largest number of nonzero values of Φ’s columns, must be larger than a certain

number, while in classical CS theory the restriction is put on M , the number of rows. This condition
implies that the downsampling ratio T should not be too large.

4. NUMERICAL SIMULATION

Now we give one dimensional simulation result. We set the length of the scene vector to be 1000,
and 20 out of them are nonzero. The amplitude of the nonzero values are chosen uniformly at
random between 0.5 and 1.5, and phase between 0 and 2π. The length of bernoulli random vector
is 127, and the full received signal length is 1126. Figure 1 shows the result when downsampling
rate is 5. We use Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [10] for reconstruction,
and the energy error is below 5× 10−4.

5. CONCLUSION

In this paper, we combine compressive sensing with pseudo random binary sequence radar imaging.
The subsampled toeplitz bernoulli matrix is investigated using the method introduced in [6], and
the result shows that the subsampled toeplitz bernoulli matrix has good RIP property. It implies
that we can simply reduce the sampling rate at radar receiver end without loss of resolution by
implementing CS reconstruction methods. The 1D simulation result conforms well with theoretical
analysis. Experimental data from PRBS-GPR will be used to verify our theory in the future.
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Abstract— In this paper, the coordinate transformations and the relation of wave vector and
Electromagnetic fields and based on the generalized Lorenz-Mie theory (GLMT) that provides
the general framework and expansion of the incident shaped beam in terms of cylindrical vector
wave functions, an analytic solution to the electromagnetic scattering by coated moving infinite
cylinders with high speed is constructed, for arbitrary incidence of a shaped beam. As an example,
for a tightly focused Gaussian beam propagating perpendicular to the cylinder axis, the scattering
characteristics that obviously demonstrate the three-dimensional nature are described in detail.

1. INTRODUCTION

Electrical engineers are often confronted with the need to evaluate fields in and around moving
bodies. A fundamental understanding of the electrodynamics of moving bodies deeply preoccupied
— and puzzled — the physicists of the second half of the nineteenth century [1–6]. Due to the
theories have many problems, so many researchers have studied exact solutions of electromagnetic
wave scattering by some static objects exhibiting regular shapes such as spheres, spheroids and
infinite cylinders [7–10]. In recent years, with the development of the technology on space, people
are urgent to study on the light scattering of the particles such as cosmic dust, interstellar atomies
and particles, which have a high speed. Some basic theories of Wave four-vectors for the electro-
magnetic waves in relatively moving dielectric media are discussed in the Ref. [11]. The scattered
field and differential scattered section (DSS) of spherical particle moving with a high speed were
investigated numerically in Ref. [12]. According to our before research works Ref. [14], the Lorentz
transformations will be combine with shape beam scattering to Scattering Fields of shaped beam
by a high-speed moving conducting infinite cylinder with dielectric coating.

2. SCATTERING FIELDS OF SHAPED BEAM BY A CONDUCTING INFINITE
CYLINDER WITH DIELECTRIC COATING IN STATIC CARTESIAN COORDINATE
SYSTEM

As shown in Fig. 1, an incident shaped beam propagates in free space and from the negative z′ to
the positive z′ axis of the static Cartesian coordinate system O′x′y′z′, with the middle of its waist
located at origin O′. The system Ox′′y′′z′′ that is parallel to O′x′y′z′ is introduced, and Oxyz is
obtained by rotating Ox′′y′′z′′ through Euler angles α, β, γ. A conducting infinite cylinder with a
dielectric coating is natural to the system Oxyz. In this paper, we assume that the time-dependent
part of the electromagnetic fields is exp(−iωt), and consider the restricted case that O is on the O′z′
axis, i.e., at (0, 0, z0) in O′x′y′z′. Fig. 1. In the static conditionthe Cartesian coordinate system
Ox′′y′′z′′ is parallel to the shaped beam coordinate system O′x′y′z′, and the Cartesian coordinates
of O in O′x′y′z′ are (0, 0, z0). Oxyz is obtained by a rigid-body rotation of O′x′y′z′ through Euler
angles α, β, γ, and a conducting infinite cylinder with dielectric coating is natural to Oxyz.

We have obtained an expansion in Ref. [14] of the electromagnetic fields of an incident shaped
beam in terms of the cylindrical vector wave functions m(1)

mλ exp(ihz) and n(1)
mλ exp(ihz) with respect

to the system Oxyz in the following form

Ei = E0

∞∑
m=−∞

∫ π

0

[
Im,TE(ζ)m(1)

mλ + Im,TM (ζ)n(1)
mλ

]
exp(ihz) sin ζdζ (1)

Hi = −iE0
k

ωµ

∞∑
m=−∞

∫ π

0

[
Im,TE(ζ)n(1)

mλ + Im,TM (ζ)m(1)
mλ

]
exp(ihz) sin ζdζ (2)

where λ = k sin ζ, h = k cos ζ, and Im
n,TE , Im

n,TM are the beam shape coefficients.
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Figure 1: The relations between moving coordinate system Σ′ where observer lies in the and the static
coordinate system Σ where the cylinder with dielectric coating lies in.

We take the case of a TE mode as an example, and, without any loss of generality, assume Euler
angles α = γ = 0 (case of on-axis beams with diagonal incidence). The scattered fields for a TM
mode can be obtained in a similar way.

Following Eqs. (1), (2), we can correspondingly have an appropriate expansion of the scattered
and internal fields within the dielectric coating as

Es = E0

∞∑
m=−∞

∫ π

0

[
αm(ζ)m(3)

mλ + βm(ζ)n(3)
mλ

]
eihz sin ζdζ (3)

Hs = −iE0
k

ωµ

∞∑
m=−∞

∫ π

0

[
αm(ζ)n(3)

mλ + βm(ζ)m(3)
mλ

]
eihz sin ζdζ (4)

Ew = E0

∞∑
m=−∞

∫ π

0

[
χm(ζ)m(1)

mλ′ + χ′m(ζ)m(3)
mλ′ + τm(ζ)n(1)

mλ′ + τ ′m(ζ)n(3)
mλ′

]
eihz sin ζdζ (5)

Hw = −iE0
k′

ωµ

∞∑
m=−∞

∫ π

0

[
χm(ζ)n(1)

mλ′ + χ′m(ζ)n(3)
mλ′ + τm(ζ)m(1)

mλ′ + τ ′m(ζ)m(3)
mλ′

]
eihz sin ζdζ (6)

where the parameter k′ = kñ, ñ is the refractive index of the material of the dielectric coating
relative to that of free space, and λ′k

√
ñ2 − cos2 ζ.

The unknown coefficients αm(ζ), βm(ζ), χm(ζ), χ′m(ζ), τm(ζ) and τ ′m(ζ) in Eqs. (3)–(6) can be
determined by applying the boundary conditions at r = r2 and r = r1 are

Ei
φ + Es

φ = Ew
φ , Ei

z + Es
z = Ew

z

H i
φ + Hs

φ = Hw
φ ,H i

z + Hs
z = Hw

z

}
at r = r2,

Ew
φ = 0

Ew
z = 0

}
at r = r1 (7)

The unknown expansion coefficients of the scattered and internal electromagnetic fields can be
determined in Ref. [14]. As far as the scattered fields are concerned, it is sufficient to solve for the
expansion coefficients αm(ζ) and βm(ζ), and, by substituting them into Eqs. (3), (4), the solution
of the scattering of a shaped beam by an arbitrarily oriented conducting infinite cylinder with
dielectric coating can be obtained.

Usually, one is interested in the behavior of the scattered wave at relatively large distances
from the scatterer (far field), which can be deduced by taking the asymptotic forms of Es, as
kr sin ζ → ∞. In m(3)

mλ exp(ihz) and n(3)
mλ exp(ihz), as kr sin ζ → ∞, there can be neglected terms

of order higher than 1/
√

r, then, from Eqs. (3), (4) the asymptotic forms of the scattered electric
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field Es are expressed as

Es = E0 exp(−iπ/4)
∞∑

m=−∞
(−i)m exp(imφ) [amêφ + bmêr + cmêz] (8)

am = −(−i)m

√
2

πkr

∫ π

0
α′m(ζ)

1√
sin ζ

exp[ik(r sin ζ + z cos ζ)]dζ (9)

bm = −(−i)m+1

√
2

πkr

∫ π

0
β′m(ζ)

cos ζ√
sin ζ

exp[ik(r sin ζ + z cos ζ)]dζ (10)

where, to follow Eqs. (3),(4), we have introduced the following relations

αm(ζ) = (−1)m−1 im+1

k sin2 ζ
α′m(ζ) βm(ζ) = (−1)m−1 im+1

k sin2 ζ
β′m(ζ)

According to Maxwell Equations, we can obtain the Hs fields.

Br =
i

ω
E0 exp(−iπ/4)

∞∑
m=−∞

(−i)m exp(imφ)
[
imcm − b′m

]

Bφ = − i

ω
E0 exp(−iπ/4)

∞∑
m=−∞

(−i)m exp(imφ)
[
c′m − a′m

]

Bz = − i

ω
E0 exp(−iπ/4)

∞∑
m=−∞

(−i)m exp(imφ)
[
b′′m − imam

]

(11)

where

a′m = −(−i)m

√
2

πkr

∫ π

0
α′m(ζ)

ik cos ζ√
sin ζ

exp[ik(r sin ζ + z cos ζ)]dζ

b′m = −(−i)m+1

√
2

πkr

∫ π

0
β′m(ζ)

ik cos2 ζ√
sin ζ

exp[ik(r sin ζ + z cos ζ)]dζ

b′′m = −(−i)m+1

√
2

πkr

∫ π

0
β′m(ζ)ik

√
sin ζ exp[ik(r sin ζ + z cos ζ)]dζ

c′m = (−i)m+1

√
2

πkr

∫ π

0
β′m(ζ)ik sin ζ

√
sin ζ exp[ik(r sin ζ + z cos ζ)]dζ

3. LORENTZ TRANSFORMATIONS AND THE RELATION OF WAVE VECTOR

In order to study the scattered field and differential scattered section of the conducting infinite
cylinder with dielectric coating and moving with a high speed, we need to establish a theoretical
basis of the coordinates and vectors transformations, which can be used to derive the relation
between electromagnetic fields in the moving coordinate system and those in the static Σ′ one (in
Fig1). The coordinate system Σ′ moves along the z axis of another one Σ, and ⇀

v is a constant
vector by neglecting its fluctuation (v̄′f = 0). The relations of the four-dimensional wave vectors
are obtained as:

k′x = kx, k′y = ky, k′z = γ
(
kz − v

c2
ω
)

, ω′ = γ (ω − vkz) (12)

The electromagnetic fields make up two-step tensors in the four-dimensional space. Then the
scattering field in the system Σ and it in the system Σ′ are related by

E′
x = γ (Ex − vBy) , E′

y = γ (Ey + vBx) , E′
z = Ez,

B′
x = γ

(
Bx +

v

c2
Ey

)
, B′

y = γ
(
By − v

c2
Ex

)
, B′

z = Bz

(13)
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4. THE ANALYTICAL SCATTERING FIELDS SOLUTIONS OF SHAPED BEAM BY A
HIGH-SPEED MOVING CONDUCTING INFINITE CYLINDER

For the relatively large distances, E and H fields will be given from the (3)–(4), (8) and (13)
equations, the scattering fields of the moving conducting infinite cylinder with dielectric coating
can be given as follow

E′
x
s = γ

{
E0 exp(−i π/4)

∞∑
m=−∞

(−i)m exp(imφ)

{
cosφ

[
a2

m + b2
m

]1/2

−v sinφ
[
(imcm − b′m)2 + (c′m − a′m)2

]1/2

}}
(14)

E′
y = γ

{
E0 exp(−i π/4)

∞∑
m=−∞

(−i)m exp(imφ)

{
sinφ

[
a2

m + b2
m

]1/2

−v cosφ
[
(imcm − b′m)2 + (c′m − a′m)2

]1/2

}}
(15)

E′
z
s = E0 exp(−i π/4)

∞∑
m=−∞

(−i)mcm exp(imφ) (16)

To follow Eqs. (3),(4), we have introduced the following relations

αm(ζ) = (−1)m−1 im+1

k sin2 ζ
α′m(ζ), βm(ζ) = (−1)m−1 im+1

k sin2 ζ
β′m(ζ) (17)

In the same way, we can get the H ′fields from the (8), (11) and (13) Equations.

5. CONCLUSION

Based on before our works, combined the coordinate transformations and the relation of wave vector
and Electromagnetic fields and based on the generalized Lorenz-Mie theory (GLMT) we utilize the
general framework and expansion of the incident shaped beam in terms of cylindrical vector wave
functions in static coordinate system, in the same time,an analytic solution to the electromagnetic
scattering by coated moving infinite cylinders with high speed is constructed. As an example, for
a tightly focused Gaussian beam propagating perpendicular to the cylinder axis, the scattering
characteristics that obviously demonstrate the three-dimensional nature are described in detail.
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Error of Moisture Retrieving from the SMOS Radiobrightness with
the Use of the Temperature Dependable Soil Dielectric Model
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Abstract— The error induced by the temperature dependable dielectric model used to retrieve
the soil moisture from the SMOS radiobrightnesses is statistically evaluated, based on the mea-
sured dielectric data. The dielectrical model is tested in conjunction with the dielectric data base
covering all soil types and moisture variations in the temperature range from 10 to 40◦C.

1. INTRODUCTION

In connection with the European Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS)
mission [1], the evaluation of the error of soil moisture retrieved by the 1.4 GHz radiometer has
emerged as an especially important issue. To retrieve the moisture from the radiobrightness mea-
sured, a specific dielectric model must be applied, which links the radiobrightness to the wave
frequency, moisture, temperature, and soil type. We have previously shown [2], that the error of
moisture retrieved from the SMOS observation depends to a large extend on the specific dielectric
model of moist soil used to resolve the respective inverse problem. This research concerned only
the dielectric models that are valid in the narrow range of temperatures from 20 to 22◦C. At the
same time the real temperature of thawed topsoil may fluctuate in a much wider range. Recently,
a temperature and mineralogy dependable soil dielectric model (TMD SDM) was developed [3]
to take into account the fluctuations of temperature in the range from 10 to 40◦C. Based on this
model, we have analyzed the error of moisture retrieved from the SMOS observation, covering the
larger range of soil temperatures.
1.1. Confidence Intervals Confining Soil Moisture Retrieved
In this paper a statistical analysis similar to that of [2] to estimate the moisture error induced by
imperfectness of the model proposed in [3] was carried out. The 95% confidence intervals were
obtained, in which a true moisture is confined, relative to the value retrieved with the use of the
temperature dependable dielectric model [3]. In this case a data set for complex dielectric constant
measured in the range of temperatures 10 to 40◦C was formed on the basis of those published
in [4, 5]. With this database available, the emission coefficients were calculated, using both the
predicted and measured values of complex dielectric constant.

The radiobrightness, Tb, is proportional to the emission coefficient, χ, that is, Tb(θ) = χ(θ)T ,
where θ and T are the viewing angle and thermodynamic temperature, respectively. According
to [6], the emission coefficient can be modeled using the very simple approach:

χ(θ) = 1− r(θ), (1)

with r(θ) being the reflectivity of the soil surface. The latter is determined through the Freznel
reflection coefficient R(θ) and roughness parameter Hr as follows:

rq(θ) = |Rq(θ)|2 exp(−Hr). (2)

Here the subscript q stands to denote either horizontal q = h or vertical polarization of the emitted
wave.

The reflection coefficients for vertical, Rv, and horizontal, Rh, polarizations are equal to

Rv =
ε cos θ −

√
ε− sin2 θ

ε cos θ +
√

ε− sin2 θ
, Rh =

cos θ −
√

ε− sin2 θ

cos θ +
√

ε− sin2 θ
, (3)

where ε = ε′+iε′′ is the complex dielectric constant (CDC) of moist soil, ε′ and ε” are the dielectric
constant and loss factor, respectively. Let us carry out analysis when the viewing angle is equal to
zero. In this case, the Freznel coefficient does not depend on the polarization:

Rh = Rv =
√

ε− 1√
ε + 1

. (4)
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The relationship between the complex index of refraction,
√

ε, and the values of index of refrac-
tion, n, and normalized attenuation coefficient, κ, is determined by the following formula:√

ε = n + iκ. (5)
Further we will analyze the error of moisture retrieved which is induced only by imperfectness of
the dielectric model, assuming for simplicity no roughness present on the soil surface (Hr = 0). As
a result, according to formulas (1), (2), and (4), the emission coefficient can be expressed through
the index of refraction and normalized attenuation coefficient in the form:

χ =
4n

(n + 1)2 + κ2
. (6)

With the use of formula (5), two values of emission coefficient, that is, χmeas and χpred were
calculated using for the refractive index and normalized attenuation coefficient the data measured
in [4, 5], on the one hand, and the ones calculated with the use of the temperature and mineralogy
dependable soil dielectric model (TMD SDM) given in [3], on the other hand. The deviation of
calculated emission coefficients from those measured were employed as a basis to estimate the error
in the emission coefficient model caused due to imperfectness of the moist soil dielectric model.
This analysis was performed for the ensemble of soils with clay content varying from 0 to 76%, and
in the range of temperatures from 10 to 40◦C.

A relative deviation (δ) of the emission coefficient calculated with the TMD SDM, χpred, from
the one calculated using the measured dielectric data, χmeas, is defined as

δ =
χmeas − χpred

χpred
. (7)

Further analysis was made with the use of software OriginPro 7.5. The mean of error (δ̄) was
obtained by δ by adjacent smoothing over 30 points. The dispersion of error, d, was found as
d = (δ − δ̄)2. The mean of dispersion (d̄) was obtained by adjacent smoothing over 30 points. The
standard deviation, σ was calculated as

√
d̄. The down and upper confidence intervals for emission

coefficient were defined as χpred(1+ δ̄−2σ) and χpred(1+ δ̄+2σ), respectively. In Fig. 1 the emission
coefficients calculated with the measured CDCs are given as a function of that calculated with the
TDM SDM alongside with the confidence intervals and 1 : 1 line (Fig. 1).

The moisture retrieving error was estimated as a relative deviation of the predicted soil moisture
from the upper and lower boundaries of the 95% confidence intervals. Using the result shown
in Fig. 1 and the gage curve corresponding to the TDM SDM for every type of soil at a fixed
temperature (see Fig. 2), we estimated the error of the moisture retrieved in terms of 95% confidence
interval moisture, between which a true moisture is confined. As an example, the results of that
estimation are shown in Figs. 3(a), (b) concerning the two types of soils analyzed in [4].

Figure 1: The confidence intervals for the emission
coefficient measured as a function of the emission
coefficient predicted. The solid line is the bisector,
the dash lines are the upper and lower confidence in-
tervals. The circles are the emission coefficient mea-
sured.

Figure 2: A gage curve linking the emission coeffi-
cient to the soil moisture. The temperature depend-
able soil dielectric model for the soil with 34% clay
contents was used to compute this example of a gage
curve.
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(a) (b)

Figure 3: 95% confidence intervals (upper, +, and lower, −) for a true moisture as a function of moisture
retrieved from radiobrightness observations corresponding to the SMOS mission: (a) for the sand at 20◦ and
(b) for the soil with 34% clay content at 10◦C.

2. CONCLUSIONS

The error thus obtained was shown to reach the value of ±0.06 cm3/cm3 while the soil moisture
precision target for the SMOS mission is equal to ±0.04 cm3/cm3. Thus, the need to improve the
dielectric model of moist soil, taking into account the temperature dependence, is still an actual
problem for running the SMOS project. Further, we plan to develop a specific dielectric model
of moist soil at 1.4 GHz which is applicable to meet the SMOS project requirements in terms of
moisture retrieving error.
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Abstract— A method for topographic correction for TM remote sensing image is presented in
rugged terrain, with the help of high-resolution stereo image pairs provided by modern satellite
sensors. Topographic effects and atmospheric factors interacted, and severely distorted the true
information of surface nature characters. Some popular terrain correction models nowadays, such
as the cosine model, Minnaert model, C model, SCS model and so on, are not a quantitative
method. The mountain radiant transfer model with more strict physical meaning must be selected
to remove terrain effects in mountainous quantitative remote application. However, because
of its stringent requirements for digital elevation model DEM in the high precision and high
resolution, it limited its development and wider application. Based on ASTER remote sensing
stereo image pairs constituted by nadir images and backsight images, relatively high accuracy
15m DEM data was obtained in the study area. Finally putting micro topographic factors and the
main atmospheric parameters into Richter mountains radiation model, TM remote sensing image
terrain correction was rapidly completed. The results show that this method has a remarkable
ability to remove topographic and atmospheric effects, and also provides reliable basis data for
surface parameters retrieval of quantitative remote sensing in the rugged terrain.

1. INTRODUCTION

In the rugged mountainous terrain, topographic effects distort severely the spectrum features of land
surface. Slopes facing toward the sun receive more radiation and appear brighter than slopes facing
away from the sun. Not only is illumination modified by topography, but the proportion of light
reflected toward the satellite also varies with the geometry of sun, target and viewer [1, 8–10]. There
are many of topographic effects that can cause topographic variation in the mountain area, including
terrain shadow, slope effect, aspect effect, surrounding-reflected irradiance, and displacement of
image points for high resolution image. Therefore, the process of topographic normalization may
be critical in areas of rugged terrain, and is a preliminary step for the quantitative evaluation of
the multispectral satellite imagery.

Till now, a variety of topographic correction models have been proposed. Methods for correcting
the topographic effect may be grouped into two categories: 1) Empirical correction methods models
which mainly correct the solar direct radiance affected by topography, such as solar direct radiance
affected by topography, such as ratio model, cosine model, Minnaert model, sun-canopy-sensor
(SCS) model, and C models. 2) Radiative transfer models for mountainous area, which employ a
radiative transfer code to obtain a deterministic description of the correction of topographic effects.
The advantage of the second method is that scene-dependent empirical parameters are avoided [8].
Introducing some terrain factors slope and azimuth, illumination angle, horizon, and view factors
for radiation from sky and terrain with the help of the digital elevation model (DEM), investigators
have done a lot of work [2–5, 7, 9].

In the quantitative application the second approach are the preferred to removing terrain effects.
However, topographic correction are neglected in most practical TM image applications because
the mountain radiative transfer models are complex and DEM data of the high precision and high
resolution is difficult to obtain.

In this paper, a method for topographic correction of TM image in rugged terrain is presented.
High accuracy DEM data was obtained based on ASTER remote sensing stereo image pairs con-
stituted by nadir images and backsight images. Richter mountains radiation model ATCOR3 [9] is
applied for its simplicity and maneuverability to accomplish three radiometric calibration steps.
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2. DATA AND METHODS

2.1. Study Area

The selected study area is located in Dayekou watershed (DYK) in the upper stream of the Heihe
river basin, Qilian mountains, China. It is hilly terrain, which has slope ranging from 0◦ to 88◦
with an average of 35◦. There are four main land cover types in this area: forest, grass, water and
bare surface. The Picea crassifolia is mainly located in the north-dominated-facing slope surface.
The grass is in the flat and south-slope surface. The altitude ranges from 2360 to 3840 m above sea
level. The mean annual air temperature is 0.7 Degrees Celsius and the mean annual precipitation is
about 435.5mm. Good measuring facilities such as permanent sampling plots for forest monitoring
were available in this watershed [6], and two auto-meteorology observation were installed here.

2.2. Data

The data set for this study consists of ASTER images for extract DEM and a Landsat TM image
acquired on 11 August 2009 with solar zenith of 31.82◦ and solar azimuth of 131.26◦. Landsat TM
image was obtained from the United States Geological Survey (USGS) Earth Resources Observa-
tion System (EROS) Data Center. And the ASTER image was provided by Environmental and
Ecological Science Data Center for West China. These data is geocoded on a Universal Transverse
Mercator (UTM) projection.

2.3. Extracting DEM Based on the ASTER Stereo Image Pairs

ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) is an imaging in-
strument flying on Terra, a satellite launched in December 1999 as part of NASA’s Earth Observing
System (EOS). Its visible near-infrared (VNIR) subsystem consists of two independent telescopes,
a backward and a nadir looking one, with 15m ground resolution. For DEM extraction only the
VNIR nadir and backward images (3N and 3B) are used.

The DEM extraction process requires a stereo pair of images containing rational polynomial
coefficients (RPC) positioning from aerial photography or pushbroom sensors. RPCs are used to
generate tie points and to calculate the stereo image pair relationship. There are three steps in
creating a DEM that are crucial to generating acceptable results: epipolar image creation, image
matching, and DEM geocoding. Before proceeding determine their accuracy and examine the
likely error rankings of all the tie points. Ideally, the y parallax value should be as close to zero as
possible. After creating the left and right epipolar images, the true stereo 3D epipoar image can
be obtained, and you can view the result in 3D macyscope glasses. At last, setting the projection
system, defining the pixel size, DEM will be created.

Aensor caliration

TM original image

 

 

DEM

Atmospheric correction

Calibration file

Standard atmospheric database

SPECTRA module tool

Topographic correction BRDF model

Extract DEM
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Final TM image

Figure 1: Block diagram of main processing steps of the topographic correction.
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2.4. Topographic Correction Models
In rugged areas, the satellite obtained radiance was distorted by both of atmospheric and terrain
effects. Atcor3 is an outstanding model to remove simultaneously two effects for high spatial
resolution satellite sensors with a small swath angle such as LANDSAT TM. The atmospheric
correction functions are supported by MODTRAN 4, and topographic algorithm is developed by [8].

The detailed description of the total irradiance on the slope land surface on each image pixel
can be found in [9]. Most radiation calculations are made with the aid of DEM [2], which account
some terrain parameters such as slope, illumination angle. The DEM was first created at 15 m
resolution, and then was resampled to a 30m grid to match the TM image using cubic convolution.

Figure 1 shows a block diagram of the main processing steps performed in this paper.

3. CASE STUDY

3.1. Generate DEM from ASTER
150 tie points (TPs) were collected between the stereo-pair. Through deleting all gross error
points, about 120 tie points were left, and the total RMS of the TPs was 1.02 pixels. Then some
important terrain factors were calculated such as slope, aspect, skyview and shadow according to
DEM (Fig. 2).

3.2. Atmospheric and Topographic Correction
Before running the terrain correct program, atmospheric influence and haze must be removed.
Fig. 3 shows the results, and it shows that no cloud pixel was detected, 10 percent of image land
pixels are clear and 90.0 percent of image land pixels are hazy land.

Here, it is believed that the steep surface shows distinctly anisotropic reflectance properties
where slope is greater than 60◦. We could get BRDF spatial distribution and topographic correction
result (Fig. 3). The correct report indicated that about 40 percent image area was affected by
BRDF.

4. PRIMARY RESULTS

We see from Fig. 3 that the topographic variability has been removed and given a more ‘flat’
impression than the non-corrected image. To evaluate the correction, we randomly collected the
reflectance of a Picea crassifolia sample from corrected and uncorrected images from shady slope
(Fig. 4), and collected the reflectance of a grass sample from corrected and uncorrected images
sun-facing (Fig. 5). These results suggest that in the uncorrected image the apparent reflectance
of forest on the shady slope is very low.

However, this operation did not completely remove illumination and shadowing effects. For
example, northerly slopes were still relatively darker than southerly slopes, even a very strange

Figure 2: Derived terrain files slope, aspect, skyview and shadow (from left to right).

Figure 3: Original TM image, atmospheric correction image, BRDF correct factor and topographic correction
image (from left to right).
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Figure 4: Picea crassifolia spectrum located in the
north-facing slopes of 56◦: dashed curve, atmo-
spheric and topographic correction, solid curve, orig-
inal image.

Figure 5: Grass spectrum located in the south-facing
slopes of 10◦: dashed curve, atmospheric and topo-
graphic correction, solid curve, original image.

phenomenon is occurred that the reflectance of Picea crassifolia shaded less than the south-slope
grass.

5. SUMMARY AND CONCLUSIONS

The reason for the non-perfect correction lies probably in some reasons. First, the DEM generated
from the satellite images may have small errors because of lacking ground control points. Second,
some of the areas lie in so deep a shadow and thus have very dark pixel values, which lead to no
reliable estimations can be obtained. Third, the experiential BRDF model selected may be too
simple, and it can not represent anisotropic reflectance properties in study areas. Last but not
least, in this study the multiple scattering phenomena were not taken into account within the pixel
because of the complex terrain.
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Monitoring Aurora in Day Light Side of the Earth in Relation to
Solar Plasma Flow

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This is a note to aurora in day light side of the earth in relation to the solar plasma
flow. The solar plasma flow in a super high speed forces to form a shock front just in front of
the magnetopause between the sun and the earth. The intrusion of the electron into the aurora
oval zone along the magnetic line releases its energy to form a visible aurora. It is up-dated
what process is reasonable to see the coloring of the interested aurora. An additional notice is
given to see a non-natural energy release for a dark red sky in the subtropical zone on the ocean.
Spacecraft monitoring of the planets in the solar system is also introduced in short.

1. INTRODUCTION

This work concerns the aurora which can be seen in the polar area around the north pole of the earth.
It is said that some note was left about a red aurora boreales in one of the old records, for example,
Nihon-Shoki, edited in 720AD (as noticed Sadami Matsushita). Birkeland must be the first aurora
scientist who published the Norwegian Aurora Polaris Expedition (1902–1903) in 1903 as a part of
the International Polar Year (IPY-1, 1882–1883). After IPY-2 (1932–1933), Chapman [1] published
“Geomagnetism” in which the contribution of the geomagnetic daily variation Sq in a solar quiet
day. In Kyoto University, Motokazu Hirono had given his theoretical model of geomagnetism with
the poloidal and toroidal modes in 1957 for the advanced course of geophysics. Takeshi Nagata
promoted the IGY (1957–1958) in the Asian area. In the first Antarctic Research Project in Japan,
the leader on-site at the base settled on Antarctic was Eizaburo Nishibori, and Tai’iti Kitamura was
the first Japanese scientist of aurora Australius. There have been many researches on ionosphere
and on aurora as well as on geophysics.

There are many problems on geomagnetism in relation to ionosphere and aurora.
In this work, the author concentrates his interest on the problems on monitoring aurora in day

light side of the earth in relation to the solar plasma flow. This solar plasma flow was ever named
as solar wind.

Specific feature of the aurora found in day light side of the earth is noticed in contrast to the
aurora found in dark night side of the earth.

The author notes briefly about a non-natural dark red sky found not in or inside of the aurora oval
but in the subtropical zone on the ocean. The author wishes to have a more advanced contribution
for realizing the aurora in the next following age.

2. SOLAR PLASMA FLOW

The solar plasma now is propagates as a reflection of the solar activity. The author has his
understanding that the solar activity is evaluated after monitoring the variations of the surface
of the sun facing the earth. The details of the mechanism of the solar activity are not yet clear
even in a scope of science though the eleven years solar cycle is strongly effective to the earth
surface variations.

It has been aware the effect of the solar activity or of solar wind. Chapman [2] had given us the
new term of “solar plasma” instead of the solar wind. The term “solar plasma” is expressing itself
the scientific specific pattern of the solar wind in relation to geomagnetism and aurora.

3. AURORA IN DAY LIGHT SIDE

In this work, a note is introduced for problems on monitoring aurora in day light side of the earth in
relation to the solar plasma flow. The solar plasma flow (the solar wind) distorts the geomagnetic
field to form a magnetopause (cf. Figure l).

By this time the aurora scientists have believed that the solar plasma flow (the energy of the
electron — ca 50 eV or 50 electron Volt) at a super high speed so that a shock front is appeared
just outside of the magnetosphere. It has been monitored the aurora in the day light side of the
earth after the energy of the electron increased between the shock front and the magnetopause
(ca 100 eV). This electron is the trigger of the red aurora (630.0 nm). On the basis of the surveys
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Figure 1: Structure between solar plasma flow and
polar tip. (1) Solar plasma now for S. (2) Schock
front for F . (3) Magnetopause for M . (4) Polar cusp
for M . (5) Tip of polar cusp for T (inset).

Figure 2: Count number of gas particles ionized by
aurora electron. (1) N — for number of ionized gas
particle (number per cubic cm-sec). (2) A — for
altitude above the earth surface (km). (3) Parame-
ter — for energy of aurora electron (electron Volt =
eV).

it is clarifid that the polar cusp is a guide of the intruding electron of the solar plasma along
the magnetic line into the upper atmosphere of the earth as shown in Figure l. This red aurora
is induced after energy release of the oxygen at the altitude of 200 km or more above the earth
surface at intruding electron (ca 500 km/sec). Now, it should be noticed that the energy release of
the electron to activate the oxygen atom is an order of several KeV in the visible aurora curtain
(557.7 nm) found in the dark night side of the earth.

4. ALTITUDE OF AURORA

It is said that the altitude of the aurora boreares is depending on the incident electron out of the
solar plasma into the polar oval zone as a aurora electron. An empirical result has been introduced
as shown in Figure 2 in order to see what is the critical altitude of the aurora electron intrusion
in a diagram of the critical altitude H above the earth surface and the counted number N (per
cubic-cm second) of the ionized gas particles by the energy of the aurora electron (1/cm2).

The author has to consider here what process is possible to release the aurora energy for the
bright light line in the visible band at applying technique of spectroscopy.

The aurora electron at the critical altitude surely must have exhausted so that no energy can
be effective to ionize or activate the gas particles in the atmosphere for making a bright light line
of spectroscopy in the visible band.

The aurora scientists seems to consider that the aurora electron affects directly to transfer energy
to the atoms and the molecules of oxygen and nitrogen in order make the visible bright light. The
author has unfortunately no data for describe the details of the process. The aurora electron should
be exhausted at the critical altitude just neighbor the earth surface.

5. AURORA IN VISIBLE BAND

Adding to the above, the bright line band noted the above section seems not to be consistent to
what had been observed and recorded in any color print on the hard copy.

As far as the author concern, it should be considered that the aurora electron transferred to the
hydrogen molecules for ionization and activation first. When the ionized and activated hydrogen
release its energy, the visible light must be seen as the specific bright light line in the spectroscopic
analysis. This bright light line has to have the specific one for the related hydrogen. As for the
hydrogen, four visible bright light lines are known.

Introducing the bright light line of spectrum for the ionized hydrogen, it is understood to be a
more consistent relation between the aurora observed optically and the bight light line of spectrum
of the interested hydrogen.
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For a convenience, the four bright light lines for the hydrogen is introduced as follow.

Balmer Series Wave Length (nm) Color Band Zoning
- Infra-Red Band (770 nm <)

Hydrogen — α(1) 656.285 Red-Band Zone (770-640 nm)
— α(2) 656.273 Red-Band Zone (770-640 nm)

- Orange-Band Zone (640-590 nm)
- Yellow-Band Zone (590-550 nm)
- Green-Band Zone (550-490 nm)

— β(3) 486.133 Blue-Band Zone (490-430 nm)
— γ(4) 434.047 Blue-Band Zone (490-430 nm)

- Violet-Band Zone (430-380 nm)
- Infra-Violet Band (380 nm >)

In the case of solar quiet day, the red aurora in the day-light side appears by chance. No detail
is known even at present.

In the case of the solar burst, the strong disturbances are found in the aurora pattern, in the
ionosphere behaviour, and in the geomagnetic filed, which is called as “storm” [3].

6. MAN-MADE AURORA

The author here introduces one case of the non-natural energy release producing a similar pattern
to the red aurora found in or inside of the aurora oval in the subtropical zone of the ocean.

After what is reported by Charles Day [4], his head-line of the report is like that “A high-altitude
nuclear explosion would swell the radiation belt and imperil the global positioning system and other
satellites. VLF transmission could forestall the damage”.

A happening was as follows. Day introduced that was on July 9, 1962. No solar storm has
jolted the earth’s inner radiation belt more than the nuclear test. On that day, the US exploded a
l.4 megaton nuclear warhead 400 km above Johnston Atoll, a remote group of the Pacific Islands.
In Hawaii, 1400 km away, it was lit up the sky, knocked out street lights, triggered burglar alarms,
and fused power lines (cf. Figure 3). Beta particles from the blast flooded the thin upper reaches
of the atmosphere. Trapped by earth’s magnetic field, the high-energy particles swelled the inner
radiation belt. Seven satellites were damaged or put out of action. The radiation took more than a
decade to dissipate. Alarmed by the unintended consequences, the nuclear powers banned testing
in and above the earth’s atmosphere in 1965. Some related notice could be obtained in Geophysical
Research Letters (Vol. 35, L09101, 2008) written by J.-A. Sauvaud, R. Maggiolo, C. Jacquay,
M. Parrot, J.-J. Berthelier, R. J. Gamble, and C. J. Roger.

Even this case of the man-made auroras, the process is same in the scope of science.

7. SPACECRAFT MONITORING OF PLANETS IN THE SOLAR SYSTEM

Several extensive works have been presented on the bases of the successful spacecraft monitoring
of the planets in the solar system.

For example, Hasegawa et al. [5] noted about transport of solar wind into the earth magneto-
sphere through rolled-up Kelvin-Helmholtz vortices. Nevertheless, it is necessary to remind that
Helmholtz instability was first noted for a two fluid mass of dynamically same property as Lamb [6]
introduced in his publication. Any dynamical processes around the Earth’s magnetosphere must
be equivalent to consider an interface between the magnetospheres of the earth and sun. In a scope
of classical hydrodynamics, the Kelvin-Helmholtz vortices or waves must be accepted when the gas
particle density in a unit volume on the solar side of the interface is surely same to that on the
earth side of the interface, nevertheless, it seems to be not clear that such the condition was well
satisfied around the interface in the work undertaken by Hasegawa et al. [5].

Boardsen et al. [7] has followed what was written by Hasegawa et al. [5] after observations of
Mercury’s magnetosphere during MESSENGER’s third flyby. Their illustrations are easy to see
what processes were found during the spacecraft monitoring of Mercury. What is noted in the
work by Boardsen et al. [7] could be well accepted if what was surely complete in the work by
Hasegawa et al. [5], because it looks that Boardsen et al. [7] are simply a group of the dynamics
follower.

It should be clearly described for the hydrodynamic scientists as well for the scientists in the field
of MagnetoHydroDynamics (MHD, in short). As for the ocean water motion around an ocean front,
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several factors can be seen, for example, impact, shearing, turbulence, periodical wave motions, and
irregular waves which could be transformed into a spectral pattern. As for winds or air flows in
the atmospheric layer, front is formed as an interface to show a contact of the warm and cold air
masses. In the ocean or in the atmosphere, observed process of the front is a three-dimensional
process. Similarly, the process around the earth’s magnetosphere must be three dimensional so
that we have to understand that the presented report must be the tiny part of the main field.

The earth’s magnetosphere bounded by the solar wind effect in a simple understanding though
the main field of the earth’s magnetic Sold must be taken as in the zeroth order. Any time variations
must be in the first order or second order, for example. Some other undulations must be in the
higher order. The author feels it necessary to have a more advanced observation using by a specific
space crafts for the planet magnetic process in the solar system.

Finally, the author notes here his appreciation for the thoughtful assistance personally at com-
pleting this work in brief.
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Satellite Monitoring of Subglacial Volcano in Atlantic

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This is a note to the subglacial volcano in the Atlantic. An eruption of a subglacial
volcano in lceland had transferred to the European Union in 2010. This volcano is one of the
volcanoes in the Atlantic. The data of EUMETSAT and NASA are used for this work. There are
volcanoes in the Atlantic. Some of them are in Azores Islands, in Canary Islands and Cape Verde
Islands. Iceland is located in the zone of the mid-Atlantic ocean ridge, and one of the subglacial
volcanoes had an event of the ash scattering to hit the land area of the European Union. The
volcanic ash pattern is well governed by the winds around the volcano. This event has had a
strong impact to the global net-work of the air-line transportation. Now, the author introduces
his note about the volcanic islands in the Atlantic, including in Azores Islands,in Canary Islands,
and in Cape Verde Islands.

1. INTRODUCTION

The author introduces his note on the subglacial volcano in Iceland. Volcanoes are seen in the
Atlantic, for example, in Azores Islands, in Canary Islands and Cape Verde Islands. Some of them
are active and the others are now inactive. In order to show some specific patterns of the active
volcanoes, it is more convenient to show what patterns can be seen in one of the typical volcanoes.
In this case, the author’s interest is concentrated to the volcano Eyjafjallajokull in Iceland. This
volcano erupted in Apri1 2010 to spread the ash, which is called as phrea in the field of volcanology.
This ash had drifted in the surface layer of the atmosphere, and was governed strongly by the winds
just around the volcano. This eruption resulted to hit and disturb the normal operation of the air-
line transportations into and out of European Union. The other volcanoes in Atlantic are in Azores
Islands, in Canary Islands, and Cape Verde Islands.

2. SUBGLACIAL VOLCANO

In the volcanoes in the Atlantic, there are only located several subglacial volcanoes in Iceland. This
Iceland is in the mid-Atlantic ocean ridge where the magma produces a new crust for the earth.
Then, it may be possible to see the face of the magma by every one’s eye-watch on the site of any
volcano in Iceland.

On April 14, 2010, one of the volcanoes, named as Eyjafjaoekull, erupted and issued phrea
which was called as ash in public. The ash cloud was transferred by the winds to the land area of
European Union. So that, the function of air-line transportations was strongly affected by this ash
cloud.

It was noticed first, the volcano erupted in Iceland on April 14, 2010. The volcanic ash track can
be seen as shown in Figure l. This illustrating set was issued by the meteorological office, the United
Kingdom. This set tells us that the ash cloud is spreading after the effect of the northwest winds
from the south of Iceland to the land area of European Union through the North Sea. On the day of
April 16, 2010, the ash cloud had get to the coasts of German and of the Netherlands. This motion
of the ash cloud was monitored by the satellite EUMETSAT, and issued by the meteorological
office, the United Kingdom, and the satellite data of NASA.

After the issue by the NASA (National Agency of Space Aviation), as seen in Figure 2, the ash
cloud had a track to cross over the sky of German to Poland. In this illustration, the ash cloud is
displayed reddish patch in the natural white clouds.

On May 4, 2010, the author obtained an eye-watch weather chart in a part of Europe. An
aircrart helped to have the information for the chart. A bold pattern on the weather chart is shown
as in Figure 3.

Judging from these data and information, the winds around the interested volcano surely be
governed the volcanic ash spread.

In the age of the sail navigation, no problem must be seen on the land in Europe and in the
west coasts of Africa.

At present, the air-line net work has been developed for our needs. The volcanic ash cloud had
given a chance to notice what should be considered for any volcanic event.
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(a) (b) (c) (d)

Figure 1: Ash track of volcano in Iceland (as shown by a black patch), (a) at 0930-GMT on April 15, 2010,
(b) at 1530-GMT on April 15, 2010, (c) at 2130-GMT on April 15, 2010, (d) at 0330-GMT on April 16,
2010. [Monitored by EUMETSAT] courtesy of Meteorological Office, UK.

Figure 2: Iceland volcanic ash-cloud pattern in Germany. [transfered after the eruption on April 14, 2010],
courtesy of NASA.

The author had some information that the survey team had been formed for their purpose. The
leader was Dr. Kristin Vogfjord, and the head-quarter was located in the Meteorological Office of
Iceland (Reykjavik). The team was formed by the geological experts in Iceland.

The author has to note here that the group in the meteorological office in Reykjavik are concen-
trating there interest to the volcanic activities of the volcanoes “Oraefajokull” and “Katla”, both
of them are at the location of just neighbor of the volcano noted in this work.

The team reported that the magma could watched thou no lava flow was found on April 19,
2010. The repeated minor eruptions were explosive. The magma surface was under the glacier
of 200 m thick, though the successive big volcanic ash (pherea) eruption could be make a jet flow
of the ash up to the height of about 10 km above the glacier surface. They found the continued
frequent volcanic tremor.

Professor Pall Einarsson (Geo-Sciences, University of Island) had given his comment about the
subglacial volcanoes. It must be more hazardous if the volcano “Katla” which is covered by the
glacier of about 400 m thick. Though, we have no threat of such the eruption of this volcano.

3. GASES BURSTIONG OUT OF VOLCANO

Generally, a volcanic eruption uses to issue some accompanied materials containing an out-burst
of gases. There might be various kinds of the gases, though it should be noticed that the gases of
sulpher dioxide and sulpher hydride are surely be the most important chemical factors for consid-
eration as well as to the physical and meteorological factors.

The sulpher acid is produced at the gas of sulpher dioxide at meeting to water vapor in the
atmosphere. Molecule of sulpher dioxide is heavier in weight relaltive to the molecule of oxygen or
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Figure 3: Local weather chart of Europe. (1200∼1500-GMT on May 4, 2010) [the pattern is drawn by the
author after his eye-watch monitoring].

of nitrogen, so that the gas contents must be compiled fast on the ground surface as the final stage.
The acidic materials might be a cause of unexpected effect of the volcanic eruption to the air-line
transportation net works. To the details, we should consider what effect might be more negative
for our life.

4. HISTORICAL DATA

Around the volcano Eyjafjajoekull (location — 63.63N, 019.62W, and altitude — 1666 m above
msl.), several seismometer and GPS monitoring system have been settled. The positioning had
shown a swell of about 8 cm for these several months. The eruption was seen just after ceasing the
motion to reverse in the ground motion. The tremor is the most important to have an eruption signal
in advance. It must be effective to find remotely when the instruments (for example, seismometers)
in the volcanic area of about 20 km radius. The ash, so-called as “phrea” size is very fine so that
it can be intrude easily into the casing of the seismometers. The victims of the instruments tell
us a warning signal for eruption. In addition, various areal information have been compiled by the
optical photpgraphs and the other functions on-land.

The volcano in the author’s interest now has a record that an eruption was on December 19, 1821
and duration time to cease was about two years (the date of eruption stop is on January l, 1823).
This record says that the volcanic explosivity index (degree of VEI) was degree “3” (moderate).

To the details, it should be referred the publication of “Volcanoes of the World” written by
Simkin et al. (1981), though it must be now updated by Smithonean Institute. The web-site must
be more effective to see a detail of the information.

5. VOLCANOES IN ATLANTIC

The volcano introduced as above is one of the subglacial volcanoes, though the subglacial volcanoes
must be found only in Island even in the Atlantic Ocean.

Simkin’s volcanic chronology tells us that there are many volcanoes in the Atlantic. For example,
Azores Islands, Canary Islands, and Cape Verde Islands, there are many cases of the past volcanic
eruptions since 1332. It is not assured that which one can be doubtful or not. It is necessary at
present to refer to the scientific data.
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6. CONCLUSIONS

The author introduced a note to subglacial volcano. For his convenience, one of the specific examples
was noticed, that was, the case of the volcano Eyjfjajokull in the southern part of lceland. This
volcano was just erupted in April 2010 to give a severe effect of volcanic ash. Historical data is
limited so that it must be hard to see a long term trend in a time scale. Chemical factors should
be considered as much as physical factors or meteorological factors, though the winds around the
interested volcano are the most significant factor.

There are many volcanoes in the Atlantic, for example, in Azores Islands, Canary Islands, and
Cape Verde Islands. Submarine volcanoes should be also considered.
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Satellite Monitoring of Aurora Oval on the Earth in Relation to
Solar Winds

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This work concerns to a problem on satellite monitoring of the aurora oval on the
earth in relation to solar winds. First, a brief review is introduced for helping of our understanding
of what relation is between the earth and the solar winds. A history of dawn in geomagnetism
is also noted briefly. The advance of research works help to get a mosaic illustration of the
aurora which is monitored by an aurora scanner mounted on a polar orbital satellite. Spacecraft
monitoring has given the aurora oval of the planet Saturn as reported by NASA.

1. INTRODUCTION

This work concerns on satellite monitoring of the aurora oval on the earth in relation to solar
winds. First of all, a brief review is given for help of our understanding of what is seen in the
solar-earth system. The earth is approximately taken as a dipole-magnet in order to realize the
earth’s main field. The variation of magnetic field on the earth is consisted mainly by the effect
of ionized particles flowing in the atmosphere with some minor effects by the ocean tides and the
solid earth crusts. Nevertheless, the mechanism of the aurora has to be realized after consideration
of the solar winds which distort to form a shade of the magnetopause in the solar-earth planetary
system. The shade front to the sun was found at a distant of about eight times of the earth’s radius
in the early age (cf. monitoring by Exploler-12). A brief note is introduced about the history of
dawn in geomagnetism is also noted. The advance of the research works by the scientists helped to
obtain the first mosaic illustration of the aurora oval boreares after the satellite monitoring by the
aurora scanner mounted by a satellite on a polar orbital satellite.

2. DAWN OF GEOMAGNETISM

A primitive model of the earth had been taken as a planet of a simple dipole magnetic model. In
these years, it has been understood that the magnetic field of the earth is not so simple referring
to the data compiled by the various instruments and to the theoretical models developed for the
model of the earth’s magnetic field [1]. Main field is taken a magnet which is essentially same to a
small magnet for students in primary educational course.

Christian Birkeland in Norway visited Henri Poincare in Paris first for learning Maxwell’s theory
of electromagnetism. After that, Birkeland learned electromagnetic wave under H. Herz. In 1895,
many works had been done by the scientists about properties of X-ray. Then, Birkeland started
his research and survey on the aurora boreares. His first expedition was in 1897. He found that
the aurora appears higher position than any cloud in the atmospheric layer in his second expedi-
tion (1899–1900). Birkeland introduced a model of solar-originated electrons incidence in order to
illustrate the geomagnetic variations found by his expedition and by the project of the IPY (In-
ternational Polar Year). Birkeland published his contributions in “Norwegian Polaris Expedition”.
This might be the theoretical contribution of aurora in our understanding of the modern works
presented by the scientists even in the 2010 age.

3. MODERN RESEARCHES

As far as we concern, the magnetic field of the earth had been understood as a dipole model in the
primitive pattern. Nevertheless, it has been developed an advanced research for a more reasonable
electromagnetic hydrodynamics in order to have a proper modeling under our renewal of modern
knowledge of the earth’s internal structure. This is the key to introduce the updated dynamo-
theory for the earth’s main field describing by the poloidal and toroidal modes. Research should
be extended for the nonlinear processes.

In addition, the solar winds as a uniform plasma flow may force to form a shell of the magne-
topause and to distort the magnetic field of the planet earth (cf. Figure 1).

On the other hand, several observation projects were in schedule as the International Polar Year
(in brief, IPY-1 and IPY-2) and as the International Geophysical Year (IGY).
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Figure 1: Magnetic field of dipole-Earth distorted by solar wind. (1) dot-line for dipole-Earth field, (2)
full-line for distorted field, (3) arrow for solar-wind [modified from Akasohu, S.-I., 1975].
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Figure 2: Solar-Earth system.

Electromagnetic understanding of the solar-earth system has been advanced to obtain a modeling
image of a magneto-hydrodynamic dynamo. By this time, the scientists had the research projects
of IPY as the IPY-1 (1882–1883) and the IPY-2 (1932–1933). Chapman and Bartels (1940) have
introduced a model of a quiet day variation (Sq) in the geomagnetic variations. The model sup-
ports the harmonic analyses in Kyoto University for the IPY-1 data of the stations settled on the
earth. Hirono had introduced his dynamo-theory in 1957 after Elsasser’s hydromagnetic-dynamo
theory [2]. The advanced project as IGY (1957–1958) was extended to start the Antactic Research
Program in a long term scale. Research on ionosphere had promoted during survey of the radio
wave propagation to find E, F1 and F2-layers in a scale of the earth after 0. Heaviside’s notice of a
conductive layer which could form a wave guide of electromagnetic waves between the ocean surface
and the interested conductive layer. As for the aurora, Birkeland published Norwegian Aurora Po-
laris Expedition (1913). Here, the author feels it necessary to note that Birkeland was acquainted
to Aikitu Tanakadate, Torahiko Terada, Hantaro Nagaoka in Japan. Significant contributions were
by, for example, Alfven in 1950 and Stermar in 1955. A more advanced publication must be that
written by Chapman in 1964 [3].

4. RADIATION IN UPPER ATMOSPHERE

Van Allen (Iowa State University) had some observations of the radiations in the upper atmosphere
(1952–1953) by using several rockets. Then, he had found that some strong radiations were con-
centrated just in the aurora oval zone. After this finding, he had a chance to obtain some records
by using his Geiger-counter for radiations. It was the first time of that the radiation belts were
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Dark-night side
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Day-light side

Figure 3: Electric-current around “Aurora Oval Boreares” [by the courtesy of Alasohu, S.-I.].

found by the sensors mounted on some artificial satellites. Some works are for the radiation belt
enhancements appeared in the references (cf. [4] and [5]).

Later, it was clarified that the radiation belts (inside and outside) had no relation to the possible
electron beam to induce the aurora. To the details, it should be referred to the other publications.
Simply, the author notes that the belt denoted E in Figure 2. The magnetopause facing the sun
(day light side) is in a shape of conical form and the magnetopause in the shadow zone (dark night
side) is in a form of a tail.

The inside zone in the tail of the magnetopause is taken to be filled by plasma. A part of
the plasma in the tail near the earth is in a form of plasma sheet on the equatorial plane. The
extension of the plasma sheet separated in to two part (northern and southern) to contact on the
earth surface. So that, it should be noticed that the solar winds in a form of an uniform plasma flow
could hit the consisting atoms and molecules just outside of the plasma sheet to hit and activate
the upper atmosphere which could be taken us as a kind of the visible aurora boreares. The aurora
oval on the earth might be found in the fresh reports in these years, for example, Mandea and
Papistoshvili [6].

5. SATELLITE MONITORING

Akasofu (1981) has given a digestive illustration for his review on the research of the aurora.
Loomis had completed his map of the aurora oval boreares one hundred years before the IGY
(1957–1958). Optical aspect of the aurora had clarified that the aurora was appeared when atoms
and molecules in the atmosphere were exited stage under some specific condition. With the above
noticed contributions, problem raised was to see the aurora oval by using an aurora scanner mounted
on a artificial satellite in a polar orbital motion. One of the most typical cases was the aurora oval
monitored by the satellite ICIS-2. The result of a monochromatic mosaic illustration of the aurora
boreares was obtained by C. D. Anger. C. D. Anger at Calgary University in Canada had used
his phototube applied system of an electric circuit for monitoring aurora oval in the northern
hemisphere.

A geomagnetic flux field in the aurora oval zone is schematically introduced as shown in Figure 3.
Since then, it is aimed to continue satellite monitoring of aurora boreares (which was presented
at Kyoto in 1973). The polar orbital motion of the satellite had given aurora australis too (for
example, National Polar Research Institute, Japan).
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6. DISCUSSIONS AND CONCLUSIONS

This satellite monitoring of the aurora is surely be effective to see the more detailed structure of
the aurora. As the results of the research on the aurora, it is confirmed that the ionized particles
of the solar winds might surely be a trigger to induce an activated energy level of the gasses in
the atmosphere (especially, the atoms and molecules of oxygen and nitrogen). This energy transfer
makes it possible to form the visible aurora in the aurora oval zone in a high speed to ionize by
transferring to the atoms and the molecules of oxygen and nitrogen. At this stage, the author has
to notice that it is necessary to continue the successive satellite monitoring of the aurora for our
advanced research. By the year of 2010, the advanced spacecraft monitoring has introduced the
aurora oval of the planet Saturn in the soar system. Successive advanced contributions are expected
in the next age.

REFERENCES

1. Chapman, S. and J. Bartels, Geomagnetism, 1049, Oxford University Press, London, 1940.
2. Elsasser, W. M., “Hydromagnetic dynamo theory,” Reviews of Modern Physics, Vol. 28, 135–

163, 1956.
3. Chapman, S., “Solar prasma, geomagnetism, and aurora,” 141, Gordon and Breach, N.Y.,

1964.
4. Summers, D., R. M. Thorne, and F. Xiao, “Relativistic theory of wave-particle resonant dif-

fusion with application to electron accerelation in the magnetsphere,” Journal of Geophysical
Research, Vol. 103, No. 20, 487, 1998.

5. Liemonhn, M. W. and A. A. Chan, “Unraveling the cause of radiation belt enhancements,”
Eos, Transactions, American Geophysical Union, Vol. 88, No. 42, 426–427, 2007.

6. Mandea, M. and V. Papistoshvili, “World wide geomagnetic data collection and management,”
Eos, Transactions, American Geophysical Union, Vol. 90, No. 45, 409–410, 2009.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 729

RCS Reduction Assisted by Surface Plasmon Polaritons

Jiafu Wang1, 2, Shaobo Qu1, 3, Duolin Zhang1, Zhuo Xu3, Hua Ma1, 3,
Song Xia3, Xinhua Wang1, Hang Zhou1, Lei Lu1, and Fei Yu1

1College of Science, Air Force Engineering University, Xi’an, Shanxi 710051, China
2The Second Aviation College of Air Force, Huxian, Shanxi 710306, China

3Electronic Materials Research Laboratory, Xi’an Jiaotong University, Xi’an, Shanxi 710049, China

Abstract— We demonstrated that the RCS of a metallic cylinder can be drastically reduced
based on surface plasmon polaritons. By enclosing the metallic cylinder with a plasmonic cover,
surface plasmon polaritons can be excited on surface of the metallic cylinder. Due to the highly
surface-confined property of surface plasmon polaritons, the otherwisely backscattered EM en-
ergy is transferred to other directions, even to the other side of the metallic cylinder, achieving
enhanced transparency.

1. INTRODUCTION

A surface plasmon is the free electron density oscillation near the metal/dielectric interface. The
propagation of the free electron density creates a coupled physical state between the electron and
photon, resulting in a bound surface plasmon polariton (SPP) [1, 2]. For realistic metals, their
effective plasma frequencies lie in the visible and near-infrared regimes. The SPP modes experience
significantly high attenuation as they propagate, due to intrinsic electron oscillation damping loss
in metals. At lower microwave frequencies, the properties of confined SPPs can be mimicked by
geometrical induced SPPs, also known as spoof SPPs or designer SPPs [3, 4]. Due to the highly-
confined fields near the interface, SPPs have great application potentials in optics, photonics and
biosensing. In particular, by the assistance of SPPs, transparency of an otherwise opaque object
can be achieved [5, 6]. In this paper, we investigated enhanced transparency of a metallic object at
microwave frequencies by exciting SPP modes. Transmission spectra, field distributions and power
flows were obtained by numerical simulations, which give an intuitive illustration of the enhanced
transparency. By means of a plasmonic cover, SPP modes can be excited efficiently around the
metallic object, leading to enhanced transmission. Finally, an experiment was carried out, which
further verified the enhanced transparency.

2. THEROY AND DESIGN

Due to the highly surface-confined fields and along-surface propagation of surface plasmon waves
(SPW), electromagnetic energy can be transferred around the metallic object and then reradiated
into free space in the back side, as shown in Fig. 1. To efficiently couple incident EM waves to
SPP modes, a plasmonic cover has to be introduced. The plasmonic cover serves both as a coupler
and a decoupler. On the front side, it couples incident waves as SPPs; while on the back side, it
couples SPPs as EM waves. A well-know structure that couples and decouples SPPs is the grating
structure [7]. Under such a consideration, a cylindrical grating-like structure, which serves as the
plasmonic cover, was designed, as shown in Figs. 2(a) and (b). Geometrical parameters of the
plasmonic cover unit cell are: h = 10mm, h1 = 8 mm, t = 1.574mm. The dielectric layer between
the outer and inner metallic stripes is the Rogers 5880 dielectric material, with a thickness of
0.787mm. The inner radius of the plasmonic cover is r = 30 mm. That is, it is expected to enhance
the transparency of a metallic cylinder with a radius no greater than 30 mm.

3. NUMERICAL SIMULATIONS AND RESULTS

The transmission properties were simulated using the time domain solver of commercial software
CST Microwave Stutio. Figs. 3(a) and (b) give the simulated transmission and reflection spectra for
a copper cylinder with and without the plasmonic cover, respectively, under the same simulation
setup. By comparing Figs. 3(a) and (b), it is quite evident that the transmission is obviously
enhanced in the frequency band 9.0–12.0 GHz. This indicates an enhanced transparency in this
regime.

To determine whether it is the SPP mode excitation that enhances the transparency, snapshots
of electric field distributions at 10.0GHz were given for the two cases with and without plasmonic
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cover. By comparing the two cases, it is apparent that SPPs are excited on the plasmonic cover,
which carry and then release EM energy to the back side of the copper cylinder, as clearly shown
in Figs. 4(a) and (b). Thus, in the near-field of the back side, a quite strong EM field is present for
the case with plasmonic cover, while very weak for the case without plasmonic cover.

Figures 5(a) and (b) show, respectively, the simulated power flows at 10.0GHz for the case with
and without plasmonic cover. For the case with the plasmonic cover, forward power flow can be
clearly seen at the back side of the copper cylinder. While for the case without plasmonic cover,
backward power flow is induced. Due to the blockage of the copper cylinder, little EM energy
can arrive near the back side, leading to an “empty” region. According to the Huygens-Fresnel

k

H inc

Einc

Figure 1: Schematic illustration of the mechanism
of the plasmon-enhanced transparency. The dashed
lines denote the paths EM waves pass through the
plasmonic cover and the solid circular line indicates
the plasmonic cover.
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Figure 2: (a) The designed plasmonic cover and
(b) its unit cell.
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Figure 3: Transmission and reflection spectra for a copper cylinder with (a) and without (b) the plasmonic
cover. S21 and S11 indicate the magnitudes of transmission and reflection, respectively.
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Figure 4: Snapshots of electric field distributions for the case with (a) and without (b) the plasmonic cover.
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principle, EM waves in other regions will radiate EM energies into this “empty” region, resulting in
a backward power flow. In contrast, for the case with plasmonic cover, the near back side is quite
“full” because of the SPP-transferred EM energies, and correspondingly a forward power flow is
present.

4. EXPERIMENT

A sample was fabricated and measured to verify our design. Fig. 6 gives the fabricated sample
as well as the measurement system. The measurement system mocks a free space measurement
environment. The field-sensing antenna is formed from a coaxial fixture inserted into a hole drilled
through the upper plate, so the measurement system can only measure the field distribution on the
upper plane of the cloaking system.

Figure 7 which shows the measured snapshots of electric field distributions at 11.0GHz on the
upper plane. For the case with plasmonic cover, the transmission is enhanced and the reflection
is suppressed. While for the case without the plasmonic cover, there is a nearly “empty” region
arising from the blockage of the metallic cylinder and the reflection is quite strong. The measured
results clearly verify the enhanced transparency resulting from SPP mode excitation.

(a) (b)

Figure 5: Simulated power flows for the case with (a) and without (b) the plasmonic cover at 10.0 GHz.

(a) (b) (c)

Figure 6: The test sample and measurement system. (a) Test sample. (b) Measurement system. (c) Sample
placed in the measurement system.

(b)
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Figure 7: Measured electric field distributions with (a) and without (b) plasmonic cover at 11.0 GHz.
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5. CONCLUSIONS

By numerical simulation and experiments, we investigated plasmon-enhanced transparency at mi-
crowave frequencies by introducing a plasmonic cover for metallic objects. Clear enhanced trans-
parency was demonstrated and verified. To achieve plasmon-enhanced transparency, the key is to
design the corresponding plasmonic cover. Such plasmonic covers can find potential applications
in many fields such as RCS reduction.
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Abstract— Using the coherence theory of non-stationary fields and the method of two-time
Fourier transform, the analytical expression for the spectral degree of polarization of stochastic
spatially and spectrally partially coherent electromagnetic pulsed beams in turbulent atmosphere
is derived, and used to study the polarization changes of stochastic electromagnetic pulsed beams
propagating through turbulent atmosphere. The influence of pulse frequency and refraction
index structure constant on the spectral degree of polarization is emphasized. It is shown that,
in comparison with free-space case, the turbulent atmosphere plays an important role on the
distribution of the spectral degree of polarization of stochastic electromagnetic pulsed beams
propagating in turbulent atmosphere. The results obtained might find potential application for
sensing, imaging and communication through the atmosphere.

1. INTRODUCTION

In the recent decades, there has been substantial interest in studying the polarization properties
of stochastic electromagnetic beams on propagation [1–9]. However, most of studies have been
restricted to the stationary beams. On the other hand, statistical optical pulses represent a wide
class of partially coherent fields that find numerous applications as optical imaging and fiber op-
tics etc. [10]. Recently, a scalar model of spectrally partially coherent pulses was introduced by
Pääkkönen et al. [11]. The propagation properties of spatially and spectrally partially coherent
scalar pulses were studied by Turunen et al. [12–15]. Ding et al. extended the scalar model of spec-
trally partially coherent pulses to a vectorial one, and investigated the characterization of stochastic
spatially and spectrally partially coherent electromagnetic pulsed beams [16], and whose changes in
the spectral degree of polarization in dispersive media were studied in detail [17]. The aim of this
paper is to study the polarization changes of stochastic spatially and spectrally partially coherent
electromagnetic pulsed beams in turbulent atmosphere. The influence of turbulent atmosphere
and pulse frequency ω/ω0 on the spectral degree of polarization are emphasized. In Section 2, the
analytical expression for the spectral degree of polarization of stochastic spatially and spectrally
partially coherent electromagnetic pulsed beams in turbulent atmosphere is derived, and used to
study the polarization changes of stochastic electromagnetic pulsed beams propagating through
turbulent atmosphere. In Section 3, illustrative numerical examples are presented to illustrate the
dependence of spectral degree of polarization on pulse frequency and refraction index structure
constant. Section 4 concludes the main results obtained in this paper.

2. THEORETICAL FORMULATION

In the space-time domain the electric mutual coherence matrix of a stochastic spatially and tem-
porally partially coherent electromagnetic pulsed beams at the source plane z = 0 is given by

↔
Γ0 (ρ1, ρ2, t1, t2) = [Γ0

ij(ρ1, ρ2, t1, t2)] = [〈E∗
i (ρ1, t1)Ej(ρ2, t2)〉],

(i = x, y; j = x, y unless otherwise stated), (1)

where Ei and Ej are the polarization components of the electric field E(ρ,t) at the plane z=0,
ρi(j)=(xi(j), yi(j)) is the position vector, t1(2) is the time. The asterisk denotes the complex conjugate
and the angular brackets denote the ensemble average.
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To simplify the analysis it is assumed that the electric vector components in the x and y
directions are uncorrelated at the plane z = 0 [1, 18, 19], i.e.,

Γ0
ii(ρ1,ρ2, t1, t2) = Ai exp

[
− t21 + t22

2T 2
0

]
exp

[
−ρ2

1 + ρ2
2

4σ2

]
,

×exp

[
−(ρ1 − ρ2)

2

2δ2
ii

]
exp

[
−(t1 − t2)

2

2T 2
c

]
exp[iω0(t1 − t2)]

Γ0
xy(ρ1,ρ2, t1, t2) = Γ0

yx(ρ1, ρ2, t1, t2) = 0, (2)

where the coefficients Ai and the variables σ, δii are independent of position but may depend on
the frequency. δii is related to the spatial correlation length. T0 is the pulse duration. Tc describes
the temporal coherence length of the pulse. ω0 is carrier frequency of the pulse.

By using the Fourier-transform

↔
W0 (ρ1, ρ2, ω1, ω2) =

1
(2π)2

+∞∫

−∞

+∞∫

−∞

↔
Γ0(ρ1,ρ2, t1, t2)exp [−i(ω1t1 − ω2t2)] dt1dt2, (3)

we can derive the cross-spectral density matrix at the plane z = 0
↔

W0 (ρ1,ρ2, ω1, ω2) = [W 0
ij(ρ1, ρ2, ω1, ω2)], (4)

where

W 0
ii(ρ1,ρ2, ω1, ω2) =

T0Ai

2πΩ0
exp

(
−ρ2

1 + ρ2
2

4σ2

)
exp

[
−(ρ1 − ρ2)

2

2δ2
ij

]

×exp

[
−(ω1 − ω0)

2 + (ω2 − ω0)
2

2Ω2
0

]
exp

[
−(ω1 − ω2)

2

2Ω2
c

]
, (6a)

W 0
xy(ρ1,ρ2, ω1, ω2) = W 0

yx(ρ1, ρ2, ω1, ω2) = 0, (6b)

Ω0 =

√
1
T 2

0

+
2
T 2

c

, (spectral width) (7)

Ωc =
Tc

T0
Ω0. (spectral coherence width) (8)

Eqs. (7) and (8) give the relation of the pulse duration T0, temporal coherence length Tc, spectral
width Ω0, and spectral coherence width Ωc. The spectral coherence width Ωc is a measure of the
correlation between different frequency components of the pulse [11].

Therefore, the spectral degree of polarization of stochastic electromagnetic pulsed beams at the
plane z = 0 are expressed as [20]

P 0(ρ, ω) =

√√√√√√√√
1−

4Det

[ ↔
W0(ρ,ρ, ω, ω)

]

{
Tr

[ ↔
W0(ρ, ρ, ω, ω)

]}2 =
∣∣∣∣
Ax −Ay

Ax + Ay

∣∣∣∣ , (9)

The cross-spectral density matrix of stochastic electromagnetic pulsed beams at the plane z¿0 in
turbulent atmosphere is expressed as [19]

↔
W (r1, r2, z, ω1, ω2) =

ω1ω2

4π2c2z2
exp [i(ω2 − ω1)z/c]

∫∫ ↔
W0 (ρ1,ρ2, ω1, ω2)

× exp
{

i

2cz

[
ω2(r2 − ρ2)2 − ω1(r1 − ρ1)2

]}

×〈exp [ψ(r1, ρ1, ω1) + ψ ∗ (r2, ρ2, ω2)]〉m d2ρ1d
2ρ2, (10)
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where ψ(r , ρ, ω) is the random part of the complex phase of a spherical wave due to the turbulence.
In the condition of r1=r2=r and ω1=ω2=ω, the ensemble average 〈·〉m in Eq. (10) can be written

as [21]

〈exp [ψ(r1,ρ1, ω1) + ψ ∗ (r2,ρ2, ω2)]〉m = exp
[
−(ρ1 − ρ2)2

ρ2
0

]
, (11)

where ρ0 =
(
0.545C2

nk2z
)−3/5 is the spatial coherence radius of a spherical wave propagating in

turbulent atmosphere. C2
n is the refraction index structure constant which describes how strong

the turbulence is. We have employed a quadratic approximation for the Rytov’s phase structure
function in order to obtain simple and viewable analytical result [21].

On substituting Eqs. (5) and (6) into Eq. (10) and letting r1 = r2 = r and ω1 = ω2 = ω,
and after straightforward integral calculations, the spectral degree of polarization of stochastic
electromagnetic pulsed beams at the plane z > 0 in turbulent atmosphere are given by

P (r, z, ω) =

√√√√√1− 4Det
↔
[W (r, r, z, ω, ω)]{

Tr
[ ↔
W (r, r, z, ω, ω)

]}2 =

∣∣∣∣∣∣

Ax

Qxx
exp

[
− r2

2σ2Qxx

]
− Ay

Qyy
exp

[
− r2

2σ2Qyy

]

Ax

Qxx
exp

[
− r2

2σ2Qxx

]
+ Ay

Qyy
exp

[
− r2

2σ2Qyy

]
∣∣∣∣∣∣
, (12)

where

Qii = 1 +
c2z2

2σ2ω2

(
1

2σ2
+

2
δ2
ii

)
+ 2

(
0.545C2

n

) 6
5

ω
2
5 c−

2
5 z

16
5

σ2
. (13)

Eqs. (9), (12)–(13) are the main analytical results obtained in this paper, and describe the changes
in the spectral degree of polarization of stochastic electromagnetic pulsed beams from the z = 0
plane to the z plane in turbulent atmosphere, which depend on the pulse frequency ω, refraction
index structure constant C2

n, spatial correlation length δii, coefficients Ax, Ay and propagation
distance z.

3. NUMERICAL CALCULATION RESULTS AND ANALYSES

To illustrate the dependence of spectral degree of polarization on pulse frequency ω and refraction
index structure constant C2

n, some numerical calculation results are presented.
The on-axis spectral degree of polarization P of stochastic spatially and spectrally partially

coherent electromagnetic pulsed beams as a function of the propagation distance z for different
pulse frequency ω/ω0 in free space (C2

n=0) and in turbulent atmosphere (C2
n = 1×10−13 m−2/3) is

given in Figs. 1(a) and (b), respectively. The calculation parameters are δxx = 0.5mm, δyy=2δxx,
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Figure 1: On-axis spectral degree of polarization P of stochastic spatially and spectrally partially coherent
electromagnetic pulsed beams as a function of the propagation distance z for different pulse frequency ω/ω0

in free space (a) and in turbulent atmosphere (b).
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Figure 2: Position z of the on-axis spectral degree of polarization P = 0 as a function of pulse frequency
ω/ω0.

Ay=1, σ=50mm, P 0=0.4, T0=50 fs and Tc=5 fs, ω0=2.36 rad/fs. It is seen that the pulse frequency
ω/ω0 and the refraction index structure constant C2

n influence the distribution of on-axis spectral
degree of polarization P of stochastic spatially and spectrally partially coherent electromagnetic
pulsed beams, and the position z of the on-axis spectral degree of polarization P = 0 changes for
different values of ω/ω0. In comparison with free-space case, the second position z of P = 0 affected
by ω/ω0 appears in turbulent atmosphere (C2

n=1×10−13 m−2/3). The changes of the position z of
the on-axis spectral degree of polarizationP = 0 as a function of pulse frequency ω/ω0 are shown
in Fig. 2 where C2

n=1×10−13 m−2/3. The other calculation parameters are the same as those in
Fig. 1(b). It is shown that, with increasing pulse frequency ω/ω0, the first position z of P = 0
increases, whereas the second position z of P=0 decreases.

4. CONCLUSION

In this paper, the analytical expression for the spectral degree of polarization of stochastic spa-
tially and spectrally partially coherent electromagnetic pulsed beams in turbulent atmosphere is
derived, and used to study the polarization changes of stochastic spatially and spectrally partially
coherent pulsed beams propagating through turbulent atmosphere. It has been shown that the
pulse frequency ω/ω0 and the refraction index structure constant C2

n influence the distribution of
on-axis spectral degree of polarization P of stochastic spatially and spectrally partially coherent
electromagnetic pulsed beams. The results obtained might find potential application for sensing,
imaging and communication through the atmosphere.
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Abstract— Frequency dependence problem of conducting cylinder buried in a half-space is
investigated. A conducting cylinder of unknown shape is buried in one half-space and scatters
the incident wave from another half-space. By using measured scattered field, the image problem
is reformulated into an optimization problem and solved by the genetic algorithm. Frequency
dependence on image reconstruction is investigated and numerical results show that the recon-
struction is quite good in the resonant frequency range. On the contrary, if the frequency is
too high or too low, the reconstruction becomes bad. It is worth noting that the present work
provides not only comparative information but quantitative information.

1. INTRODUCTION

The electromagnetic inverse scattering problem of conductors has been a subject of considerable
importance in remote sensing and noninvasive measurement. In the past 20 years, many rigorous
methods have been developed to solve the exact equations [1–9]. However, inverse problems of
this type are difficult to solve because they are ill-posed and nonlinear [10]. As a result, many
inverse problems are reformulated into optimization ones and then numerically solved by different
iterative methods such as the Newton-Kantorovitch method [2, 3], the multifrequency method [4–7],
multiscale approach [8] and the Jump-Diffusion algorithm [9]. Most of these approaches employ the
gradient-based searching scheme to find the extreme of the cost function, which are highly dependent
on the initial guess and usually get trapped in the local extreme. The genetic algorithm [10] is
an evolutionary algorithm that uses the stochastic mechanism to search through the parameter
space. As compared to the gradient-based searching techniques, the genetic algorithm is less prone
to converge to a local extreme. This renders it an ideal candidate for global optimization. A few
papers had applied the genetic algorithm to reconstruct the shape of a conductor [11–15].

In this paper, frequency dependence on image reconstruct for a buried conducting cylinder is
presented. The SSGA is used to reconstruct the shape of a buried scatterer. In Section 2, the
theoretical formulation is briefly presented. Numerical results for different frequencies of incident
waves are given in Section 3. Finally, conclusions are drawn in Section 4.
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2. THEORETICAL FORMULATION

Let’s consider a conducting cylinder buried in a lossy homogeneous half-space, as shown in Fig. 1.
The media in regions 1 and 2 are characterized by the permittivity and conductivity (ε1, σ1) and
(ε2, σ2), respectively, while the permeability µ0 is used for each region, i.e., only non-magnetic
media are concerned here. The cross section of the cylinder is described by polar coordinates in
the xy plane through the shape function ρ = F (θ). The cylinder is illuminated by a plane wave
with time dependence exp(jωt), of which the electric field is assumed parallel to the z-axis (i.e.,
transverse magnetic or TM polarization). Let Einc denote the incident E field from region 1 to
region 2 with incident angle φ1. By using the induced current concept, the scattered field can be
expressed as the integral of the two-dimensional Green’s function multiplies by the induced surface
current density, which is proportional to the normal derivative of the electric field on the conductor
surface [3, 12]. As a result, for the direct problem, given the shape of the object, we can use the
boundary condition to solve the surface current density, then calculate the scattered field by using
the two dimensional half-space Green’s function. For numerical calculation of the direct problem,
the contour of the object is first divided into sufficient small segments so that the induced surface
current density can be consider constant over each segment. Then the moment method is used to
solve the equations with a pulse basis function for expanding and Dirac delta function for testing.

Let us consider the following inverse problem: given the scattered field, determine the shape
F (θ). Here the shape F (θ) is assumed to be star-like. In other words, F (θ) can be expanded as:

F (θ) =
N/2∑

n=0

Bn cos(nθ) +
N/2∑

n=1

Cn sin(nθ) (1)

where Bn and Cn are real coefficient to be determined, and N is the number of unknowns for shape
function of the object. In the inversion procedure, the SSGA is used to minimize the root mean
square error of the measured scattered field and the calculated scattered field, through three genetic
operators: reproduction, crossover and mutation. When the root mean square error changes by less
than 1% in two successive generations, the SSGA is terminated and a solution is then obtained.
Note that the regularization term can be added to avoid ill-conditioned problems. Please refer the
reference [11] for detail.

3. NUMERICAL RESULTS

Let us consider a conducting cylinder buried in a lossless half-space as Fig. 1. The permittivity in
region 1 and region 2 is characterized by ε0 and 2.56ε0 respectively. A TM polarization plane wave
of unit amplitude is incident from region 1. The frequency of the incident wave is chosen to be
1GHz, 2 GHz, 3 GHz, 4GHz and 5 GHz. The object is buried at a depth 0.1m and the scattered
field is measured on a probing line along the interface between region 1 and region 2. Our purpose
is to reconstruct the shape of the object by using the scattered field at different incident angles. To
reconstruct the shape of the object, the object is illuminated by incident waves from three different
directions and 20 measurement points at equal spacing are used along the interface for each incident
angle. There are 60 measurement points in each simulation. The measurement is taken from x = 0
to 0.2m for incident angle −π/3, from x = −0.1 to 0.1m for incident angle 0, and from x = −0.2 to
0m for incident angle π/3. To save computing time, the number of unknowns is set to be 9. The
population size is chosen as 100. The binary string length of the unknown coefficient, Bn and Cn, is
set to be 16 bits. The binary string length of conductivity is also set to be 16 bits. In other words,
the bit number of a chromosome is 144. The search range for the unknown coefficient of the shape
function is chosen to be from 0 to 0.1. The extreme value of the coefficient of the shape function
can be determined by the prior knowledge of the objects. The crossover probability and mutation
probability are set to be 0.8 and 0.1 respectively. In our example, the shape function is chosen to
be F (θ) = (0.027+0.01 sin 3θ)m. The reconstructed relative root mean square errors for the shape
versus different frequencies are plotted in Fig. 2. It is found that the reconstruction for 1GHz and
5GHz are poor, which the reconstruction for 2 GHz, 3GHz and 4 GHz are fair. Roughly speaking,
the reconstruction for 3 GHz is fairly satisfactory. Physically this can be explained by the fact that
the information available from the shadow region decreases if the wave number increases. On the
other hand, the scattering pattern becomes isotropic at very low frequencies and thus insensitive
to the variation of shape resulting in large errors.
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4. CONCLUSIONS

We have presented the effect of the incident frequency on the shape reconstruction for a buried
conducting cylinder. It is found that the information available form the shadow region decreases
if the wave number increases. On the other hand, the scattering pattern becomes isotropic at low
frequencies and thus insensitive to the variation of shape resulting in larger errors. In other words,
the reconstruct is good in the resonant frequency. It is worth noting that in these cases the present
work provided not only comparative information but also quantitative information.
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Abstract— We report on the results of our systematic experimental investigations of the diffrac-
tion pattern (DP) formed due to CW low-power laser beam propagation through a cell with metal
nanocolloids (NC). We have used different types of metal NC and for the first time have studied
thoroughly the temporal dynamics and structural characteristics of far-field DP. The experimen-
tal data has shown that in the observation plane the dynamic diffraction structure was formed.
It consists of several coaxial light and dark rings, whose diameters and number increased with
time and varied depending on the type and concentration of the colloidal solution. The stable
diffraction pattern with the fixed number of fringes is formed at the screen for periods of several
seconds from the beginning of the exposure to laser radiation. The number of formed rings is
inversely proportional to the optical thickness of the colloid and to the laser power also.
The experimental results have been interpreted theoretically from the viewpoint of thermal self-
action of laser radiation in the absorbing medium. Colloidal silver nanoparticles serve as centers
which efficiently absorb laser radiation and transfer the heat to the host liquid due to the thermal
conductivity, thus giving rise to the temperature gradient across the laser beam. Since the thermo-
optical nonlinearity of the liquid leads to the decrease in the refractive index of the medium at
the places, where the medium temperature is higher, the nonlinear negative phase shift appears
in the zone of the beam action. This phase shift acts on the radiation as a defocusing aberration
lens and leads to the formation of fringes observed in the far-field diffraction zone.
Based on the analytical solution to the heat transfer equation of a homogeneous medium with
a thermal source caused by the linear absorption of laser radiation, we have calculated the spa-
tiotemporal profiles of temperature increments of silver nanocolloids. To determine the structure
of the far field, we used the Fresnel-Kirchhoff integral in Fraunhofer approximation. This allowed
us to derive formulae, which related the number of bright rings in the observation plane and
the angular size of the entire diffraction pattern to thermophysical characteristics of the liquid
solvent, volume fraction of the metal sol, and parameters of the laser beam.

Metal nanocolloids (NCs) constitute suspended in liquid metal nanometer-sized particles and
attract an increasing interest due to their unique physical-chemical and optical properties distin-
guishing from that of both bulk metal and pure liquid [1, 2]. NCs are characterized by the pro-
nounced optical nonlinearity which manifests itself at rather low laser intensity (∼ 1 W/cm2) [2]
and leads to the NC refractive index dependence on laser power. This, in turn, is responsible for the
spatial self-modulation of optical wave upon its propagation through the colloidal medium. Various
nonlinear optical effects such as self-focusing, soliton formation, self-channeling of the laser beam,
supercontinuum generation, as well as thermal lensing and defocusing are observed in NCs. The
latter physical phenomenon, the thermal lensing effect, is of particular interest due to the prospects
of optical limiters (OL) designing.

The physical principle of OL operation is based on the effect of a self-induced negative thermal
lens formed in an absorbing colloidal medium due to its heating by radiation. Colloidal particles
possess the optical absorption several orders of magnitude higher than the host liquid and serve as
localized heat sources distributed over the entire NC volume thus decreasing significantly the energy
threshold needed for light thermal defocusing. The thermal lens is formed in a colloidal medium
during the finite time interval and leads to the so-called self-diffraction (the thermal blooming) of
radiation and to the formation of interference fringes in the far-field. The spatial structure of these
diffraction patterns (DPs) and its dependence on the laser power and on the conditions of laser
beam focusing also were the subject of numerous papers [3, 4]. Surprisingly, the transient stages of
laser-induced thermal lens formation in metal colloids, the time interval needed for the build-up of
stationary far-field intensity distribution remained underexplored yet, and this was the motivation
for our work.

In this report, we present the results of our systematic experimental investigations of the diffrac-
tion pattern (DP) formed due to CW low-power laser beam propagation through a cell with metal
nanocolloids (NC).
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The experimental set-up is presented in Figure 1. Diffraction patterns from colloids were stud-
ied according to the following scheme. The radiation from a cw solid-state laser (LCS-DTL-317,
wavelength λ = 532 nm, power 20 mW, beam diameter 1 mm, angular divergence 0.6mrad) was
launched onto the cell with NC solution. The projection on the white screen of the beam passed
through NC was taken by Nikon D3000 photo camera and the temporal dynamics was recorded by
the video camera. The distance (D) from the cell to the screen was 8m.

We used commercially fabricated nanopowders consisting of nearly spherical particles having
different sizes from tens to hundreds nanometers (in diameter) and different degree of aggregation.
Nano-sized stuffs (collargol, Al, Cu, Ni, Zn, TiO2) were suspended in ethanol, acetone, glycerin,
and distilled water. The thicknesses of used optical cells (excluding walls) with NC were 100µm,
630µm, 2 mm, 3.2 mm, and 10 mm. The every cell was tested on all colloid samples. We have used
only fresh solutes (< 10min) because sol particles tend to aggregate and sediment with time.

The experimental data has shown that in the observation plane the dynamic diffraction structure
was formed. It consists of several coaxial light and dark rings, whose diameters and number
increased with time and varied depending on the type and concentration of the colloidal solution.
The stable diffraction pattern with the fixed number of fringes is formed at the screen for periods
of several seconds from the beginning of the exposure to laser radiation (see Figure 2). We have
revealed that the observed DPs depend significantly on the laser beam power, on the concentration
and size of nanoparticles, and on the cell thickness also. At the same time, no significant dependence
of far-field structure on the nanoparticle material and type of liquid solvent (except for water) was
found. When the water solution of any type of metal nanoparticles (for al width of the used optical
cells) were irradiated by laser no diffraction fringes were observed.

The DP build-up time, e.g., the time elapsed from the onset of cell illumination by laser radiation
to the moment where the stable DP is observed on the screen, in this situation has the values of
about 1.5–2 s and was approximately the same for all investigated colloidal composition. The
diameter of the most outer light ring d0 as a function of the laser power P0 is shown in Figure 3.

The experimental results we will interpret theoretically from the viewpoint of thermal self-action
of laser radiation in the absorbing medium. We will use the free-space Fresnel-Kirchhoff diffraction
integral, which at the Fraunhofer approximation allows one to calculate the transverse spatial
distribution of the optical field intensity I in the far-field diffraction zone. Under the conditions of

D= 8 m 

cw laser 

Cell with

NC

Screen

Figure 1: The experimental set-up.

      
(a) (b) (c) (d) (e) 

Figure 2: DP evolution of a laser beam passed through a cell (thickness 2 mm) with the glycerin solution of
collargol (silver concentration 0.001%): (a) 0.01 s, (b) 0.15 s, (c) 0.5 s, (d) 1.1 s, (e) 3.5 s after beam passage.
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Figure 3: Diameter of the outer bright ring as a function of laser power in collargol-alcohol solution.

the cylindrical symmetry of the problem and an optically thin medium, we have

I (β, t) =
πc

2 (λD)2
exp (−τ)

∣∣∣∣∣∣

∞∫

0

E0 (r) · exp (−i∆ϕ (r, t))J0 (krβ) rdr

∣∣∣∣∣∣

2

, (1)

where E0 (r) is the beam amplitude profile at the optical cell entrance plane; β = r′/D is the
far-field diffraction angle, r′, r are the radial coordinates in the observation plane (screen) and in
the cell plane, respectively; D is the distance to the screen; k = 2π/λ is the wave number; c is the
speed of light in vacuum; t is time; J0(x) is the zero-order cylindrical Bessel function; ∆ϕ is the
nonlinear phase-shift acquired by the beam in NC; τ is the optical thickness of the medium in cell.
The complex field amplitude EL can be found, neglecting the diffraction inside the cell.

During the thermal self-action of a light beam, the refractive index of the NC solution changes
due to the temperature variation ∆T (r, t): nc (r, t) = n0

c(r) + dn
dT ∆T (r, t), where dn/dT is the

thermo-optical coefficient of the medium. For most liquids dn/dT < 0, and therefore their heating
by laser radiation leads to the local decrease in the refractive index, and hence, the defocusing of
laser beam is realized. Thus, for instance, pure water has dn/dT ≈ −10−4 K−1, whereas for ethanol
this parameter is four times higher, dn/dT ≈ −4 · 10−4 K−1.

The spatiotemporal dynamics of the temperature field of a thin colloid layer exposed to a laser
beam with the intensity I will be considered according to the two-dimensional heat transfer equation
of an infinite single-phase medium. In the absence of convection and anisotropy of thermophysical
properties of the medium, this equation in the Cartesian coordinate system has the following form:

∂T (r, t)
∂t

= χT ∆⊥T (r, t) +
α

ρCp
I (r, t) , (2)

where r = (x, y), α, ρ, Cp, χT are volume absorption coefficient, density, specific heat capacity at
constant pressure and thermal diffusivity of colloidal medium, respectively. The solution to this
equation is given in terms of the exponential integral Ei (x) as follows:

T (r, t) =
P0α

4πΛ

[
Ei

(
− r2

R2
0

)
− Ei

(
− r2

R2
0 (1 + t/tχ)

)]
. (3)

Here Λ is the thermal conductivity of a colloid, P0 = πR2
0I0 represents the power of laser radiation

at the entrance plane of the colloidal cell.
Using Equations (1)–(3), we have calculated the temporal evolution of the far-field intensity

of a laser beam passed through the silver colloids. The results of these calculations are shown in
Figures 4(a) to 4(d) for the transverse intensity profile formed at a distance D = 8m from the
optical cell. Intensity value in every figure is normalized to its maximum.

It can be seen that similarly to our experimental results the numerical simulation gives the
increase in the number and size of interference fringes with time. The stable DP on the screen



744 PIERS Proceedings, Suzhou, China, September 12–16, 2011

consisting of three pronounced light rings and the dark central zone is formed for the time interval
of about 3–4 s and then remains nearly unchanged till the end of observation (∼2min). The
diameter of the outer light ring in this case is ∼ 3.5 cm, and that of the inner one is 1 cm. This
result correlates well with the experimentally observed intensity patterns.

At the center of DP we first see the intensity maximum, which corresponds to a bright spot in
two-dimensional profiles (Figures 4(a), 4(b)). Then the axial maximum decreases (Figure 4(c)) and
finally the central dark spot is appeared (Figure 4(d)). The central dark spot is characteristic just
for the case of the thermal self-action of initially divergent (or collimated) laser beam, and it plays
a key role in OL functioning.

The number of bright rings observed in the screen characterizes the maximal phase shift ∆ϕmax

acquired by the radiation in the nonlinear medium. According to the data of Ref. [3] under the
conditions of thermal defocusing of the beam, every new bright ring in the DP intensity profile
appears as the optical wave phase increases by a value being a multiple of 2π, which corresponds
to the constructive interference of radiation fluxes coming from spatial zones of the beam with a
phase shift of one optical cycle. Thus, the approximate number of bright rings NR is determined
as: NR = b|∆ϕmax|c/2π, where the angle brackets b c denote the integer part of a value. Peak
phase shift for the calculations shown in Figure 4 equals ∆φmax/2π ≈ −4.2, thus indicating the
formation of four bright rings clearly visible in Figure 2(d).

Using the solution for the temperature of the colloid (Equation (3)), we can deduce that the
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Figure 4: Calculated two-dimensional and corresponding radial transverse distributions of the normalized
laser intensity in the far-field diffraction zone (on the screen) of the silver NC cell (alcohol solution, L =
0.63mm, δ = 10−4), at different time instants: (a) 0.25, (b) 0.75, (c) 2.0, and (d) 4 s. The scales for x and
y axes are in cm.

(a) (b) (c) 

Figure 5: Calculated transverse intensity distribution of a laser beam passed through the layer (δ = 10−4,
L = 650 nm) of colloidal silver in (a) water, (b) alcohol, and (c) glycerin. The scales for both x and y axes
are in cm.
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maximal number of observed bright rings in the stable DP is expressed as

NR ≈
⌊

P0τeff

4πλΛ

∣∣∣∣
dn

dT

∣∣∣∣
⌋

, (4)

and is inversely proportional to the beam power absorbed by the medium (here, τeff = αeff L =
1− exp (−τ)).

Figure 5 demonstrates the influence of the solvent type on the far-field DP. The calculations
were performed for fixed laser power P0 = 20 mW and for the colloidal solution of collargol in three
different liquids (water, alcohol, and glycerin) possessing similar refractive indices at the wavelength
of 532 nm, but different physical properties.

It can be seen from the figures that, among three considered colloids, the alcohol solution
produces the largest number of bright rings (five) and correspondingly the widest diffraction pattern.
The aqueous solution with analogous silver particles concentration gives rise to a single bright
central spot, while the glycerin colloid leads to three rings formation on the screen.

This fact becomes clear if we recall the Equation (4) which gives the estimation of the rings
number NR. Actually, this equation includes the combination of physical properties of the liquid
basis M =

(
Λ−1 |dn/dT |), which the number of rings is proportional to. The corresponding cal-

culations using tabulated data give the following values of M -parameter (in mm/W): M = 0.15
(H2O), 2.2 (C2H5OH), and 0.8 (C3H8O3). Thus, ethanol having among all studied solvents the
lowest thermal conductivity and simultaneously the highest thermo-optical coefficient favors the
deeper spatial phase modulation (∆ϕmax) of the optical wave propagating through the colloidal
cell. In accordance with the M -parameter values, water possesses less thermo-optical activity then
ethanol does and therefore, no fringes at P0 = 20mW were observed from aqueous colloids during
the experiments. On the contrary, the DP build-up time tDP which can be defined as tDP = 5tχ,
for all considered liquids has close values, tDP ≈ 2÷ 3 s. So, that is why we have not observed any
substantial dependence of the DP transition time on the NC type.
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Abstract— Recently, we can see a lot of wireless systems in many kind of products such as
computers, broadcast, and mobile phones. It means that we need higher-speed wireless sys-
tems.There are many technique for higher wireless communications, especially a lot of researches
for the signal detection technique.In this paper, we propose a new detection method based on the
QRM MLD, which is based on the algorithm of QR-M MLD with a tree structure. The nodes
on first level represent the symbol candidate of the symbol transmitted by NT -th antenna. The
nodes on d-th level represent the candidates of the symbol transmitted from (NT − d + 1)-th
antenna.Each nodes have the M child nodes which represent the M constellation points, respec-
tively. MLD method check the all of the nodes from first level to NT -th level, so it takes a lot
of times.QRM MLD method select M nodes for each level by selecting the nodes which have
lower metrics.Our method selects kM nodes by selecting k nodes for each signal point, which
have smaller metrics in the set of N(S) in the level. Here we refer to nodes corresponding to the
constellation point S as N(S). By this method, we have no chance to delete the correct symbol
candidate for all level, and we think the bit error ratio (BER) performance should get better
than the other method.

1. INTRODUCTION

Recently, the Multiple-Input Multiple-Output (MIMO) systems employing multiple NT transmit
antennas and NR receive antennas are watched with keen interest as important techniques for
the forefront wireless communication systems. The performances of MIMO systems are often
evaluated in terms of the bit error ratio (BER) performance, so the detection method is important
for improving MIMO systems. Maximum Likelihood Detection (MLD) was proposed in [1] and
its BER performance is the best in detection algorithms, but its computational complexity is an
exponential order. To improve the computational complexity of MLD, the QRM-MLD was proposed
in [2] and has good BER performance. However, the computational complexity of QRM-MLD needs
more improvement, so the QRM-MLD with adaptive control of surviving symbol replica candidates
(called AC-QRM-MLD hereafter) was proposed in [3]. The AC-QRM-MLD uses the threshold to
determine the surviving symbol candidates in order to improve the computational time. However,
the probability to delete the correct candidate with this threshold in earlier detection stage is so
high that the BER performance becomes debasement at high SNR. Also QRM-MLD can delete the
correct candidate in earlier stage because the method select M nodes whose error is smaller than
the rest. In this paper, we propose a new method based on the QRM-MLD method. Our method
doesn’t delete the correct candidate in all detection stage, so the effect of error propagation becomes
low. It follows the BER performance should be better than QRM-MLD and AC-QRM-MLD mthod.

2. PRELIMINARIES

The MIMO system we assumed is shown in Fig. 1. The system has NT transmit antennas and NR

receive antennas.

transmitter receiver

 

  
01· · · 10 01· · · 10

 
x 1

x 2
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h11
h21

hNR ,  N T

Figure 1: The concept of the MIMO systems.
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The relationship between the transmitted signal vector X and the received signal vector Y in a
general MIMO system can be expressed compactly in matrix form as follows:

Y = HX + N (1)

where H denotes the channel matrix and N denotes the noise vector. Many detection methods
were proposed, so we show you some of them.
2.1. MLD
Maximum Likelihood Detection (MLD) is the best detection method in view of the BER perfor-
mance, but it takes exponential time.

For all combination of the transmitted symbols candidates, the method calculates the metric
based on the following equation.

metric = |Y −HC|2 (2)

where |D|2 denotes the squared Euclidean distance of D and C denotes the symbol candidates
C = [c1 c2 . . . cNT

] whose ck is the candidate of xk. Metric become the smallest when C is equal
to X, so MLD detects the symbols by selecting C whose metric is minimum. The computational
time of MLD is exponential order because the method calculates the metrics for all combination of
ck, so improved MLD methods reducing computational complexity were proposed.
2.2. QRM-MLD
MLD using QR decomposition and the M algorithm (QRM-MLD) can reduce computational com-
plexity of MLD. In QRM-MLD, the signals are detected from xNT

to x1, so the process of detecting
xNT

, xNT−1, . . ., and x1 are referred to as first stage, second stage, . . ., NT -th stage. QRM-MLD
detects signals by the following process.

1. Perform QR decomposition for the estimated channel matrix H and the matrix Q and R are
obtained, then Eq. (1) can be rewritten as the following equation

Z = RX + N′ (3)

where Z = QHY, N′ = QHN, and QH denotes the hermitian matrix of Q, respectively. As
you can see, zNT

has nothing to do with the signals from x1 to xNT−1 because R is an upper
triangular matrix, so the signals are detected from xNT

.

2. • Detection of xNT

(a) Set a column vector of NT elements Cinit as the zero vector. For all symbol candidates
of xNT

, replace the NT -th element of Cinit with one of the symbol candidates and
the replaced vector is referred to as CNT

. With CNT
made of one of the symbol

candidates, calculate the branch metric MetB(NT ) based on the following equation.

MetB(NT ) = |zNT
−RNT

CNT
|2 (4)

where RNT
denotes the NT -th row vector of R.

(b) Select one symbol candidate which has the smallest MetB(NT ) of all candidates
(selected candidate is referred to as the surviving symbol candidate).

• Detection of xi(i = NT − 1, NT − 2, . . . , 1)
(a) For all surviving symbol candidates, replace the i-th element of Ci+1 with one of the

symbol candidates of signal xi and the replaced vector is referred to as Ci. With
Ci made of one of the symbol candidates of xi, calculate the branch metric MetB(i)
based on the following equation.

MetB(i) = |zi −RiCi|2 (5)

After that, calculate the accumulated branch metric MetA(i) which is the sum of the
branch metrics from MetB(NT ) to MetB(i).

(b) Select M symbol candidates which have the smaller MetA(i) in all candidates.

The number of calculations of branch metrics is MS where M is the number of surviving symbol
candidates at the detection process of each xi and S denotes the number of candidates for each
symbol. The computational complexity of QRM-MLD is lower than that of MLD and the BER
performance of QRM-MLD is good.
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2.3. AC-QRM-MLD
Hereafter, we refer to the QRM-MLD in Section 2.2 as the original QRM-MLD. QRM-MLD with
adaptive control of surviving symbol replica candidates (AC-QRM-MLD) can reduce the compu-
tational complexity more than the original QRM-MLD.

The detection process of AC-QRM-MLD is like that of the original QRM-MLD. The difference
between them is the process of selecting surviving symbol candidates.

The surviving symbol candidates of the AC-QRM-MLD are the candidates whose accumulated
branch metrics are smaller than the threshold, while the surviving symbol candidates of the original
QRM-MLD are selected M candidates whose accumulated branch metrics are smaller than the
others.

The threshold at m-th stage proposed in [3] is expressed by

∆m = Em,min + Xσ2 (6)

where Em,min denotes the minimum accumulated metric in the m-th symbol candidates, X denotes
the predetermined fixed value, and σ2 denotes the estimated interference plus noise power.

When SNR becomes high, the BER performance becomes bad because that the value Xσ2

becomes small and that the probability of deleting the correct symbol candidate in earlier stage
becomes high.

3. PROPOSED METHOD

We propose the new detection method based on the QRM-MLD method. As I explained in Sec-
tion 2.2, the method selects M candidates in each detection stage. However, when the detector
selects only incorrect candidates by chance in earlier stage, the performance may become bad due
to the error propagation. Our method prevent the detector from discarding the correct candidate
in each stage.

Our method detects symbols as bellow.

1. Perform QR decomposition for the estimated channel matrix H and the matrix Q and R are
obtained, then Eq. (1) can be rewritten as the following equation

Z = RX + N′ (7)

where Z = QHY, N′ = QHN, and QH denotes the hermitian matrix of Q, respectively. As
you can see, zNT

has nothing to do with the signals from x1 to xNT−1 because R is an upper
triangular matrix, so the signals are detected from xNT

.

2. • Detection of xNT

(a) Set a column vector of NT elements Cinit as the zero vector. For all symbol candidates
of xNT

, replace the NT -th element of Cinit with one of the symbol candidates and
the replaced vector is referred to as CNT

. With CNT
made of one of the symbol

candidates, calculate the branch metric MetB(NT ) based on the following equation.

MetB(NT ) = |zNT
−RNT

CNT
|2 (8)

where RNT
denotes the NT -th row vector of R.

(b) Select one symbol candidate which has the smallest MetB(NT ) of all candidates
(selected candidate is referred to as the surviving symbol candidate).

• Detection of xi(i = NT − 1, NT − 2, . . . , 1)
(a) For all surviving symbol candidates, replace the i-th element of Ci+1 with one of the

symbol candidates of signal xi and the replaced vector is referred to as Ci. With
Ci made of one of the symbol candidates of xi, calculate the branch metric MetB(i)
based on the following equation.

MetB(i) = |zi −RiCi|2 (9)

After that, calculate the accumulated branch metric MetA(i) which is the sum of the
branch metrics from MetB(NT ) to MetB(i).

(b) For candidates corresponding to the same symbol, select k candidates which have the
smaller MetA(i) in the group whose elements indicate the same symbol.
(There are kM surviving symbol candidates.)
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Figure 2: The process of detection with our method.

Figure 2 shows the concept of our method. Our method can be explained with a tree structure.
In Fig. 2, the nodes are labeled by the alphabet of a, b, c, and d which correspond to the signal
points of transmitted signal. In the first stage, it means the detection of xNT

, we select one
candidate node labeled b, and proceed to the next stage which is the detection of xNT−1. In second
stage, there are four candidates, and there are one candidate for each signal point of a, b, c, and
d, so that all of candidates are surviving symbol candidates. In third stage, there are 16 nodes,
which are four nodes for each signal point. At first, we compare the metrics of the nodes which
are labeled a, and select k candidates which have the lower metric. Next, we compare the nodes
which are labeled b. Finally we can obtain 4k nodes. These candidates are the surviving symbol
candidates of this stage. After that, we select the nodes in each stage by the same algorithm. In
the last stage, we select one node which has a smallest accumulated branch metric and we track
back from the node to the root node in order to get the detected symbols.

As you can see, at least one node is survived for each signal point. It means that the proba-
bility of discarding correct candidates in earlier stage should becomes low, and the effects of error
propagation should becomes low.

4. CONCLUSION

In wireless communication systems, we demand the higher data rate with low power. The MIMO
systems can transmit the signals with multiple antennas, so lots of data can transmit, but the
receiver have to detect the signals. It follows that the detection method is very important in order
to realize the higher data rate wireless systems.

MLD method is the best method in view of BER performance, but it need large amount of
time. QRM-MLD method can detect with lower computational complexity than MLD. However,
QRM-MLD method has the probability of discarding correct symbol candidate in earlier stage of
detection, and it causes the error propagation.

Our method is based on the QRM-MLD method, so it needs less calculation time than MLD.
QRM-MLD method select M candidates by selecting nodes which have the lower metric in each
stage, while ours select k candidates for each symbol. With our method, we think that we can ease
the probability of discarding correct candidate.

5. FUTURE WORK

In this paper, we propose the new detection method in order to prevent the detector from deleting
the correct symbol candidate in earlier stage. We have to simulate MIMO systems with this
method, and we have to prove that our method is superior to other detection method in view of
BER performance.
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Abstract— It is traditionally treated that when optical wave propagates through a turbulent
atmosphere, the optical signal fluctuates “randomly”. However, this paper validates that the
optical signal fluctuations are not “random” by experiments. 3 optical propagation experiments
are performed: ground-to-satellite-to-ground, horizontal propagation, and stellar observation.
The experiments results show that: when it is observed in a small-scale period, the optical wave
propagating through the atmosphere fluctuates “randomly”; but when it is observed in a large-
scale period, the optical scintillation follows the same rules of share price fluctuations. Utilizing
the techniques of share transaction to predict the optical scintillation has potential value for
free-space optical communication system and laser transmitter system.

1. INTRODUCTION

Traditionally, optical wave propagating through a turbulent atmosphere experiences variation in
its intensity [1]. It is called optical scintillation. Theoretically, optical scintillation is usually
treated as “random” fluctuation, and is arrhythmic. Previously many experiments have confirmed
this viewpoint. However all of the passed experiments analysis only focus on the quantity of the
experimental data, and ignore to analyze the data from the viewpoint of a graph that the data
appear as a whole. If we change to a new point of view, or say that if we observe the data from
the viewpoint of a graph that the data take on, can we arrive at a new opinion about optical
scintillation? Yes. This paper will answer this question.

Three optical propagation experiments are performed: ground-to-satellite-to-ground, horizontal
propagation, and stellar observation. The experimental data show that the optical fluctuations
obey some specific rhythm. It is noticed that the authors use a word “rhythm” instead of “law”.
As we will point out as below that their rhythm has a great similarity with share prices fluctuations.
The share prices fluctuations looks like the flood-tide and the ebb tide. Wave after wave and it is
full of rhythm. The author will utilize the transaction techniques of shares market to analyze the
experimental data.

2. THE TRANSACTION TECHNIQUES OF STOCKS MARKET

We start with a short introduction to the transaction techniques of stocks market [2]. Thus far the
readers can have a clear understanding of how to use the techniques to analyze the experimental
data. Share price usually moves in three kinds of trends: uptrend, downtrend and sideways trend [2],
as shown in Fig. 1.

The trend is simply the direction of the market, which way it’s moving. Generally the markets
don’t move in a straight line in any direction. In stead, they usually move in a series of zigzags. In
these zigzags, there are a series of successive waves with fairly obvious peaks and troughs. It is the
direction of those peaks and troughs that constitutes market trend.

Whether those peaks and troughs are moving up, down and sideways tell us the trend of the
market. An uptrend is defined as a series of successively higher peaks and troughs; a downtrend
is just the opposite, a series of declining peaks and troughs; horizontal peaks and troughs would
define a sideways price trend.

The transaction techniques of stocks market can be concluded as follows: in an uptrend, hold
on your shares; in a downtrend, hold on your money; in a sideways trend, just sell out your shares
at the peaks and purchase them back at the troughs.

3. EXPERIMENTS

The three optical-link experiments include: 1, a laser propagates through an uplink, reflected back
to the ground by a cube corner retro-reflector at the satellite, and then received by the ground
telescope; 2, a laser propagates through a near-ground horizontal link; 3, stellar observation.
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(c)

(a) (b)

Figure 1: (a) Uptrend; (b) Downtrend; (c) Sideways trend.

The optical signals enter into the receiver aperture, and then focus on the image plane of the
camera. This forms the speckle patterns of the signals. The sampling rate of the camera is 45 Hz.

Firstly, adds the intensity value of every pixel (the grey degree) in every frame image together,
and the sum is the relative short-exposure intensity of this frame. In this paper, the sum’s absolute
value has no meanings. Repeat this work, and the total intensity of every frame image is obtained.
Draw a picture, in which the vertical axis is about the intensity values, and the horizontal axis
is about the time (the frame number). From which, the optical signal fluctuations can be shown
clearly.

3.1. Ground-to-satellite-to-ground Propagation
In the first link, a laser is transmitted to a satellite. The distance between the ground telescope
and the satellite is 550 km. A cube corner retro-reflector is installed at the satellite. And then, the
laser is reflected back to the ground by the retro-reflector. In fact, this is a kind of link including
an uplink and a downlink. We call it as the UD link. A group of data of the UD link is shown in
Fig. 2.

In Fig. 2, the horizontal axis is the frame number, and the vertical axis is the total received
intensity (in fact, it is the sum of the grey degree of the image). As to every frame image, a circle
is used to label its intensity’s value. Lines are used to connect the circles. It is shown in Fig. 2
that the optical signal runs in a sideways trend with horizontal peaks and troughs. The peaks
and troughs limit the signal fluctuations range. Whenever the signals runs to the support or the
resistance range, it means it is time to change direction.

3.2. Horizontal Link
In the second link, the optical signal propagates through a 2.4 km horizontal path. The atmospheric
condition is weak turbulence. We call it as the H link. As shown in Fig. 3, it is the first group of
data of the H link.

The authors are terribly astonished by the movement of the optical signal. This kind of move-
ment is nearly the classic textbook behavior of stocks trading.

The 60-minute candlesticks pattern at the end of October of 2010 of one of the stocks of China
(its code number is 000777) is shown in Fig. 4. It can be brought into comparison.

In Fig. 3, the optical signal builds in a bottom at the 17th frame, and then climbs up along
a 45 degree uptrend channel. From the 33rd frame, the optical signal goes into a sideways trend
fluctuation. In the standard textbook of stocks trading, this transverse fluctuation is called the
air refueling. As shown in Fig. 3 by two bidirectional arrowheads, once it is sure to make a
breakthrough upwards, the amount of increase after the breakthrough is nearly equal to that
before the breakthrough. At the 39th frame, the optical signal selects the direction and moves
upwards, and then at the 40th frame it steps back on the platform to ensure that the breakthrough
is effective. Subsequently, the signal begins to accelerate upwards, and from the 44th frame it
enters into a convergent triangle. The above actions are all classic behaviors of stocks.

The second group of data of the H link is shown in Fig. 5.
In Fig. 5, the optical signal is limited to move in a sideways trend with horizontal peaks and

troughs. Sometimes the optical signal passes through the peaks and troughs, such as at the 14th
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Figure 2: A group of data of the UD link.
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Figure 3: The first group of data of the H link.

 

Figure 4: The 60-minute candlesticks pattern of
000777.
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Figure 5: The second group of data of the H link.
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Figure 6: The third group of data of the H link.
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Figure 7: A group of data of the D link.

and the 46th frames. But they have been verified to be beguiling breakthroughs. These beguiling
actions are also frequently used to manipulate the stocks market.

The third group of data of the H link is shown in Fig. 6.
The optical signal moves in a triangle downtrend pattern. Its oscillation amplitude becomes less



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 753

and less. It still has the same tradition of piercing the support to test the effectivity as it usually
happens in the stocks market.

3.3. Stellar Observation
The third experiment is about the stellar observation. This is downlink propagation. We call it as
the D link. A group of data of the D link is shown in Fig. 7.

In Fig. 7, this kind of pattern is usually called the double bottom or the W bottom. In the
stocks market, it signifies that the stock price has touched the bottom area after a long time fall.

4. CONCLUSION

The authors find out that the optical scintillation obeys the same rules of the stock price fluctua-
tions. If it is verified that it can be used to predict the scintillation in the future, it will has a great
importance upon the signal’s acquisition, tracking and pointing for the area of free-space optical
communication.

If it is observed in a small-scale period, the optical scintillation is “random”. But the authors
verify that if it is observed in a large-scale period, the optical signal fluctuations obey the same
natural rules of the stocks market. Especially after the authors see Figs. 3, 5 and 6, they believe
in this faith.

Why? It can be explained as follows: several factors contribute to the laser scintillation, in-
cluding wind velocity, temperature, and atmospheric pressure. It is a basic phenomenon of the
nature. Many factors contribute to the stocks prices, including money’s flow direction, sudden
news, international important affairs, and bargainers’ psychology. It still is a natural phenomenon.
Both must have obeyed some unknown natural laws.
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Abstract— This paper proposes the new technique to improve the conventional techniques
in the channel allocations, in order to reduce transmission loss, in case of there are a large
number of channel and each of channel is nearby. We have found this case in Dense Wavelength
Division Multiplexing (DWDM) that is the cause of transmission loss called Four-Wave Mixing
due to the fiber nonlinear. The channel allocations that used to resolve this problem are Equally
Spaced (ES), Unequally Spaced (US), Repeated Alternate US (RAUS). This paper present the
new technique to arrange the channel allocation in called paired URAUS to avoid the four-
wave mixing. From the simulation results, the new proposed technique has lower the effect of
Four-Wave Mixing than the conventional techniques and decrease bit error probabilities and
bandwidth, containing higher channels, in DWDM transmission systems.

1. INTRODUCTION

In this paper, we focus on the fact that characteristics of FWM are closely related to space channel
allocations. From the viewpoint of channel allocations, Repeated Alternate US (RAUS) have been
presented in [1]. Allocations were proposed and examined to overcome the problem in Equally
Spaced (ES) [2] and RAUS allocations have been theoretically analysis to show lower FWM noise
than that ES allocations. ES has a lot of FWM frequencies with fFWM = fi, where fFWM is a
frequency of an FWM light and fi is a frequency of signal light with a channel index i. As a
result, the signal-to-noise (S/N) ratios for ES are heavily degraded by FWM. On the other hand,
in Unequally Spaced (US) [3, 4]. It is shown that if the frequency separation of any two channels
of a DWDM system is a difference from that of any other pair of channels. However, the total
bandwidth, which is occupied by all signal lights, expands drastically with an increase in the
number of channels NC , Thus, it is difficult to have a lot of channels in US and it can be said
that there is no optimum US from the viewpoint of the total bandwidth. Especially in lightwave
transmission system using optical fiber amplifiers, it is important to achieve total bandwidth as
narrow as possible because the light frequency range to amplify signal light powers is limited. To
overcome the problem previously described about RAUS and paired URAUS were demonstrated
theoretically and experimentally. It was found that those RAUS and paired URUS have lower
FWM efficiencies with fFWM = fi. In this paper, paired URAUS to arrange the channel allocation
to avoid the effect of FWM. We consider the frequency spacing more than 50 GHz due to the limit
of device optical multiplexer and demultiplexer [5]. For example, a Dispersion Shift Fiber (DSF)
is supposed to have length L of 80 km, fiber loss coefficients α of 0.2 dB/km, derivative dispersion
coefficient dD/dλ of 0.06 ps/km/nm2, efficiency η of 80% [6, 7]. And the generated wavelength of
EDFA between 1529.55–1560.61 nm (C-band) of ITU-T G.694.1 standard for DWDM signals.

2. FUNDAMENTAL OF ANALYSIS

2.1. Four-wave Mixing
A light frequency fFWM of FWM frequency, which is generated by third-order non-linear effected to
three signal light frequencies fi, fj and fk as follow fFWM = fijk = fi + fj − fk (i, j 6= k), Because
our primary concern in this paper is FWM, self-phase modulations, cross-phase modulations, and
waveform degradation due to bandwidth limit are not concerned. In the DWDM system, the spacing
between wavelengths may be uniformly distributed ranging from a few gigahertz to 100GHz [8].
Which PFWM(fm) =

∑
fk=fi+fj−fm

∑
fj

∑
fi

PFWM(fijk).

The output power PFWM of the FWM product is given by [9, 10].

PFWM(fijk) =
1024π6

n4λ2c2

(
dijkχ

(3)Leff

Aeff

)2

PiPjPke
−αLηijk (1)
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Figure 2: Channel allocation of RAUS.

where Pi, Pj and Pk represents the input power of the frequencies fi, fj and fk, respectively PFWM

is the power of the lightwave from FWM at the frequency fFWM, n is the fiber refractive index,
λ is the wavelength, c is a velocity of light in a vacuum, Aeff is the effective core area of fiber, α

is the fiber coefficients, L is fiber length, dijk = 6 for i 6= j, and χ(3) is the third-order nonlinear
susceptibility. The FWM efficiency ηijk is given by [9, 10].

ηFWM =
α2

α2 + (∆β)2

{
1 +

4e−αL sin2(∆βL/2)
(1− e−αL)2

}
(2)

where ∆β represents the phase mismatch and may be expressed in teams of signal frequency
differences [9, 10]

∆β =
2πλ2

c
|fi − fk||fj − fk|

[
D +

λ2

2c

dD

dλ
(|fi − fo|+ |fj − fo|)

]
(3)

where fi, fj and fk are light frequencies of signals, D is the fiber chromatic dispersion and dD/dλ
is a derivative dispersion coefficient of a optical fiber. If Gaussian approximation is used to describe
the noise caused by FWM interference, the error probability of FWM Pe for an intensity-modulated
On-Off Keying (OOK) signal is written as [9, 10].

Pe =
1
2π

α∫

Q

exp
(
− t2

2

)
dt (4)

FWM light is detected at the receiver together with the signal light, and induces the interference
noise. The FWM noise power NFWM is written as [9, 10]. Which NFWM = 2b2Ps(PFWM/8), there-
fore in a DWDM system the nonlinear interaction among these frequency channels may generate
interference frequency to a signal channel, and cause degradation of signal and increase bit error
probability. In other words, actual noise due to FWM is expected to be lower than the calculated
results in this paper.

Where Ps is the signal light power at the receiver. In case of the input light power to the fiber
P0, the fiber length is L and and fiber loss coefficients is α, Ps = Pine−αL. The SNR can be
expressed as [9, 10].

Q =
bPs√

Nth + Nsh + NFWM +
√

Nth

(5)

Since the thermal noise Nth and shot noise Nsh are very small, NFWM is the dominant factor
of the denominator; b = ηe/ηf , Where h is Planck’s constant, η is the quantum efficiency of the
detector, and e is the elementary electric charge. It is also assumed that the APD has a quantum
efficiency η of 80%.
2.2. ES and RAUS Channel Allocations
ES has signal lights with equally frequency separations between adjacent signals, as show Fig. 1.
Using a channel spacing ∆fc and number of channels NC , a total bandwidth for ES BES is given
by BES = (NC − 1)∆fc.

Because ∆fc is constant for each channel, a lot of FWM frequencies with fFWM = fi are
generated. From the frequencies of FWM lights generated within a total bandwidth always agree
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Table 1: Example of ES Channel Allocation of ITU-T G.694.1.

Channel   1   2   3   4    5   6   7   8                …..                         38  39  40 

ƒc  (GHz)    100 100 100  100  100  100  1 00     
     

                        100  100 

ƒi (THz) 192.10 192.20 192.30 192.40 192.50 192.60 192.70 192.80  … .                  
 

 195.80 195.90 196.0  .

… .    .

Table 2: Example of RAUS Channel Allocation of ITU-T G.694.1.

with those of signals. Table 1 shows an example of ES channel allocation with the number of
channels NC = 40 and the frequency spacing ∆fc of 100 GHz. US has signal lights who is frequency
separation are different every two and dose not have FWM lights with fFWM = fi. This reason is as
follows a frequency fijk of FWM frequency is related to frequencies fi, fj and fk as fijk−fi = fj−fk.

The RAUS is formed by repeating AUSn as a base unit, is show in Fig. 2 a total bandwidth
for RAUS BRAUS is expressed as BRAUS = n(Bb1 + Bb2 + Bb3 + . . . + Bbn) + Bres, Here, n is the
number of the base units, Bb is the bandwidth of the base unit, and Bres is the increases almost
linearly with the number of channels NC because RAUS repeated the base unit periodically. The
term of Bpaired URAUS is in proportion to (nb− 1) where nb is number of channels for the base unit
and the second term is narrower than the bandwidth of the base unit Bb. If nc À nb, the first term
is dominate in BRAUS leading to BRAUS ≈ nBb. The paired URAUS frequency allocation are new
proposed, as shown in Fig. 3. Here, Bb, are the same as those in RAUS [5]. The paired URAUS
has difference spacings ∆fd = ∆f1, ∆f2, ∆f3, . . . between the adjacent paired base units. A total

bandwidth for paired URAUS is expressed as Bpaired URAUS =n(Bb1+Bb2+. . .+Bbn)+
n−1∑
d=1

∆fd+Bres.

Here, n is the number of paired base units, Bb1 is the bandwidth of the AUS1, Bb2 is the
bandwidth of the AUS2, ∆fd is the spacing between the dth paired base the dth unit and (d+1)th
paired base unit, and Bres s the bandwidth of addition channels.

The Table 3 show paired URAUS, which corresponds to Fig. 3, and the paired based units are
denoted as (AUS1, AUS2, . . .) in the follows. The first Bb1 is composed of channels 1–6 next Bb2

is composed of channel 6–11; between the channels 11 and 12 are additional channels (∆f1), the
second Bb3 is composed of channels 12–17 and next Bb4 is composed of channels 17–22; between
the channels 22 and 23 are additional channels (∆f2).

3. CALCULATED RESULTS AND DISCUSSION

We consider the generated wavelength of Erbium Dope Fiber Amplifier (EDFA) between 1529.55–
1560.61 nm (C-Band) of ITU-T G.694.1 standard and compare the FWM characteristics of paired
URAUS with ES, US and RAUS from viewpoint of FWM efficiency, and bit error probability are
also briefly reviewed. For example, a Dispersion Shift Fiber (DSF) is supposed to have length L of
80 km, decay rate α of 0.2 dB/km, the derivative dispersion coefficient is dD/dλ of 0.06 ps/km/nm2,
effective core area Aeff of 50µm2, and the Avalanche Photo Diode(APD) has a quantum efficiency
η of 80%.
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Table 3: Example of paired URAUS channel allocation of ITU-T G.694.1.
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Figure 4: Compaired efficiency of FWM for channel
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Figure 5: Compaired BER of FWM for channel al-
locations.

The Fig. 4 show a relation between an FWM efficiency with fFWM = fc and a difference in light
frequencies for ES, RAUS and paired URAUS, Here, fFWM is a frequency of an FWM light and fo

is a zero-dispersion frequency, which is set at a mid-point of a total bandwidth of signal lights. It
is a mid-point channel, which has the largest number of FWM frequency among all the constituent
channels, for ¤ = ES, • = RAUS and N = paired URAUS channel allocations respectively. An
average of FWM efficiency with fFWM = fc for ES, RAUS and paired URAUS is −12.03, −21.72
and −25.69 dBm, respectively. These results are indicated that paired URAUS have lower FWM
efficiencies than ES and RAUS channel allocations.

Finally, consider the error probability of FWM in Fig. 5 shows a relation between bit error
probability of FWM Pe for an intensity-modulated On-Off Keying (OOK) signal and input power
per channel Po. The horizontal line shows receiver at power per channel. The vertical line shows the
bit error probability of FWM. Here, open squares, closed circles and closed triangles correspond
to total power of FWM in RAUS, paired URAUS channel allocations, respectively. Receiver at
power per channel Pe to achieve a BER of 10−9 for ES, RAUS, paired URAUS are −5, −11.45
and −14.65 dBm, respectively. Therefor, the generated wavelength of EDFA between 1529.55–
1560.61 nm, which the bit error probability of FWM Pe with fFWM = fi for paired URAUS is lower
bit error probabilities of FWM than ES and RAUS channel allocations.

4. CONCLUSIONS

In this paper, we proposed and analyzed the paired URAUS to arrange the channel allocation to
avoid the effect of paired URAUS to arrange the channel allocation to avoid the effect of FWM
by alternating groups (AUS) of the frequency spacing within base units, by the number of FWM
frequencies which satisfy fi(i = 1, 2, 3, . . . , n) of paired URAUS is smaller than that of ES and
RAUS. The causes of number of FWM frequencies at channel positions and FWM efficiencies
reduced more than ES and RAUS allocations in DWDM system.

From the results in Figs. 4 and 5, it is concluded that paired URAUS are better than ES and
RAUS channel allocations for DWDM system because of the low FWM efficiencies, and low bit
error probabilities of FWM with fFWM = fi.



758 PIERS Proceedings, Suzhou, China, September 12–16, 2011

REFERENCES

1. Kojima, S. and T. Numai, “Theoretical analysis of modified repeated unequally spaced fre-
quency allocation in FDM lightwave transmission systems,” J. Lightw. Technol., Vol. 24, 2786–
2797, 2006.

2. Inoue, K., “Four-wave mixing in an optical fiber in the zero-dispersion wavelength region,” J.
Lightw. Technol., Vol. 10, No. 11, 1553–1561, Nov. 1992.

3. Forghieri, F., R. Tkach, A. Chraplyvy, and D. Marcuse, “Reduction of four-wave mixing
crosstalk in WDM system using unequally spaced channels,” IEEE Photon. Technol. Lett.,
Vol. 6, No.6, 754–756, Jun. 1994.

4. Forghieri, F., R. W. Tkach, and A. R. Chrapltvy, “WDM systems with unequally spaced
channels,” IEEE Photon. Technol. Lett., Vol. 13, No. 5, 889–897, May 1995.

5. Agawal, G. P., Fiber Optic Communication System, 3rd Edition, John Wiley & Sons, 2002.
6. Kojima, S. and T. Numai, “Theoretical analysis of modified repeated unequally spaced fre-

quency allocations in FDM lightwave transmission systems,” J. Lightw. Technol., Vol. 24,
No. 7, 2786–2797, Jul. 2006.

7. Fujita, S., T. Suzaki, A. Matsuoka, S. Miyazaki, T. Torikai, T. Nakata, and M. Shikada, “High
sensitivity 5 Gb/s optical receiver module using Si IC and GaInAs APD,” Electron. Lett.,
Vol. 26, 175–176, 1990.

8. Kwong, W. C. and G. C. Yang, “An algebraic approach to the unequal-spaced channel-
allocation problem in WDM lightwave system,” IEEE Trans. Commmun., Vol. 45, No. 3,
352–359, Mar. 1997.

9. Zhang, L. and J. Tang, “Label-switching architecture for IP traffic over WDM network,” IEEE
Proc.-Common., Vol. 147, No. 5, 269–276, Oct. 2000,

10. Chin, T. S., F. M. Abbou, and E. H. Tat, “Impact of four wave mixing (FWM) in routing
and wavelength assignment,” American Journal of Applied Sciences, Vol. 5, No. 8, 1059–1063,
2008.



Progress In Electromagnetics Research Symposium Proceedings, Suzhou, China, Sept. 12–16, 2011 759

Generation of Diffraction-compensated Beams through a Phase
Plate

Marc Brunel1, Huanhuan Shen1, Driss Mgharaz1, Sébastien Coetmellec1,
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Abstract— We present an alternative method to generate non-diffracting beams. It consists in
focusing a gaussian beam in the vicinity of a circular phase plate which transmission coefficient
exceeds 90%. The latter is a binary diffractive optical element which introduces a phase shift φ
in the central part of the incident beam. The dephasing area, which is circular, consists of a thin
film of ITO (Indium Tin Oxide) disk of diameter D deposited on a silica substrate. Using our
set-up, the diffracted beam can then be collimated to generate a diffraction-compensated beam.

1. INTRODUCTION

The generation of non-diffracting beams has been much investigated for the last two decades [1, 2].
Many applications exist from classical optics to nonlinear optics while different techniques exist
to generate diffraction-free beams [2, 3]. Recently, we have reported a technique based on the
diffraction of a gaussian beam by an opaque disk [4]. A compact configuration could be developed
at the output of pigtailed laser diode [5]. The main disadvantage of this method concerns the
relatively high losses induced by the opaque disk which stops the central part of the gaussian
beam. Typically, the whole transmission through the opaque disk does not exceed 15 per cent [4].
This method would become particularly interesting if this difficulty could be solved. As the beam-
shaping occurs by diffraction of a gaussian beam through a circular opaque disk (amplitude mask),
we can wonder whether the use of a transparent diffractive optical element could lead to relatively
similar results except losses. The latter is a binary diffractive optical element, referred to in this
paper as a circular phase plate, which introduces a phase shift in the central part of the incident
beam. Phase plates have important applications in laser physics. They allow indeed different beam
shaping methods, while they do not introduce additional losses [6]. With such an element, the
losses induced by the diffracting element would indeed become negligible. We present in this paper
the results obtained with this new configuration. A gaussian beam is focused in the vicinity of this
circular phase plate: the phase plate is actually set beyond the focus point of a gaussian beam. The
diffracted beam is then collimated using a collimating lens. A beam is generated with a central spot
which conserves its dimension over more than 1 meter. The results are well predicted theoretically.

2. EXPERIMENTAL RESULTS

The experimental set-up is presented in Figure 1. The laser beam is delivered by a CW He-Ne
laser. The phase plate is an ITO disk of diameter D and of width e, that has been deposited on a
silica substrate. The phase-shift introduced by the disk is still noted φ. The different parameters
of the set-up are given by: λ = 632.8 nm, zc = 7 cm, zl = 22 cm, φ = 0.84π, D = 280µm,
f{L2} = 25 cm. The role of the lens L2 is to collimate the Bessel-like beam produced [4, 5, 7].
Figure 2 shows the pattern observed after the collimating lens L2, at different positions: 4 cm (case
(a)), 48 cm (b), 72 cm (c), and 112 cm (d) after the lens L2. The different images are presented in
pixel-unit (pixels of the CCD camera). The pixel dimension is 11µm × 11µm. We can observe
a diffraction pattern composed of a central spot accompanied by concentric rings. The central
spot conserves its dimension over more than one meter. Quantitatively, the dimension of the
central spot radius (waist at 1/e2 of the maximal intensity) is 330µm, 360µm, 370µm, 360µm
in the different planes of observation (located at 4 cm, 48 cm, 72 cm and 112 cm respectively).
For a gaussian laser beam of 330µm at the wavelength of 632.8 nm, the Rayleigh length would
be 54 centimeters. We can note that the beam generated here is diffraction-compensated over a
propagation distance that seems smaller than what would be obtained in the case of diffraction
by an opaque disk (see our previously published results in [4, 5]). Our primary simulations (whose
principle is discussed in the next part) show that the ratio between this maximum propagation
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Figure 1: Experimental set-up.

(a) (b)

(c) (d)

Figure 2: Patterns recorded (a) 4 cm, (b) 48 cm, (c) 72 cm, and 112 cm (d) after the lens L2.

distance and the Rayleigh length depends strongly on the combination of the phase disk diameter,
its longitudinal position, and the characteristics of the collimating lens. In addition, the phase
shift that is introduced is another important parameter in our present case. In the next future,
we will carry some systematic optimization to determine the best configuration while the present
study establishes clearly the feasibility of the method. The most important property of our method
concerns the losses introduced: the losses introduced by the phase plate are very low in the present
case: only the residual losses induced by the reflection on the plate, i.e., approximately 8%. For
comparison, the losses introduced by an opaque disk would approach 85%.

3. COMPARISON WITH SIMULATIONS

A theoretical investigation has then been realized. The incident beam is modeled by a Gaussian
beam. The phase plate induces a phase-shift between the center and the wings of the transmitted
beam. The theoretical expression of the electric field can be deduced from an analysis that is
deduced from to the one developed in the case of an opaque diffracting element [4] and that is
detailed in reference [8] which considered the case of digital phase contrast experiments. The
collimating lens L2 is then modeled through a complex transmission function, while free space
propagation is expressed by a the propagation operator (Fresnel transform). The amplitude of the
electric field that is diffracted at distance z′ after the lens L2 can finally be evaluated numerically.

Let us now model the behavior quantitatively, using this exact analysis. The exact parameters of
the experiment have been used for our simulations. Figure 3 shows the patterns that are predicted
in the plane of the lens L2 (Figure 3(a)), 4 cm after the lens L2 (Figure 3(b)) and 48 cm after the lens
L2 (Figure 3(c)). These two last patterns can be directly compared to the experimental patterns of
Figures 2(a) and 2(b) respectively. For comparison, Figure 4 shows now the experimental (dotted
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(a) (b) (c)

Figure 3: Patterns simulated in the plane of the lens L2 (a), 4 cm after the lens L2 (b) and 48 cm after the
lens L2 (c).

Figure 4: Experimental (dotted line) and theoretical (solid line) profiles of the beam observed 4 cm after the
collimating lens.

line) and theoretical (solid line) intensity profiles extracted from the patterns observed or predicted
48 cm after the lens L2. Experimental results are well predicted by the simulations. The small
differences are only due to some imprecision when evaluating the parameters zl or zc.

4. CONCLUSION

In conclusion, a new method has been proposed to realize diffraction-compensated beams. It
consists in focusing a Gaussian beam in the vicinity of a circular phase plate. The diffracted
beam can then be collimated to generate a beam that is diffraction-compensated over a distance
which exceeds 1.1 meter. The phase plate introduces only low losses (only 8 percent). Our next
developments will consider the numerical optimization of this configuration for the generation of
diffraction-compensated beams over longer distances, without higher losses.
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Abstract— A 3D dark spot is generated by using a double-ring-shaped cylindrical vector vortex
beam which can be considered as a vector superposition of a double-ring-shaped radially-polarized
light and a double-ring-ring-shaped azimuthally-polarized light. The volume of the 3D dark spot
generated is very small and the light wall surrounding the dark spot is very uniform. This 3D
dark spot is very perfect for particle trapping and for super-resolution fluorescence microscopy.

1. INTRODUCTION

Three-dimensional (3D) dark spots or bottle beams surrounded by light at all direction are applied
in many areas in optics, such as dark-spot optical traps for atoms they will seek the dark or the
low-field region so that the field distribution will not substantially be disturbed by the presence of
atoms [1, 2] and for microparticles whose refractive index is smaller than the ambience [3, 4]. In
super-resolution fluorescence microscopy, a 3D dark spot is used as the erase beam [5–8]. Several
methods have been used to produce 3D bottle beams that have an intensity null surrounded by
light in all directions. Some of these approaches require optical access from several sides or the
use of custom optical polarization plates, holograms, or spatial light modulators. A simple method
to create a 3D bottle beam is to use a one-order radially polarized beam (R-TEM11*) [9]. The
R-TEM11* beam can also be applied to increase the focal depth of a near-field optical storage
system [10]. However, a serious drawback of the 3D dark spot generated by the R-TEM11* beam
is that the maximum light intensity surrounding the dark focal spot is much lower at the diagonal
direction in light meridian plane than that along the optical axis (see Fig. 2(a)) and the uniformity
of the light “wall” surrounding the 3D dark spot is about 0.35. Similar phenomena exists also in a
interference generating an optical bottle beam trap by interfering two fundamental Gaussian beams
with different waists [2] and in a circular two-zone π-phase plate method to create a 3D bottle beam
where the maximum light intensity surrounding the dark focal spot is much lower in the transverse
directions than along the optical axis [11]. If such beams are used as the erase beam in super-
resolution fluorescence microscopy, the overall erase beam power cannot be increased to induce
efficient fluorescence depletion in the diagonal direction or in the transverse direction, without
causing photo-damage along the axial direction, limiting the super-resolution in the diagonal or
transverse direction to a relatively small factor. In dark traps for atoms or biological particles,
the depth of the trap is determined by the minimal intensity of the light wall, hence the high
non-uniformity of the light wall reduces the trap depth for a given laser power. In this paper, we
propose a method to generate a 3D dark spot using a double-ring-shaped cylindrical vector vortex
beam. The volume of the generated 3D dark spot is very small and the uniformity of light wall
surrounding the dark spot is quite high.

(b)(a) (c)

δ

Figure 1: The instantaneous polarization states of the double-ring-shaped cylindrical vector beams. (a)
Radially polarized beam, (b) azimuthally polarized beam, and (c) a general vortex vector beam with a
vortex angle of δ.



764 PIERS Proceedings, Suzhou, China, September 12–16, 2011

2. GENERATION OF A PERFECT 3D DARK SPOT

Figure 1(c) shows the instantaneous polarization state of a double-ring-shaped cylindrical vector
vortex beam. A general cylindrical vector vortex beam with vortex angle of δ can be considered as
the coherent superposition of two radially (Fig. 2(a)) and azimuthally (Fig. 2(b)) polarized beams
which can generate directly inside a laser cavity [12] or outside the laser cavity [13]. When a
double-ring-shaped cylindrical vector vortex beams is incident on a high-numerical-aperture lens,
electric fields in the focal region can be obtained, according to the vector diffraction theory [14], as

Er(r, z) = η cos δ

∫ α

0

√
cos θA(θ) sin 2θ J1(k1r sin θ) exp(ik1z cos θ)dθ, (1)

Eϕ(r, z) = 2η sin δ

∫ α

0

√
cos θA(θ) sin θ J1(k1r sin θ) exp(ik1z cos θ)dθ, (2)

Ez(r, z) = 2iη cos δ

∫ α

0

√
cos θA(θ) sin2 θ J0(k1r sin θ) exp(ik1z cos θ)dθ, (3)

where η is a constant related to the power of the incident laser, k1=kn=2πn/λ is the wavenumber
in the immersion liquid with the refractive index n. Jn is the nth-order Bessel function of the first
kind. (r, ϕ, z) are the cylindrical coordinates centered at the geometric focus and the optical axis
is along the z axis. A(θ) represents the amplitude and phase distribution at the exit pupil. For a
double-ring-shaped beam, A(θ) can be expressed as [10]

A(θ) =
β sin θ

sinα
exp

[
−

(
β sin θ

sinα

)2
]

L1

[
2

(
β sin θ

sinα

)2
]

, (4)

where L1 is the generalized Laguerre polynomial with two rings and β=R/w is called the truncation
parameter where w is the waist of Gauss beam and R is the radius of the aperture inserted in the
front of the objective. For the double-ring-shaped radially polarized beam, β should be larger than
1 because the outer ring of the beam will be completely blocked by the pupil if β < 1.

Figure 2 shows the intensity distributions in the immersion oil with n = 1.515 refractive index
when β = 1.3 and NA = 1.48. If the vortex angle δ equals to 0.5π, the incident beam becomes an
azimuthally polarized one. In this case, the intensity along the optical axis is null and a 2D hollow
beam can be generated, as shown in Fig. 2(d), but a 3D dark spot can not be formed. When δ = 0,

(a) (b)

(c) (d)

Figure 2: The focused patterns for double-ring-shaped cylindrical vector vortex beams with different vortex
angles of δ.
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the incident beam becomes a radially polarized one and a 3D dark spot can be generated (see
Fig. 2(a)), as shown in Ref. [8]. However, the intensity at the diagonal direction is much smaller
than that at the optical axis, that is to say, the uniformity of the light wall surrounding the 3D dark
spot is low. If the uniformity (U) of light wall surrounding the 3D dark spot is defined as the ratio
of the maximum intensity (IB) of the lowest value in the light wall (at the B direction in Fig. 2)
to the maximum intensity (IA) of the highest value in the light wall (at the A direction), U = 0.35
for the double-ring-shaped radially polarized beam focusing in Fig. 1(a). When the vortex angle
is close to 0.25π, however, the 3D dark spot is quite perfect, as shown in Figs. 2(b) and (c). From
Fig. 2, it be seen that the vortex angle δ determines the uniformity of a light wall. Our calculation
results show that when δ=0.25π, the light wall is most uniform with U = 0.67 (Fig. 2(b)) and the
volume of the 3D dark spot is 0.311λ3 for the system parameters of β = 1.3 and NA = 1.48.

3. CONCLUSION

In conclusion, we have generated a 3D dark spot by using a double-ring-shaped cylindrical vector
vortex beam with the vortex angle of 0.25π. The uniformity of the light wall of the generated 3D
dark spot is quite high. This 3D dark spot is very perfect for particle trapping and for super-
resolution fluorescence microscopy.
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