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Abstract— This work presents the development of a new approach of modelling the source
excitation and the penetration of structures by continuous propagating electromagnetic (EM)
plane waves. The technique incorporates the solution of time-dependent Maxwell’s equations and
the initial value problem as the structures are illuminated by the plane waves. The propagation
of waves from source excitation is simulated by solving a finite-difference Maxwell’s equation in
the time domain. Subgridding method is used to condense the lattice at the point of interest
locally for observing field distribution in high resolution. The computational burden due to huge
number of time steps has been eased by employing quasi-static approach. An example of induced
EM fields near an underground pipeline runs parallel to a 132 kV overhead power transmission
line (OHTL) has been presented which paves the way in the development of new approach of EM
fields interaction modelling.

1. INTRODUCTION

Finite-difference based on integral formulation [1, 2] has been used in the published literature to
improve the accuracy of the finite-difference formulation near the surfaces that does not fit in the
lattice or small objects such as thin wires which alter the electromagnetic field distribution signifi-
cantly. In this case, analytical expressions have been established to express the field near a particular
object for precise evaluation of the integrals. Many researchers in the past have been prompted
to investigate the subgridding technique as an approach to circumventing the problem [3, 4]. The
first advantage of using this method is simple to implement for complicated dielectric or metal
structures due to arbitrary electrical parameters can be assigned to each cell on the grid. Second,
the entire computational spaces need not to be discretised with a fine grid as it puts unreasonable
burden on the computer processing time. The ultimate objective of research in this area is to access
the appropriateness of the method in determining the amount of EM penetrating fields between
OHTL and underground utility pipeline. The aim of the present work is to develop the general
code for solving the electric and magnetic fields within arbitrary metal or dielectric structures,
while maintaining a boundary of uncertainty low reflection level in two-dimensional approach.

FDTD technique has been well known over the years of its strength with robust simulation
technique for transient electromagnetic interactions. In this research work, two-dimensional FDTD
technique is used with subgridding to model the utility pipeline and the overhead high voltage
power transmission line. FDTD technique has been applied to the high voltage power transmission
line analysis in the published literature. Dedkova and Kriz [5] proposed a new effective approach
to evaluate the distribution of voltage and current along the nonlinear transmission line by using
FDTD method. An improved technique was proposed by Tang et al. [6] to calculate the transient
inductive interference in underground metallic pipelines due to a fault in nearby power lines. The
frequency-dependent problem in the analysis of transient interference was solved in phase domain
based on FDTD method. Lu and Cui [7] used FDTD method to calculate the wave processes of
voltage and current distributed along the three-phase 500 kV busbars and the power lines without
load in the substation of multi-conductor transmission lines (MTL). The iterative formulas were
presented to determine the boundary conditions at the node of the branches. The work was extended
to transmission line network and non-uniform line [8].

2. METHOD

Figure 1 depicts the cross section and the dimension of a common corridor in which a buried utility
pipeline runs parallel to a 132 kV overhead power transmission line. The height from the ground to
the bottom conductors was 15 m. The overhead ground wire was located at the top of the tower. In
this case, the height to the earth surface is 27 m. The phase conductors for the bottom, middle and
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Figure 1: Outline of standard circuit 132 kV steel lattice transmission high voltage suspension towers (not
to scale).

top were collocated horizontally with a separation of 4.0m, 4.5 m and 4.0m respectively between
two adjacent conductors. The three phase steel lattice transmission high voltage suspension tower
was designed with 6 cables. These cables were used as the source signal which propagates inside the
problem space. Each of the 2 cables carries the same phase of the AC current. The simulation was
carried out using the quasi-static FDTD at the transformed intermediate frequency of 460 kHz and
the overall model was then transformed back to the proposed lower frequency of 50 Hz. Quasi-static
approximation was obtained by using the expression [9–11]:

~E (f) =
( ω

ω′
)[

σ′ (f ′) + jω′ε (f ′)
σ (f) + jωε (f)

]
~E′ (f ′) (1)

where ~E (f) is the resultant internal electric field (V/m), ~E′ (f ′) is the scaling internal electric
field (V/m), f is the frequency of interest (Hz), f ′ is the scaling frequency (Hz), ω is the angular
frequency of interest (s−1), ω′ is the scaling angular frequency (s−1), σ is the conductivity of the
object (S/m), and σ′ is the scaling conductivity of the object (S/m). By assuming ωε (f) ¿ σ (f)
and ω′ε′ (f ′ ¿ σ′ (f ′), then Equation (1) can be approximated as follows [9–11]:

~E (f) ∼=
[
fσ′ (f ′)
f ′σ (f)

]
~E′ (f ′) (2)

Sinusoidal wave excitation of 460 kHz (λ = 652.17m) was applied at each of the power transmission
line cables. The pipeline was separated at a distance of 100m from the steel lattice suspension
towers and buried 2 m beneath the surface of the earth. The soil in the common corridor was
designed to be inhomogeneous. The computational region at the coarse grids was discretised at
a spatial resolution of 2,609 cells per wavelength (∆y = ∆z = 25 cm). Subgridding involves local
mesh refinement in the pipeline and some part of the ground in order to determine the propagation
of the waves inside that area while observing the change in the fields. The computational space for
the main region was 521 cells ×145 cells (130.25m×36.25m). The computational space for subgrid
area was 10 cells ×10 cells. The ratio of the coarse to the fine grids was 4 : 1.

3. SIMULATION RESULTS

Subgrid technique was validated by illustrating example in Fig. 2. The problem space was excited
by sinusoidal wave source at 1800 MHz. The fields at the same point without subgrid (Fig. 2(a))
and with subgrid (Fig. 2(b)) were observed and compared. In addition, they were found to be
identical to each other as depicted in Fig. 3.

The computation efforts can be reduced using quasi-static method due to the largest compu-
tational size was less than 0.2λ. The simulation was carried out by assuming normal condition
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(a) (b)

Figure 2: Problem space: (a) without subgrid, (b) with subgrid.

(a) (b)

Figure 3: The electric field at one point without subgrid (Ez) and with subgrid (Ezg): (a) when sinusoidal
wave was excited, (b) when gaussian pulse was excited.

Figure 4: The electric field Ez distribution in the main FDTD grid.

of OHTL. Fig. 4 illustrates the electric field distribution in the main FDTD grid. The EM wave
propagates from the 6 cables of the suspension tower to the surrounding area of air, ground and the
pipeline. It varies from 1.0 V/km (0 dBV/km) to 1.78× 109 V/km (185 dBV/km). The fields inside
the metallic pipeline were found to be zero as depicted in Fig. 5(a) due to the excess electrons at
the surface of the metal preventing any incoming propagating waves from penetrating the pipeline.
The electric field distribution surrounding the pipeline alters from 3.16 V/km (10 dBV/km) to
1.0× 103 V/km (60 dBV/km). Some of the waves were reflected back to the surface of the ground
thus producing induced EM fields as shown in Fig. 5(b). The results were verified by comparing
them with [12] which shows good agreements. Phase imbalance in the line may be produced due
to the difference in the relative distance of each phase from the nearby pipeline. Under fault con-
dition, the currents on the faulty phases of transmission lines were high. This in turn will induce
AC voltage on the pipeline and create shock hazard rather than corrosion.
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(a) (b)

Figure 5: (a) The electric field Ezg distribution in the subgrid section. (b) The induced electric field Ez at
1.75m above pipeline.

4. CONCLUSIONS

An approach to model the interaction between overhead transmission lines and buried utility
pipeline at power-line frequency has been presented. This uses the FDTD technique for the whole
structure of the problem combined with subgridding method at the object of interest. The com-
putational burden due to huge number of time steps in the order of tens of millions has been
eased to tens of thousands by employing the method called quasi-static approach. The use of inho-
mogeneous soil in the common corridor permits a non-trivial proximity region of authentic ground
properties to be simulated. Profound investigation of the interaction between electromagnetic fields
and natural or utility arrangement with different electrical characteristics at different level of spatial
resolution can be assisted by such tools. The combination of frequency scaling FDTD subgridding
approach with arbitrary inhomogeneous soil element model paves the way in the development of
new approach of EM fields interaction modelling.
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Abstract— A novel design of multimode asymmetric hollow Y-junction optical power-splitter
is proposed. This Y-junction simply utilizes the technique of shifting the axis of the arm of
the output port so that the required power-splitting ratio can be obtained. The transmission
characteristics were simulated using non-sequential ray-tracing technique. The hollow-waveguide
structure has cross-section area of 1× 1-mm2 and was coated with 45-nm-thick reflective layer to
enhance reflectivity in the waveguide channel. The waveguide splits the output power asymmet-
rically in the range of 93% to 7% with ±3% splitting-ratio accuracy. The insertion loss at the
shift-port has a minimum value of 5.50 to a maximum of 16.38 dB for 0.00 to 0.90-mm shifting of
the axis respectively. While the optical excess loss at the shift-port varies from 1.58 to 4.34 dB.

1. INTRODUCTION

Multimode fiber has useful applications in optical interconnects and local area network for short
communication systems. It has the advantage over single mode fiber such as simplicity of fiber splic-
ing and provides higher coupling efficiency to light sources. Deployment of multimode fiber system
would not be possible without utilizing optical components such as optical power splitters, couplers
and wavelength division multiplexer, which would realized the applications of planar waveguide
technology at low cost. Symmetrical multimode Y-junction planar waveguide couplers have been
comprehensively studied [1–5]. However, there was not much report on multimode asymmetrical
planar waveguide power splitter of optimum design to satisfy the applications in multimode fiber
system. R. Griffin et al. have reported that asymmetric coupling can be achieved by varying the
size of the tap-off line or tap-line [6] and has presented a typical relationship between the tap-off
ratio and waveguide tap width [7].

In this paper, we propose a novel design of multimode asymmetrical Y-junction coupler, which
employs the technique of shift-axis at the arm of the output port to allow preferred portion of the
optical power to propagate to the output port. Non-sequential ray tracing technique [8] was used
to simulate and predict the transmission characteristics of the waveguide coupler.

2. WAVEGUIDE AND DESIGN

The basic configuration of the proposed asymmetrical Y-junction is shown in Figure 1. It consists
of an input port P1, a symmetry Y-junction in the middle section, shift-axis section at output port
P2 and a fix output port, P3. The axis of the output arm is shifted in the range of 0.1 mm to 0.9 mm
from the main axis of the output port P2 to create various asymmetry output power ratios.

A 1× 1-mm2 square cross section of embedded core region of the 1× 2 asymmetric coupler was
designed on 20× 20-mm2 acrylic surface with refractive index of 1.49 using AutoCAD software as
shown in Figure 2(a). The core region was coated with 45nm-thick layer of gold with refractive index
of 0.47. Acrylic material is being used as the substrate because it has a robust characteristic which
expected not to break down by thermal degradation, photodegradation or depolymerisation [8].
Gold coating was chosen to enhance the reflectivity of the waveguide. Infra-red reflects more than
95% of incident light in gold waveguide [9].

∆x P2 

P3 

P1 

Symmetrical Y-junction 

Figure 1: Basic configuration of proposed asymmetrical Y-junction splitter.
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3. NON-SEQUENTIAL RAY TRACING

The modeling of the multimode waveguide coupler was performed using Zemax software, where
the approach was based on non-sequential ray tracing technique. This technique was performed to
predict the ray propagations along the waveguide and to determine the power outputs. Ray tracing
has been referred to be the most suitable technique to analyze and simulate the highly multimode
Y-junction waveguide [10]. The 2D layout performed on Zemax is shown in Figure 2(b).

Figures 3(a) and (b) show the surface image of the output light intensity at both output ports.
Intensity at P2 shows obviously lower light intensity compared to P3 which has almost full output
intensity. The cross-section through the center of output intensity gives almost Gaussian shape
profile. The branching ratio and excess loss for the asymmetrical coupler was measured and is
shown in Figure 4. At ∆x = 0mm, there is 50 : 50 (P2 : P3) output coupling ratio and P2 ratio
gradually reduced to about 20% at ∆x = 0.9mm. Concurrently, output power ratio at port P3

increases to 90%.
The calculated branching ratio of the Y-junction coupler shows continuous output power vari-

ation and this would conveniently allow preferred branching ratio to be produced to within ±3%
accuracy of the fabricated design. The excess loss of this system varies from about 0.04 to 2.58 dB
as the port axis-shifting is increased. The increased in excess loss is generally due to deviated rays
exiting at the juncture of the shift-axis port, which is dis-aligned from the route. Low excess loss
of 0.04 dB is contributed by the high reflecting surface of the gold layer.

20 mm

20 mm

5 mm

(a) (b)

Figure 2: (a) 3D CAD design of asymmetrical Y-junction coupler, and (b) Ray propagation in the waveguide,
where ray directed out of waveguide at P2.

(a) (b)

Figure 3: Image of the output intensity of the asymmetrical coupler at port (a) P2 and (b) P3.

4. EXPERIMENT AND MEASUREMENT

The 1× 1-mm2 cross-section waveguide designed using AutoCAD was engraved into 20× 20-mm2

acrylic substrate using Roland’s EGX-400 desktop machine to allow 1 mm core diameter of plastic
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optical fiber, POF to fit in firmly into it.
The parameters of the waveguide were configured in the CAD/CAM tool. The 5 mm-thick

acrylic block was engraved using 1 mm diameter end mill with spindle rate of 30,000 rpm. A 45 nm-
thick-layer of gold was coated into the waveguide using sputtering coating technique to enhance
the reflectivity of the waveguide. Figure 5 shows one of the fabricated samples and experimental
set up of power measurement. POFs of 1-mm diameter were inserted into the input and output
ports for optical power measurements.

Figure 4: Simulation of asymmetric Y-junction coupler showing branching ratio against P2 shift-axis ∆x.

(a) (b) (c)

Figure 5: Coupler device (a) that has been fabricated and coated with gold (Picture was taken from the
transparent bottom layer), (b) 3D diagram of engraved waveguide and topper, (c) test and measurement
setup.
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Figure 6: (a) Experimental results for fabricated asymmetric Y-branch coupler showing branching ratio and
excess loss against ∆x. (b) Insertion loss for experimental against insertion loss for calculated branching
characteristics for proposed type of Y-junction coupler with shift-axis port.

Three sets of asymmetric coupler having ten different output splitting ratios were fabricated
and measured. The output coupling ratios can be measured in the range of 3% to 97% with ±3%
splitting ratio accuracy. The output power measurements of this device have been performed using
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Advanced Fiber Solution FF-OS417 as a light source operating at a wavelength of 650 nm and
optical power meter OM210. Experimental measurement set up is shown in Figure 5(c). The
insertion loss at P2 has a minimum value of 5.5 dB to a maximum of 16.38 dB at various shift-axis
∆x.

Figure 6(a) shows experimental excess loss and measured branching characteristics of the fab-
ricated and simulation of asymmetrical Y-junction coupler at 650 nm. As shown in the figure, the
branching ratio has discrepancy of ±5% between the experimental and simulation result. The ex-
perimental data of the asymmetrical branching ratio matched close to the calculated values. The
excess losses of the two ports vary corresponding to a branching ratio from 53% to 93%. The ex-
perimental data of the insertion loss (Figure 6(b)) is slightly higher than simulated data (≈1.74%
to 2.21%). The discrepancies might be caused by waveguide imperfection and fabrication error.

5. CONCLUSIONS

The designing of multimode asymmetrical Y-junction coupler as optical component for optical
power splitter utilizing hollow structured was demonstrated. These designs have been constructed
using a combination structure of Y-junction and technique of shifting the port of the output arm,
which these correspond to various port-shift of 0.9 mm to 0.1 mm with 0.1 mm interval. Experi-
mental set up has been performed to measure the output performances of the model device which
matched closely the results from non-sequential ray tracing simulation model. The experimental
results have shown the output power split asymmetrically in the range of 93 to 7% with ±3%
splitting ratio accuracy. The insertion loss obtained was from 5.50 to 16.38 dB. While the optical
excess loss varies from 1.58 to 4.34 dB.
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Abstract— Localized optical modes in spiral media are investigated. One of the most studied
media of this kind are chiral liquid crystals (CLC). Because the CLCs demonstrate common for
all spiral media optical properties the studying of the problem is performed for the certainty for
CLCs. A brief survey of the recent experimental and theoretical results on the low threshold
distributed feedback (DFB) lasing in chiral liquid crystals (CLC) and new original theoretical
results on the localized optical modes in spiral media (edge (EM) and defect (DM) modes) are
presented.

1. INTRODUCTION

Recently there was a very intense activity in the field of localized optical modes, in particular, edge
(EM) and defect (DM) modes in chiral liquid crystals (CLC) mainly due to the possibilities to reach
a low lasing threshold for the mirrorless distributed feedback (DFB) lasing [1–4] in chiral liquid
crystals. The EM and DM existing as a localized electromagnetic eigen state with its frequency close
to the forbidden band gap or in the forbidden band gap, respectively, were investigated initially
in the periodic dielectric structures [5]. The corresponding EM and DM in chiral liquid crystals,
and more general in spiral media, are very similar to the EM and DM in one-dimensional scalar
periodic structures. They reveal abnormal reflection and transmission [1, 2] and allow DFB lasing
at a low lasing threshold [3]. Almost all studies of the EM and DM in chiral and scalar periodic
media were performed by means of a numerical analysis with the exceptions [6, 7], where the known
exact analytical expression for the eigen modes propagating along the helix axes [8, 9] were used
for a general studying of the DM. The used in [6, 7] approach looks as a very fruitful one because
it allows to reach easy understanding of the DM and EM physics and it is why it deserves further
implementation in the studying of the EM and DM. In the present paper analytical solutions of
the EM and DM mode (associated with an insertion of an isotropic layer in the perfect cholesteric
structure) are presented and some limiting cases simplifying the problem are considered.

2. BOUNDARY PROBLEM

To investigate EM in a CLC, we have to consider a boundary problem, i.e., transmission and re-
flection of light incident at a CLC layer along the spiral axis, which was solved in many papers
(see [10–12]). We assume that the CLC is represented by a planar layer with a spiral axis perpen-
dicular to the layer surfaces. We also assume that the average CLC dielectric constant ε0 coincides
with the dielectric constant of the ambient medium. This assumption practically prevents con-
version of one circular polarization into another at layer surfaces [11, 12] and allows taking only
two eigenwaves with diffracting circular polarization into account. Because the boundary problem
was solved in many papers (see [10–12]), so we give here only final expressions for the amplitude
transmission T and reflection R coefficients for light incident at a CLC layer of thickness L.

R = iδ sin qL/
{
(qτ/κ2) cos qL + i

[
(τ/2κ)2 + (q/κ)2 − 1

]
sin qL

}
,

T = exp[iκL]
(
qτ/κ2

)
/

{(
qτ/κ2

)
cos qL + i

[
(τ/2κ)2 + (q/κ)2 − 1

]
sin qL

}, (1)

where q = κ
{
1 + (τ/2κ)2 − [(τ/κ)2 + δ2]1/2

}1/2
, ε0 = (ε‖ + ε⊥)/2, δ = (ε‖ − ε⊥)/(ε‖ + ε⊥) is the

dielectric anisotropy, and ε‖, and ε⊥ are the local principal values of the CLC dielectric tensor [7, 8],

κ = ωε
1/2
0 /c and c is the speed of light, τ = 4π/p, where p is the CLC pitch.

The values of the reflection coefficient and eigenwave amplitudes excited in the layer close to
the stop-band edges are strongly oscillating functions of the frequency (see Fig. 1 and Fig. 2). At
the points of maxima close to the stop-band edges the eigenwave amplitudes are much larger than
the incident wave amplitude. It turns out that the amplitude maxima frequencies coincide with
the frequencies of zero reflection for a nonabsorbing CLC (see Fig. 2 ).
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Figure 1: Intensity reflection coefficient R calculated
versus the frequency for a nonabsorbing CLC layer
(δ = 0.05, N = L/p = 250). Here and in all figures
below, δ(ν− 1) is plotted at the frequency axis (ν =
2(ω − ωB)/(δωB)− 1)).

Figure 2: Squared eigenmode amplitude calculated
versus the frequency for a nonabsorbing CLC layer
(δ = 0.05, N = L/p = 250).

3. EDGE MODE (NONABSORBING LC)

In a nonabsorbing CLC, γ = 0 in the general expression for the dielectric constant ε = ε0(1 + iγ)).
The calculations of the reflection R and transmission coefficients (Here and below R and T are the
intensity reflection and transmission coefficients) as functions of the frequency in accordance with
Eq. (1) (Fig. 1) give the well-known results [8–12], in particular, T +R = 1 for all frequencies. The
mentioned relation between the amplitudes of eigenwaves excited in the layer and incident waves
at the specific frequencies shows that the energy of radiation in the CLC at the layer thickness
for these frequencies is much higher than the corresponding energy of the incident wave at the
same thickness. Hence, in complete accordance with [13], we conclude that at the corresponding
frequencies, the incident wave excites some localized mode in the CLC. To find this localized mode,
we have to solve the homogeneous system (see [14]). The solvability condition for this homogeneous
system determines the discrete frequencies of these localized modes:

tgqL = i
(
qτ/κ2

)
/

[
(τ/2κ)2 + (q/κ)2 − 1

]
. (2)

In the general case, solutions of Eq. (2) for the EM frequencies ωEM can to be found only numerically.
The EM frequencies ωEM turn out to be complex quantities, which can be presented as ωEM =
ω0

EM(1 + i∆), where ∆ is a small parameter in real situations. Fortunately, an analytic solution
can be found for a sufficiently small ∆ ensuring the condition LImq ¿ 1. In this case, the ω0

EM
are determined by the conditions

qL = nπ and ∆ = −1
2
δ(nπ)2/(δLτ/4)3, (3)

where n is the edge mode number (n = 1 corresponds EM frequency closest to the stop-band edge).
The field distributions for the EM numbers n = 1, 2, 3 are presented in Fig. 3. The Fig. 3 shows

that the EM field is localized inside the CLC layer and its energy density experiences oscillations
inside the layer with the number of the oscillations equal to the EM number n. However, the total
field at each point of the CLC layer is represented by two plane waves propagating in the opposite
directions [14], and hence the intensities of the waves propagating in the opposite directions can be
calculated separately at any point in the layer. These distributions are of a special interest close to
the layer surfaces. Fig. 4 shows the intensity coordinate distributions for the waves directed inside
and outside the layer close to the layer surfaces. We can see that at the layer surface, the intensity
of the wave directed inside the layer is strictly zero, but the intensity of the wave propagating
outside the layer is non zero (although small). This means that the EM energy is leaking from the
layer through its surfaces and EM life-time τm is finite. For sufficiently thick CLC layers as their
thickness L increases the EM life-time τm, as analytical solution shows [14], increases as the third
power of the thickness and is inversely proportional to the square of the EM number n:

τm ≈ 1/Im(ωEM) = (L/c)(δL/pn)2. (4)
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Figure 3: The calculated EM energy (arbitrary
units) distributions inside the CLC layer versus the
coordinate (in the dimensionless units zτ) for the
three first edge modes (δ = 0.05, N = 16.5, n =
1, 2, 3).

Figure 4: The calculated EM energy (arbitrary units)
distributions close to the CLC layer surface versus
the coordinate (in the dimensionless units zτ) for the
plane wave directed inside (bold line) and outside the
layer for the first edge mode (δ = 0.05, N = 16.5, n =
1).

4. ABSORBING LC

We assume for simplicity that the absorption in the LC is isotropic. We define the ratio of the
imaginary part to the real part of the dielectric constant as γ, i.e., ε = ε0(1 + iγ). In Fig. 5, the
1−R− T dependence on the frequency is presented for a positive γ. Now R + T < 1.

It happens that for each n the maximum absorption, i.e., maximal 1−R− T , occurs for

(nπ)2 = a3γ, (5)

where a = δLτ/4 (In a typical situation, a À1). From the Eq. (5), follows that the maximum
absorption occurs for a special relation between δ, γ and L.

As was shown in [11, 15] just at the frequency values determined by (5), the effect of anomalously
strong absorption reveals itself for an absorbing chiral LC (Fig. 5).

5. AMPLIFYING LC

We now assume that γ < 0, which means that the CLC is amplifying. If |γ| is sufficiently small,
the waves emerging from the layer exist only in the presence of at least one external wave incident
on the layer, and their amplitudes are determined by the expression (1). In this case, R + T > 1
or 1−R− T < 0 which just corresponds to the definition of an amplifying medium.

However, if the imaginary part of the dielectric tensor, i.e., γ, reaches some critical negative
value, the quantity R+T diverges and the amplitudes of waves emerging from the layer are nonzero
even for zero amplitudes of the incident waves. The corresponding γ is a minimum threshold gain
at which the lasing occurs. The equation determining the threshold gain (γ) coincides with Eq. (2).
However, it should be solved now not for the frequency but for the imaginary part of the dielectric
constant (γ).

For a very small negative imaginary part of the dielectric tensor (|γ| and L|Imq| ¿ 1) the
threshold values of the gain for the EM can be represented by analytic expression:

γ = −δ(nπ)2/(δLτ/4)3 (6)

It also follows from Fig. 6 that the different threshold values of γ correspond to the different
edge lasing modes (divergent R and T ) in Fig. 6. This means that separate lasing modes can be
excited by changing the gain (γ).

6. BOUNDARY PROBLEM FOR DM

The defect structure (DMS) which is under consideration here is shown at the Fig. 7. The solution
of the boundary problem is carried out in the similar way as for a CLC layer above so we give
below the final results (All simplifications accepted above for the CLC layer are accepted also for
the DMS).
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Figure 5: The absorption 1− R − T calculated versus the frequency (l = 300, l = Lτ = 4πN , δ = 0.05) (a)
for γ = 0.001.

(a) (b)

Figure 6: R calculated versus the frequency (l = 300, l = Lτ , δ = 0.05) (a) close to the threshold gain for
the first lasing edge mode (γ = −0.00565), (b) close to the threshold gain for the second lasing edge mode
(γ = −0.0129).

There is an option to obtain formulas determining the optical properties of the structure depicted
at Fig. 7 via the solutions found for a singl CLC layer [14]. If one use the expressions for the
amplitude transmission T (L) and reflection R(L) coefficient (1) for a single cholesteric layer (see
also [11, 12]) the transmission |T (d, L)|2 and reflection |R(d, L)|2 intensity coefficients for the whole
structure may be presented in the following form:

|T (d, L)|2 = |[TeTd exp(ikd)]/[1− exp(2ikd)RdRu]|2, (7)
|R(d, L)|2 = |{Re + RuTeTu exp(2ikd)/[1− exp(2ikd)RdRu]}|2, (8)

where Re(Te), Ru(Tu) and Rd(Td) are the amplitude reflection (transmission) coefficients of the
CLC layers (1) (see Fig. 7) for the light incidence at the outer (top) layer surface, for the light
incidence at the inner top CLC layer surface from the inserted defect layer and for the light incidence
at the inner bottom CLC layer surface from the inserted defect layer, respectively. It is assumed
in the deriving of Eqs. (7), (8) that the external beam is incident at the structure (Fig. 7) from the
above only.

The calculated reflection |R(d, L)|2 spectra inside the stop band for the structure sketched at
Fig. 7 for nonabsorbing CLC layers are presented at Fig. 8. The figures show minima in |R(d, L)|2
at some frequencies inside the stop band at positions which depend on the defect layer thickness
d. As it is known [1–3, 6, 7], the corresponding minima of |R(d, L)|2 and maxima of |T (d, L)|2
frequencies correspond to the defect mode frequencies.

For the layer thickness d = p/4, what is just one half of the dielectric tensor period in a
cholesteric, these maxima and minima are situated just at the stop band center. In the d/p interval
0 < d/p < 0.5 the defect mode frequency value moves from the high frequency stop band edge to
the low frequency stop band edge. At Fig. 8, only R(d, L) is presented because for a nonabsorbing
structure |R(d, L)|2 + |T (d, L)|2 = 1.

The Fig. 8 shows that at some frequency the reflection coefficient R(d, l) = 0. One finds from (8)
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CLC

CLC

L

L

d

Figure 7: Schematic of the CLC DMS with an isotropic defect layer.

(a) (b)

Figure 8: R(d, L) versus the frequency for a nonabsorbing CLC (γ = 0) at (a) d/p = 0.1 and (b) d/p = 0.25;
δ = 0.05, l = 200, l = Lτ = 2πN , where N is the director half-turn number at the CLC layer thickness L.

the equation determining the frequencies of the reflection coefficient zeros:

Re[1− exp(2ikd)RdRu] + RuTeTu exp(2ikd) = 0. (9)

7. DEFECT MODE

Similarly to the case of EM the DM frequency ωD is determined by the zero value of the determinant
Det(d, L) of the system corresponding to the boundary value solution for the structure depicted at
Fig. 7 [16] :

Det(d, L)=4
{

exp(2ikd) sin2 qL−exp(−iτL)
[(

τq/κ2
)
cos q+i

(
(τ/2κ)2+(q/κ)2−1

)
sin qL

]2
/δ2

}
.

(10)
Note, that the Det(d, L) at a finite length L does not reach zero value for a real value of ω for

a nonabsorbing CLC however reaches zero value for a complex value of ω.
The dispersion equation following from (10) may be with the help of (8) reduced to the expression

containing reflection coefficients R of the CLC layers:

1−RdRu exp(2ikd) = 0. (11)

The field of DM in each CLC layer is a superposition of two CLC eigen modes [11, 12] and can
be easily found. In particular, the coordinate dependence of the squared modulus of the whole field
is presented at Fig. 9. The Fig. 9 shows that the larger dielectric anisotropy δ is the more sharp
growth of the DM field toward the defect layer occurs. Similarly to the EM case at the external
surfaces of the DMS only the amplitude of the wave directed toward the defect layer reduces strictly
to zero. The amplitude of the wave directed outwards is small however does not reduce to zero. It
is why there is a leakage of the DM energy outwards through the external surfaces of the DMS. The
ratio of the corresponding energy flow to the whole DM energy accumulated in the DMS determines
the inverse life-time.

For nonabsorbing CLC layers the only source of decay is the energy leakage through their
surfaces. The analysis of the corresponding expressions [16] shows that the DM lifetime τm is
dependent on the position of the DM frequency ωD inside the stop band and reaches a maximum
just at the middle of the stop band, i.e., at k = τ/2.
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Figure 9: Coordinate dependence of the squared am-
plitude of the DM field (arbitrary units) at the DM
frequency being at the stop band centre for vari-
ous dielectric anisotropy values (from the top to the
bottom δ = 0.05, 0.04, 0.025) and the defect layer
thickness d = p/4 for the cholesteric layer thickness
L = 50(p/2).

Figure 10: The total absorption for an absorbing
CLC versus the frequency, γ = 0.0003; d/p = 0.1,
δ = 0.05, N = 33.

8. THICK CLC LAYERS

In the case of DMS with thick CLC layers (|q|L À 1) some analytic results related to DM can
be also obtained by the same way as for EM. In particular, the defect mode life time τ reaches a
maximum for the defect mode frequency at the stop band centre at fixed CLC layers thickness. For
the DM frequency at the middle of the stoop band, i.e., at k = τ/2, the DM life time τm is given
by

τm = 3π(L/p)
(
ε
1/2
0 /τc

)
exp [2πδL/p] . (12)

The expression (12) reveals an exponential increase of τm with increase of the CLC thickness L.

9. ABSORBING LC

To take into account the absorption, we again accept ε = ε0(1 + iγ). There are some interesting
peculiarities of the optical properties of the structure under consideration (Fig. 7). The total
absorption (1− |T (d, L)|2 − |R(d, L)|2) at the DM frequency behaves itself unusually.

At a small γ for the DM frequencies the absorption occurs to be much more than the absorption
out of the stop band (see Fig. 10). It is a manifestation of the so called “anomalously strong
absorption effect” known for perfect CLC layers at the edge mode frequency [11, 15]. So, one sees
that at the DM frequency ωD the effect of anomalously strong absorption similar to the one for
EM [11, 15] exists and more over the absorption enhancement for DM at small γ is higher than for
EM. In the case of thick CLC layers (|q|L À 1) the dependence of γ, on L and other parameters
ensuring maximal absorption, may be found analytically. For the position of ωD just in the middle
of the stop band the expression for γ ensuring maximal absorption takes the following form

γ = (4/3π)(p/δL) exp[−2πδ(L/p)] (13)

10. AMPLIFYING LC

The calculation results for the transmission |T (d, L)|2 and reflection |R(d, L)|2 coefficients at γ < 0
show that for a small absolute value of γ the shape of the transmission T (d, L) and reflection
|R(d, L)|2 coefficients is qualitatively the same as for zero amplification (γ = 0). For a growing
absolute value of γ at some point a divergence of |T (d, L)|2 and |R(d, L)|2 happens (see Fig. 11) with
no signs of noticeable maxima at other frequencies. The corresponding value of γ may be considered
as close to the threshold value of the gain (γ) for the DFB lasing at the DM frequency. Continuing
the increase of the absolute value of γ one finds that diverging maxima for |R(d, L)|2 at the EM
frequencies appear (without no traces of maximum at the defect mode frequency) for the gain
being approximately four time more than the threshold gain for the DM (Fig. 11). The observed
result show that the DM lasing threshold gain is lower than the corresponding threshold for the
EM. Another conclusion following from this study is the revealed existence of some interconnection
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(a) (b)

Figure 11: |R(d, L)|2 for an amplifying CLC versus the frequency, (a) γ = −0.00117; (b) γ = −0.0045,
d/p = 0.1, δ = 0.05, N = 33.

between the LC parameters at the lasing threshold which for thick CLC layers was found analytically
for DM (see (13)) and for the EM (see (6)). Really, a continuous increase of the gain results in
consequential appearance of a lasing at new EM with disappearance of lasing at the previous ones
corresponding to more low thresholds (what was experimentally observed [3]).

The mention above interconnection between the LC parameters at the lasing threshold in the
case of thick CLC layers (|q|L À 1) may be found analytically. If the DM frequency ωD is located
at the stop band centre the corresponding interconnection for the threshold gain (γ) is given by
the formula:

γ = −(4/3π)(p/δL) exp[−2πδ(L/p)]. (14)

The following from Eq. (13) exponentially small value of |γ| for thick CLC layers confirms
mentioned above statement about more low lasing threshold for DM compared to EM.

11. CONCLUSION

The performed analytical description of the EM and DM neglecting the polarization mixing allows
one to reveal clear physical pictures of these modes which is applicable to the DM in general. For
example, more low lasing threshold and more strong absorption at the DM frequency compared to
the EM frequencies are the features of any periodic media. Note, that the experimental studies of
the lasing threshold [3] agree with the corresponding theoretical result obtained above. Moreover,
the experiment [3] confirms also the existence of some interconnection between the gain and other
LC parameters at the threshold pumping energy for lasing at the DM and EM frequencies. For a
special choice of the parameters in the experiment the obtained formulas may be directly applied to
the experiment. However, in the general case, one has take into account a mutual transformation
at the boundaries of the two circular polarizations of opposite sense. In the general case, the EM
and DM field leakage from the structure is determined as well by the finite CLC layer thickness so
by the leakage due to the polarization conversion. Only for sufficiently thin CLC layers or in the
case of the DM frequency being very close to the stop band frequency edges the main contribution
to the frequency width of the EM and DM is due to the thickness effect and the developed above
model may be directly applied for the describing of the experimental data.

The defect type considered above is a homogenous layer. The developed approach is applicable
also to a defect of “phase jump” type [2, 3, 6, 7] and so the corresponding results are practically
the same as above. Namely, the equation related to the case of a “phase jump defect” one gets
from the equations presented above by the substitution in the factor exp(2ikd) instead of 2kd the
quantity 2∆ϕ, where ∆ϕ is the spiral phase jump at the defect plane.

It should be mentioned also that the localized DM and EM reveal themselves in an enhancement
of some inelastic and nonlinear optical processes in photonic LCs. As examples the corresponding
experimentally observed effects for the enhancement of nonlinear optical second harmonic genera-
tion [17] and lowering of the lasing threshold [18] in photonic LCs have to be mentioned along with
the theoretically predicted enhancement of Cerenkov radiation (Section 4 in [11] and Chapter 5
in [12]).

In the conclusion should be stated that the results obtained here for the EM and DM (see also
[16] and [19]) clarify the physics of these modes and manifests a complete agreement with the
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corresponding results of the previous investigations obtained by a numerical approach [13].
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Abstract— We present the evolution of the dielectric permittivity of glass containing CdSe
nanoparticles with various volume fractions f . The presence of the nano-objets in the host ma-
trix permits to obtain a new composite material with tunable optical properties which can be
described by Maxwell-Garnett theory. We study different aspects of photonic band gap (PBG)
in one- and two-dimensional photonic crystals (PC’s) using the finite difference time-domain
(FDTD) method. We investigate the effect of the thickness of the shell layer on the PBG in 2D
hexagonal (square) lattice consisting of air (CdSe) rods covered with CdSe (air) shell layer and
embedded in a glass matrix. Changes in different structure parameters, such as the volume frac-
tion, the lattice type and the thickness of the shell layer, can affect photonic band gap properties
as location, number and width. Considered effects provide new possibilities for manufacturing
photonic crystals with desired optical properties.

1. INTRODUCTION

Since the pioneering work of Yablonovitch [1] and John [2], it is now well acknowledged that
photonic crystals (PC’s) have the ability to control the propagation of electromagnetic waves. They
scatter photons in manner similar to the scattering of electrons in semiconductor [3, 4]. A photonic
crystal is composed of a periodic variation in space of dielectric permittivity which an external
electromagnetic wave interacts. One of the most properties of PC’s is that they can be designed to
possess an absolute photonic band gap (PBG): a frequency region where light propagation in the
crystal is totally prohibited, regardless of the polarization or propagation direction. This ability is
the basis of a large number of possible applications of PCs, such as waveguides, microcavities and
communication components.

In this letter, on the basis of numerical model we study the optical response of a glass matrix
(SiO2) doped with CdSe nanoparticles. To describe the optical properties of semiconductor grains
in dielectric matrix, we use Maxwell-Garnett theory (MG) [5]. We have calculated the photonic
band gaps in one-dimensional (1D) and two dimensional photonic crystals using FDTD method [6].
Our results show that the PBG sensitively depend on many factors, such as the filling factor, lattice
type and the thickness of the shell layer.

2. STUDY OF PERMITTIVITY DIELECTRIC OF COMPOSITE MATERIAL

In this section, we have demonstrated that it is possible to modify the dielectric permittivity of a
glass (SiO2) containing CdSe nanoparticles. To calculate the dielectric permittivity ε̃, of such a new
composite system, CdSe + glass, we use Maxwell-Garnett Theory [5] is expressed approximately
by [7]:

ε̃(w) = εm
εn(1 + 2f) + 2εm(1− f)
εn(1− f) + εm(2 + f)

(1)

where εn is the dielectric permittivity of the CdSe nanoparticle, εm is the dielectric permittivity of
the glass matrix and f is the volume fraction occupied by CdSe nano-objets. In order to describe
the modification of the dielectric permittivity ε̃ of glass containing CdSe particles of various volume
fractions f , MG theory has been applied [5]. In our simulation we used the experimentally deter-
mined values for CdSe from Palik [8]. As it was shown in Figures 1(a) and 1(b), it is evident that
varying the filling factor strongly affects the real and imaginary parts of the dielectric permittivity
of MG composite. The increasing of f has the effect of increasing ε̃. Figure 1(b) demonstrates that
increasing f results in dramatic increase the absorption band spectra in the visible range. These
absorption bands are the CdSe aggregates signature in the glass matrix.
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(a) (b)

Figure 1: Modification of the (a) real part and (b) imaginary part of the dielectric permittivity ε̃ of SiO2

containing CdSe nanoparticles.

Glass

CdSe nanoparticles

Glass

Light beam

Figure 2: Schematic structure of the Bragg Mirror (CdSe + glass)/glass.

3. 1D PBG MODULATION EFFECTS DUE TO FILLING FACTOR

In order to investigate the influence of the filling factor f effect on the photonic band gap (PBG)
we have calculated band structures of alternating layers of CdSe + glass and glass on a glass
substrate, as shown in Figure 2 for f = 35% and 10%. We consider only normal incidence of
electromagnetic wave on PC’s. The thickness of the considered layers of the host matrix and the
composite material are 0.126µm and 0.1µm respectively. The surrounding medium has a dielectric
permittivity εm = 2.11 at λ = 733.6 nm.

Results are presented in terms of frequencies wa/2πc, where a is the lattice constant, c the speed
of light in a vacuum and λ the vacuum wavelength.

The widths (∆w) for G1 and G2 gaps for f = 35% and 10% are given in Figures 3(a) and 3(b)
respectively. We can see from Figure 3(a) that the value (∆w) for the G1gap is (0.0432) wa/2πc
and for G2 gap is (0.0437) wa/2πc. Similarly, the widths presented in Figure 3(b) for G1 and G2
gaps for f = 10% are (0.0147) wa/2πc and (0.0129) wa/2πc, respectively. These results indicate
that (∆w) increases with increasing f due to the increased refractive index contrast.

4. 2D PBG MODULATION EFFECTS DUE TO THE LAYER SHELL THICKNESS
HEXAGONAL LATTICE

To illustrate the effect of the layer shell thickness on PBG, we have simulated this effect by choosing
a hexagonal structure consisting of circular air (holes) rods covered with Cadmium Selenide (CdSe)
shell layer and embedded in glass matrix as shown in Figure 4(a). Parameters εCdSe, εair and εglass

denote the dielectric permittivity of CdSe, air and background medium (glass), respectively. The
values of the parameters are: εCdSe = 7.879, εair = 1 and εglass = 2.116 at wavelength λ = 733.6 nm.
rc and rs are the radius of the inner rods and the outer radius of the shell layer, respectively.
∆r = rs − rc describe the shell layer thickness.

The PBGs for TE and TM polarization modes were calculated along the Γ-M-K-Γ edge for
the Brillouin zone. The computational domain for the FDTD calculation consisted of one lattice
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Figure 3: Photonic band structure of the Bragg mirror (a) f = 35% and (b) f = 10%.
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Figure 4: Schematic representation of the studied 2D, (a) hexagonal lattice, (b) square lattice photonic
crystal.

TE

  TM

 TM

(a)

TE/TM

F
re
q
u
e
n
cy
(ω
a
/2
π
c=
a
/λ
)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Γ M K Γ

(b)

TM

TE/TM

F
re
q
u
e
n
cy
(ω
a
/2
π
c=
a
/λ
)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Γ M K Γ

TM

Figure 5: Band gap structure for TE and TM polarization modes in a 2D hexagonal lattice of air rods
covered with CdSe shell layer for (a) ∆r = 0.16a, (b) ∆r = 0.21a.

unit cell, repeated infinitely by introducing periodic boundary conditions. The lattice unit cell was
divided up into 64 × 64 discretization grid points. The dielectric permittivity at each grid point
is defined by taking the average of the dielectric permittivity over 10 × 10 subgrid points. The
convergence and numerical stability and precision of the calculation are tested by increasing the
calculation resolution.

Figure 5(a) shows the photonic band structure for rc = 0.3a, rs = 0.46a and ∆r = 0.16a, where
a is the lattice constant. There are two photonic band gaps for the TM polarization modes. Their
respective widths (∆w) are (0.0483) wa/2πc for the first gap (G1) and (0.0519) wa/2πc for the
second gap (G2). Similarly, one PBG is found for TE polarization mode in the frequency range
(0.4893–0.5027) wa/2πc. Lets consider now the inner radius rc = 0.25a, the outer radius remains
rs = 0.46a and the thickness ∆r = 0.21a. Figure 5(b) shows the dispersion curves for this case
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Figure 6: Band gap structure for TE and TM polarization modes in a 2D square lattice of CdSe rods covered
with air shell layer for (a) ∆r = 0.05a, (b) ∆r = 0.16a.

and we can see that there are only two photonic band gaps for TM polarization modes; the value
of (∆w) for the first gap (G1) is (0.0236) wa/2πc and for the gap (G2) gap is (0.0295) wa/2πc.
Comparing Figure 5(a) with Figure 5(b), we can find that, G1 and G2 gaps for TM polarization
modes are affected by the thickness of the shell layer and the G1 gap completely disappears for TE
polarization mode. Hence we have the conclusion that if ∆r increases, the width and number of
photonic band gaps are reduced and the position of PBGs is shifted.
4.1. Square Lattice
We think it would be interesting to see how the shell layer thickness affects the PBG with square
lattice structure of air rods surrounded by a CdSe shell layer. The structural parameters are the
same as in Section 4. Our results show that no PBG exist for such a polarization. We shall now
study the inverse arrangement, CdSe core covered with air shell in a glass matrix.

Photonic band structure calculations demonstrated that for rc = 0.3a, rs = 0.35a and ∆r =
0.05a there is only one photonic band gap, for TE polarization mode (Figure 6(a)). The value
of (∆w) for the G1 gap is (0.02) wa/2πc. For ∆r = 0.16a the PBG width is (0.033) wa/2πc at
rs = 0.46a. As has been shown in Figure 6(b) the width of TE gap increases as the shell layer gets
thicker.

5. CONCLUSIONS

In this work we have demonstrated that it is possible to modify and tune the optical properties of
a glass matrix in presence of CdSe nanoparticles. Changes in dielectric permittivity, allows us to
obtain a nanocomposite material which can have tunable photonic band gaps. We have investigated
photonic band structures for 1D and 2D photonic structure using FDTD method. Our results show
that the filling factor, lattice type and the thickness of the shell layer have an important influence
on the photonic band structure. This implies that if other parameters are fixed the thickness of
the shell layer, or the volume fraction, for example, can be suitably chosen in order to obtain the
largest PBG.

REFERENCES

1. Yablonovitch, E., “Inhibited spontaneous emission in solid-state physics and electronics,” Phys.
Rev. Lett., Vol. 58, 2059–2061, 1987.

2. John, S., “Strong localization of photons in certain disordered dielectric superlattices,” Phys.
Rev. Lett., Vol. 58, 2486–2488, 1987.

3. Joannopoulos, J. D., S. G. Johnson, J. N. Winn, and R. D. Meade, Photonic Crystals: Molding
the Flow of Light, Princeton University Press, Princeton, 2008.

4. Sakoda, K., Optical Properties of Photonic Crystals, Springer, Germany, 2001.
5. Maxwell-Garnett, J. C., Phil. Trans. R. Soc. A, Vol. 203, 1904.
6. Taflov, A. and S. C. Hagness, Computational Electrodynamics: The Finite-Difference Time-

Domain Method, Artech House Publishers, Boston, 2000.
7. Abdolvand, A., A. Podlipensky, G. Seifert, and H. Graener, “Electric field-assisted formation

of Percolated silver nanolayers inside glass,” Opt. Express, Vol. 13, 1266–1274, 2005.
8. Palik, E. D., Handbook of Optical Constants of Solids, Academic Press, New York, 1991.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1499

Evaluating RF Signal Transmission over Radio-on FSO Links Using
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Abstract— Atmospheric turbulence-induced intensity fluctuations severely impair Free-Space
Optical (FSO) communication systems, affecting the quality of the propagated laser beam and
lead to significant performance degradation. By using aperture averaging technique, we investi-
gate the performance of the FSO system using a Multiple Subcarrier Modulation (MSM) based
on either Binary Phase Shift Keying (BPSK) or Quadrature Phase Shift Keying (QPSK) schemes
under weak-to-strong atmospheric turbulence regimes. The performance is assessed in terms of
the Bit-Error-Rate (BER) of the MSM-BPSK and MSM-QPSK systems by applying a modified
model taking into consideration the aperture averaging.

1. INTRODUCTION

FSO systems have been recognized as a good wireless interconnecting technology for high-capacity
communication networks, ensuring data rates similar to those offered by optical fiber systems
but at the fraction of its deployment cost [1]. However, since the transmitted optical beam is
propagating through the atmosphere, it may experience important distortions due to the refractive-
index random variations, i.e., optical turbulence, caused by inhomogeneities of both air temperature
and pressure [2, 3]. Therefore, it is of paramount importance to apply efficient techniques to mitigate
the channel fading caused by the atmospheric turbulence. Considered as a simple form of spatial
diversity, Aperture averaging consists in adopting a receiver lens whose aperture is larger than
the correlation length of the intensity fluctuations [4]. The use of aperture averaging as a counter
measure for the mitigation of the scintillation has been extensively considered in the literature [5, 7],
leading to substantial scintillation fade reduction, especially in the strong turbulence regime.

Besides, we propose a model based on the multiple subcarrier modulation (MSM) over Intensity
Modulation Direct Detection optical link. Being a sum of narrowband signals, the MSM provides
greater immunity to intersymbol distortion and higher bandwidth efficiency than the single carrier
modulation schemes. In our model, each subcarrier is modulated using either Binary Phase Shift
Keying (BPSK) or Quadrature Phase Shift Keying (QPSK) schemes that effectively mitigate the
signal scintillation and avoid the need for adaptive threshold normally required by optimum On-
Off-keying (OOK) [8].

In this paper, we study the impact of aperture averaging on the MSM-FSO system using two
different modulation schemes BPSK and QPSK, in the weak and the strong turbulence regimes.
By using a modified model taking into consideration aperture averaging, we numerically analyze
the system performance improvement in terms of the average bit error rate (BER). The remainder
of the paper is organized as follows. Section 2 describes the optical propagation model and the
aperture averaging technique. The mathematical modeling for the transmission of MSM signals
over turbulent IM/DD optical link is discussed in Section 3. In Section 4, the performance im-
provement by aperture averaging is numerically assessed by considering the BER metric. Finally,
Section 5 concludes the paper.

2. FSO CHANNEL CHARACTERISTICS

The most serious effects that affect severely the propagation of a laser beam propagating through the
atmosphere are caused by the variations of the refractive index in the turbulent air. An important
parameter that describes the strength of turbulence is the scintillation index σ2

I =
〈
I2

〉
/ 〈I〉2 − 1,

with I being the intensity of the optical wave [4]. In order to mitigate this turbulence-induced
fading, we adopt in this paper the AA technique that exploits the dependence of the received power
variance on the size of the receiver aperture in order to reduce this former significantly. Considering
a collecting aperture size that is larger than the spatial scale size leads to a substantial decrease
in the scintillation effect and subsquently an enhancement in the FSO system performance [4, 6].
In this way, the receiver can average these fluctuations over its aperture and, hence reduce the
scintillation-induced fading compared to the case of a point receiver. The fading reduction by AA is
usually characterized by the AA factor defined as F = σ2

I (D)/σ2
I (0), where σ2

I (D) = exp(σ2
ln x(D)+
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σ2
ln y(D)) − 1 and σ2

I (0) denote the scintillation indexes for a receiver lens of aperture diameter D

and for a point receiver (D = 0), respectively [4]. For the case of the Gaussian-beam wave model
considered in this paper, the detailed expressions of the log-variances σ2

ln x (D) and σ2
ln y (D) can be

found in [4].
When the AA is used, it was pointed out that the lognormal distribution provides a good fit to

the received irradiance fluctuations for many weak-to-strong scenarios [6]. Hence, the corresponding
probability density function (PDF) adopted in this paper for computational purpose, reads [4]

p (I) =
1
I

1√
2πσ2

I (D)
exp




−

(
ln

(
I
〈I〉

)
+ σ2

I (D)
2

)2

2σ2
I (D)





, I > 0 (1)

where σ2
I (D) is is the aperture-averaged scintillation index as defined earlier, and 〈I〉 denotes the

mean intensity that is equal to the intensity without turbulence.

3. OPTICAL MSM SIGNAL TRANSMISSION OVER FSO LINK

In this work, we consider an optical intensity-modulated direct detection (IM/DD) system based
on MSM technique in which high data rate streams are split into lower rate streams and then
transmitted simultaneously over narrow-band subcarriers. In the MSM-FSO systems, N channels
are multiplexed with subcarriers of different frequencies in the electrical domain. The subcarriers
are themselves modulated using subcarrier either BPSK or QPSK modulation formats, which in
turn modulate the intensity of a continuous wave laser acting as the optical carrier. At the receiver
side, the incident optical field is focused onto a photo detector by a lens of diameter D, before being
converted to an electrical signal, which is proportional to the instantaneous optical power. After-
wards, the recovered signal is fed into an RF demodulation block to retrieve the input multiplexed
data.

The transmitted MSM signal for N subcarriers is given by [?]

sMSM (t) =
N−1∑

n=0

sn (t) =
N−1∑

n=0

dn (t) cos (ωnt + φn)

=
N−1∑

n=0

∞∑

k=−∞
d

(n)
k pT (t− kT ) cos (ωnt + φn) , 0 ≤ t < Ts (2)

where dn(t) is the nth binary data stream with d
(n)
k being the binary values {−1, +1} for kT ≤

t ≤ (k + 1)T ; pT (t) is a rectangular pulse, which equals unity for 0 ≤ t ≤ T ; {ωn = (2πn/Ts), n =
0, 1, . . . , N − 1} is the nth subcarrier frequency with Ts being the MSM symbol duration and φn,
{ 0 ≤ φn ≤ 2π} denotes the phase of the nth subcarrier.

The signal sMSM (t) is then used to modulate the optical intensity of the laser diode (LD)
to be transmitted through fiber optics. However, the MSM-FSO system performance may be
conspicuously degraded due to the LD nonlinearity that causes mixing of users signals, resulting
in generation of harmonics and inter-modulation distortions (IMD). Given that the second-order
IMD (IMD2) can be designed out of band when the transmission band is limited to a single octave,
only the third-order IMD (IMD3) contributes to the interference [9].

In the abscence of atmospheric turbulence, by assuming that the FSO noise can be filtered in
the photodetector, the current at the output of the photodetector is given as

Ir (t) = ρP (t) + n (t) = ρPr,0


1 +

N−1∑

n=0

mnsn(t) + a3

[
N−1∑

n=0

mnsn(t)

]3

 + n (t) , (3)

Pr,0 (t) = P (t)LFSO +nFSO (t) = LFSO


P0


1+

N−1∑

n=0

mnsn(t)+a3

[
N−1∑

n=0

mnsn(t)

]3




+nFSO (t) (4)

where Pr,0(t) characterizes the received optical power at the photo detector in the abscence of tur-
bulence fluctuations with LFSO including FSO channel losses; ρ is the photo detector responsivity,
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P0 represents the average transmitted optical power, a3 is the third order nonlinearity coefficient,

and mn is the optical modulation index (OMI) for each subcarrier with mTotal = 1
N

√∑N−1
n=0 m2

n,
and n(t) is the additive white Gaussian noise with a double-sided power spectral density of N0/2.
The Gaussian noise models the noise processes in the optical link which include signal shot noise,
thermal noise in the electronics following the photo detector, and relative intensity noise (RIN)
inherent to the laser diode, and is given by [9]

N0 = (RIN) I2
ph + 2eρIph +

4KBTN

RL
, Iph = ρPr,0 (5)

where Pr,0(t) is the received signal power in the absence of atmospheric effects given by Eq. (3), e
is the electron charge, KB is the Boltzmann’s constant, TN is the absolute temperature and RL is
the receiver circuit load resistance.

In the analysis to follow, we will present the relationship between the averaged carrier-to-noise
and distortion ratio (CNDR) which takes into consideration IMD effect and the receiver aperture
size in the presence of the atmospheric effects. For the sake of simplicity, we assume all the tones
to be modulated with the same modulation index mn then the OMI per subcarrier mn is derived
as mn = mTotal/

√
N, n = 0, 1, . . . , N − 1. The IMD3 term which falls into carrier ωn among

equally spaced N carriers can be described as [9]

σ2
IMD =

1
2

(
3
4
a3m

3
nD2(N,n) +

3
2
a3m

3
nD3(N,n)

)2

I2
ph, (6)

where D2(N,n) = 1
2(N −2− 1

2(1− (−1)N )(−1)n) and D3(N,n) = n
2 (N −n+1)+ 1

4((N −3)2−5)−
1
8(1−(−1)N )(−1)N+n represent the number of intermodulation distortion products which influence
the desired carrier.

Therefore, in the presence of atmospheric turbulence between the transmitter and the receiver,
the received signal exhibits random irradiance fluctuations. Thus, CNDRn per subcarrier becomes
a fluctuating term whose mean, referred to as 〈CNDRn〉, assumes the form [4]

〈CNDRn〉= CNDR0,n(
1+1.63σ12/5

R Λ
)2

+σ2
I (D) CNDR0,n

; CNDR0,n =
〈ir〉2

σ2
N +σ2

IMD

=
1
2m2

nI2
ph

N0Bn+σ2
IMD

,

(7)
where CNDR0,n represents the received CNDR in the absence of optical turbulence and Bn is the
bandwidth per subcarrier required to pass the signal without distortion.

Finally, when the number of subcarriers is large, the total average 〈CNDR〉 over the entire
MSM band can be derived based on law of large numbers (LLN)

〈CNDR〉 =
1
N

N∑

n=0

〈CNDRn〉 =
1
N

N∑

n=0


 CNDR0,n(

1 + 1.63σ
12/5
R Λ

)2
+ σ2

I (D) CNDR0,n


 . (8)

Let us study the performance of MSM systems using subcarrier either BPSK or QPSK mod-
ulation techniques. The investigation of the BER helps in evaluating the degradation that incurs
the FSO link carrying out the MSM signals due to the presence of the atmospheric turbulence.
The BER depends on the average received power, the turbulence-induced fading over the aperture
and the receiver noise which includes particularly the intermodulation distortion noise. We assume
that the intermodulation distortion noise is Gaussian distributed so that the total noise defined in
Eq. (5) is Gaussian.

For optical communication employing BPSK (with M = 2) and in the presence of the atmo-
spheric effects, the total average bit error probability < Pb > can be written as [4]

〈Pb〉 =
1
N

N−1∑

n=0

〈Pb,n〉 =
1
N

N−1∑

n=0

[
1
2

∫ ∞

0
pI(s)erfc

(√
〈CNDRn〉 · s

〈ir〉

)
ds

]
, (9)

where pI(s) is the lognormal distribution as defined by Eq. (1).
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When QPSK with M = 4 is employed and by assuming that the Gray-coded mapping is used
at the transmitter, the average 〈Pb〉 reads

〈Pb〉 =
1
N

N−1∑

n=0

〈Pb,n〉 =
1
N

N−1∑

n=0


1

2

∫ ∞

0
pI(s)erfc




√
sin2

(
π
4

) 〈CNDRn〉 · s
〈ir〉


 ds


 . (10)

4. PERFORMANCE EVALUATION

In this section, we will compare the aperture averaging effect on the average BER when BPSK
and QPSK modulation techniques are considered under different turbulence conditions. The main
simulation parameters are shown in Table 1. Two cases of weak and strong turbulence will be
considered for which we set σ2

R = 0.4 and σ2
R = 20, respectively.

We investigate the BER performance of the aperture averaging receiver while using BPSK and
QPSK modulation in different turbulence regimes. Fig. 1 plots the variation of BER given by
Eq. (9) and Eq. (10) as a function of the received optical power Pr,0 in the weak turbulence regime
(σ2

R = 0.4). It can be seen that the performance improvement by fading reduction via aperture
averaging is less significant when more complex modulation schemes are used. For example, in the
weak turbulence regime (σ2

R = 0.4), with a 10 cm-aperture diameter, we obtain a BER of 10−6

for QPSK while BER decreases to about 10−9 when BPSK technique is used, all the values at a
received power of −15 dBm. Besides, by increasing D from 5 cm to 20 cm, a gain of 40 dB in BER
is achieved, for a received power of −15 dBm. In fact, the larger constellation sizes require higher
received power to accurately discriminate among the transmitted symbols.

Table 1: MSM-FSO link parameters.

Symbol Parameter Value
λ Operating wavelength 1550 nm
L Link distance 1000m
P0 Transmitted optical power 20 dBm
ρ Detector responsivity 0.8 A/W

RIN Relative intensity noise −150 dB/Hz
Tabs Absolute temperature 300K
RL PD load resistor 50 Ω
a3 Third order IMD 0.17
Bn Subcarrier Bandwidth 300KHz
N Number of carriers 64
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Figure 1: Average BER for BPSK and QPSK as a function of received optical power for various receiver
aperture diameter D in the weak turbulence regime.
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Figure 2: Average BER for BPSK and QPSK as a function of received optical power for various receiver
aperture diameter D in the strong turbulence regime.

Now, let us consider the case of strong turbulence with σ2
R = 20. The use of aperture averaging

leads to more significant performance improvement which is confirmed by the BER curves shown
in Fig. 2: by increasing D from 10 cm to 20 cm, a gain of about 30 dB and 22 dB in BER can
be obtained when using the BPSK and QPSK schemes, respectively, this for a received power of
−20 dBm. However, if we compare the gain obtained by aperture averaging in the two modulation
cases, we can clearly see that the MSM-FSO system using larger constellation size is more sensitive
to the heavy turbulence. Besides, it is clear that for more complex modulation techniques no matter
how large the receiver aperture size, the accepted BER level can not be attained only with the use
of aperture averaging technique. More sophisticated mitigation techniques should be considered in
order to reduce the turbulence-induced fading.

5. CONCLUSION

In this paper, we have studied the aperture averaging effect on the performance of MSM signals over
a IM/DD optical link under weak and strong turbulence regimes when two different modulation
techniques are considered: BPSK and QPSK. By using a modified model for the aperture averaging
technique, we have provided a detailed theoretical analysis of the overall system performance in
terms of the average CNDR as well as the average BER in the weak and the strong turbulence
regimes taking into consideration the intermodulation distortion term due to the laser diode non-
linearity. The evaluation of average BER behavior outlines that the use of aperture averaging
technique can lead to significant performance improvement, especially as the scintillation-induced
fading becomes more important. However, when higher order PSK modulation techniques are used,
the fading reduction via aperture averaging is far less impressive than that for schemes employing
smaller constellation sizes. Our results can serve as preliminary guidelines to the receiver design
for terrestrial FSO systems based on MSM technique, where several technical issues, such as size
and weight should be considered.

ACKNOWLEDGMENT

This research is supported by grant-in-aid of High-tech Research Center Project by the MEXT,
Japan.

REFERENCES

1. Willebrand, H. and B. Ghuman, Free Space Optics: Enabling Optical Connectivity in Today’s
Networks, Sams Publishing, 2002.

2. Kazaura, K., et al., “Performance evaluation of next generation free-space optical communica-
tion system,” IEICE. Trans. Electron., Vol. 2, 381–388, 2007.

3. Wakamori, K., K. Kazaura, and I. Oka, “Expreriment on regional broad-band network using
free-space-optical communication systems,” J. Light. Technol., 3265–3273, 2007.



1504 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

4. Andrews, L. C. and R. L. Philips, Laser Beam Propagation through Random Media, SPIE,
Bellingham, WA, 2005.

5. Yuksel, H., S. Milner, and C. C. Davis, “Aperture averaging for optimizing receiver design
and system performance on free-space optical communication links,” J. Opt. Netw., Vol. 4,
462–475, 2005.

6. Vetelino, F. S., C. Young, L. C. Andrews, and J. Recolons, “Aperture averaging effects on the
probability density of irradiance fluctuations in moderate-to-strong turbulence,” Appl. Opt.,
Vol. 46, 2099–2108, 2007.

7. Khaligi, M. A., N. Schwartz, N. Aitamer, and S. Bourennane, “Fading reduction by aperture
averaging and spatial diversity in optical wireless systems,” J. Opt. Commun. Netw., Vol. 1,
No. 6, 580–592, 2009.

8. Li, J., J. Q. Liu, and D. P. Taylor, “Optical communication using subcarrier PSK intensity
modulation through atmospheric turbulence channels,” IEEE Trans. Commun., Vol. 55, No. 8,
1598–1606, 2007.

9. Al-Raweshidy, H. and S. Komaki, Radio over Fiber Technologies for Mobile Communications
Networks, 1st Edition, Artech House Publishers, 2002.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1505

Numerical Analysis of Novel Asymmetric SNOM Tips

Valeria Lotito1, 2, Urs Sennhauser1, and Christian Hafner2

1Electronics/Metrology Laboratory, EMPA, Swiss Federal Laboratories for Materials Testing and Research
Ueberlandstrasse 129, CH-8600 Dübendorf, Switzerland
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Abstract— Our finite element analysis of novel scanning near field optical microscopy tips
reveals that field localization and enhancement, fundamental for high resolution applications,
can be achieved under linearly polarized excitation by introducing properly tailored asymmetries
in a fully metal-coated tip. Therefore, superfocusing effects comparable to those observed under
a complicated radially polarized excitation in an axisymmetric tip can be achieved with an easier
injection procedure, with a significant simplification in experimental applications.

1. INTRODUCTION

Scanning near field optical microscopy (SNOM) is a valuable tool for the investigation of nanos-
tructures today because it combines the potential of scanning probe technology with the power of
optical microscopy [1]. The technique is based on the near field interactions between the sample
and a probe, which plays a key role in the overall performance of the system.

In the search for optimized tip structures, fully metal-coated probes appear particularly attrac-
tive because of their high-volume manufacturability, the greater manufacturing reproducibility and
the easier control over their shape. However, the behaviour of such probes is strongly dependent
on the input polarization. If the structure is excited with a radially polarized mode, a localized
ultrasmall hot spot with peak field amplitude much higher than the one of linearly polarized modes
is generated, as opposed to a broad weak two-lobed distribution under a linearly polarized excita-
tion. These properties can be explained in the light of the characteristics of the surface plasmon
polaritons (SPPs) excited on the metal surface and converging towards the tip apex, which inter-
fere constructively in case of radial polarization and cancel out due to the opposite charges on the
opposite sides of the tip under linearly polarized excitation [2, 3].

Hence, for high resolution applications, a radially polarized excitation is required, which unfor-
tunately imposes the need for a cumbersome procedure, extremely sensitive to misalignments [4]. In
order to circumvent this problem, we propose the introduction of intentional asymmetries, properly
tailored to get superfocusing effects similar to those observed under radial polarization by using a
more easily excitable linearly polarized mode. More specifically, we have carried out a finite element
analysis of two different configurations, one based on an oblique cut close to the tip apex stripping
off both the metal coating and the inner core and the other consisting of asymmetric corrugations in
the metal coating [5, 6]. A thorough analysis of the effects of geometric and material parameters has
been undertaken, in order to optimize the probe structure in terms of full width at half maximum
(FWHM) and peak value of the resulting distribution under linearly polarized excitation.

2. NUMERICAL MODEL

In order to assess the performance of our asymmetric probes, we developed a three-dimensional
(3D) computational model using a finite element based software, Comsol Multiphysics. In fact,
the presence of the asymmetry prevents us from adopting two-dimensional (2D) approximations
or other numerical simplifications like the body of revolution finite difference time domain method
possible for axisymmetric structures [7, 8]. We chose the finite element method for probe modelling
because the use of unstructured grids allows the treatment of complicated geometries. The three
structures we analyzed are sketched in Figure 1.

The axisymmetric probe (Figure 1(a)) was considered as a reference for comparison for our
asymmetric configurations. The probe consists of a silica core (n = 1.5) coated with an aluminium
layer (n = 0.645 + 5.029i at the operating wavelength λ = 532 nm): the inner silica cone has an
initial radius of 225 nm and is rounded at the apex with a radius of curvature of 10 nm; the metal
hollow cone exhibits an outer radius of 275 nm and a final rounding with 20 nm radius. Both the
cones have a full apex angle of 30◦. The modelling domain is a 1.6µm high cylinder with radius of
1µm.
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(a) (b) (c)

Figure 1: Sketch of the probe structures: (a) axisymmetric probe; (b) cut probe; (c) probe with asymmetric
corrugations.

The tip with an oblique cut (Figure 1(b)) is based on a cut along a plane which is neither or-
thogonal nor parallel to the tip axis: the cut angle (defined as the angle between a plane orthogonal
to the axis of the tip and the plane of the cut itself) and the cut height (meant as the height of the
new tip apex after the cut measured from the bottom of the computational domain) can be varied.

The structure with asymmetric corrugations (Figure 1(c)) is based on the introduction of semi-
circular corrugations on the outer metal surface, which could consist in either bumps or grooves.
Such surface corrugations are modelled by joining five truncated toroids of radius 20 nm with hemi-
spherical terminations having the same radius: the toroidal sections are filled with air in case of a
groove or with metal in case of a bump. Corrugations are limited to just one half of the tip, hence
their angular extension, defined as opening angle, is less than 180◦. The different configurations
will be named after the initial of the filling material (a for air or m for metal) starting from the
bottom corrugation.

Simulations have been carried out by propagating in a 3D analysis the eigenmodes calculated
at the input port. Figure 2 reports the square of the norm of the electric field in a transverse plane
located at 10 nm from the tip apex for the axisymmetric structure under radially polarized (R)
and x- and y-linearly polarized excitation (called H and V respectively). In order to highlight the
relative field strengths, fields are normalized to the R peak value of the axisymmetric probe. When
the structure is excited with a radially polarized mode, a localized hot spot is created with FWHM
of about 38 nm, while in case of linearly polarized excitation (independently of its polarization
direction) broad two-lobed distributions extended over an area of approximately 400 nm and about
50 times weaker than the peak of the R distribution are obtained. The size of the R hot spot is
mostly influenced by the diameter of the final metal rounding [9].

In the following section we will show how superfocusing effects comparable to the ones observed
for the axisymmetric probe under radially polarized excitation can be achieved under linearly
polarized excitation by introducing an asymmetry properly oriented with respect to the input linear
polarization. The achieved field distributions can be optimized in terms of FWHM (which is related
to the achievable resolution) and peak intensity by tuning some geometric and material parameters,
namely (i) the cut height and angle for the probe based on an oblique cut and (ii) the alternation of
bumps and grooves and the angular extension of the corrugations for the asymmetrically corrugated
structure. The dependence of probe performance on the mutual orientation between the input linear
polarization and the asymmetry will be examined as well.

3. ANALYSIS OF THE ASYMMETRIC PROBES

The near field distributions at 10 nm from the tip apex under linearly polarized excitation have
been analyzed for both the asymmetric structures: Figure 3 reports an example of the near field
distributions achieved for two probes, one based on an oblique cut (cut angle 50◦; cut height 816 nm)
and the other on corrugations (amama, opening angle 160◦). Values are normalized to the radial
peak of the axisymmetric structure. As visible, field localization and enhancement occur for the H
linearly polarized mode which is oriented along the direction of the asymmetry (x in our case), while
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Figure 2: Radially (R) and x- and y-linearly polarized excitations (H and V ) and corresponding near field
intensity distributions at 10 nm from the tip apex for an axisymmetric probe.

(a) (b)

Figure 3: Near field intensity distributions at 10 nm from the tip apex under H and V polarized excitations
for: (a) cut probe (cut angle 50◦; cut height 816 nm); (b) probe with asymmetric corrugations (amama,
opening angle 160◦).

for the orthogonally polarized mode V , no substantial variation with respect to the axiysmmetric
case is observed.

Probe optimization for the cut probe has been carried out by varying the cut angle from 20◦
to 60◦ with a step of 10◦ while keeping the cut height constant at 816 nm and by changing the
cut height from 741 nm to 841 nm with a step of 25 nm at a cut angle of 30◦. Figure 4 reports the
peak value of the H distribution (normalized to the one of the standard axisymmetric probe under
radially polarized excitation) and its FWHM. As apparent, stronger peak values are obtained for
steeper cut angles and lower cut heights (Figures 4(b) and (d)). The FWHM of the H spot is not
really sensitive to the cut angle (Figure 4(a)), while it deteriorates for bigger tip heights, which



1508 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

(a) (b)

(c) (d)

Figure 4: Behaviour of the cut probe under H polarized excitation: (a) FWHM of the H spot for variable
cut angle; (b) comparison of the H peak value with respect to the one of the standard probe under radially
polarized excitation (denoted by Rstd) for variable cut angle; (c) FWHM of the H spot for variable cut
height; (d) comparison of the H peak value with respect to the one of the standard probe under radially
polarized excitation (denoted by Rstd) for variable cut height.

means cuts closer to the original tip apex (Figure 4(c)). Therefore, an overall improvement occurs
for steeper cut angles and lower cut heights, corresponding to stronger asymmetries.

As to the asymmetrically corrugated probe we analyzed all the possible permutations of air
and metal, i.e., of grooves and bumps, in the five corrugations with an opening angle of 160◦. We
also examined the effects of the opening angle by changing this parameter from 110◦ to 160◦ with
a step of 10◦ for the amama configuration. As can be observed in Figures 5(a) and (b), while
field localization under H polarized excitation occurs for almost all the material permutations,
with a value of FWHM in most of the cases comparable to the one of the radial spot for the
axisymmetric structure, only few configurations give rise to peak values comparable or, in some
cases, much superior to the radial peak of the axisymmetric probe, in particular those structures
with an alternation of air, metal and air in the upper three corrugations. The FWHM is not much
affected by the opening angle (Figure 5(c)), while the peak value goes up with an increase in the
angular extension (Figure 5(d)).

The strong field localization achieved in case of a mode linearly polarized along the direction
of the asymmetry results from the interplay of improved coupling mechanisms between the lin-
early polarized mode and the radially polarized one and between the inner SPP confined at the
silica/metal interface and the outer SPP at the metal/air interface. The use of these promising
asymmetric structures could entail an impressive simplification in mode injection procedures for
high resolution SNOM applications.

As observed, field localization and enhancement take place only for an input linear polarization
properly oriented with respect to the asymmetry. In fact, in all the cases the modification introduces
a strong asymmetry along one specific spatial direction, with no asymmetry along the orthogonal
direction. Previously we have examined only two possible mutual orientations of the asymmetry
with respect to the input polarization direction, corresponding to the best and worst scenario
respectively. In order to assess the sensitivity of the field localization to the relative alignment,
we have studied the probe behaviour under different relative positions of the asymmetry and the
input polarization direction. For the purpose of varying the mutual orientation, a rotation in the
input polarization direction with the asymmetry kept along one specific direction is equivalent to a
rotation in the direction of the asymmetry with a constant input polarization direction. We chose
to follow the second route and rotated the asymmetry (either the cut or the corrugations) around
the z axis from 0◦ to 45◦ with a step of 5◦, with 0◦ corresponding to the asymmetry along the
x direction as reported in Figures 1(b) and (c). For each of the rotated angles, we evaluated the
field distributions under both H and V polarized excitation. Therefore, given α the angle by which
the asymmetry is rotated, the relative orientation between the asymmetry and the H excitation
is α, while the one with respect to the V excitation is 90◦−α, which means that the whole range
of mutual orientations goes from 0◦ to 90◦. Note that such a range encompasses all the possible
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(a) (b)

(c) (d)

Figure 5: Behaviour of the corrugated probe under H polarized excitation: (a) FWHM of the H spot for
different material permutations and 160◦ opening angle; (b) comparison of the H peak value with respect
to the one of the standard probe under radially polarized excitation (denoted by Rstd) for different material
permutations and 160◦ opening angle; (c) FWHM of the H spot for the amama configuration with variable
opening angle; (d) comparison of the H peak value with respect to the one of the standard probe under
radially polarized excitation (denoted by Rstd) for the amama configuration with variable opening angle.

mutual positions due to the fact that the asymmetries here considered possess an axis of symmetry.
For each value of α, we evaluated the FWHM and the peak value of the near field distributions
under H and V input polarization. As an example, in Figure 6, we report the graphs obtained for
the maama structure with 160◦ opening angle.

For α = 0◦, no asymmetry is present along the y direction. Hence, no field localization occurs
under V polarization. As α increases, the asymmetry along x is reduced, while an asymmetry along
y appears and becomes gradually stronger. As a consequence, the asymmetry starts having less
impact on the H distribution whose peak value begins to drop. On the contrary, the V distribution
shrinks in size and climbs in peak value. At α = 45◦, the asymmetries perceived by both H and
V are the same; hence the corresponding distributions are roughly identical. We calculated the
average value of the FWHM and of the peak ratio over all the rotated positions (just one average
for both H and V due to their equivalence) for different configurations with various geometric
parameters (amama and maama with an opening angle of 160◦; amama 130 ◦ with an opening
angle of 130◦; cut 50 ◦ and cut 30 ◦ with a cut height of 816 nm and a cut angle of 30◦ and 50◦
respectively; cut 766 nm with a cut height of 766 nm and a cut angle of 30◦) and estimated the
maximum deviations from the corresponding average, as reported in Figure 7.

The analysis of polarization sensitivity reveals the importance to excite the structure with an
input linear polarization suitably oriented with respect to the asymmetry, with maximum variation
from the average value of the FWHM and peak value as high as nearly 500% and 100% respectively.
However, as evident in Figure 6(a), the FWHM is almost constant and small over a wide range
of misalignments from the best direction, and therefore high resolution could still be achievable
provided that the peak value is sufficient for detection. This means that the tip behaviour does not
deteriorate significantly within an acceptable tolerance range. In fibre based tips, the alignment
could be complicated by both the polarization rotation within the probe and also by the lack
of knowledge about the position of the asymmetry in the tip when mounted on the microscope.
Nevertheless, such a problem can be overcome by the use of a cantilevered probe: in this case the
position of the asymmetry relative to the cantilever is well known in the fabrication process, which
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(a) (b)

(c) (d)

Figure 6: Behaviour of the corrugated probe maama with 160◦ opening angle under variable rotation angle
α and H and V polarized excitation: (a) FWHM; (b) comparison of the peak value with respect to the one
of the standard probe under radially polarized excitation (denoted by Rstd); (c) near field distributions at
10 nm from the tip apex under H and V excitations for α = 0◦; (d) near field distributions at 10 nm from
the tip apex under H and V excitations for α = 45◦.

(a) (b)

Figure 7: Maximum deviation of (a) FWHM (of both H and V ) and (b) peak ratio (both H/Rstd and
V/Rstd) from the corresponding average values for different asymmetric tips with various parameters.

makes it easier to align the input polarization properly with a broad tolerance range.

4. CONCLUSIONS

Our finite element based simulations have shown that carefully designed asymmetries introduced in
an originally axisymmetric fully metal-coated tip can produce field localization under an excitation
linearly polarized along a proper polarization direction. The presence of the asymmetry causes the
electric fields associated with SPPs on the opposite sides of the tip not to have opposite phases
any longer, a phenomenon that leads to destructive interference under linearly polarized injection
in an axysimmetric structure. An overall analysis of both a cut probe and a tip with asymmetric
corrugations has shown that this effect is enhanced when the asymmetry is extended over a broader
region. In this way superfocusing can be achieved with a linearly polarized injection, which is much
easier than a radially polarized one, with an enormous simplification in experimental applications.

An analysis under variable polarization direction has indicated a dramatic change in tip be-
haviour as the input polarization is rotated gradually from the direction of the asymmetry to the
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orthogonal one, highlighting the need to excite the structure with a suitable input polarization
direction. However, due to the stability of the FWHM over a sufficiently broad tolerance range of
misalignment, good performance can be guaranteed as long as the position of the asymmetry is
known with sufficient accuracy as is the case for cantilevered tips. For fibre based tips, performance
could be less controllable, due to the difficulty in knowing the exact position of the asymmetry when
the tip is mounted on the microscope and also because of the rotation of the polarization within the
probe. However, in this case, our approach based on the effects of the introduction of an asymme-
try could be extended to envisage asymmetries distributed along multiple spatial directions, which
would reduce the performance sensitivity.
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coupling of HE11 and TM01 modes into microfabricated fully metal-coated quartz probes,”
Ultramicroscopy, Vol. 107, No. 2–3, 158–165, 2007.

5. Lotito, V., U. Sennhauser, and C. Hafner, “Finite element analysis of asymmetric scanning
near field optical microscopy probes,” J. Comput. Theor. Nanosci., Vol. 7, No. 8, 1596–1609,
2010.

6. Lotito, V., U. Sennhauser, and C. Hafner, “Effects of asymmetric surface corrugations on
fully metal-coated scanning near field optical microscopy tips,” Opt. Express, Vol. 18, No. 8,
8722–8734, 2010.

7. Liu, L. and S. He, “Design of metal-cladded near-field fiber probes with a dispersive body-
of-revolution finite difference time-domain method,” Appl. Opt., Vol. 44, No. 17, 3429–3437,
2005.

8. Antosiewicz, T. J. and T. Szoplik, “Corrugated metal-coated tapered tip for scanning near-field
optical microscope,” Opt. Express, Vol. 15, No. 17, 10920–10928, 2007.

9. Vaccaro, L., L. Aeschimann, U. Staufer, H. P. Herzig, and R. Dändliker, “Propagation of the
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Abstract— The solar energy harvesting efficiency of photovoltaic solar cells are limited by
the fact that they function through the generation of free hole-electron pairs and only photons
with energy equal to the band gap can be converted efficiently. If the incident photons were to
be harvested by optical rectification then there is the possibility of higher conversion efficiency.
Two key components in any solar rectifier would be plasmonic solar collectors and silver or gold
nanowires. This paper reports on the analysis of these components using the Finite Difference
Time Domain (FDTD) technique in rectangular and cylindrical coordinate systems.

1. INTRODUCTION

The energy harvesting efficiency of the solar spectrum using conventional semiconductor solar cells
is limited by the fact that they function through the generation of free hole-electron pairs and only
photons with energy equal to the band gap can be efficiently harvested. If the incident photons
could be harvested by rectification rather than by free carrier generation then there is the possibility
of much higher conversion efficiency.

Noble metals, such as gold and silver, have negative dielectric constants at these frequencies and
plasmonic effects dominate. This means that the simple scaling of metal antenna from longer wave-
lengths is not possible. To design and analyze an optical collector computational electromagnetic
modeling tools need to be employed. There has been much recent literature on localized surface
plasmon resonance in metal nanoparticles and their applications (see for example [1–4]), with the
Finite Difference Time Domain (FDTD) technique being employed by a number of workers [5–7].

If we consider the available solar power that can be harvested the maximum irradiance occurs
in the visible part of the spectrum with a peak at around 500 nm. Hence, our solar collector
needs to be effective in a band around this wavelength. A proposed design for a solar rectenna is
shown in Figure 1. The solar collection is accomplished by a planar array consisting of plasmonic
nonoparticles whose localized surface plasmon resonance (LSPR) is at the required wavelengths.
The nanoparticles are closely coupled to produce a high electric field in the separation between the
resonant elements. Current is induced into silver nanorods placed within the regions of high field.
These nanorods could then act as the top electrode in a Metal-Insulator-Metal rectifier.

The main computational difficulty is obtaining an accurate material model for the metal at
optical frequencies. This is accomplished by using a Drude model within the Finite Difference Time
Domain algorithm. Further the electromagnetic propagation along both gold and silver nanowires
is analyzed using an FDTD algorithm in the cylindrical coordinate system.

Load

i

Insulator material

Resonant triangular

elements

ii

Nanorods

between nanorods

Metal

Figure 1: Proposed design for solar rectenna.
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Figure 2: Size and separation of the metal nanopar-
ticles in the array.
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2. COMPUTATIONAL CONSIDERATIONS

In our FDTD calculations the dielectric function of silver and gold is represented using a Drude
model [5]:

ε(ω) = ε∞ − ω2
p

ω2 + iγω
(1)

where ωp is the bulk plasmon frequency and γ is the characteristic collision frequency. The refractive
index used for the metals is taken from Palik [8] and Equation (1) is fitted to these data. The values
used for silver are ε∞ = 4.039, ωp = 1.39174× 1016 rad/s and γ = 3.14223× 1013 rad/s, whilst for
gold ε∞ = 10.7016, ωp = 1.39365× 1016 rad/s and γ = 1.1747× 1013 rad/s.

The solar collectors considered are closely spaced triangular cross-section shaped nanoparticles,
prisms, in infinite two-dimensional arrays, as depicted in Figure 2. By invoking periodic boundary
conditions in the horizontal (x and y) directions an infinite periodic array is efficiently considered by
calculating the scattering from a single pair of prism particles. We find the forward and backward
scattering coefficients by considering the power flow through computational surfaces above and
below the nanoparticle array, as previously described in reference [5]. The normalized absorption
is then given by one minus the total scattering, where the total scattering is defined as the sum of
the forward and backward scattering.

Although scattering will occur over all angles the fact that the array is periodic and the compu-
tational surfaces extend over the full computational domain means that the entire scattered field
will pass through either the top or bottom computational surface. Perfectly matched layers (PML)
are used to prevent any spurious reflections from the top or bottom of the computational domain.

3. ANALYSIS OF PLASMONIC COLLECTORS

The triangular prisms considered in our calculations have equilateral side dimensions and heights of
50 nm. The gap between the particles are considered to be the separation between the extremities,
as depicted in Figure 2, which for the results shown here is 40 nm.

In this study, three cases are considered where the array is made up of gold or silver particles and
also where, for each pair, one prism is Au and the other Ag. The results of absorption calculations
are shown in Figure 3, for both x and y polarization when the particles are sitting in free-space.

The results show that silver has an absorption spectra with very distinct peaks compared to gold.
This is considered to be due to the higher dielectric losses associated with gold, which effectively
broaden out the absorption peaks due to the lower Q-factor. It was anticipated that the composite
gold silver array of nanoparticles might exhibit a broad absorption band, covering much of the
visible spectrum but, as can be seen, this is not the case. The peaks at shorter wavelengths can
clearly be attributed to silver whilst those at the longer wavelengths to gold. There are wavelengths
in the “mid-band” where peaks that might have been expected are not observed. The peaks that
are not seen in the composite case are considered to be due to the inter-particle coupling between
particles in the same material cases. The composite material (Au Ag) configuration alters this
electromagnetic coupling. For the x-polarized incident field six absorption peaks can be identified.
The three between 400 nm and 510 nm are due to silver whilst the three above 550 nm are due to
gold.

4. INITIAL ANALYSIS OF SILVER AND GOLD NANOWIRES

Using an FDTD algorithm in cylindrical coordinates an initial study of the propagation of the
electromagnetic wave along gold and silver nanowires has been carried out. An advantage of using
cylindrical coordinates where the vectors are (r, ϕ, z), rather than (x, y, z), is that the fields can
be calculated in a 2-dimensional form, which is a function of (r, z), and multiplied by ejnϕ, where
n is an integer which specifies the azimuthal field variations. The radius of the wire considered is
20 nm and the azimuthal variation of the field is 1 (n = 1). The excitation field was an E-field
normal to the wire at one angle. The results are shown in Figure 4. At the longer wavelengths
the attenuation is due to radiation losses but as the field becomes confined to the surface there is
a wavelength, clearly visible for the gold wire, where the attenuation is a minimum. We consider
this to be due to the radiation losses having been significantly reduced whilst dielectric losses of
the metal at this wavelength are still comparatively low. This point occurs for the silver nanowire
well below the wavelength of visible light.
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(a)

(b)

Figure 3: Absorption spectra for an array of prism nanoparticles. (a) x-polarized incident field (solid line —
gold, light dotted line — silver, broken line-composite gold silver pair). (b) y-polarized incident field(solid
line — gold, light dotted line — silver, broken line-composite gold silver pair).

-5.5

-5

-4.5

-4

-3.5

-3

-2.5

-2

350 400 450 500 550 600 650 700 750

Wavelength (nm)

A
tt

e
n

u
a

ti
o

n
 (

d
B

/1
0

0
n

m
)

Silver

Gold

Figure 4: Attenuation per 100 nm of gold and silver nanowires of radius 20 nm.

5. DISCUSSION

The analysis of plasmonic solar collectors and nanowires has been carried out. The use of an array
consisting of alternate gold and silver prisms shows that the spectral response is a complicated func-
tion of the electromagnetic coupling between the nanoparticles. The FDTD analysis of nanowires
illustrated that there is clear cut off between radiation losses and dielectric losses and that there is a
wavelength of minimum attenuation. Further analysis is required to see the effect of wire diameter
on losses.
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Abstract— One of the main points in the design of a communication system is to know the
channel behaviour for a given frequency band in terms of amplitude and phase. Free space com-
munications channels have been characterized thoroughly for a large range of frequencies. But in
the field of Through-The-Earth (TTE) communications, the work about channel characterization
found in the literature is very scant and focused in magnetic propagation (induction loops). This
paper presents a method of channel characterization for TTE communications with electrodes,
and the tests and results done in real field measurements.

1. INTRODUCTION

TTE communication systems have been developed for establishing communication in confined areas
as tunnel, mines or caves. Due to rock conductivity, electromagnetic waves suffer from skin effect
attenuation. Because of that, TTE communication works in VLF-LF range. There are two possible
medium access solutions: current injection by means of ground electrodes [1] and magnetic induction
by inductive loops. In current injection a pair of electrodes is located underground and other pair
in surface.

In TTE communication not only it is necessary to study the electrical noise present. A chan-
nel characterization is of paramount importance at time to model and simulate a communication
system. A channel sounding allows obtaining the parameters of the channel impulse response ex-
pression h(t), considering in this case a time invariant channel. The channel transfer function states
that for a given input x(t), the output y(t) is the convolution of x(t) and the impulse response h(t).
Knowing h(t), it would be possible to predict the distortion that the receiver will suffer and to
design equalizers or matched filters to compensate it.

On the other hand, if h(t) is not known, a large number of parameters (channel attenuation, SNR,
phase distortion) critical in system design are left to trial and error, which effectively multiplies
time needed to design such systems and most important, designed systems are usually far from
optimum.

The characterization of TTE communication channel with inductive loop has been studied
theoretical and experimentally [1, 2]. In the electrodes case, several studies in the literature offer
theoretical formulae that model the communication channel with electrodes. However, they are
valid for big electrodes, with emitter and receiver in surface and with a large separation between
them. This situation is not suitable for TTE communication system where the electrodes separation
is relatively small, also its size. Moreover, the electromagnetic waves travel though the rock in this
case.

For the channel object of study, electrodes effect is also considered, since it is not possible to
isolate its impact in the measurements. Furthermore, in a real TTE communication application the
electrodes contribution in the channel will be present. The electrode impedance generally presents
a very high value that limits the current injected and so after the electric field generated [3]. In
this paper a basic channel characterization method developed for TTE communication applications
with electrodes is presented. This method has been applied in several locations, presenting here a
couple of measurements done in surface.

2. CHANNEL SOUNDING METHODS

Many methods for communication channel estimation have been developed. They are based on
setting x(t) = δ(t) (Dirac delta function). The output y(t) is directly the impulse response h(t).
In practice, it is not possible to obtain a true delta (infinite amplitude and infinitesimal duration).
Therefore, the measurement methods try to approximate an impulse function. They are grouped
in two kinds of methods: Those that implement the estimation in time domain and those that work
in frequency domain. A comparative of them does not show clear advantages of one method with
regard to the other [4].
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2.1. Time Domain Methods

The Periodic Pulse method excites the channel with a short-duration RF-pulse to approximate
the delta function [6, 7]. This method was very used in the past. Another method, the Pulse
Compression Technique states that a linear system impulse response can be estimated supplying
it with white noise [8]. The impulse response can be obtained from the cross correlation between
channel input and output. Deterministic signal with noise characteristics are employed as the
pseudo-noise (PN) sequences. Their self-correlation offers a sharp peak in the zero-shift. This
method has been employed in underground channel estimation with induction loop [1].

The Swept Time Delay Crosscorrelation method or Sliding Correlator Technique employs PN
sequences but the signal in receptor is generated by a clock slightly slower than in emitter [10].
This method is employed in wireless channel sounding, since it allows measuring the amplitude and
phase delay of different multipath signals. A comparative of different methods in time domain is
done in [7], concluding that the method that employs the PN sequences is the most adequate for
wideband radio channels.

2.2. Frequency Domain Methods

Some examples of the frequency domain method for underground communications in tunnels are
shown in [11]. In this kind of methods, generally a Vector Network Analyser (VNA) is used to
measure the parameter S21(f) at different frequencies, obtaining the channels frequency response.
Main advantage of this method is that present a simple implementation. But it requires a wired
reference signal common to emitter and receiver and sweep time is long. Solutions for the wired
reference consider the use of synchronization between emitter and receiver by means of high preci-
sion clocks or with GPS receivers. Another solution employs a VNA without a direct connection,
sending a triggering signal to the frequency analyzer. Another approximation is given by the digital
down-conversion method, which is based on bandpass sampling the receiver signal with a sampling
frequency twice the information bandwidth.

3. METHOD DEVELOPED

The channel sounding method developed is grouped in the frequency domain methods. In the
emitter, a variable frequency tone is generated for a number of discrete frequencies in the band of
interest. Receiver is in charge of estimating the amplitude and phase of the received tones, giving
as a result an estimation of S21(f). But in order to do this a common reference is needed and a
wired one is not appropriate in the case of TTE communications. Therefore, a solution to obtain
a phase reference in receiver is required. In order to solve this, a fixed frequency sinusoidal tone
is generated together with the sweep frequency signal, acting the first as a reference signal. Both
tones (reference and sweep) are phase synchronized and have the same amplitude. This allows
measuring the phase and amplitude variation at the different swept frequencies. As the emitter
output power can be easily measured, the result is basic channel estimation in terms of amplitude
and phase. Due to the low frequencies used (VLF-LF), neither multipath nor signal delays are
considered.

The measurement equipment employed in transmission is formed by a PC which generates the
transmission tones and does the control, an arbitrary signal generator and a pair of electrodes. In
reception, signal is captured with a pair of electrodes connected to a low noise amplifier. After the
amplification, signal is digitalized by a high rate A/D converter connected to the PC via USB port.
The sampling frequency in generator and ADC is set to 2 MHz, the maximum allowed by ADC.
All the instrument control as well as the data processing is implemented in Matlab scripts.

The frequency band to study is in the range of 3–150 kHz. These frequencies are a compromise
between minimum bandwidth needed and signal generator output capability. Test signals are
generated with the help of an IDFT (Inverse Discrete Fourier Transform) of 512 points in order to
obtain orthogonal tones. The reference tone frequency is 3906.25 Hz which is the result of dividing
the sampling frequency (2Msps) by the IDFT size (512 points). Sweep tone frequency is calculated
as integer multiples of the reference frequency (n = 2.40).

Sweep tone changes its frequency value every ten seconds. The emitter transmits the sweep
continuously until the user stops the application, in a circular way. The receiver samples every
second capturing a signal for 131 ms (2ˆ18 points) in order to limit the errors caused by the sampling
operation. A Lagrange Interpolation is implemented as suggested in [12] to obtain a synchronized
sampled signal. Although this solution would be applied, an error in data phase measurement will
appear due to the linear interpolation applied and the A/D converter quantization [13]. This error
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Figure 2: Calibration network frequency response.

increase with the frequency swept. Future studies will try to solve this inconvenient.
A DFT is latter calculated with the 262144 (2ˆ18) sample points, a power of two multiple of

the emitter IDFT points (512× 512). Thus, both the errors introduced by FFT computation and
channel noise in receiver are minimized. As the frequential positions of the scanning are known in
receiver, the relative amplitude and phase values for these samples are stored. For every frequency
point only nine correct measurements are available (out of ten). This is due to the time needed
in the emitter to store the signal in signal generator. The outliers that overcome 1 dB from the
average of the nine samples are discarded, applying a new average that will be stored as correct
value for each frequency.

The calculation of channel response is evaluated offline applying the LS (Least Squares) algo-
rithm. According to this method, the frequency channel response follow the expression (1), with X
a diagonal matrix with the value for each frequency sample (x1, . . . , xk) generated with the IDFT
and Y the k frequency samples in the receiver. The measurement system has been calibrated with
a resistance network shown in Fig. 1 in order to correct the measurement method systematic errors.
It has been applied the Self-Calibration Measuring Technique (SCMT) [24].

ĤLS = X−1Y (1)

The frequency response of the network measured is drawn in Fig. 2. It can be seen that the
generator does not present constant amplitude with frequency nor the phase response is zero, as
it would be in an ideal system. This error is compensated in the measurements offline. As it has
been commented before, the phase measurement presents some errors due to the desynchronization
of generator and sampler frequencies. The phase trend has been represented in previous figure
smoothing the response obtained.

The random errors are limited applying an average of the maximum values in the frequency
sounding and the DFT method as proposed in [12].

4. EXPERIMENT CONDITIONS

Although the channel sounding has been developed to characterize the communication for under-
ground applications, to prove that the method work and the results are consistent, it has been
firstly tested in surface communication, presenting the results in this paper. The emitter and re-
ceiver present a four meters gap between the electrodes. The electrodes employed are steel bars,
improving the contact with salty water and the wires used in emitter had no loops (minimum
resistance and inductance).

As the electrodes impedance depends heavily on frequency [3], the soil injected current would
not present a constant value for all the frequencies. However, it is of interest to know not only
the isolated channel response but also with the load effect. So that it can be considered the effect
of a total transmission channel that includes the electrodes. On the other hand, the impedance
between the electrodes has been measured in previous studies [3] having obtained an impedance
characterization and being able to isolate the channel response offline.

The measurements presented in this paper were taken in Walqa Technological Park (Huesca) in
December 2009. The soil in this location is composed by four meters of gravels lying and sandstone
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and clay of Miocene with an aquifer in the contact surface.
For the experiments, the span between the electrodes in the emitter was fixed to four meters in

order to avoid modifications in the emitter impedance, and in the receiver was set to 4, 8 and 12.
For the separation between emitter and receiver were considered 20 meters at first and 40 m later.

5. RESULTS

The channels amplitude frequency response for TTE communications in surface is shown in Fig. 3.
Due to the low accuracy in phase measurements, it has only been considered the amplitude channel
response. These results are enough for TTE radio applications using amplitude modulations. For
data transmission with phase modulations it will be necessary to characterize also the phase channel
response in future tests.

It can be seen in previous figure that the amplitude response increases with frequency. This
effect is a combination of the electrodes system impedance and the channel behaviour. The channel
response has not been isolated from this value since this is the real situation that a TTE communi-
cation system with electrodes will find. In Fig. 4 it is shown the response for two different distances
and electrode spans of receiver.

Analysing the results it can be appreciated that doubling the distance translates into a 16.5 dBV
attenuation. Relative to variation in span, doubling its value to 8m, increased received signal in
6 dBV. A further increase in span (12 m) resulted in a smaller 3.5 dBV increase. It should be noted
that increasing the span also increases the perceived noise.

6. CONCLUSIONS

A variation of a frequency domain method has been used to estimate the impulse channel response.
The test results reveal that channel attenuation rises very fast with distance and can be partially
compensated with the span distance between electrodes. Unfortunately, the method used does not
allow a precise phase measurement as is. Future work will be focused in a more accurate phase
channel response measurement, correcting the errors due to the jitter of emitter and receiver clocks
in order to have a complete channel description. Moreover, the channel sounder will be applied in
underground locations in order to obtain a TTE channel characterization in different terrains.
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Abstract— In the design of a Through-The-Earth (TTE) communication system a correct
frequency band selection is of paramount importance. A key parameter for an optimum
frequency selection is the Signal to Noise Ratio (SNR) available in the frequency band. Therefore,
noise measurements with electrodes are needed in different situations in order to obtain a good
characterization of human generated noise. This paper presents a method of noise measurement
and analysis both in the frequency and time domains, applying it in two locations in order to
find the optimal frequency bands.

1. INTRODUCTION

TTE communication systems have been developed in order to allow voice/data communication in
confined areas as tunnels, mines or caves. Electromagnetic waves travel through the rock and, due
to its conductivity, high frequency signals are attenuated by skin effect. Therefore, this kind of com-
munication works in VLF-LF range. One solution to access the medium in TTE communications
is current injection by means of ground electrodes [1]. In this technique a current is injected into
the earth by a pair of transmitter electrodes (TX) allowing a receiver located at certain distance
to detect some potential in the electrodes (RX).

The current injected into the earth depends on the electrode impedance. According to [2, 3], this
impedance has a wide range and generally presents a high value that limits the current injected and
thereafter the electric field generated. Some methods to improve the contact impedance are studied
in [4, 5]. The impedance value decreases with frequency; however, the electrical field generated
suffers from an exponential attenuation due to skin effect, increasing this value with frequency.
Thus, a trade off is established in the frequency selection.

Although a larger current generates more electric field intensity, the range of communication
is not very large due to the strong signal attenuation. Therefore the SNR is the main parameter
to consider in receiver design. So electrical noise/interferences captured by the receiver electrodes
have to be studied and measured.

In the literature, several TTE communication systems prototypes that work with electrodes [6–
8] can be found as well as a commercial one designed by the GTE, the TEDRA R© radio [9, 10].
For its development, it has been necessary to analyze and characterize the electrical ground noise.
In this paper, a noise measurement method is developed and its validity demonstrated by using
it in two locations, both in surface and inside a cave, in order to obtain a noise estimation for
different situations where TTE communications usually are carried out. The noise data is ana-
lyzed in detail both in frequency and time domains. Many reduced interference bands suitable for
TTE communications with electrodes were found, allowing an optimum design of a communication
system.

2. SOURCES OF NOISE

In a TTE communication system several types of noise contribute to the receivers input: thermal
noise, Earth-ionosphere noise and the human-generated noise. The latter comprises other commu-
nication signals in nearby frequencies (i.e., LORAN, time signals, RTTY, etc) and unintentionally
generated interferences (i.e., power lines, motors, etc. . . ). In the TTE communication with elec-
trodes only the human-generated noise is studied because the other sources of noise are negligible
in comparison with this contribution.

The noise profile depends strongly on the environment. In industrial areas there are a lot of
unintentionally generated interferences: mains and its harmonics, machinery, inverters. . . These
types of interferences are hard to classify because they are random in nature (except of mains
supply). On the other hand, open field locations are much cleaner from electrical interferences but
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some weak electrical noise can be appreciated caused by nearby electrical farm fences, inverters of
broadcast towers, etc.

Besides these noise sources, many interferences coming from different radio stations that work in
VLF-LF ranges can also be picked up by electrodes. Several powerful communication systems work
in these frequency ranges such as beacons of navigation radio and time synchronization signals. So
in this paper, only the human-generated signals in the VLF-LF band captured with electrodes will
be measured.

3. NOISE MEASUREMENT METHOD

Electromagnetic noise measurements in earth have been carried out for geophysical and mining
applications. In [12] a system developed to measure the earth noise with electrodes can be found
but it works with a few discrete frequency data and in low frequency. Another application for
geophysical studies is described in [13].

The United States Bureau of Mines carried out in the sixties a noise measurement campaign in
several mines within a mines communications project [14–18]. In these locations, electromagnetic
noise was captured with a calibrated loop antenna. Noise characterization measurements with
electrodes in mines can also be found in [19], but for Medium Frequencies (MF). A similar study
is presented in this paper but adapted for the frequency range of TTE communications (LF) and
only characterizing intentionally human-generated noise.

The method developed to measure the noise with electrodes consists in a pair of electrodes
grounded into the earth and separated 8 m, choosing the adequate ones for each contact surface [3].
A low noise amplifier (EG&G 5113) is used to reduce the overall noise figure in the measurement
setup and to bandpass filter the signal. The lower and upper cut-off frequencies are set to 3
and 300 kHz respectively. Amplified/band limited signal is then acquired by means of a high rate
A/D converter (DT9832A) which has a 16 bits resolution and communicates to the PC by USB
interface. The sampling frequency is set to 2 Msps and temporal capture interval is 5 seconds,
enough to evaluate slowly changing signals (bandwidth > 0.4Hz). Once in the PC, the acquired
signal is analyzed offline with a custom application developed in Matlab.

With data acquired, power spectral density (PSD) is calculated. As the periodogram method is
not a consistent estimator of the PSD due to the high spectral leakage it presents, other calculation
methods have been studied. The one finally selected is the short term FFT (STFT) applying the
Welch method [21]. In this case, a modified periodogram is calculated for short segments of the
time series. The number of samples chosen for the FFT are 215(65536) (∼ 16ms), while the window
applied is a Hanning one with a 50% of overlap.

At first sight, frequency analysis showed that the majority of signals are of narrow bandwidth (<
50Hz) except for the exceptional case of Loran-C. In order to extract the data obtained from PSD,
an automatic peak detection algorithm has been developed, identifying and classifying interferences.
In this method, the derivative of the PSD is calculated, applying after that an average filter. High
strong peaks in the PSD appear as a positive peak followed by a negative one in the derivate signal.
The zero-crossing point corresponds to the peak position in frequency. By establishing positive
and negative thresholds for the derivative signal these interferences can be detected. The threshold
values have to be fixed according to the level of the interferences detection desired.

It can be possible that some temporal intermittent signals present high value in short time
periods, not noticed with the PSD. Although with the presented algorithm it can be known the
frequency bands with interferences, it is also interesting to know its temporal distribution. Therefore
a time-frequency analysis with the STFT is applied to these frequency interferences. There is a time-
frequency resolution trade-off when the STFT algorithm is applied. Other more complex methods
could be employed for this analysis, like Continuous Wavelet Transform [22] or the Wigner-Ville
method. These will be studied in a future work by the authors. Noise characterisation has been
computed offline with a Matlab application that also allows an automatic noise analysis and that
includes a dynamic data base for identifying the different interferences.

4. EXPERIMENT CONDITIONS

Many noise measurements have been captured in different locations of Spain. In this paper, as an
example of them, the results for one surface measurement and one inside a cave are presented. The
first measurement was captured in Belsué (Huesca). The second one was taken in Esteban Felipe
cave (Huesca), also located in Belsué.
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In the measurements, the electrodes employed were steel L-bar electrodes for surface measure-
ments and copper braid for inside the caves [3]. Although the low noise amplifier presents high
input impedance, techniques to improve the electrode contact have been applied [4]. The spam
between the electrodes was fixed to 8 meters and the wires employed were multifillar copper wires
18AWG.

5. RESULTS

Figure 1 depicts the average power spectral density of noise measured in Belsué (Huesca). Different
interferences signals can be identified in this spectrum. The main ones are enclosed in Table 1
(in kHz) and marked in the figure. LORAN-C in the band 80–100 kHz presents a high value.
The atomic clock DCF77 at 77.5 kHz can also be seen and the HBG time signal at 75 kHz. The
interference with the highest value is located at 63.75 kHz. Regretfully, it has not been possible to
identify its origin.

For the Esteban Felipe cave noise record, it has been applied the algorithm previously described
to identify the interference signals and to find the optimal frequency band to communicate. As it
has been explained before the derivative of the PSD and the average filter have been applied. The
high value peaks in the PSD has been detected. For each of these points it has been recorded the
PSD value, maximum and average of the noise amplitude spectrum.

It is worth to note the difference in the number of interferences showed in Figs. 1 & 2. This
is because Fig. 1 noise was captured outside, so there was no room for soil to attenuate the
interferences as in Fig. 2. In general, noise inside a natural cave will be significantly lower that it’s
outside counterpart.

As it has been commented before, not only is the frequency location of the interferences im-
portant but also its temporal distribution. Therefore in Fig. 3 represents the voltage excursions
in dB between 1 and 99 percent of time, as well as the average value of the interferences detected
applying the previous described method. Several noise-reduced bands can be detected around 30,
55 kHz, 70 and 80 kHz which could be used in a voice/data communication.

Interferences in the LORAN-C band are not detected because its pulses being very short in time
and its energy spread between 90 and 110 kHz. However, as can be seen in Fig. 2, the maximum

Code Freq (kHz) Origin Country

f1 18-25 Navy -

f3 45.9 US. Navy I

f7 63.75 Unknown -

f10 75 HBG TS STZ

f14 90-110 LORAN-C -

Figure 1: PSD of noise measurement in Belsué with most powerful interferences.
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Figure 2: Noise amplitude spectrum measurement in Esteban Felipe cave (Huesca).
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Figure 3: Voltage excursions of interferences in Esteban Felipe cave.

value can be very high. Therefore, besides interferences detection, average and maximum noise
spectrum have to be studied.

6. CONCLUSIONS

In this paper two measurements of electrical noise with electrodes are presented, taken in surface
and inside a cave, as well as the method developed to capture them. The data measured allow the
study of noise in the band of TTE communication (VLF-LF).

A process for automatic detection of reduced noise bands has been presented. This application
enables to find frequency niches suitable for TTE communications where no temporal spikes are
present. To obtain this solution, a time-frequency analysis of these bands was applied.

As a result of the measurements analyzed, it can be concluded that it is very important to
measure and characterize the noise with electrodes at the time to choose a communication frequency.
An automatic interference detection process results very useful for these applications.
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y comunicaciones subterráneas,” Ph.D. Thesis, University of Zaragoza, 2009 (in Spanish).
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Abstract— In this paper, the utility of Ground Penetrating Radar (GPR) in electromagnetic
empedance change detection is demonstrated through experimental results. For this purpose, two
kinds of changes; namely human movement behind walls and water leakage from embedded pipes
are considered for their electromagnetic detection. In the first case, the movement behind a wall is
detected by real time monitoring of A-scan GPR data. The difference signals between two A-scan
range profiles acquired at consecutive time instants are used as an indicator of the movement.
In the second case, the leakage from a plastic pipe buried in an outdoor soil environment is
identified through time series of B-scan images which are reconstructed by using a near-field
back-projection algorithm.

1. INTRODUCTION

A common practice for the detection and localization of objects or interfaces beneath the surfaces is
the Ground Penetrating Radar (GPR) imaging. While GPR is an issue long studied in radar com-
munity, there is still some implementation challenges associated with a certain specific application.
These are; incorporation of optimal radar and antenna parameters for different complex mediums
and targets, accurate modeling of the propagation of the electromagnetic (EM) waves through the
subsurface, focused image formation, reliable interpretation of the data etc. Meanwhile, most of
the GPR surveys generally concern with the imaging of stationary subsurfaces in which the ulti-
mate goal is to obtain valuable information about the location and the size of the object from the
resultant images. On the other hand, the potential of GPR to detect impedance changes between
time intervals have been investigated in recent studies [1–3]. This can be accomplished by applying
real-time imaging processes and taking different images of the subsurface environment at different
time instants.

Thus, to illustrate and further evaluate these capabilities and implementation challenges of
GPR, the aim of this paper is to assess whether GPR techniques can be efficiently used to detect
the movement or life signs of human being behind walls and the water leaks in buried pipes. In
the first attempt, it was aimed to find the movement of a person behind the wall with a continuous
monitoring of A-scans. The “difference signals” between these consecutive range profiles were
displayed in real time and exploited as an indication of the movement. In the second attempt,
the problem of water leakage detection was considered. In our recent study [4], it was shown
that this task can be accomplished for a plastic pipe buried in an ideal case of laboratory sand
pool. The research effort described herein focuses on a more realistic situation of outdoor real soil
environment. A series of B-scan measurements were carried out and the images reconstructed by a
back-projection algorithm [5] were obtained to be able to get information about the location region
of leakage.

The organization of the paper is as follows: In the following section, a brief overview of two-
dimensional (2-D) GPR data collection and processing is provided. Section 3 presents the results
of movement detection application. In the subsequent section, B-scan imaging results for water-
leakage detection problem are demonstrated. Conclusions are given in the last section.

2. BASIC GPR PRINCIPLE

In this section, a brief formulation of GPR measurement techniques is given. Fig. 1(a) shows a
schematic diagram of a 2-D monostatic measurement which uses stepped-frequency continuous-
wave (SFCW) radar. At each synthetic aperture point, SFCW radar transmits a waveform of
bandwidth B also called a burst which is divided into N single frequency subpulses equally spaced
across the waveform bandwidth as shown in Fig. 1(b). Each subpulse has τ seconds duration and
the time interval T between the pulses is set according to the desired unambiguous range.
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(a) (b)

Figure 1: 2-D monostatic GPR imaging problem. (a) Geometry. (b) Stepped-frequency waveform.

Assuming the starting carrier frequency is f0 and the fixed frequency increment is ∆f , the
frequency of the nth pulse can be written as

fn = f0 + (n− 1)∆f n = 1, 2, . . . , N (1)

The processing can be initiated after receiving the magnitudes and phases of the back-scattered
field for the whole transmitted frequencies. For this static measurement also called an A-scan, the
frequency domain back-scattered field from a single point scatterer which is d distance away from
the antenna can be written as

P (fn) = ρ · exp
(
−j4π

fn

v
d

)
n = 1, 2, . . . , N (2)

where ρ represents the reflectivity of the target and v is the velocity of the wave propagation in the
medium. For a homogeneous and lossless medium this velocity can be written as v = c/

√
εr where

c is the speed of the light in free-space and εr is the relative electric permittivity of the medium.
The frequency variable is related with the wavenumber, which for the two-way propagation data
is defined as k = 4πf/v. Hence, the back-scattered signal samples can also be represented in the
spatial frequency domain as

P (kn) = ρ · exp (−jknd) n = 1, 2, . . . , N (3)

Noting that the linear relationship z = v · t/2 between time t and depth z can be taken under
the assumption of constant velocity v, the depth profile p(zn) of the medium can be estimated
through the application of one-dimensional (1-D) Inverse Fourier Transform (IFT) to the spatial
frequency data of Eq. (3). Furthermore, if 2-D images are desired, a B-scan has to be performed in
which data are obtained by collecting a series of A-scan measurement along a synthetic aperture
(see Fig. 1(a)). For each discrete point along the synthetic aperture, the back-scattered data is
recorded and thus can be represented as P (xm, fn). The focused images can then be obtained by
applying the imaging algorithms which take the near-field effects into consideration. In this study,
a back-projection imaging algorithm [5] with near-field corrections is used to obtain the B-scan
images of the water leakage detection application.

3. RESULTS OF MOVEMENT DETECTION

In the first effort of our study, the goal was the experimental detection of the movement of a person
behind a wall. The considered scenario was that a person was moving behind the wall and all other
surroundings were static. For this purpose, a measurement set up for a 1-D scattering configuration
was constructed as depicted in Fig. 2(a). We have assembled a SFCW radar using Agilent E5071B
ENA vector network analyzer (VNA) and a rectangular horn antenna with a 30◦ beamwidth. The
operating bandwidth was specifically selected as 3–5 GHz to satisfy the proper penetration of the
EM wave through the wall which has a thickness of about 30 cm. In order to keep the reflection
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Figure 2: Thru-wall detection of movement: (a) Schematic diagram of the experiment. (b) Radar image.
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Figure 3: GPR images of water-leak experiments. (a) Image of the water-free pipe at t = 0. Image of the
water-transporting pipe (b) at t = 20min., (c) at t = 30 min. after starting of water leakage. (Depth axis is
taken from the antenna phase center).

from the wall surface minimal, the monostatic antenna was put very close to the wall. Then, the
transmission of continuum series of burst signals through the wall was started for desired time
duration. Then, the measured back-scattered data for each burst was recorded to a computer via
VNA’s GPIB port and processed into A-scan range profiles by real-time processing. The “difference
signals” between consecutive range profiles were then continuously monitored. The resultant radar
image is depicted in Fig. 2(b) which clearly indicates the detection of human movement behind the
wall.

4. RESULTS OF WATER LEAKAGE DETECTION

In the second effort, it was intended to test the effectiveness of GPR techniques in detecting and
identifying the water leaks from plastic pipes. For this purpose, successive B-scan experiments were
conducted in a partly homogeneous outdoor soil environment. A PVC pipe with a diameter of 5 cm
was located at a depth of 20 cm from the ground surface. Before embedding the pipe in soil, a small
hole is drilled for the leakage of water. First, a reference B-scan measurement of the water free pipe
was performed. Then, after starting to injection of water into the pipe, three B-scan experiments
at regular time intervals were performed. For each scan, a synthetic aperture of length 64 cm with
33 discrete spatial points and a frequency band from 0.8 to 5GHz with 301 discrete frequency
steps were used. Two double-ridged horn antennas with a length size of 0.5 m were utilized in
a bistatic configuration during the measurements. After collecting data, the B-scan images were
reconstructed by using a near-field back-projection algorithm. The obtained results for various time
instants are shown in Fig. 3. From these figures it can be interpreted that, as the water content
of the soil around the leak become larger for an evolved time, the size of the region that causes
strong EM wave reflections become also larger. Hence, EM wave could not penetrate beneath this
water-saturated region. This phenomenon manifests itself as voids in the GPR images providing
valuable information about the location of the leak. As the time passed longer, the reflecting area
become more and more larger and the leak position become more visible as evident in Fig. 3(c).
Hence, it can be assessed that water leakages from plastic pipes can be successfully detected by
GPR techniques.
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5. CONCLUSIONS

This study demonstrated the ability of GPR to detect and localize the electromagnetic impedance
changes through surfaces. It was validated that water leakage causes a void region in the time-
series of GPR images. For the movement detection problem, a simple principle of differencing the
consecutive A-scans was used to detect the movement change. Beside this simple solution, a number
of additional works has to be done on this research area. Two of them are; real-time tracking of
moving persons through walls by 2-D imaging and efficient detection of heartbeats and life signs of
persons hidden by walls. These works will constitute the subject of our future research.
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Abstract— This paper reports on the statistical characterization and modeling of the Ultra-
Wideband (UWB) propagation channel in an underground mine environment over the frequency
range 3–10 GHz. Two kinds of transmission antennas, directional and omni-directional, were
used to investigate the effect of the antenna directivity on the path loss propagation and on the
time dispersion parameters in non line-of-sight (NLOS) underground galleries. The measurement
and simulation results show that the directional-directional antenna combination yields better
radiation efficiency for reducing the time dispersion parameters. Based on channel time domain
parameters, and IEEE 802.15.3a working group specifications, Multi-band orthogonal frequency
division multiplexing (MB-OFDM) physical (PHY) layer for short-range high data-rate is evalu-
ated. Results indicate that the use of omnidirectional antennas in an underground mine is not
realistic. In contrast, directional antennas offer a better performance in terms of capacity.

1. INTRODUCTION

Ultra-wideband (UWB) technology has shown to be attractive in high-speed data transmissions,
short duration pulse, and low power communications compared to other wideband wireless systems.
In 2002, the Federal communications commission (FCC) allocated a large spectral mask from
3.1GHz to 10.6 GHz for unlicensed use of commercial UWB communication devices [1]. The UWB
frequency mask depends on the application and the environment where the devices are used. For
indoor and outdoor communications, the power spectral density of −41.3 dBm/MHz is allowed in
the frequency range of 3.1–10.6 GHz.

Numerous narrowband and wideband channel measurements and models have been proposed in
the literature for indoor and outdoor environments and for underground mine environments in the
CANMET (the Canadian Center for Minerals and Energy Technology) experimental mine in Val
d’Or, Canada.

The ultra-wideband propagation in underground environments is still a relatively new research
challenge. To date, only a limited amount of work has been done in confined environments with
rough surfaces. The modern exploitation of mineral resources, particularly in underground mines,
requires remote control and high speed data transmission to be available. Therefore, for the design
of build UWB systems, it is crucial to obtain data on the propagation channel characteristics by
means of measurements in underground environments. The purpose of this paper is twofold: first,
to report on the results of a UWB measurement campaign in an underground environment, in which
different antenna directivities were used to extract NLOS UWB propagation characteristics and
dispersive parameters, and second, to investigate the performance of the MBOFDM based PHY
layer over IEEE UWB channel models in confined hostile environments with rough surfaces.

This paper is organized as follows. Section 2 provides a brief description of the underground
mining environment and the measurement setup. Section 3 presents experimental data where
the best fitting distribution along with the channel delay spreads have been evaluated in terms
of the propagation distance and the antenna directivity. Section 4 investigates the MB-OFDM
transmission in term of dispersive parameters, while Section 5 draws out the conclusion.

2. THE MEASUREMENT CAMPAIGN

2.1. Description of the Underground Mining Environment
The UWB measurements were performed in two typical galleries of a former gold mine at the
70m underground level. The environment mainly consists of very rough walls. The ground was
not flat and was sparse with puddles of water as shown in the photograph of Figure 1. The
dimensions of the mine galleries vary between 2.5m and 3m in width and approximately 3m in
height. Fig. 1 illustrates NLOS underground gallery including transmit and receive antenna location
arrangements.
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Figure 1: Pictures of the underground NLOS gallery
and of the antenna locations.

Figure 2: The underground gallery plan.

Figure 3: Overview of the measurement setup. Figure 4: Channel transfer function measured with
the Agilent E8363B network analyzer.

2.2. Experimental Procedure

During the measurements, the transmitter antenna was kept at fixed position, while the receiver
antenna was moved throughout the gallery on a 49 point grid. As shown in Fig. 2, the grid was
arranged as 7 × 7 points with spacing of 5 cm between each adjacent point. The distance of 5 cm
corresponds to one half of the wavelength of the lowest frequency component for uncorrelated small
scale fading. The receiver antenna displacement was in the range 4 m to 10m. The transmitter
and receiver antennas were maintained at the same height of approximately 1.7 m, and the channel
was kept stationary by ensuring that there was no movement in the surrounding environment.

The UWB measurements were performed in the frequency domain using the frequency channel
sounding technique based on S21 parameter. The measurement setup consisted of an E8363B
network analyzer (PNA) and two different types of antennas, both are vertically polarized: a double
bridged directional horn antenna DRG-118/A covering the frequency range from 1 to 18 GHz and
an omni-directional antenna, EM-6116, covering the frequency range from 2 to 10 GHz. Fig. 3 shows
the experimental setup for ultra wideband measurements. The transmitting port of the PNA swept
7000 discrete frequencies ranging from 3GHz to 10 GHz uniformly distributed over the bandwidth
and the receiving port measured the magnitude and the phase of each frequency component. Thus,
at each distance between the transmitter and the receiver, the complex channel transfer function
(CTF) was measured 30 times to reduce the effects of the random noise on the data measurements,
and then stored on a computer hard drive via a GPIB interface. The sweeping time of the network
analyzer was decreased to validate the quasi-static assumption of the channel. Fig. 4 shows a
typical complex channel transfer function measured with the network analyzer. The theoretical
delay resolution for the UWB signal is 143 ps , the inverse of the bandwidth, i.e., 1/BW and due
to the use of windowing, the time resolution is estimated to be 2/BW. Consequently, the time axis
was quantized into bins of 286 ps widths which correspond to a bin size slightly greater than the
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Table 1: Measurement system parameters.

Parameters Values
Bandwidth 7GHz
Center Frequency 6.5GHz
Frequency Sweeping Points 7000
Frequency Resolution 1MHz
Time Resolution 286 ps
Maximum Delay Range 1 µs
Sweep Average 30
Tx-Rx Antennas Height 1.7m

Figure 5: Statistical fading distribution of experi-
mental data.

Figure 6: Relative power of the CIR for Tx omnidi-
rectional — Rx omnidirectional.

pulse width and the frequency resolution of 1 MHz gave a maximum delay range of 1µs, which was
largely enough when compared to the highest maximum excess delay of all measurements.

Before the measurements, a calibration of the equipment was performed in order to reduce the
influence of unwanted cables effects. Table 1 summarizes the parameters setup.

Since the measurements were performed in the frequency domain, the inverse Fourier transform
(IFFT) was applied to the measured complex transfer function using a Kaiser window in order to
obtain the channel impulse response (CIR). The Kaiser window with parameter β = 6 was designed
as a finite impulse response (FIR) filter to reduce the side lobes of the CIR and to improve the
dynamic range. The noise floor is then estimated to be −140 dBm.

3. MEASUREMENT RESULTS AND ANALYSIS

3.1. Experimental Data Distribution

To this end, it is essential to describe the probability distribution that the signal will exceed
a specified reference level. A great number of statistical distributions exist such as Rayleigh,
Nakagami-m and Lognormal.

In UWB channels empirical distribution of the fading markedly differs from Rayleigh fading.
From the latest results generated by IEEE802.15sg3 [2], the lognormal distribution is recommended
to best fit the measured amplitude fading in a UWB multipath channel. The cumulative distribution
functions for both NLOS cases are depicted in Fig. 5. Best fits are obtained as follow: In the case of
omni-directional antennas, the best fit is found to be Lognormal (σ ≈ 2). However, when directional
antennas are used, the distribution converges to Nakagami-m (m ≈ 1) which is close to Rayleigh
distribution.

3.2. Time Dispersion Characteristics

Figure 6 shows a typical power delay profile (PDP) of the channel measured using omni-directional
antennas at both ends. To characterize the dispersive properties of the multipath channel and



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1533

Table 2: Mean, standard deviation and maximum of
τm, τrms and τmax for different antenna arrangements.

Omni -

Mean std

m 26.12 4.56 53.05

rms 21.05 3.54 28.16

max 238.70 158.15 431.71

Direct -

Mean Max

m 7.41 4.60 17.46

rms [ns] 8.24 4.75 18.42

max 64.08 25.27 102.00

Omni

std

Max

[ns]

 [ns]

 [ns]

 [ns]

 [ns]

Direct

τ

τ

τ

τ

τ

τ

Table 3: IEEE 802.15.3a specifications for UW-
BOFDM based PHY layer.

Channel bandwidth (MHz) 528
Efficient bandwidth (MHz) 412.5
No. of data subcarriers 100
No. of guard carriers interval 10
No. of DC carriers 1
No. of pilot carriers 12
Cyclic prefix duration (ns) 70 ns
FFT size 128
P value 3.46
FFT duration (ns) 242.42
subcarrier spacing (MHz) 4.125
OFDM Symbol duration (ns) 312.42

Table 4: Uncoded channel bit rate using directional antennas for each 528 MHz sub-band.

Modulation Data Rate (Mbps)
Data bits per

OFDM symbol
QPSK 640 200

16-QAM 1280 400

hence, to evaluate its performance, the mean excess delay (τm), RMS delay spread (τrms) and
maximum excess delay (τmax) are computed [3] and given in Table 2 for each case.

4. MB-OFDM BASED PHY LAYER

Multi-band OFDM is one of the promising candidates for short-range high rate UWB communica-
tions. Multiband UWB, that is broadband OFDM, is normally designed to allow the transmission
of high data rates over extremely hostile channels. The terms multiband communications and mul-
ticarrier communications are often used interchangeably [4]. Multiband transmission is defined as
having non-overlapping bandwidths each of 528 MHz across the {3–10GHz} spectrum mask, while
OFDM transmission is the splitting of each 528MHz band into many overlapping narrow-band
sub-channels. In order to evaluate UWB-OFDM transmission, IEEE 802.15.3a standard has been
approved for realistic UWB environments as shown in Table 3.

Generally, subcarrier spacing and cyclic prefixes (or guard interval) in OFDM systems are ded-
icated to strengthen the spectrum efficiency and hence reduce ISI to extend the system radio
coverage. The channel cyclic prefix is adjusted to the duration that exceeds the excess delay of
the channel’s impulse response. This allows a higher number of data subcarriers to ensure efficient
interleaving at the binary and subcarrier levels.

Based on the above discussion, it is clearly seen that a channel excess delay of about 238.70 ns
using Omnidirectional antennas renders to be unpractical. However, the deployment of directional
antennas has changed completely the propagation characteristics of the channel to become compara-
ble to LOS transmission in term of time dispersive parameters. According to values given in Table 3,
a channel excess delay of 64.08 ns might perform properly with a lower level of inter-symbol interfer-
ence (ISI). Theoretically, channel bit rate transmission is calculated using [4]. With 100 subcarriers
it is possible to squeeze 100 × log2(M) bits into 312.42 ns pulse as given in Table 3. Practically,
some bits in the sequence will be needed for synchronization, etc, plus low power requirement will
result in losses at the receiver and the necessity to re-transmit data several times. Realistically,
still GB/s rates are achievable in each of the sub-bands with the proper use of directional antenna
in underground mines as shown in Table 4.
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5. CONCLUSION

Wireless communication systems in underground mines are becoming an increasingly important
part of the mining industry. In such hostile propagation environments, MB-OFDM based PHY
layer becomes a potential candidate to UWB communications system. Thus, a characterization
and modeling of the NLOS UWB propagation channel are presented in this paper. Although omni-
directional antennas offer a better signal coverage in NLOS gallery, results show that, in short
range high data rate UWB, omni-directional antennas render to be unpractical due to the very
long excess delay they offer. However directional antennas have an efficiency effect to reduce the
time dispersion parameters and lead to a better channel capacity.
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Abstract— This paper investigates one-dimension magneto-inductive waveguide with defects.
The magneto-inductive waveguide constructed by inductively coupled coils is analyzed based on
its circuit model. The impedance discontinuities due to defect lead to MI wave reflection in the
waveguide. The frequency and time domain characteristics of MI waveguide with defects are
studied and the techniques to locate defects MI waveguide are provided.

1. INTRODUCTION

Magneto-inductive (MI) waves are excited and propagated along the waveguide due to magnetic
coupling between the elements. MI waves can propagate within a passband near the resonant
frequency of the elements [1]. The time varying current in an element will generate further current
in its neighboring element through magnetic linked flux. This relationship contributes to supporting
MI waves. The embodiment of the MI waveguide can be in the form of a finite array of uniformly
spaced capacitively-loaded loops, split squared ring resonator and Swiss rolls [1–3]. MI waveguides
have been developed in the applications of mirrors, interferometers, splitters, transducers, phase
shifters and imaging lens [4–6] We have also examined how such an MI can be used as a distributed
sensor in material such as concrete based on changes in the Q of the L-C resonator sub-elements
that make up the MI waveguide [8].

In this paper, the ongoing work is summarized to understand the behavior of “point” defects in
magneto-inductive waveguide. The characteristics of the 1-D waveguide with defects in frequency
and time domain are explored. Based on the relationship between the relative positions of defects
and time and frequency responses, techniques to determine the location of defects are developed.

2. ONE DIMENSION MI WAVEGUIDE

In this section, we will briefly present the theoretical background about 1-D inductive coupled MI
waveguide. 1-D linear MI waveguide is constructed using a number of inductively coupled coils
with center to center distance of d. With coaxial coupled coils, the mutual inductances between
loops are positive that will result in a forward wave. The coil element is modeled by an inductance
L, a capacitance C, resistance R and coupled to its neighbors by mutual inductance. The coil can
be idealized as a simple resonant circuit, with self impedance of Z = R+jωL+1/jωC and resonant
frequency of f0. Based on Ohm’s Law, the circuits for coils satisfy:

ZnIn +
S∑

s=1

jωMs (In−s + In+s) = Vn (1)

where Zn is self impedance of nth coil circuit, ω is the angular frequency, In and Vn are the
alternating current and voltage, Ms is the mutual inductance between two elements spaced by sd.
S indicates the number of considered neighboring interactions and Vn is zeros elsewhere except at
the driver coil. We can substitute the traveling wave solutions In = I0 exp(−nkd) to obtain the
dispersion relationship,

ω2
0/ω2 − 1 + j/Q =

S∑

s=1

κm cosh (skd) (2)

where ω0 is the angular resonant frequency, Q = ωL/R and κi = 2Mi/L is the coupling factor
between coils, k is propagation constant and complex, whose real and imaginary parts α and β
indicate the attenuation coefficient and propagation coefficient respectively. The simulation is done
with coaxial sensor array consisting of identical 5-turn coils uniformly spaced by 1 inch, as shown
in Figure 1(a). Each coil has self-inductance of 2.89µH and capacitance of 101 pF. The mutual
inductance between the nearest neighbors is 0.31µH. Bandwidth can be predicted roughly with
only the nearest interaction by simplifying Equation (2). It shows that the MI waves can only
propagate in the frequency range of 1/(1 + κ1) ≤ (ω/ω0)2 ≤ 1/(1− κ1) [9].
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Figure 1: (a) Dispersion relationship of MI waveguide. (b) Current at the coil 1, 2 and 3 in time domain.

In time domain, MI waves propagate along the line of coils and the current in each coil is
recorded as shown in Figure 1(b). Coil 1 is the first coil after the driver coil. The input driver
voltage is a narrow unit pulse voltage that close to Delta functions. Since the MI waveguide is
roughly a passband filter, the output is like sinc signal. The traveling speed is about 0.23µs per
coil.

3. ONE DIMENSION MI WAVEGUIDE WITH ONE DEFECT

The impedance discontinuity could be caused by the variances of resistance, self inductance, capac-
itance of coils and the mutual inductance that is raised by broken wire in nth coil in the array. The
structure with mutual inductance discontinuity as the defect is investigated in the paper. Accord-
ing to the transmission line theory, the discontinuity in waveguide will cause wave reflections. If
only the magnetic coupling from the nearest neighbor is considered, the reflective and transmission
coefficient could be obtained as [4],

R =

(
M2

2 −M2
1

)
exp (kd)

M2
1 exp (kd)−M2

2 exp (−kd)

T =
M1M2 (exp (kd)− exp (−kd))
M2

1 exp (kd)−M2
2 exp (−kd)

(3)

where Z1 and Z2 are mutual impedance, Z1 = jωM1 and Z2 = jωM2. Since power is conserved, the
two coefficients satisfy |R|2+|T |2=1. |R|2 and |T |2are power reflection and transmission coefficients.
The strength of reflection depends on the ratio of Z2 to Z1 and value of kd. Figure 2(a) displays
the power coefficient for the inductively coupled chain with one defect. The doubled gap decrease
mutual inductance from 0.31µH to 0.09µH. The mutual impedance discontinuity introduces extra
insertion loss in the passband.

The reflective waves are received due to the defect, as recorded in Figure 2(b). The time spent
by the reflective waves travelling back to Coil 1 is the same as the time used by the incident
wave reaching at the discontinuity junction. In the round trip, the time is doubled. Then we can
determine the location of the defect based on the arriving time of the first reflective waves. For
example, if the defect takes place at the forth coil, then reflective wave will propagate for distance
of 6d to get back. The delay would be 1.38µs, which coincide with the results in Figure 2(b).

4. ONE DIMENSION MI WAVEGUIDE WITH TWO DEFECTS

1-D sensor array with two defects are classified into two different structures. If the second defect
takes place next to the first discontinuity, it means a defect with greater reflection will be introduced.
This transmission line essentially only has one mutual inductance discontinuity with Z2 = jωM3.
The discontinuity impedance ratio M3/M1 is much smaller than M2/M1, which would lead to a
greater insertion loss in the frequency band.

If the second defect happens at another location, two mutual inductance discontinuities will
be formed in the line of coils, as shown in Figure 3. It is like two “mirrors” are plugged into
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Figure 2: (a) Power coefficient vs. normalized frequency. (b) Current at coil 1 in time domain with three
different locations of defects.

Figure 3: Schematic diagram of 1-D MI waveguide with two distributed defects.

the waveguide. The two reflectors act as a Fabry-Perot cavity [4]. The two reflectors divide the
transmission line into three parts, and the current in each part can be described as in Equation (4).

In =





Ii1 + Ir1 = I exp (−nkd) + R1I exp (nkd) (n ≤ −1)
It1 + Ir2 = T1I exp (−nkd) + R2I exp (nkd) (0 ≤ n ≤ P − 1)
It2 = T2I exp (−nkd) (n ≥ P )

(4)

where P equals to the number of coils working between the two discontinuities, R1 and R2 indicate
the coefficients of backward waves for loop n (n ≤ −1 and 0 ≤ n ≤ P −1), T1 and T2 are coefficients
of forward waves for loop n (0 ≤ n ≤ P − 1 and n ≥ P ). We assume the two discontinuities have
the same mutual inductance Z2. The circuits at the two junctions should satisfy,

ZI−1 + Z1I−2 + Z2I0 = 0
ZI0 + Z1I1 + Z2I−1 = 0
ZIP−1 + Z1IP−2 + Z2IP = 0
ZIP + Z1IP+1 + Z2IP−1 = 0

(5)

We substitute current expression into Equation (5) and eliminate Z, R2 and T1. Reflection coeffi-
cient R1 and transmission coefficient T2 caused by the cavity are solved as,

R1 =

(
M2

2 −M2
1

) (
M2

2 −M2
1 exp (2kd)− exp (−2Pkd)

(
M2

2 exp (2kd)−M2
1

))
(
M2

2 exp (−kd)−M2
1 exp (kd)

)− (
M2

1 −M2
2

)
exp (−2Pkd)

T2 =
M2

1 M2
2 (2− exp (2kd)− exp (−2kd))(

M2
2 exp (−kd)−M2

1 exp (kd)
)− (

M2
1 −M2

2

)
exp (−2Pkd)

(6)

Both coefficients depend on the mutual inductance M1 and M2, the number of perfect loops
inside the resonator P , and value of kd. We plot the reflection coefficient |R|2 and transmission
|T |2 variations with normalized frequency for MI waveguide consisting of the same elements as used
with different value of P in the coaxial array, as shown in Figure 4.
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Figure 4: Power reflection and transmission coefficient vs. normalized frequency with P = 1 and P = 3.
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Figure 5: (a) Insertion loss vs. Normalized frequency. (b) Current at coil 1 in time domain with different
locations of defects.

The peaks lie at frequency such that βd = nπ/(P + 1), where n = 1, 2, . . . , P . It satisfy the
conventional cavity resonance principle that resonance occurs when the phase changes 2(N + 1)βd
accumulated in a cavity round trip is a integral multiple of 2π. The peaks in the transmitted power
correspond to the low loss during the passband. If two different cavities have the same number
of coils between them, the number and location of peaks would be identical. This would lead to
multiple answers for the location of the defects. For example, it is hard to decide whether Coil 3
or Coil 9 is combined with Coil 6 only based on the frequency response, as shown in Figure 5(a).
The time domain response is needed to get the information of the first defect in the line. From
Figure 5(b), we can locate the first defect by examining the arriving time of first reflective waves.
For Coil 3 and Coil 6, the time delay are 0.92µs and 2.3µs respectively. Then we can get the
conclusion of the location of defects with the time domain response. From the study of the MI
waveguide above, one or two defects in waveguide can be located. We can locate the corrosion
exactly by monitoring the reflective waves and computing the number of peaks in the passband.

5. CONCLUSIONS

In this paper, we investigate the frequency and time domain characteristics of the MI waveguide
with defects. When a defect is present the impedance discontinuity due to a single defect leads
to MI wave reflection which introduces higher insertion loss in the pass band. The defect can be
located in chain of coils by analyzing the current at the Coil 1 in time domain. If a second defect is
introduced, we observe the two discontinuities act as a resonant cavity producing clear peaks and
troughs in the pass band. The number of peaks in the passband provides the information about
how far away the second defect is. The exact location of the second defect can be determined by
examining the first received reflective waves. Thus based on the relationship between the relative
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positions of two defects and frequency and time characteristics, the technique to determine the
location of defects has been developed.
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Abstract— Power Line Communications have been the subject of an important research work.
At the same time, the growing demand for multimedia communications provides a good prospect
for PLC as a promising transmission technique for the “last mile” access network. Orthogonal
Frequency Division Multiplexing (OFDM) is a spectrally efficient multicarrier modulation tech-
nique for high speed data transmission over multipath fading channels. High Peak-to-Average
Power Ratio (PAPR) is a major drawback of OFDM. The high PAR of the OFDM signal has to
be considered when setting the range of the digital-to-analog converter (DAC) and dimensioning
the line-driver. This paper introduced an improved PAPR reduction scheme using constant enve-
lope modulation. Furthermore, by utilizing continuous phase modulation (CPM) in a CE-OFDM
system, the PAPR can be effectively reduced to 0 dB. The paper describes a CE-OFDM based
modem for Power Line Communications (PLC) over the low voltage distribution network. Re-
lying on a preliminary characterization of a PLC network, a complete description of the modem
is given. The good performances of the BER have been checked by the simulation platform of
PLC channel using Matlab.

1. INTRODUCTION

Considering last mile communications, PLC appears to be a promising alternative to conventional
technologies such as digital subscriber line (DSL) particularly in rural or underdeveloped areas
where the conventional telephone line is still not available to a large population at the global level.
But the coverage of power line grid is far more superior to telephone networks. Furthermore, PLC
is also a suitable candidate for local area networks (LAN) and home automation. The channel char-
acteristics were investigated in detail by [1]. Investigations revealed that multi-carrier modulation
schemes like orthogonal frequency division multiplexing (OFDM) can cope with the shortcomings
of power lines as communication media [2–4].

OFDM is a bandwidth efficient multicarrier modulation where the available spectrum is divided
into subcarriers, with each subcarrier containing a low rate data stream. OFDM has gained a
tremendous interest in recent years because of its robustness in the presence of severe multipath
channel conditions with simple equalization, robustness against Inter-symbol Interference (ISI),
multipath fading, in addition to its high spectral efficiency. However, the Peak-to-Average Power
Ratio (PAPR) is a major drawback of multicarrier transmission system such as OFDM [5]. Im-
plementation of multicarrier system needs more precision Digital-to-Analog Converter (DAC) in
Transmitter and more precision Analog-to-Digital Converter (ADC) in Receiver. The DAC clips
all samples that exceed certain maximum amplitude, the clip level. Setting this level is a com-
promise between clipping probability and quantization noise level: decreasing the chip level will
increase the average clip noise but decrease the quantization noise. It is usually set to that the
total Signal-to-Noise Ratio (SNR) is minimized. A lower PAR will increase the SNR or allow for a
DAC with lower resolution to be used. There are several techniques for PAR reduction in OFDM
systems has been proposed in literature [6–9]. The most widely technique used in OFDM is the tone
reservation scheme [10]. The tone reservation scheme shows very good PAR reduction performance
when operation with optimized positions of the peak reduction tones (PRT). However, it is not easy
to find the optimal PRT positions, and the performance of the tone reservation scheme degrades
with no optimal PRT positions. To alleviate this problem, constant envelope OFDM (CE-OFDM)
signal has been introduced in [11–13], which combines orthogonal frequency division multiplexing
and phase modulation or frequency modulation. Furthermore, by utilizing continuous phase mod-
ulation (CPM) in a CE-OFDM system, the PAPR can be effectively reduced to 0 dB. Although the
CPM has low spectral efficiency, it features low system complexity and favorable performance due
to low PAR and robustness to amplitude variation and impulsive noise [14]. The CPM decreases
the side lobe of the power spectrum by means of continuously connecting the phase that contains
the information.

In the following sections, characteristics of the network are given in Section 2. In Section 3,
the PAPR of OFDM signal is given. In Section 4, we give a brief insight on CPM modulation.
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Then the CE-OFDM signal is introduced in Section 5. In Section 7, simulation results are shown
for a real channel, the effect of numbers of branches and modulation order on the Bit Error Rate
(BER) performance is investigated. OFDM-CPM is then compared with conventional OFDM under
HomePlug 1.0.

2. POWER LINE CHANNEL MODEL

A mathematical multipath propagation model for the power line channels has been proposed
in [15, 16]. The transfer function of the PLC channel in the frequency range of 1–30 MHz is given
by

H(f) =
L∑

i=1

gie
−(a0+a1fγ)die−j2πfτi , (1)

where L is the number of significant arrived paths at the receiver, a0, a1 the attenuation parameters,
γ the exponent of the attenuation factor, typical values are between 0.5 and 1, gi the weighting
factor for ith path, τi the delay of ith path and di the length of ith path.

3. OFDM SIGNAL

The OFDM baseband waveform can be represented by

m(t) =
N−1∑

k=0

Ike
j2π k

TB
t 0 ≤ t ≤ TB (2)

N is the number of subcarriers, TB is the signaling interval, and data symbol Ik modulates the kth
subcarrier exp(jkπt/TB). The data symbols are chosen from a complex set defined by an M-point
signal constellation such as PSK or QAM. The average power of (2) is

Ps =
1

TB

TB∫

0

|m(t)|2dt = N. (3)

The PAPR of the transmitted signal in (1) is defined as

PAPRs =
maxt∈[0,TB) |m(t)|2

Ps
(4)

Notice that the absolute maximum signal power is N2, so the PAPR can be as high as N . if N
is large enough, based on the central limit theorem, the real and imaginary parts of m(t) have
Gaussian distribution and its envelope will follow a Rayleigh distribution. This implies a large
PAPR. Equivalently, we can think of this as N sinusoids adding constructively to give a PAPR as
large as N. It is impossible to send this high peak amplitude signals to the transmitter without
reducing peaks. In the following section we introduce an improved PAPR reduction scheme using
constant envelope modulation.

4. CE-OFDM-CPM SIGNAL DESCRIPTION

The baseband CE-OFDM signal is,
s(t) = Aejφ(t) (5)

where A is the signal amplitude.
The phase signal during the ith block is written as:

φ(t) = θi + 2πhcN

N∑

k=1

Ii,kqk(t− iTB), iTB ≤ t < (i + 1)TB (6)

where
θ(t) = φ(iT − ε)− φ(iT + ε), ε → 0

The phase memory θi may be used in conjunction with a phase unwrapper at the receiver
to ensure a continuous phase at the symbol boundaries and hence better spectral containment.
Here h refers to modulation index; N is the number of sub-carriers In,k represents M-PAM data
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symbols; TB is the ith block interval, and qk(t) represents the set of subcarrier waveforms. The
normalizing constant, CN , is set to CN = (2/Nσ2

I ) where σI is the variance of the data symbols,
and consequently the variance of the phase signal will be σ2

Φ = (2πh)2. Assuming that the data is
independent and identically distributed, it follows that σ2

I = (M2 − 1)/3.
To guarantee continuous phase, the memory terms set to

θi = K
∞∑

l=0

N∑

k=1

[Ii−l,k Ab(k)− Ii−1−l,k Ae(k) (7)

where
K = 2πhcN , Ab(k) = qk(0), Ae(k) = qk(TB − ε), ε → 0.

The benefit of continuous phase CE-OFDM is a more compact signal Spectrum [18].

5. APPLICATION IN PLC CHANNEL

In this section the performance of CE-OFDM-CPM in PLC channel is analyzed. Already discussed
in [19], the principal problem in broadband PLC is the frequency selective fading, witch cause
changes in the attenuation of power line channel.

CE-OFDM has the same block structure as conventional OFDM, with a block period, TB,
designed to be much longer than the maximum propagation delay τmax. A guard interval of duration
Tg ≥ τmax is inserted between successive CE-OFDM blocs to avoid inter-block interference. At the
receiver, r(t) is sampled at the rate f = 1/Tsa samp/s, the guard time samples are discarded and
block time samples are processed. The received signal in discrete time model can be written as

rp[i] = r[i] =
Nc−1∑

l=0

h[l] s[i− l] + n[i], i = 0, . . . , NB − 1 (8)

where s[i] is the CE-OFDM signal, h[l] is the impulse response for power line channel, n[i] is the
impulsive noise component in power line channel. Transmitting a cyclic prefix during the guard
interval makes the linear convolution with the channel equivalent to circular convolution. Thus

rp[i] =
1

NDFT

∑
H[k]S[k]ej 2πik

NDF T i = 0, . . . , NB − 1 (9)

where {H[k]} is the DFT of {h[i]} and {S[k]} is the DFT of {s[i]}. The effect of the channel
simplifies to an IDFT, followed by a vector multiplication, followed by a DFT. Defined by {C[k]},
the FDE (frequency domain equalizer) attempts to correct the distortion caused by the channel,
defined by {H[k]}. The FDE output is

ŝ[i] =
1

NDFT

NDF T−1∑

k=0

Rp[k]C[k]ej 2πik

NDF T , i = 0, . . . , NB − 1, (10)

where {Rp[k]} is the DFT of the processed samples {rp[i]} and {C[k]} are the equalizer correction
terms, which are computed as. For the minimum mean-squared error (MMSE) definition,

C[k] =
H∗[k]

|H[k]|2 + (Eb

N0
)−1

, (11)

6. EXPERIMENTAL AND SIMULATION RESULTS

The BER performance of CE-OFDM-CPM over PLC channel is evaluated using computer simula-
tion. First let us see the influence of number of branches of the PLC channel. To determine the
influence of branches, the power-line configuration with distributed branches was considered. The
number of branches was increased as 2, 3 and 6. All line branches are open-ended, with no load
connection. Figure 1 shows the transfer function for different number of branches. It is seen that
the positions of deep notches are not changed. As the number of branches increase the attenua-
tions tends to increase. Figure 2 shows the performance of the CE-OFDM-CPM system for various
numbers of branches. It can be observed that to attain a bit error probability of 3.10−7 the SNR
per bit of 20 dB, 35 dB, 44 dB, and more than 50 dB are needed for without branch, 2, 3, and more
than 6 branches, respectively.

Figure 3 shows simulation results for M = 4, 8, 16, 32, 64 and 128. The bit error rate is plotted
against the SNR. There are two main observations to be made. The first, for a fixed modulation
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index, CE-OFDM has improved spectral efficiency with increase modulation order M at the cost
of performance degradation. The second, from Figure 3, it can be seen that with M increasing the
system requires augmenting the SNR in order to achieve a certain BER. For 2πh = 0.8, if M = 4,
to achieve BER of 10−7 the SNR need to be only about 24 dB. And if M = 8, 16, 32, 64 and 128
to achieve the same BER, the SNR need to be 28 dB, 33 dB, 37 dB, 43 dB and superior to 50 dB
respectively. So M should not take too large value when SNR is limited. However, the larger M
is, the higher the maximum data transmission rate of the system is. From Figure 3, it can be seen
that, if let BER ≤ 10−7, the system can achieve about 32Mbit/s and 112 Mbit/s data transmission
rates when the SNR are about 23 dB and 50 dB respectively. In Figure 4, the performance of
CE-OFDM-CPM is compared with the conventional OFDM (HomePlug 1.0 ) over PLC channel.
In this case 2πh = 0.8 and M = 4. Over the region 0 dB ≤ SNR ≤16 dB, the OFDM system
performs better than the OFDM-CPM system. However, at high bit Signal-to-Noise Ratio (SNR)
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the CE-OFDM is shown to outperform OFDM. At low SNR the OFDM-CPM phase demodulator
receiver suffers from a threshold effect.

7. CONCLUSION

Together with the PLC transmission environment, a possible modulation technique is introduced
in order to create a complete picture of the PLC transmission. Design parameters for a CE-
OFDM-CPM communication system for high rate data transmission over power lines are specified.
The high PAPR OFDM signal is transformed to a 0dB PAPR constant envelope waveform. The
modulation parameters are adjusted to provide a desired BER performance without interrupting
the data transmission when the channel condition is suddenly changed. Simulation results show
that the adjustment of each tone power, symbol rate and modulation level can provide performance
quite robust to time-varying power-line channel condition.

In this paper the performance of power line channel has been investigated. It has been observed
that the data rate up to 112 Mbps can be attained by increasing the modulation level. Our
simulation model is based on the measurements in the real PLC transmission environment. It is
shown that the performance of typical medium voltage channel can be affected due to multipath
phenomena. In addition, OFDM-CPM is compared with conventional OFDM under HomePlug
1.0. CE-OFDM-CPM is shown to outperform OFDM at high SNR. However, at low SNR the
CE-OFDM-CPM phase demodulator receiver suffers from a threshold effect.
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Abstract— As electronic devices are almost everywhere and more and more complex, the
reliability of wiring networks becomes a crucial need. Although wiring diagnostic tools such as
reflectometry work well for hard defects (short-open circuit), the interest is now on detecting soft
faults. However in order to develop efficient diagnostic methods, a better understanding of their
effects on multiconductor transmission lines (MTL) is needed. This is the purpose of this article.

1. INTRODUCTION

As electronic devices are more and more present and complex, attention has been raised on moni-
toring the health of their wiring networks. Consider this simple fact: there is a probability of 66%
that a wiring defect appears in a plane of more than 20 years (cf. [1]). This makes more obvious
the necessity of developing efficient methods of detection, all the more than their consequences can
be costly and even tragic.

One method commonly used is called Reflectometry (cf. [1]). It is based on the injection of a
probe signal into the wiring network and the analysis of the reflected ones measured at the injection
point. This works well for severe faults (open or short circuits). However industrials are more and
more interested in detecting degradations as soon as possible (soft faults) in order to limit costs and
make some prognostic.Unfortunately, no method seems to be efficient enough for detecting faults at
their early age in bundles (cf. [2]). Although the use of time frequency tools in the case of one single
coaxial line (Wavelet transform in [3], Wigner Ville transform in [4]) show some improvement, a
better understanding of the effects of soft faults (such a necessity has also been raised in [5]) on the
electrical parameters (RLCG) of multiconductor transmission lines (MTL) and on Reflectometry
signals is of crucial need in order to develop systematic and efficient methods. This is the purpose
of our article.

An analytical study is feasible only in simple cases (e.g., under the weak coupling assumption,
cf. [6]). In order to study more intricate and realistic structures (such as bundles), simulation tools
and experimental data are needed. Here CST MWs and a Laplace code are used. Two kinds of
soft faults are considered: fault A (only the dielectric coating is damaged), fault B (the dielectric
and the conductor are degraded). Their consequences on RLCG parameters, in part two, and on
all the voltages measured at the entrance of a bundle of coated wires are examined in part 4 (2
structures, defined in part one, are considered: MTL2 and MTL6, where 2 and 6 are the number
of wires in the bundle which is over a ground plane). The third part is devoted to their impact on
the characteristic impedances and the propagating velocities.

2. PRESENTATION OF THE STUDIED DEFECTS AND STRUCTURES

2.1. The Studied Structures
Two lossless structures are studied: MTL2 (cf. Figs. 1, 2) and MTL6 (cf. Figs. 3, 4). One objective
is to see if the impact of a defect is the same for any number of conductors.

The per-unit-length (p.u.l.) capacitance and inductance matrices and the characteristic impedance
matrix (size n∗n) are denoted C(n), L(n) and Z

(n)
c . The diagonals elements of C(n) can be expressed

in this way:

C
(n)
i,i = C

(n)
ip +

n∑

j=1,j 6=i

C
(n)
i,j (1)

where, rc = 0.5mm, rd = 1mm, hR = hG = 1 cm, d = 2.5mm, x1 = 70 cm, Lf = 5 cm, l = 2m,
RNE = R0G = 204 Ω, RFE = RlG = 1000 Ω. The line driven by e(t) is called the generator circuit
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Figure 1: MTL2’s geometry.
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and the other the receptor one. vG(0, t) is the generator circuit near-end voltage and vR(0, t) the
receptor one.
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Figure 3: MTL6’s geometry.
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Figure 4: MTL6’s circuit.

where, ∀i, R0i = 50 Ω and Rli = 1000 Ω. The near-end voltage of line i is noted vi(0, t).
2.2. Definition of the Considered Faults
2 soft faults among the most frequent in wiring networks are considered.

The impact of these faults on L, C, Zc and near end voltages will be studied for different levels
of degradation:

{
pf ∈ {pfi = 0.1 · i mm, i = 0, . . . , 5} for FaultA
pf = 0mm and rc ∈ {rci = 0.2 + 0.1 · i mm, i = 0, . . . , 3} for FaultB

(2)

For both MTL2 and MTL6, the defect will be located at 70 cm from the entrance of line 1.

3. STUDY OF THE IMPACT OF SOFT FAULTS ON THE P.U.L. PARAMETERS

3.1. Consequences of FaultA

In this case, as only the dielectric coating of line 1 is damaged, C(n) is modified whereas L(n)
remains unchainged (cf. [7] for more details on computation of L and C). Here are displayed the
evolutions of C

(6)
ii and C

(2)
ij with pf .

For both structures, the elements C
(n)
11 and C

(n)
1i are the most affected by a change in pfi. So

FaultA mainly impacts the mutual capacitances between the degraded line and its neighbors. Then
∀ pf , C16 > C15 > C14 > C13 > C12. We can assume that the closer is a line to the damaged one
the more its characteristic parameters and propagating signals will be affected by FaultA.
3.2. Consequences of FaultB

Now the dielectric and the conductor are both damaged. As a consequence, both L(n) and C(n)

vary. As MTL2 and MTL6 shows similar tendances for FaultA, only MTL2’s results are considered
here.
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Figure 7: C
(6)
ii versus pf . Figure 8: C

(2)
ij versus pf .

In this case, C
(2)
1j and C

(2)
ii are increasing functions of rc, whereas L

(2)
11 rises by 25% as rc decreases

from 0.5 to 0.2 mm (L(2)
12 and L

(2)
22 remain almost constant). Besides for this kind of fault too, the

most affected elements are those linked to the damaged line (C11, C12, L11).
As both defects modify the p.u.l. parameters, Z

(n)
c and the n modal velocities of MTLn will

locally be changed too in the damaged portion. The way they are impacted is presented in the
next section.

4. STUDY OF THE IMPACT OF SOFT FAULTS ON THE CARACTERISTIC
IMPEDANCES AND ON THE PROPAGATING VELOCITIES

For both faults, the most impacted element of Z
(2)
c is Z

(2)
c (1, 1), which is an increasing function of

the level of degradation. However this rise remains quite small (6.8% in case of FaultA). So the
defects introduce 2 points of discontinuity (at x1 and x2) in the structure, where propagating waves
will be reflected, with a low reflection coefficient. The observed tendances and conclusions are the
same for MTL6.

Concerning the velocities, we note a small increase, in case of FaultA, as pf decreases (with
a maximum rise of 3.1% for v

(2)
m1 and 9.7% for v

(2)
m2). So the propagating waves will be locally

speed up in the damaged zone. Furthermore modal velocities don’t vary with the same amplitudes,
which introduces a dispersion of the propagating waves. On the other hand, a modification of the
conductor’s radius (FaultB) barely change the velocities. As a consequence, if a modification of
propagating delays in a transmission line network is observed, one may deduce that a the dielectric
coating of a line is somewhere damaged.

5. THE IMPACT OF SOFT FAULTS ON NEAR-END VOLTAGES

In both structure, a gaussian pulse (∆f = 1 GHz) is injected at line 1’s near end. The simulations
are run with CST MW’s.

Considering first, the worst case of FaultA (pf = 0 mm), let’s see the impact on MTL2 and
MTL6’s near end voltages.
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Figure 9: MTL6’s near-end voltages. Figure 10: MTL2’s receptor near-end voltage in the
sound and the faulty cases.

Figure 11: Evolution of MTL2’s peak-to-peak volt-
ages.

Figure 12: Evolution of MTL6’s peak-to-peak volt-
ages.

One can observe 2 interesting areas. The first one corresponds to the reflections on the defect
(at x = x1 and x = x2), which are of opposite signs for the generator voltage and the receptor
ones. The second area corresponds to the reflections at the end of the bundle. As Fig. 10 points
it out, the waves are sped up as they cross the damaged zone. Then the amplitude and the shape
of voltages can vary a lot from a line to another (cf. Figs. 9, 12). This might be due to different
level of coupling between lines and to the fact that some mode are more or less excited depending
on the considered line.

Let’s now consider the evolution of the peak-to-peak amplitude of the reflections with the level
of degradation (for FaultA).

One can now draw some conclusions. The most evident one is that the more the dielectric is
degraded the more the amplitudes of the reflections on the defect are important. Then in MTL2’s
case the near-end crosstalk voltage is more or at least as sensitive as the generator one to the defect.
Considering MTL6, this is not valid anymore. This might be due to the fact that more lines are
considered here. As a consequence, losses caused by coupling effects are more important. However,
one can notice that V1 > V6 > V5 > V4 > V3 ≈ V2. So the reflections on the defect will be all
the more high than the line is close to line 1. One can wonder if it is due to the fact that line 1
is the damaged line or the generator line. To sum up, would the defect be more visible close to
the generator line or to the damaged one (which can be different from the line where the signal is
injected)?

Changing the place of injection for MTL6, it turns out that the amplitudes of the reflections
on all lines are all the more important than the generator line is close to the damaged one. Here
the best configuration (considering only one point of injection) for detecting the defect is obtained
when line 1 is the generator line. This means that the best results are obtained when the generator
line is the damaged one.

The shape of the voltages and the evolution of the peak-to-peak amplitudes with the level of
degradation follow the same tendances for FaultB. As a consequence, the conclusions about its
impact on signals are the same.
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6. CONCLUSIONS

We have presented here qualitative results about the impact of two kinds of soft faults on the
characteristic parameters of MTL’s structures. Some general conclusions can be drawn now. Con-
sidering first the p.u.l. parameters and the characteristic impedances, one can observe the similarity
between results for 2 and 6 conductors. This enables us to extend the observed tendances to any
kind of structure composed of n coated transmission lines.

Besides one can now define the signature of the studied fault:

• A local increase of the characteristic impedance of the damaged line and a global change in
the whole matrix Zc.

• A local increase of the propagating velocities (especially when the dielectric is damaged),
which translates into a time-shift of the reflected waves observed in TDR.

• The presence of 2 reflected pulses of opposite signs, whose amplitudes are all the more high
than the considered line is close to the damaged one.

These different observations can help to determine the best way to detect a defect, which is all
the more important than, as seen here, soft fault translates into vary small modifications of the
different studied parameters. They can indeed help to choose the best signal to inject (whose shape
is adapted to the fault to be detected) and how it will be injected (e.g., on which line?).

Furthermore it could help to better understand and monitor the ageing of a cable.

REFERENCES

1. Basava, S. B. R., “Signal processing solutions to detection and location of cable faults in aging
aircraft wiring using reflectometry methods,” M.S. Thesis, Utah State University, 2003.

2. Griffiths, L. A., R. Parakh, C. Furse, and B. Baker, “The invisible fray: A critical analysis of
the use of reflectometry for fray location,” IEEE Sensors Journal, Vol. 6, No. 3, 697–706, June
2006.

3. Buccella, C., M. Feliziani, and G. Manzi, “Accurate detection of low entity cable faults by
wavelet transform,” International Symposium on Electromagnetic Compatibility: EMC 2004,
Vol. 3, 936–941, Santa Clara, Cuba, August 9–13, 2004

4. Kwak, K. S., T. S. Yoon, and J. B. Park, “Load impedance measurement on a coaxial cable via
time-frequency domain reflectometry,” SICE-ICASE, International Joint Conference, 2006 .

5. Wheeler, K. R., D. A. Timucin, I. X. Twombly, K. F. Goebel, and P. F. Wysocki, “Aging
aircraft wiring fault detection survey,” NASA Ames Research Center, 2007.

6. Franchet, M., M. O. Carrion, N. Ravot, and L. Sommervogel, “Modelling the effect of a defect
on crosstalk signals under the weak coupling assumption,” PIERS Proceedings, 119–123, Xi’an,
China, March 22–26, 2010.

7. Paul, C. R., Analysis of Multiconductor Transmission Lines, John Wiley & Sons, 1994.



1550 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

Modeling and Diagnostic of Stator Faults in Induction Machines
Using Permeance Network Method

Y. Amara and G. Barakat
GREAH, University of Le Havre, 25 rue Philippe Lebon, BP 540, 76058 LE HAVRE Cedex, France

Abstract— This paper presents an accurate and reasonably complicated model to simulate the
faulty induction machines. The proposed model is based on a Permeance Network Method (PNM)
coupled to the differential equation system governing the induction machine behavior in presence
of stator faults. The proposed model allows taking into account the local magnetic saturation
due to the relatively high fault current with moderate simulation time compared to the finite
element method (FEM). Simulation results illustrating the impact of saturation in the case of
some common stator faults such as stator inter-turn short circuits, shorted phase and open phase
faults are presented and their comparison with those issued from coupled magnetic circuit based
model proof the pertinence of the proposed approach. Experimental results validate the PNM
approach in modeling saturated machines. The presented simulation results demonstrate the
necessity to survey multiple quantities in order to distinguish between different fault signatures
and in so doing to diagnose the type of a stator fault.

1. INTRODUTION

Three phase induction machines are the most widely used type of ac machines in industrial pro-
cesses and they are frequently integrated in commercially equipment, featuring 80% of the motors
in use. So, early faults detection and diagnosis reduces the machine shutdown time and repair-
ing cost. Recent years, the research on the fault diagnosis and prognosis is in increasing. This
research involves three domains, the fault modeling, fault extraction (detection) and classification
(diagnosis) [1, 2].

Several recent studies have shown that stator winding faults are the second to bearing faults in
incidences of occurrences in induction machines. Almost 30%–40% of all reported induction motor
faults belong to this class of faults [3, 4]. They result from failure of turn-to turn insulation. So
they start as undetected turn-to-turn faults that finally grow and culminate into major ones such
as phase to phase or phase to ground faults that cause catastrophic failure of the machine [3–6].
Therefore, early detection of incipient fault detection has received much attention in recent years.

The efforts on electrical machines fault diagnosis including, chemical analysis, mechanical and
magnetic measurement and motor current signature analysis (MCSA) techniques have been squared
[1–10]. The success of the technique depends not only on its ability to distinguish between healthy
and faulty states but also on its ability to discriminate between various faults. Many diagnostic
techniques for induction machines can be extended easily to other types of electrical machines [8–
11].

Machine modeling under fault conditions is a key to predicting its behavior. The analysis of
stator faults can be made by different models. The availability of more powerful computers and the
development of new machine models able to manage geometry together with electric and magnetic
features, allow us to move on from the first models of faulty machines [4].

For the most faults, the harmonic contents of the stator current can be calculated satisfactory
using linear models of the machine such as the Coupled Magnetic Circuit Method [CMCM] [12–
14]. In the case of the stator faults, the fault current reaches several times the rated value of the
phase current in the healthy case and generates by the way an important local saturation around
the fault zone. This phenomenon impacts strongly the harmonic contents of the stator current
and imposes the use of a nonlinear model for the calculation of this fault signature in the phase
currents [9, 13, 14]. The FEM is more and more used for this purpose, but the computing time is
too long.

Then the objective of this paper is to present an accurate and reasonably complicated model
which is capable to predicting the performances of induction machines under stator faults. The
proposed model is based on a permeance network approach for the magnetic circuit modeling
coupled to the differential equation system governing the induction machine behavior for both the
healthy case and the faulty case [14]. The proposed method allows the authors to take into account
the local saturation in the magnetic circuit due to the strong short circuit currents as well as all the
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Figure 1: Flux tubes for a half part of an induction machine.
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Figure 2: Permeance network of an induction machine.

space harmonics of the doubly slotted machine with a simulation time relatively weak compared to
the finite element method.

2. PNM MODELING OF INDUCTION MACHINE UNDER STATOR FAULTS

2.1. Case of Healthy Machine
An electrical machine can be represented as a set of flux tubes (Fig. 1) characterized by their
magnetic permeances.These permeances are expressed as functions of the machine geometry and
the instantaneous fluxes flowing in each one of them [13–18].

Exploiting the flux tubes of Fig. 1, one can deduce the magnetic equivalent circuit of the induc-
tion machine as shown in Fig. 2 where one can distinguish the stator magnetic circuit region, the
air-gap region as well as the rotor magnetic circuit region.

The stator slot currents are modeled by magneto-motive force (m.m.f.) sources in series with
the tooth permeances.

To establish the relation between these m.m.f and the phase currents we consider a closed
contour around a slot as shown in Fig. 3 and we associate a magneto-motive force (Fsi) to the slot
i. Using the magnetic and electric laws the following equation are deduced [15, 18]:





∫
~H · d~l = nsi · Isi =

∑
j

Fj

Pj

∑
j

Fj

Pj
− Fsi + Fsi+1 = 0

Fsi − Fsi+1 = nsi · Isi

(1)

By generalizing the above equations for all the teeth we can obtain the following compact matrix
form:

[Fs] = [Mis] · [Is] (2)

where [Fs] is the vector of tooth m.m.f., [Is] is the vector of the phase currents [Mis] is the matrix
that relates the tooth m.m.f. to the phase currents and nsi is the number of the turns inside the
slot carrying the current Isi.

In the same manner, the rotor bar currents are modeled by m.m.f. sources in series with the
rotor tooth permeances.

The air-gap region is subdivided into a set of air-gap elements each one of them is modeled by
a permeance in order to connect the stator tooth fluxes to the rotor tooth fluxes. The value of
this permeance depends on the rotor position. By this manner, one can take into consideration the
rotor motion.
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Figure 3: Closed contour around a slot.

Figure 4:

The different parameters in the air-gap permeances expression are expressed in terms of the
stator and rotor slot dimensions and air-gap length and given in [15].

To take into account the magnetic circuit saturation, the B-H curve can be modeled by the
Marrocco’s formula [19] or also numerically by the use of Spline functions fitting the measured B-H
curve.

The system of magnetic equations governing the machine is obtained by treating the permeance
network of Fig. 2 in the same manner as an electric circuit. In this paper, node and branch equations
are written considering stator phase and rotor loop currents as the entry of the system of equations.
These equations are given by the following general form:

[
[<] [N t]
[N ] [P ]

]
·
[
[Φt]
[U ]

]
=

[
[Mi]
[0]

]
· [I] (3)

where [<] is a diagonal reluctance matrix, [P ] is a permeance matrix, [N ] is a matrix where its
general element equals to ‘1’ if the flux is coming out from the node , to ‘−1’ if the flux enters to the
node and zero else, [Φt] is the vector of stator and rotor tooth fluxes, [U ] is the vector of stator and
rotor node scalar magnetic potential, [Mi is a matrix that relates the tooth m.m.f. to the stator
phase and rotor mesh currents, and [I] is the vector of stator phase and rotor mesh currents.

The developed magnetic network is related to the electrical differential equations of the stator
phases by the calculation of the linkage fluxes issued from the tooth fluxes. In order to establish the
relation between the linkage fluxes and tooth fluxes, one consider a coil ‘k′ of ‘n′c turns embraces
‘y′ teeth, as shown in Fig. 4, the linkage flux of this coil is equal to the fluxes of these ‘y′ teeth
multiplied by the number of turns of this coil and given by the following equation:

Ψck =
y+j+1∑

i=j+1

ncΦSi (4)

where ‘y′ is the coil pitch, ΦSi is the flux of the stator tooth ‘i′ and Ψck is the linkage flux of the
coil ‘k′.

The linkage flux of the phase ‘i′ is equal to the sum of the linkage fluxes of the coils constituting
this phase, i.e.,

Ψpi =
∑

k

Ψck (5)

where Ψpi is the linkage flux of the phase ‘i′.
By repeating the above equations for each one of the stator phases, one get the matrix form:

[Ψs] = [Mφs] · [Φs] (6)

where [MΦ] is the matrix that relates the stator phase linkage fluxes to the stator tooth fluxes.
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As the studied machine is a squirrel cage induction machine and as the rotor meshes are defined
by two consecutive bars, the flux linkage of a mesh is equal to the flux of the tooth embraced by
these two bars.

To write the electrical equations, one consider, initially, a general m-phase delta connected
induction machine with q rotor bars. The proposed model consists to replacing the q bars of the
squirrel cage by an equivalent circuit containing q + 1 coupled electric circuits [12, 14] as shown in
Fig. 5 (with Lσb in the PNM case). The compact matrix form of the electrical equations is given
by:

[V ] = [R] · [I] + [Lσ] · d

dt
[I] +

d

dt
[Ψ] (7)

with

[R] =
[
[RSS ] [0]
[0] [RRR]

]
, [Lσ] =

[
[LσS ] [0]
[0] [LσR]

]
(8)

and

[Ψ] =
[
[ΨS ]
[ΨR]

]
=

[
[MφS ] [0]

[0] [MφR]

]
·
[
[ΦS ]
[ΦR]

]
(9)

where [V ] is the vector of stator and rotor voltages, [I] is the vector of stator and rotor currents,
[RSS ] and [LσS ] are m ∗m diagonal matrices of stator phase resistances and winding end leakage
inductances respectively and [Ψ] is the linkage flux vector. The (q + 1) ∗ (q + 1) resistance matrix
[RRR] is derived from the equivalent circuit of Fig. 5 and is given in Equation (8), where Rb is the
rotor bar resistance and Re is the end ring portion resistance. The (q + 1) ∗ (q + 1) inductance
[LσR] matrix is determined with the same way as [RRR] by setting Rb to zero and replacing Re by
Lσe where Lσe is the end ring portion leakage inductance.

A new two matrices are also developed, to relate the mesh currents and electromotive forces
(mesh linkage fluxes) to phase currents and electromotive forces. Then each one of [Mis] and [MΦ] is
multiplied by the corresponding new matrix. The rotor resistance and inductance matrices remain
unchanged.

To the set of magnetic and electric equations, one must add the mechanical equation of the
shaft. The torque equation is established by deriving the magnetic co-energy with respect to the
rotor angular position θ; thus the electromagnetic torque obtained is given by

Tem =
1
2

Ns∑

i=1

q∑

j=1

dPi,j

dθ
U2

i,j (10)

Rb

R e

R e

R e

R e

Re

R e

L σe

L σe

L σe

L σb

R e Lσe

Rb

Lσe

Lσb

L σe

Lσe

Rb

Rb

Rb

Rb

Rb

Lσb

Lσb

Lσb

Lσb

Lσb

Re

Re

Re

Re

Re

Lσe

Lσe

Lσe

Lσe

Lσe

i e
iR1

iR2

iR3

iRq

iR q-1

iR q-2

Figure 5: Equivalent circuit of the rotor cage showing meshes.
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and the mechanical equation is given by

Tem = Tres + J
dΩ
dt

+ fΩ (11)

where Ω is the rotor angular speed, Ns is the number of stator teeth, Tres is the resistance torque;
J is the motor+load inertia, f is the friction coefficient and Ui,j , is the scalar magnetic potential
between the stator tooth ‘i′ and the rotor tooth ‘j′.
2.2. Case of Stator Faults
The occurrence of inter-turnshort circuit in NCC coils belonging to the stator phases results in
adding NCC dimensions to the stator related vectors of the electrical differential equations sys-
tem [6]. In other words, one must rewrite the stator differential equations system with m + NCC

where the NCC represents the number of coils of short circuited turns. The additional elements of
the matrix resistances and the matrix of the winding end inductances corresponding to the ‘new’
NCC phases are determined as a multiple of the resistance and inductance values corresponding to
the turn mean length. The additional elements of the matrices [Mis] and [Mϕs] are carried out with
the same manner as the main phases by considering their respective turns. The rotor resistance
and end ring leakage inductance matrices remain unchanged.

The shorted phase fault is represented by setting the voltage of this phase to zero. All the
elements of resistances, inductances and connection matrices remain obviously unchanged.

Open circuit phase fault is represented by introducing a resistance of great value in series of
the resistance of faulty phase. Therefore, only the resistance of faulty phase will be changed in
the electrical equations. All the others elements remain unchanged. In all cases of faults, the star
connection case of stator phases can be treated in the same manner as that for the healthy machine.

For both healthy and faulty cases the permeance network has the same topology. So, the
magnetic equations remain unchanged.

3. SIMULATION RESULTS AND DISCUSSION

The proposed model was used to simulate a 4 kW, 230/400 V, 14.2/8.2 A, 2840 rpm, 2 poles, 24
stator slots, 30 rotor bars, Y connected, standard squirrel cage induction machine. Each stator
phase contains 4 coils in series and each coil is constituted of 31 turns. The simulations were
carried out for 100% of rated load in the healthy and faulty cases.

In order to validate the proposed model, an experimental test was carried out on the machine
described above. Figures 6 and 7 show respectively the stator current Concordia’s patterns and
the spectrum of the Concordia’s vector modulus for the experimental and simulation results. One
can remark that the two results are closed to each other. The difference between the Concordia’s
patterns in the experimental and simulation results, is due to the inverter harmonics which are not
taken into account in the simulation case.

The analytical studies show that the interaction of the resultant m.m.f and air-gap permeance of
doubly slotted machine induces slot harmonics reflected in the time domain of the stator and rotor
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Figure 6: Concordia’s current pattern of healthy machine: (a) Experimental results; (b) Simulation results.
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(b) Simulation results.

3.33% shorted turns

frequency (Hz)

0 500 1000 1500

N
o
rm

a
li

z
e
d
 c

u
rr

e
n
t 

in
 d

B

0

-20

-40

-60

-80

-100

-120

-140

3Fs

5Fs

PSH

3Fs

(q(1-S)+2+1)Fs

PSH

(q(1-S)-2-1)Fs

5Fs (q(1-S)-4-1)Fs

(a) (b)

3.33% shorted turns

N
o
rm

a
li

z
e
d
 c

u
rr

e
n
t 

in
 d

B

0

-20

-40

-60

-80

-100

-120

-140

frequency (Hz)
0 500 1000 1500

Figure 8: Faulty phase stator current spectrum for 3.3% shorted turns: (a) CMCM method; (b) PNM
method.

currents and boosted by the machine asymmetries [12]. The harmonics appearing in the stator
currents are given by:

frh =
(

kq
(1− S)

p
± v

)
fs (12)

where q is the number of rotor slots and p is the pole pair number, S is the slip and v is the supply
harmonic index. In the case of stator faults, additional time harmonics resulting from the shorted
turn currents or from the asymmetry of phase currents, will affect the harmonics already existing in
the spectrum of stator and rotor currents and lead to affect the contribution of these slot harmonics
in the stator currents.

The effect of saturation can be introduced to expression (12) simply as additional harmonics
representing the fluctuation of the air-gap flux at twice the number of pole pairs and twice the
frequency of the fundamental wave, then expression (12) becomes:

frh =
(

kq
1− S

p
± 2msat ± v

)
fs (13)

where msat is an integer representing the indices of saturation harmonics.
The effect of saturation (nonlinearity) on the current signature was tested by comparing the

simulation results (of the machine under inter turns short circuit fault) issued from linear model
(CMCM) and nonlinear model (PNM) as shown in Fig. 8. Regarding Figs. 8(a) and (b) one can
clearly remark that the harmonic content of phase currents spectrum differs from the linear model
to nonlinear model. In fact, short circuit current saturates locally and strongly the magnetic circuit
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Figure 9: Stator current spectrums for: (a) Healthy case; (b) Inter-turns fault; (c) One phase to ground
fault; (d) Open phase fault.

of the machine. In the case of PNM based model, this phenomenon causes the apparition in the
stator current spectrum of new harmonics representing the saturation effect which the corresponding
frequencies are given by relation (11).

Figure 9 shows the simulation results of stator currents for healthy and faulty cases. It can be
seen that the principal slot harmonic (PSH) (k = 1, v = 1) appears according to (10), for all cases
of operation but the contribution of this harmonic in the stator currents is different from one case
to the other where it increases as the fault current increases and according to the type of fault. The
third harmonic is also presented for the three types of faults. This third harmonic results from the
interaction of the negative sequence current in the stator phases and the fundamental slip frequency
current in the rotor bars. This interaction produces torque pulsating at twice the line frequency.
The consequence speed ripple caused flux density component at three times the line fundamental
frequency with respect to stator [20]. Finally, this flux produces the third harmonic in the stator
current. The magnitude of the third harmonic increases as the fault severity increases. Some recent
studies report the detection of third harmonic components in the line currents as a signature for
stator faults. Unfortunately, this could be confused with the voltage unbalance present in the line
voltage, machine constructional asymmetry and the saturation [20]. For all these reasons, the third
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harmonic can not be used as stator fault signature. The saturation of the magnetic circuit due to
the high fault currents causes the apparition of new harmonics in the current spectrum of faulty
cases according to the relation (11) as shown in Fig. 9. The rank of these harmonics and their
values depend on fault severity where one can remark that these harmonics appear more clearly
in the case of the inter-turns short circuit and one phase to ground faults where the saturation is
more strong than in the case of open phase fault.

Comparing the results of faulty cases, one can remark the difficulty to distinguish between
the different fault signatures from the phase current spectrum and this imposes the necessity to
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survey multiple quantities to distinguish between the different stator faults such as, for example,
the Concordia’s patterns of the stator current.

Figure 10 shows the Concordia’s patterns of stator currents for the healthy and faulty cases.
One can remark that in the healthy case the Concordia’s pattern is a circle. When the fault occurs,
the Concordia’s pattern shape deviates according to the associated fault. The results show that for
stator fault conditions, the shape of Concordia’s vector pattern becomes elliptic. The ellipticity of
Concordia’s pattern is proportional to the fault severity and its major axis orientation depends on
the fault type and faulty phase [22] as it is shown on Fig. 11 where, in the case of open phase fault,
one can easily discriminate which phase is open.

4. CONCLUSION

In this paper, a robust and modular permeance network based model for the simulation of induction
machine stator faults has been presented. The proposed model was used to study the most common
stator faults such as stator inter-turn short circuits, shorted phase and open phase faults. The
results have illustrated the advantage of the proposed model to take into account the impact of
magnetic saturation on stator fault signatures. This feature was validated by experimental results
in the healthy case. Finally, the presented work demonstrate the necessity to survey multiple
quantities in order to distinguish between different fault signatures and in so doing to diagnose the
type of a stator fault.
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diagnosis of fault modes in a voltage-fed PWM inverter induction motor drive,” IEEE Trans.
Ind. Elect., Vol. 55, No. 2, 586–593, Feb. 2008.

8. Bellini, A., F. Filippetti, C. Tassoni, and G.-A. Capolino, “Advances in diagnostic techniques
for induction machines,” IEEE Trans. Ind. Elect., Vol. 55, No. 12, 409–4126, Dec. 2008.

9. Mohammed, O. A., Z. Liu, S. Liu, and N. Y. Abed, “Internal short circuit fault diagnosis for
PM machine using FE-based phase variable model and wavelet analysis,” IEEE Trans. Mag.,
Vol. 43, No. 4, Apr. 2007.

10. Thomson, W. T. and M. Fenger, “Current signature analysis to detect induction motor faults,”
IEEE. Ind. App. Mag., Vol. 7, No. 4, 26–34, Jul./Aug. 2001.

11. Tu, X., L.-A. Dessaint, N. Fallati, and B. De Kelper, “Modeling and real-time simulation of
internal faults in synchronous generators with parallel-connected windings,” IEEE Trans. Ind.
Elect., Vol. 55, No. 6, 1400–1409, Jun. 2008.

12. Houdouin, G., G. Barakat, B. Dakyo, E. Destobbeleer, and C. Nichita, “A coupled magnetic
circuit based global method for the simulation of squirrel cage induction machines under rotor
and stator faults,” Proc. Electrimacs 2002, CD-ROM, Montreal, Canada, Aug. 18–21, 2002.

13. Mahyob, A., M. Y. Ould Elmoctar, P. Reghem, and G. Barakat, “Coupled magnetic circuit
method and permeance network method modeling of stator faults in induction machines,”
International Power Electronics and Motion Control Conference EPE-PEMC 2008, Poznan,
Poland, Sep. 1–3, 2008.

14. Mahyob, A., P. Reghem, and G. Barakat, “Permeance network modelling of the stator winding
faults in electrical machines,” IEEE Trans. Mag., Vol. 45, No. 3, 1820–1823, Mar. 2009.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1559

15. Ostovic, V., Dynamics of Saturated Electric Machines, Spring-Verlag, New York, 1989.
16. Wan, S., A. Wang, Y. Li, and Y. Wang, “Reluctance network model of turbo-generator and its

application in rotor winding inter-turn short circuit fault,” IEMDC2005, San Antonio, Texas,
USA, May 15–18, 2005.

17. Turowski, J., M. Turowski, and M. Kopec, “Method of three-dimensional network solution
of leakage field of three-phase transformers,” IEEE Trans. Mag., Vol. 26, No. 5, 2911–2919,
Sep. 1990.

18. Delforge, C. and B. Lemaire-Semail, “Induction machine modelling using finite elements and
permeance network methods,” IEEE Trans. Mag., Vol. 31, No. 3, 2092–2095, May 1995.

19. Marrocco, A., “Analyse numérique de problèmes d’électrotechnique,” Ann. Sc. Math, Québec,
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Abstract— Holographic radar of Rascan type produce plan view subsurface images using five
simultaneous frequencies. Since it is continuous wave radar with no time-of-flight data, the
reflections coming from different depths are superimposed into a single plan view. The first
reflection is usually dominant on the image. However, if the reflectivity is large at the second
boundary both reflected waves are received and interference occurs. As a result the image looks
different from ones produced by only a first reflection. This interference might affect the proper
interpretation of radar images. However, there is a benefit in that by observing the pattern of
interference over five frequencies, the distance between two boundaries could be determined.

1. INTRODUCTION

Holographic radars provide a plan view as opposed to the section view provided by conventional
pulsed radar An advantage of plan view is the ability to reproduce the true shape of buried objects.
However, holographic radar does not allow determination of vertical structures since all the reflec-
tions from different depths at the same horizontal location are compressed onto a single horizontal
plane. Any reflection event that appears on the image is actually the result of summing all the
reflections from different depths. Because of attenuation, the first reflection is usually dominant.
However, if the dielectric contrast is larger at a second or deeper boundary one and the distance
between the first and the second reflectors is sufficiently close relative to the material attenuation,
the second reflection may become strong enough to influence to the first reflection and alter the
radar image. In some circumstances, this could provide data related to the separation between the
two boundaries. This paper describes numerical simulations to show the interference from a second
layer in selected conditions, and reproduces the theoretical predictions experimentally.

2. HOLOGRAPHIC IMAGE

Holographic subsurface radars of the Rascan type produce images based on the phase difference
between the subsurface or object beam, and a reference beam produced by the surface reflection,
with the recorded phase differences at different points on the scanned surface plotted as a grey scale
image. Two primary causes of the observed phase difference are target depth and signal frequency.
An object appears black on the radar image if the depth and frequency produce constructive
interference or positive maximum, and white for negative maximum. Destructive interference or
cancellation between the subsurface (object) and surface (reference) beams can also occur, leading
to zero net signal for certain targets at certain frequencies. If there are two reflectors in the path
of the propagating wave, reflections will occur at their two depth positions. For instance, an
underground void has two boundaries; the top and the bottom of the void. In this case, the two
reflections may interfere with each other, and the net amplitude of the received wave can be either
strengthened or weakened depending on the separation of the reflectors for a given frequency. If
the reflectivity or the first boundary is large, the effect will be comparatively small. However, if
the reflectivity of the second boundary is large, the interference from the second reflection cannot
be ignored (See Figure 1).

3. SIMULATION

The interference effect has been theoretically simulated using a two boundary model. The model is
shown in Figure 2. In Case 1, two plastic layers are separated with a void between them. In Case
2, the bottom plastic layer is replaced by rubber. Simulations have been carried out for both cases.

Actually, reflections occur at four boundaries (top, bottom and both sides) inside the void, and
there are also multiples, creating complex reflection ray paths. However, to maintain simplicity,
only the basic reflections, which are obviously expected to be dominant were considered. Only the
top of the void (shown as u1 in Figure 2) and the bottom of the void (shown as u2 in Figure 2) were
included in the model as sources of spherical electromagnetic waves. Following Huygen’s principle,
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the response signal u(x) will be the superposition of reflections from each point reflector multiplied
by the roundtrip phase to that point [1]

u(x) =

L∫

0

r(x′)
(

K1
RP 2(θ1)

r2
1

ei2r1k1 + K2
RP 2(θ2)

r2
2

ei2r2(k1z0+k2h)/(z0+h)

)
dx′, (1)

where,

L — length of the scan line;

r(x) =
{

1, x ∈ [x0, x0 + w]
0, x /∈ [x0, x0 + w] — reflectivity function;

K1, K2 — amplitude coefficients;

RP — radiation pattern of antenna;

r1 =
√

(x− x′)2 + z2
0 ; r2 =

√
(x− x′)2 + (z0 + h)2;

k1 =
√

ε12πf
/
c; k2 =

√
ε22πf

/
c — wavenumbers;

θ1 = arccos z0
r1

; θ2 = arccos z0+h
r2

;

The term (k1zo + k2h)/(zo + h) is included because the signal u2 goes through the medium 1
(with wavenumber k1) and also through the medium 2 (with wavenumber k2).

It is necessary to know the amplitude coefficients K1 and K2 (note that these are different the
wavenumbers denoted by the lower case letter k). When electromagnetic wave propagating in an
isotropic medium with permittivity ε1 is incident upon another isotropic medium with permittivity
ε2 (permeability µ=1 for both media), the reflection and transmission coefficients are [2]:

R =
(
1−

√
ε2/ε1

)
/

(
1 +

√
ε2/ε1

)
, T = 2

/(
1 +

√
ε2/ε1

)
(2)

In our case signal u1 is reflected from the boundary between mediums 1 and 2. So

K1 =
(
1−

√
ε2/ε1

)/(
1 +

√
ε2/ε1

)
(3)

Signal u2 goes through the boundary between media 1 and 2, then reflects at the boundary between
media 2 and 3, and at last goes through the boundary between media 2 and 1. So

K2 =
(
2
/(

1 +
√

ε2/ε1

))
·
((

1−
√

ε3/ε2

)/(
1 +

√
ε3/ε2

))
·
(
2
/(

1 +
√

ε1/ε2

))
. (4)
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Using these formulae, a computer simulation has been carried out, with excerpts of the result
shown in Figure 3. The reflections clearly appear at 18 mm void thickness. The reflection from the
second boundary influences maximally at 33 mm void thickness for a 4.0GHz signal frequency and
at 39 mm thickness for a frequency of 3.6 GHz. The second reflector influence almost disappears
at 54 mm. Two typical simulated images (non-influenced and influenced) are visually shown in
Figure 4.

4. EXPERIMENT

In order to provide mutual validation, an experiment matching the simulation conditions has been
carried out. The pictures of the actual model are shown in Figure 5. The upper picture is Case
1 (plastic void floor) and the bottom is Case 2 (Rubber floor). Plastic plates (thickness 3 mm
each) were used for plastic layers. Rubber sheeting was for the void floor in Case 2. The nominal
electrical properties of the model materials are shown in Table 1. The thickness of layer 1 is fixed at
12mm. The void thickness is variable in 3 mm increments from 18 mm to 54 mm, and is controlled
by the number of plastic plates. The experimental results are shown in Figure 6 (plastics floored
void) and Figure 7 (rubber floored void).

3.6GHz 3.6GHz4.0GHz 4.0GHz

Plastic basement Rubber basement

18

33

39

54

Void

thickness

in mm

Figure 3: Simulated signal strength of superimposed reflections for two frequencies and four void thicknesses.

Void thickness h =9mm

Void thickness h =45mm

Figure 4: Simulated Rascan images for a rubber
void floor with f = 3.6GHz.

Plastic basement

Rubber basement

Figure 5: Specimens for experiment.
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Table 1: Model electrical properties [4].

Material
Property

Electric permittivity 2.7 8.3

Attenuation coefficient (1/m) 0 0.94

Plastics Rubber

Frequency

(GHz)

4.0

Void thickness (mm)

2118 24 27 30 33 36 39 42 45 48

3.9

3.8

3.7

3.6

Figure 6: Actual GPR images (Plastic void floor).

4.0

Frequency

(GHz)

18 21 24

Void thickness (mm)

30 33

3.9

39 42 45 48 51 54

3.8

3.7

3.6

Figure 7: Actual GPR images (Rubber void floor).

The images at 18 mm void thickness appear as a black band between two grey bands. These are
the typical reflected images from only the top of the void. They look very close to the simulated
image (Figure 4 left). The image clearly changes with increasing void thickness. The influence
becomes maximal at the 33 mm for f = 4.0GHz. This is the position where the greatest interference
occurs, and it is the same for the plastic and the rubber floors. The experimental phenomenon
closely matches the simulation. The greatest interference shifts rightward in Figures 6 and 7 with
frequency decrement, occurring at 42 mm to 45 mm for f = 3.6GHz. This is particularly evident
for the void with rubber floor, however, it is slightly ambiguous for the plastic floored void. The
occurrence is a little shifted to thicker voids (by perhaps 3 to 5 mm) compared to the results of the
simulation.

5. APPLICATION

The main advantage of holographic subsurface radar is the ability to accurately determine the
plan view shape of buried objects. However the effect of target depth on the interference pattern
provides depth/relief or volumetric information on the object as well. However, we have shown
that the contrast pattern also depends upon the possible presence of multiple boundaries. Thus, if
multiple boundaries are present, the separation and electrical property contrasts at these boundaries
can affect the contrast pattern and possibly complicate the interpretation of the outline and relief
or volumetric impression of the target.

There are some obvious cases where the phenomenon of interference from a second boundary
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could be expected. For instance, impulse radar is widely applied to underground void detection.
However impulse radar detects only the location of a void and destructive testing (e.g., a boring)
is needed to confirm the thickness. In roadway inspections, there are many voids detected, many
of which may be very thin and do not affect the road safety. Boring is a very time-consuming
work. The holographic interference phenomenon described in this paper could be used for screening
whether voids are relatively thick or thin, possibly reducing the time and cost of void detection
work.

6. CONCLUSIONS

Interference can occur between the reflections from the first and the second boundaries presented
by targets with finite thickness for certain combinations of target thickness, boundary electrical
contrasts, and signal frequency. This has been theoretically and experimentally demonstrated.
This phenomenon might affect proper interpretation of holographic radar images. However, since
the degree of interference is partly dictated by the distance between two reflective boundaries this
phenomenon could be useful. An example is the determination of underground void thickness based
on imaging using separate discrete frequencies.
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A Quasi Linear Sampling Method in Electromagnetic Inverse
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Abstract— We consider the electromagnetic inverse scattering problem of reconstructing the
shape of perfect conducting scatterers, from knowledge of incident plane waves and the far-field
patterns of scattered fields. Traditional Linear Sampling Method identifies the edge based on
information from a large number of points, sampled from reconstruction region. In this case,
not all the sampled points locate at the edge of scatterer. Avoiding sampling these unnecessary
points, Quasi Linear Sampling Method is proposed. This new adaptive method determines an
approximate initial point ‘on’ the edge of scatterer through a pre-defined empirical threshold
value. From this initial point, other points on the edge are adaptively traced, under the assump-
tion that the edge of scatterer is a continuous curve. Comparison of this newly proposed method
with the old one shows that, improvement is achieved in decreasing computational effort while
maintaining the similar reconstruction resolution.

1. INTRODUCTION

The inverse scattering problem is to determine the support of a scattering object (scatterer) from
knowledge of scattered field from the scatterer. It, in the scientific community, has raised great
interest for its promising applications [1, 2]. Nonlinear and ill-posed in the sense of Hadamard,
this problem is difficult to be dealt with. Traditional methods, like linearizing approximation [3]
and non-linear optimization scheme [4], solve the problem with low accuracy or long run time,
respectively.

Colton and Kirsch, in 1996, proposed Linear Sampling Method (LSM) for the first time [5].
Unlike traditional approaches, LSM involves the solution of a linear Fredholm equation of the first
kind and derives equivalence from the inverse problem [6]. Although LSM provides an accurate
approximate reconstruction of details to some extent, it evaluates the norm on every sampling
point in a grid [6, 7]. When the number of sampling points increases, reconstruction time becomes
longer. To overcome this deficiency, we proposed an adaptive method (Quasi Linear Sampling
Method, QLSM) when evaluating the norm. This method evaluates some sampling points, rather
than every sampling point in the reconstruction region.

The plan of this paper is as follows. At the beginning, we will briefly introduce QLSM for
solving the inverse scattering problem. We will then demonstrate the feasibility of QLSM over
several test problems. Discussion about computational cost is followed. Finally, we note that,
empirical threshold value has impact on reconstruction of the scatterer. An interpretation for this
impact is presented.

2. PRINCIPLE AND IMPLEMENTATION

Far-field equation to be solved on a sampling point in two dimensional LSM is [6]
∫

Ω
u∞(~x, ~d)g(~d, z)ds(~d) = exp(jπ/4− jk~x · z)/sqrt(8πk), (1)

where Ω, ~d ∈ Ω = {~x ∈ R2, ‖~x‖ = 1}, u∞(~x, ~d), the electric far-field pattern received at observation
angle ~x when plane wave is incident from angle ~d, g(~d, z), solution for a sampling point at z.

Euclidean norm ‖g(~d, z)‖ becomes unbounded when z goes from the interior to the exterior of
scatterer. Thus, this unbounded norm indicates the edge. By plotting the norm or its reciprocal,
QLSM reconstructs the edge of the scatterer.

Assume that the edge of scatterer is a continuous curve in a simply connected area, and that
‖g(~d, z)‖ on the edge satisfies empirical formula |‖g(~d, z)‖−GT | < ε, where GT is empirical threshold
value, and ε is tolerance value. Let (i, j) denote the index of current point, where 1 ≤ i ≤ Ni,
1 ≤ j ≤ Nj . Ni×Nj is the total number of sampling points, as shown in Figure 1. QLSM proceeds
as follows:
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Step 1: Solve far-field Equation (1) for points (Ni/2, 1) to (Ni/2, Nj). Choose a point as current
point (i, j), where ‖g(~d)‖ is nearest to GT .

Step 2: Find solutions on eight points around (i, j), as shown in Table 1.
Step 3: Choose a point with the smallest norm, but larger than GT , to be the next current point

(i, j).
Step 4: Go back to Step 2, until iteration number reaches its maximum.

3. NUMERICAL RESULTS AND DISCUSSIONS

All the numerical reconstructions were performed with Ni = Nj = 50, uniformly distributed on a
grid [−2, 2]2. Frequency of plane wave is 600MHz, incident from directions with N = 45. And these
directions were also used to receive far-field pattern data. Empirical threshold value GT = 0.009.
Maximum iteration number is 100.

3.1. Reconstruction of a Pyramid
Figure 2 shows the exact geometry of pyramid scatterer. This pyramid is centered at (0.0, 0.0,−0.5)
at base. Its dimensions are: Bottom Width (X) = 2.0 m, Bottom Depth (Y ) = 1.0m, and Height
(Z) = 2.0m. The reconstructions of the pyramid are shown in Figure 3 and Figure 4, by QLSM
and LSM, respectively. These two reconstructed objects have almost the same accuracy. That is,
every point on the reconstructed projections is near the corresponding one on the exact geometry.

Table 1: Eight points to be evaluated around current point (i, j).

i + 1, j − 1 i + 1, j i + 1, j + 1
i, j − 1 i, j i, j + 1

i− 1, j − 1 i− 1, j i− 1, j + 1

1 2 3
jN  - 1 j

N

2
1

3

iN - 1

i
N

jN  × N

Point Under Test

Scatterer

Projection

Ω Y

Incident/Observation

Direction
X

Grid of Reconstruction

i

... ...

Figure 1: Reconstruction area in which far-field
equation is solved.

Figure 2: Exact geometry of pyramid scatter of
PEC.
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Figure 3: Reconstructions of pyramid by using QLSM with threshold value = 0.009: (a) Projection onto
XY -plane, (b) projection onto Y Z-plane, and (c) projection onto XZ-plane. The exact edge is shown with
a black dash dot curve.
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Figure 4: Reconstructions of pyramid by using LSM. (a) Projection onto XY -plane, (b) projection onto
Y Z-plane, and (c) projection onto XZ-plane.
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Figure 5: Reconstructions of pyramid by using QLSM with GT = 0.001: (a) Projection onto XY -plane, (b)
projection onto Y Z-plane, and (c) projection onto XZ-plane.
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Figure 6: Reconstructions of pyramid by using QLSM with GT = 0.006: (a) Projection onto XY -plane, (b)
projection onto Y Z-plane, and (c) projection onto XZ−plane.

3.2. Comparison of QLSM with LSM
The two methods, QLSM and LSM, reconstructed the scatterer with almost the same accuracy.
QLSM, however, features low computational cost: shorter run time and fewer sampling points
to solve the far-field Equation (1). LSM solves the far-field equation on every point in the grid
of reconstruction region. Consequently, points far away from the scatterer increase run time but
contribute nothing to the reconstruction. Unlike LSM, QLSM samples points near the edge of
scatterer. These points are a small part of sampling points. As a result, QLSM evaluates fewer
points and operates at a faster speed, due to an adaptive sampling scheme. A notable progress is
made in computational effectiveness, as shown in Table 2.

3.3. Effect of Threshold Value on QLSM’s Performance
We varied threshold value GT to achieve the ‘best visual’ reconstruction. Reconstructions in Fig-
ure 5, Figure 6, and Figure 7 indicate that not all the threshold values are effective to reconstruct
the scatterer. There exists a ‘best’ threshold value for a ‘best visuality’, just as the reconstruction in
Figure 3. Any threshold value, lower or larger than the ‘best’ one, leads to inaccurate performance.
Under the limit of a lower threshold value, the current point (i, j) in Step 1 of QLSM can only
locate at a point where the norm of solution is large. This is because norms are larger outside the
scatterer, while smaller inside. And in the following iterative process, only points similar to the
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Table 2: A comparison between computation costs in reconstruction of projections.

XY Y Z ZX

QLSM 2DLSM Ratio QLSM 2DLSM Ratio QLSM 2DLSM Ratio

Time/Second 10.58 39.57 26.74% 9.40 37.57 25.02% 9.49 39.24 24.18%

Point Sampled 642 50*50 25.68% 613 50*50 24.52% 654 50*50 24.16%
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Figure 7: Reconstructions of pyramid by using QLSM with GT = 0.010: (a) Projection onto XY -plane. (b)
projection onto Y Z-plane, and (c) projection onto XZ-plane.

current point can be recognized as points on the edge of scatterer. All the points selected would
consequently form a shape with a larger area, rather than a projection of scatterer, as shown in
Figure 5. On the other hand, neither can be a ‘best visual’ reconstruction performed, when thresh-
old value is small. Points with smaller norms lie in the interior of scatterer. Once the norms of
those points match threshold value, the following points obtained would also lie inside the scatterer.
Hence, QLSM reconstructed the projections at a lower accuracy, as shown in Figure 7.

4. CONCLUSIONS

This paper presents a new adaptive scheme, QLSM, for solving inverse scattering problem. QLSM
reconstructs scatterer with efficient computation: fewer sampling points and less run time, when
compared with those of LSM. Meanwhile, reconstruction resolutions keep almost the same. QLSM’s
performance is partly dependent upon threshold value. A ‘best’ threshold value reconstructs a ‘best’
approximation to scatterer edges. Further study will adaptively determine threshold value by edge
detection algorithm, such as canny algorithm. It is also worth proposing a new criterion for stopping
the iteration.
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Bistatic Radar Target Classification Using Time-frequency Analysis
and Multilayered Perceptron Neural Network
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Abstract— The performance of target classification using a bistatic radar cross section (RCS)
of four different wire targets was analyzed. Short time Fourier transform (STFT) and continuous
wavelet transform (CWT) were used for feature vector extraction from the bistatic RCS of each
target, and a multilayered perceptron (MLP) neural network was used as a classifier. To compare
the performance of the monostatic RCS and the bistatic RCS, we performed a simulation using
the features extracted by STFT and CWT. The simulation results show that CWT yields better
results than STFT. When CWT was used, the performance of the monostatic RCS was better
than that of the bistatic RCS. However, when STFT was used, the performance of the bistatic
RCS was better than that of the monostatic RCS. A comparison between the classification per-
formances of monostatic RCS and bistatic RCS showed that bistatic RCS exhibits nearly same
performance as monostatic RCS. Therefore, bistatic RCS is a good candidate for application to
radar target classification in combination with a monostatic RCS.

1. INTRODUCTION

RCS is a function of various parameters, such as frequency, direction of incidence and scattering,
and polarization. It is classified as monostatic and bistatic depending on the locations of the
transmitter and the receiver [1]. When the locations of the transmitter and the receiver are the
same, the directions of incidence and scattering are the same. In this case, the resulting RCS
values are called monostatic RCS. Bistatic RCS is obtained by a bistatic radar that uses different
locations of the transmitter and the receiver. Therefore, in the case of bistatic RCS, the directions
of incidence and scattering are not same. Recently there has been a renewed interest in bistatic
radars because of their ability to detect stealth targets [2]. Furthermore, applications of bistatic
radars to the television broadcasting transmitters, synthetic aperture radar (SAR), air surveillance
radars, and intrusion detection sensors have been introduced.

RCS contains useful information for target recognition, such as scattering centers and natural
resonance frequencies. The scattering centers on the target are related to the early-time response
and natural resonance frequencies of the target are related to the late-time response. The early-time
response occurs while the field passes across the target, and the late-time response occurs after the
field completely traversed the target. The natural resonance frequencies and the scattering centers
are used as feature vectors for radar target recognition. We use the time-frequency transforms to
extract these feature vectors simultaneously [3].

In this study, we extracted feature vectors for the monostatic RCS and the bistatic RCS of four
different wire targets using STFT and CWT, which are time-frequency analysis methods. Then,
the MLP neural network was used as a classifier. By the abovementioned process, we compared
and analyzed the performance of radar target classification for monostatic RCS and bistatic RCS.

2. FEATURE VECTOR EXTRACTION OF TARGETS

2.1. RCS Calculation

We used four different wire targets to analyze the performance of radar target classification of the
monostatic RCS and the bistatic RCS. Figure 1 shows the target geometry used in the simulations.
Targets A and B have the same length, but different angles of wing. Targets C and D also have the
same length, but different angles of wing. In this study, to obtain the RCS, we used the method
of moments (MoM), although there are various methods to calculate RCS in the FEKO simulation
tool. The frequency range was 7.8125 MHz–1GHz with 128 point samplings and the HH polar-
ization was considered. The monostatic RCS was calculated for each azimuth of counterclockwise
rotated target from 0◦ to 150◦, where the transmitter and the receiver were located at 0◦. Like
the monostatic RCS, the bistatic RCS was calculated for each azimuth. However, in the case of
bistatic RCS, the transmitter was located at 0◦ and the receiver was located at 45◦.
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Figure 1: Targets used in the simulation.

Figure 2: Classification percentage for SNR of mono-
static RCS.

Figure 3: Classification percentage for SNR of
bistatic RCS.

2.2. Extraction of Feature Vector
We extracted feature vectors for each target using STFT and CWT, which are time-frequency
analysis methods. The feature vectors were extracted for each azimuth of the target. The feature
vectors for the odd azimuth angle were used for training data of the neural network classifier and the
feature vectors for the even azimuth angle were used for test data of the neural network classifier.
We obtained the feature vectors of 128 × 128 dimensions, where the 15 nsec and 23 nsec window
sizes were used in STFT, and we compressed the obtained feature vectors to 8×8 dimensions to be
effectively used by the neural network classifier. Similarly, using CWT, we obtained feature vectors
of 128× 128 dimensions, where the center of wavelet (t0) and the time-frequency resolution (α) of
the wavelet basis function were α = 0.5GHz−2 and t0 = 3nsec, respectively. Unlike the STFT,
in the case of CWT, the entire time span was divided into early time (0 < t < tL) and late time
(t > tL), where tL = 10nsec. The dimensions during earlytime were compressed to 8 × 10 and
the dimensions during latetime were compressed to 32× 6. Therefore, the final feature vector had
80 + 192 = 272 dimensions in the CWT [3].

3. TARGET CLASSIFICATION EXPERIMENTS

In this study, a MLP neural network which has two hidden layers was used for classifying targets.
The number of neurons of the first hidden layer was half of the feature vector dimensions, and the
second hidden layer had one third the number of neurons of the first hidden layer. We obtained
the feature vectors at azimuth angles of 0◦ ∼ 150◦. The feature vectors corresponding to the odd
azimuth angles were used for training data, and the feature vectors corresponding to the even
azimuth angles were used for test. Figures 2 and 3 show the classification percentage as a function
of the signal to noise ratio (SNR) for the monostatic RCS and the bistatic RCS, respectively. We
performed 100 Monte Carlo simulations to enhance the reliability. The results of this simulation
show that the classification performance using CWT is better than that using STFT regardless of
the RCS being monostatic or bistatic. In addition, in the case of monostatic RCS, STFT with a
window size of 15 nsec and CWT with α = 0.3GHz−2 and t0 = 2nsec yield slightly better results.
In the case of bistatic RCS, STFT with a window size of 23 nsec and CWT with α = 0.3GHz−2

and t0 = 2nsec yield slightly better results. Figure 4 shows the comparison between the monostatic
RCS and the bistatic RCS. This comparison indicates that STFT yields better results with bistatic
RCS than monostatic RCS, and CWT yields better results with monostatic RCS than with bistatic
RCS.
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Figure 4: Classification percentage comparison between monostatic RCS and bistatic RCS.

4. CONCLUSIONS

In this study, we analyzed the performance of radar target classification using monostatic RCS
and bistatic RCS for four different wire targets. Feature vectors of each target were extracted
using STFT and CWT, which are time-frequency analysis methods. A MLP neural network was
used as a classifier. According to the results of the simulation, the performance of the radar
target classification using CWT is better than that using STFT, and performance is considerably
influenced by the window size of STFT and α and t0 of the wavelet basis function. Bistatic RCS
exhibits good performance when STFT is used, whereas monostatic RCS exhibits slightly better
performance when CWT is used. In this paper, by comparing the classification performance between
monostatic RCS and bistatic RCS, we proved that bistatic RCS also has a considerably good target
classification performance. Therefore, a bistatic RCS is a good candidate for application to radar
target classification in combination with a monostatic RCS. Future investigations are necessary to
optimize the system configuration of bistatic radars in order to achieve the best performance and
simulations using real targets are also needed.
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Abstract— Low frequency imaging in radar domain can have applications for stealthy or buried
targets. The transient scattering response from a ramp waveform is related to the profile function
of the target, namely its transverse cross-sectional area along the line-of-sight, and thus provides
information about the target size, orientation and geometrical shape. Such ramp responses can
be used to generate a 3-dimensional image of the global shape of the target. We have developed
an algorithm able to reconstruct non-convex and/or separated objects using their ramp response
signatures. For mutually orthogonal observing directions, this algorithm gives satisfactory target
images, while its performance decreases in non-orthogonal cases. However, radar equipments
often have a limited observing view range for remote and/or large-scale targets. Therefore,
the goal of this study is to improve the performance of the algorithm for arbitrary observing
directions.

1. INTRODUCTION

Low frequency imaging in radar domain is useful to characterize stealthy or buried targets. In-
deed, lower frequency bands permit to counter the stealthiness obtained with composite materials
absorbing electromagnetic waves in usual radar frequency bands. In the same way, Ground Pene-
trating Radar (GPR) systems operate in low frequency bands, since the wave attenuation in most
soil increases with the frequency. These low frequency bands correspond to the Rayleigh and the
resonance regions for object dimensions respectively small and of the same order compared to elec-
tromagnetic wavelengths. Unlike high frequency imaging, low frequency methods cannot bring high
resolution, i.e., details on the target, but they provide information on the overall dimension and the
approximate shape of the target. Three-dimensional (3D) microwave imaging by inverse scattering
methods (diffraction tomography, . . . ) usually requires a considerable number of look angles for
image reconstruction. On the contrary, a method proposed by Young [1], known as the “ramp re-
sponse technique”, needs no more than 3 viewing angles to generate an image. The ramp response
of a radar target, first suggested by Kennaugh and Moffatt for radar identification [2], is defined by
the far zone transient scattered wave resulting from illumination by a plane electromagnetic wave
with a time domain ramp waveshape. In monostatic configuration, this ramp response is directly
related to the “profile function” of the target, which is the transverse cross-sectional area of the
target as a function of the distance along the line-of-sight [2]. Former 3D image generation from
such ramp profile functions uses approximate limiting surfaces and is therefore limited to single
convex objects [1]. That is why, we have developed a new algorithm able to reconstruct non-convex
and/or separated objects using their ramp response signatures [3, 4]. For mutually orthogonal ob-
serving directions, this algorithm gives satisfactory target images, while its performance decreases
in non-orthogonal cases.

We first introduce the ramp response and the corresponding profile function (Section 2). Then,
we present the algorithm developed for reconstructing 3D target image from ramp profile func-
tions (Section 3). Finally, results are given for mutually orthogonal directions (Section 4) and for
arbitrary directions (Section 5).

2. RAMP RESPONSE AND PROFILE FUNCTION

The ramp response of a radar target is defined by the far zone transient scattered wave resulting
from illumination by a plane electromagnetic wave with a time domain ramp waveshape. In time
domain, the ramp response of a target, hr(t), is merely the second integral of its impulse response,
hi(t). It can be expressed as the Inverse Fourier Transform (IFT) of the weighted transfer function,
Hr(jω) (with the angular frequency ω = 2πf)

hr(t) =

t∫

−∞

t′∫

−∞
hi(t′′)dt′′dt′ = IFT [Hr(jω)] = IFT

[
H(jω)

/
(jω)2

]
(1)
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Figure 1: Example of a stepcylinder. (a) configuration with 3 orthogonal directions (dimensions in cm). (b)
Physical and geometrical profile functions of the stepcylinder in 3 directions, x, y and z.

In monostatic configuration, hr(t) is directly related to the profile function of the target, A(x),
which is the transverse cross-sectional area of the target as a function of the distance along the
line-of-sight [2]

hr(t) ≈ − 1
πc2

A(x) with x = ct/2 (2)

where c is the speed of light in freespace, t the time variable, and x the space variable.
Using as target the example of Figure 1(a), Figure 1(b) compares “geometrical” and “physical”

profile functions in 3 mutually orthogonal directions, x, y and z: The “geometrical” profile function
is the transverse cross-sectional area, A(x), along x direction. The “physical” profile function is
calculated from its ramp response, hr(t), using (2).

3. IMAGE RECONSTRUCTION ALGORITHM

An analysis of profile functions of a target at several orientations can give information on its size
and its approximate shape. This can be used directly as a signature for identification purposes.
Furthermore, combining such responses so as to create a 3D image is an efficient means to represent
the geometrical information on the target. The interesting property given by (2) have been first
used by Young [1] for generating a 3D image of the target shape: his original algorithm uses profile
functions from 3 mutually orthogonal viewing angles and applies a set of approximate surfaces
limiting the contour of the object for each viewing angle independently. An iterative fitting of
geometrical parameters of these enclosing surfaces permits to obtain an estimate of the final image
as the volume common to the 3 set of such surfaces. Consequently, this technique is limited to
single convex objects.

That is why we have proposed a new algorithm permitting to reconstruct non-convex objects, as
well as separated objects [3, 4]. Our algorithm manages to exploit the information more effectively:
it simultaneously uses the 3 profile functions through a 3D weighting function, which is equal to
the product of these 3 profile functions accounting for the probability that a point belongs to the
object. Considering 3 directions, x1, x2 and x3, this weighting function is given by

A3D(x1, x2, x3) = A1(x1)×A2(x2)×A3(x3) (3)

We scan successive slices along a given direction, x3 for example. In each slice, we select points
which have the highest values of A3D(x1, x2, x3) so that the area of the resulting object in this slice
(given by the sum of selected points) is equal to the profile function in this slice, A3(x3). The 3D
reconstructed object is finally composed of all selected points. Consequently, this algorithm is able
to reconstruct the global shape of non-convex and/or separated objects, and to directly obtain a
satisfactory estimate of these objects.

4. RESULTS FROM 3 MUTUALLY ORTHOGONAL DIRECTIONS

Figure 2 presents the 3D image of the stepcylinder reconstructed with this new algorithm, using
geometrical profile functions. In this case of ideal profile functions and for mutually orthogonal
directions, the original object is accurately reconstructed.
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If we consider the realistic case of physical profile functions calculated from ramp responses,
the resulting image (Figure 3) is distorted as compared to the original object, yet this result is
still acceptable in the context of low frequency imaging where the goal is not to reconstruct a high
resolution image but to identify a target from its approximate shape.

5. RESULTS FROM 3 ARBITRARY DIRECTIONS

We now consider non orthogonal directions, using the example of a stepcylinder along z direction.
We use geometrical profile functions and we keep 2 orthogonal directions (direction 2 = y and

(a) (b)

Figure 2: Reconstruction of the stepcylinder of Figure 1(a) from its 3 geometrical orthogonal profile functions.
Scan direction: x. (a) 3D view. (b) (x-z) view.

(a) (b)

Figure 3: Reconstruction of the stepcylinder of Figure 1(a) from its 3 physical orthogonal profile functions.
Scan direction: x. (a) 3D view. (b) (x-z) view.

(a) dir = 1
o

(b) dir = 45
o

(c) dir = -45
o

Figure 4: Reconstruction of a stepcylinder from its 3 geometrical profile functions. Scan direction: z. Top:
3D view, bottom: (x-y) view. dir 2 = y, dir 3 = z. (a) orthogonal direction (dir 1 = x), (b) and (c) arbitrary
direction, dir 1 = ±45◦.
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direction 3 = z), while the 3rd one (direction 1) is either at ±45◦ in xy plane. We obtain the
reconstruction in Figure 4. If we compare Figure 4(b) (case +45◦) and Figure 4(c) (case −45◦) to
Figure 4(a) (case 0◦), we can see that the use of non-orthogonal observing directions results in a
distortion of the reconstruct target: The object is elongated along the bisector of the non-orthogonal
directions (directions 1 and 2 in this case).

6. CONCLUSIONS AND PERSPECTIVES

Low frequency radar target 3D imaging using ramp responses usually needs no more than 3 viewing
angles to generate an image. We have developed a new algorithm able to directly reconstruct the
global shape of non-convex and/or separated objects. For mutually orthogonal observing directions,
this algorithm gives satisfactory target images, while its performance decreases in non-orthogonal
cases.

However, radar equipments often have a limited observing view range for remote and/or large-
scale targets. Therefore, the goal is to improve the performance of the algorithm for arbitrary
observing directions. For that, we have developed an algorithm for calculating profile functions
from a 3D object in arbitrary directions. Such reconstructed profile functions can be used as well
for verifying the accuracy of a reconstructed image, as a new input for optimizing the reconstruction
process.
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Abstract— Detection and frequency estimation of sinusoidal signals from a finite number of
noisy discrete-time measurements have applications in several fields, e.g., in sonar and Radar for
moving target detection. In, Pulsed Doppler radar, a bunch of Coherent Pulse Interval (CPI) is
processed to detect and estimate the frequency of sinusoidal signal corresponding to the speed
of target. With the advent of Fast Fourier Transform (FFT) algorithm, the Periodogram and its
variants such as Bartlett’s procedure and Welch method, have been extensively in use for spectral
analysis.
In this paper a Wigner Ville Distribution (WVD) based new method is proposed for the detection
and estimation of noisy sinusoidal signals in frequency domain. The Cross terms produced
due to the bilinear nature of WVD are eliminated. The proposed method outperforms the
Periodogram and its variants (Bartlett and Bartlett-based method proposed by reference [2]) for
off-bin frequencies. The performance is found to be comparable in case of in-bin frequencies.
Due to Low-sidelobes reported by WVD, no additional window operation is used, consequently
the proposed method outperforms the windowed version of Periodogram and its variants for
all ‘in’ and ‘off’ bin frequencies. Also, frequency resolution remains intact. However, the issue
of increased computation of proposed method can be tackled by using high speed devices and
many proposed real time WVD implementation algorithms. Performances of the proposed WVD
based method and the other mentioned methods are evaluated through computer simulations by
generating Receiver Operating Characteristics (ROCs) via Monte Carlo trials.

1. INTRODUCTION

Schuster’s periodogram [3] is the first commonly used Detection and frequency estimation method.
Later on, the windowed version of Periodogram of analytical signal z(n) is proposed by Tukey,
which is given as;

SDz(fk) =
1
N

∣∣∣∣∣
N−1∑

k=0

z(n)D(n)e−j2πnfk

∣∣∣∣∣

2

, k = 0, 1, 2, . . . , N − 1 (1)

where frequency fk = k/N . Periodogram is inconsistent because its variance does not decrease with
sample size. In the Bartlett method, the variance in the periodogram estimate is reduced by a factor
K by dividing the sequence z(n) into K non-overlapping segments at the expense of reduction in
the frequency resolution by factor K [1]. Reference [2] proposes another modification of Bartlett
Periodogram. In this paper, we presented a new scheme derived from Wigner Ville Distribution
(WVD); a well known tool used for analysis of signal in time and frequency domain [8]. The discrete
version of WVD (DWVD) is given by Eq. (2) [6].

W ′(n, 2f) =
∞∑

m=−∞
z{(n + m)∆t}z∗{(n−m)∆t}e−j2πm∆t (2)

It is a 2D operation. Windowed version of WVD is called Pseudo WVD [5–7]. However, for short
length sequences (e.g., radar CPI), window operation can be avoided and PWVD can be represented
by Eq. (3) with redefined Kernel and can be implemented by FFT operation as proposed by [7];

PWVD(n, m) =
M−1∑

k=0

x(n, k) exp(−j2πkm/M),

where x(n, k) =
{

Q(n, k)Q∗(n,−k) k = 0, . . . , N/2− 1
Q(n, k −N)Q∗(n,−k + N) k = N/2, . . . , N − 1 (3)
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where Q(n, k) = z(n + k). For N odd, a zero has to be inserted, i.e., Q(n,−N/2) = 0.
In our proposed scheme, the WVD method is modified for calculating frequency spectrum of the

signal (1D operation). The method is compared with standard periodogram. We also re-formulated
the proposed method as SWVD and compared it with the variants of Periodogram given in [1, 2],
through ROCs.

2. WIGNER VILLE DISTRIBUTION BASED PROPOSED METHOD

In our proposed method, WVD is used as a 1D operation to calculate only the frequency of signal.
Cross-products are calculated for all time index n = 0 to N−1, then the summation is applied over
time on complex cross-products to generate summed kernel, instead of calculating the kernel only
at time n = 0 as suggested by [7]. The FFT of the summed kernel gives the frequency spectrum of
the signal. The proposed method is mathematically described by Eqs. (4) & (5).

WVD′′(m) =
1
N

∣∣∣∣∣
N−1∑

k=0

SR(k) exp(−j2πkm/N)

∣∣∣∣∣ ,m = 0, . . . , N − 1 & n = 0, . . . .N − 1 (4)

SR(k) =





N−k−1∑
n=k

x(n + k)x∗(n− k), k = 0, . . . , N/2− 1

0, k = N/2
SR∗(N − k − 1), k = N/2 + 1, . . . , N − 1

for N is even (5)

where, m is normalized frequency index and n is discrete time index. SR(k) is the summed
cross products of discrete signal x(n) calculated in Eq. (3), which eliminates the problem of cross-
terms of WVD generated due to bilinear nature of WVD. This also reduces the noise variance
and boosts the level of energy of signal spectrum. Method also gives the reduction in sidelobe
without using window operation. Hence, the frequency resolution remains intact. The twiddle
factor requirement to calculate the WVD spectrum is twice in power than FFT’s twiddle factor.
Calculation of WVD through FFT algorithm gives advantage of 2f frequency scale (Eq. (2)), this
increase frequency resolution and we got very good results at off-bin frequency of sinusoids without
additional interpolation.

The proposed reformulated WVD based method for K segments of data is given by Eq. (6).
This has further reduced the variance of spectrum at the expense of frequency resolution reduction
by K.

SWV D′′(m) =
1
N

∣∣∣∣∣
K−1∑

i=0

N−1∑

k=0

SRi(k) exp(−j2πkm/M)

∣∣∣∣∣ ,

where, SRi(n) = SR(i ·M+n), i=0, 1, . . . ,K−1; m=0, . . . , N−1 & n=0, . . . , N−1, (6)

SRi(k) =





M−k−1∑
n=k

xi(n + k)x∗i (n− k), k = 0, . . . , M/2− 1

0, k = M/2
SR∗

i (M − k − 1), k = M/2 + 1, . . . ,M − 1
xi(n) = xi(i ·M + n), i = 0, 1, . . . , K − 1 and M is even (7)

3. COMPUTER SIMULATIONS

Computer simulations were carried out for the following two tests;

3.1. Cross Term Elimination Test of Proposed Method

WVD nature has cross-term problems due to bilinear nature. In our proposed method cross terms
are eliminated. To show this, two sinusoids at f1 = 20 Hz and f2 = 40 Hz are added, and power
spectrum of the signal is calculated by proposed WVD method (given by Eqs. (4) & (5)). Result
presented in Figure 1 depicts that expected cross-term at f = 30 Hz is completely eliminated. This
reduces false alarm.
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Figure 1: PSD of two tones (f1 = 20 Hz and f2 = 40Hz) by proposed method. (no cross term at f =
(f1 + f2)/2).
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Figure 2: ROCs for detection of single sinusoid with frequency f0 = 0.25 (in-bin) for different SNRs using
Periodogram, windowed Periodogram and Proposed WVD method.

3.2. Single Tone Detection
In this test, the performances of Periodogram, its variants including the windowed periodogram,
Bartlett method, method [2] and proposed WVD based method are analyzed. In this test, Single
tone signal model and the Hypothetical analysis method (H0 & H1) described in detail under
the heading of “Single Tone Detection” given in [1] is used. The receiver operating characteristic
(ROC) are generated between false alarm probability PFA = P (D1/H0) and detection probability
PD = P (D1/H1) [1]. White Gaussian noise with variance 1 was added to single tone signal having
constant phase. Different SNRs were produced by properly scaling the signal power. The total
sample size N was 256 and unless stated otherwise, the segment length M had a value of 64. The
results for detection were averages of 50,000 independent runs. Validity of the test is confirmed by
comparing ROCs (plotted by simulations only) of standard Periodogram and its variants with the
results given in [1, 2] for same set of test parameters. The ROCs of the Proposed WVD method
are compared with ROCs of following schemes;

• Standard Periodogram and Hamming Windowed Periodogram (N = 256, No segmentation)

• Bartlett Method & Bartlett Method proposed by [2] (N = 256, segments K = 4,M = 64)

Results are shown in Figures 2 to 4. Figure 2 shows the experimental ROCs in detecting a
pure sinusoid in the presence of white Gaussian noise using the standard periodogram (with and
without window) and our proposed method. Four values of SNR, namely, −6 dB, −9 dB, −12 dB,



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1579

10
-3

10
-2

10
-1

10
0

0

0.2

0.4

0.6

0.8

1

Pfa

P
d

SNR= -6dB

Periodogram

Windowed Periodogram

Proposed WVD Method

10
-3

10
-2

10
-1

10
0

0

0.2

0.4

0.6

0.8

1

Pfa

P
d

SNR= -9dB

Periodogram

Windowed Periodogram

Proposed WVD Method

10
-3

10
-2

10
-1

10
0

0

0.2

0.4

0.6

0.8

1

Pfa

P
d

SNR= -12dB

Periodogram

Windowed Periodogram

Proposed WVD Method

10
-3

10
-2

10
-1

10
0

0

0.2

0.4

0.6

0.8

1

Pfa

P
d

SNR= -15dB

Periodogram

Windowed Periodogram

Proposed WVD Method

Figure 3: Comparison of ROCs for detection of single sinusoid with frequency f0 = 0.2578 (off-bin) for
different SNRs using Periodogram, windowed Periodogram and Proposed WVD method.
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Figure 4: Comparison of ROCs for detection of single sinusoid by using windowed Bartlet, method [2] &
Proposed SWVD′′ Method (Segments K = 4, SNR = −9 dB) with tone frequency. (a) f0 = 0.25 (in-bin),
(b) f0 = 0.2578 (off-bin), (c) f0 = 0.2617 (off-bin).

and −15 dB were tried. The frequency f0 was chosen as 0.25 which corresponded to one of the FFT
bins.

The test was repeated for off-bin frequency (64.5/256 = 0.2520) without interpolation and
the results are shown in Figure 3. This shows our proposed method outperforms the windowed
periodogram and gives a bit lower performance as compare to standard periodogram for in-bin
frequency. However, the performance of proposed WVD based method is extremely promising for
f0 = 0.2520 (off-bin) frequencies than both standard and windowed periodogram for all SNRs. PD
of our proposed method is about 72% for PFA = 0.001 at SNR = −9 dB, while PD is only 15% for
periodogram. Figure 4 shows the detection capability of our proposed segmented WVD method for
segments K = 4. The method is compared with windowed Bartlett and method proposed by [2] for
frequencies (0.25, 0.2578, 0.2617) at SNR = −9 dB. Our proposed method gave promising results
over Bartlett & method by [2] except for the case of f0 = 0.25, where method by [2] performed
better.
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4. CONCLUSION

A Wigner Ville Distribution based new method is presented for detection of sinusoidal signal in
white Gaussian noise. The cross-terms of WVD are eliminated through our proposed formulation
to reduce the false alarms. The method is compared with standard Periodogram. The performance
of reformulated proposed method (SWVD) for K data segments is compared with Periodogram
variants (Bartlett & [2]) for the detection capability. The promising results obtained from the
proposed method suggests it a better choice for use in radar systems for detection of moving
targets. No use of windowing keeps the frequency resolution intact. The computational issue of
the proposed method can be resolved by the use of high speed processing devices and techniques
presented for real time implementation of WVD algorithm [4].
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Abstract— This paper presents experimental evidence, which demonstrates that resonant heat-
ing of termites at 28 GHz affects not only individual insects, but also their collective behavior.
Termites have been attracted by, or repelled from the microwave beam. Collective behavior
provoked by the beam included two modes: huddling by workers, and sacrificial exposure by
soldiers.

1. INTRODUCTION

Termites cause billions of dollars of structural and cosmetic damage to buildings every year. A
24GHz termite detector was developed by Scientific Technology, and commercialized by Termatra-
c c© [1]. A third generation device with imaging capability is currently under development [2].
Apart from thermal effects, little is known about the effects that Termatrac c© emissions have on
the termites it senses. However, theoretical and experimental investigation of the interactions
of millimeter and sub-millimeter waves with living things has a rich and varied history. This
offers the intriguing possibility of termite provocation or control, using suitable emissions. Our
experiments have confirmed that resonant heating of termites affects not only individual insects,
but also their collective behavior. The paper is organized as follows. Section 2 discusses the state of
knowledge about the non-thermal interactions of millimeter and sub-millimeter waves with living
things, particularly insects. The discussion concerns interactions at a cellular level, and higher
levels. None of these effects were observed in our experiments. Section 3 describes resonant heating
experiments at 24 GHz and 28 GHz, their impact on individual insects, and on their collective
behavior. This is followed by Section 4, the conclusions.

2. BACKGROUND

An understanding of the non-thermal effects of microwaves and millimeter waves on biological
systems has far reaching consequences, whose impact cannot be underestimated. It encompasses
the hazards of microwave exposure, its therapeutic use, biological control, sensing and weapons.
It is also a complex problem, which has occupied many researchers, and perhaps that is why the
debate has been clouded by emotion. Two types of interactions are pertinent to termites:

1. Cellular Interactions
2. Higher level interactions

2.1. Cellular Effects
A model of microwave-cell interactions was studied theoretically by Frohlich [3] in the 1960’s and
1970’s, who concentrated on the cell membrane. He calculated that the natural resonance of dipole
charges on a typical cell membrane would be in the 50GHz region, which was difficult to study
experimentally at the time. ‘How typical thought Frohlich for Nature to take advantage of our
experimental incapabilities!’ Frohlich’s enthusiasm proved contagious, and a search for confirmation
of the theory resembled the search for El Dorado, or the fountain of youth. The quest persists today.

Frohlich’s evidence for such resonances was indirect. There was biological evidence that cell
colonies synchronize their growth spurts, and this coincides with the appearance of sharp Raman
absorption lines in the far IR. Lines below 6 THz are found in active (metabolizing) synchronized
cells, whereas broad bands only are exhibited by both resting cells and nutrient solutions. The
intensities of the Stokes and Anti-Stokes Lines were almost equal, so the process could not be
attributed to a thermal effect. Frohlich concluded that living cells exhibited sharp energy states,
which were pumped by a new metabolic process. The smallest separation of the levels which could
be resolved at the time was 150 GHz, but Frohlich speculated that smaller separations must exist,
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and that these should be commensurate with the natural frequencies of the oscillating dipoles of
his model of the cell membrane.

An explanation of the narrowband nature of the absorption lines was needed. Frohlich postulated
that this effect was due to a Bose condensation of the dipole oscillators, causing them to synchronize
their frequencies, and therefore excite extremely narrow lines. Davydov [4] considered the effect
to be due to soliton resonance. This led to the conclusion that metabolic energy may be used
by biological systems to excite coherent vibrations in the millimeter and sub-millimeter region.
Therefore, conversely, it should also be possible to use radiation at these frequencies to intervene
in biological processes.

At a similar time, reports from the former Soviet Union indicated that narrowband absorption in
many biological systems was observed, particularly around the 43 GHz, 51 GHz and 60 GHz regions,
with some variation on that theme. This led to a frenzy of publications: experiments demonstrating
the effects of narrowband absorption on cell growth and behavior, and modifications to the above
theory justifying these results and vice versa. This has led to spin-offs, such as therapeutic use
of specific millimeter wave frequencies as acupuncture treatment, specific cancer [5], and other
pathology treatment, mimicking the Rife Machine [6], which purports to achieve such effects at
lower frequencies. Millimeter wave therapy equipment and facilities are currently quite popular in
the U.S.A., Russia and Eastern Europe.

A persistent issue is that of power density required for the effects to become apparent, i.e.,
a threshold. Belyaev et al. [7] claim to have demonstrated that exposure at the exact resonance
frequency at power densities exceeding 10−19 W/cm2 was sufficient to induce the “synchronization”
effect in cell growth, therefore claiming that the threshold is practically zero. Osepchuk et al. [8]
questioned the measurements as potentially flawed, a claim which was not addressed in Belyaevs
subsequent rebuttal.

Numerous experimental papers give scant regard to the exact details of the equipment and
measurement techniques, and thus, many results have not been successfully replicated, and must
be called into question. This also applies to the theoretical papers justifying these results.

Clearly, this does not mean that the effects are not there, or that all experimental papers
are flawed. A counter example, pertinent to insects is found in [9]. It was found that exposure
of insects receiving 32P orthophosphate to low-intensity (power density 0.5µW/cm2) millimeter
waves (42.2 GHz) changes the rate of label incorporation into their antennae. The magnitude of
the effect is no less than 100–200%. The maximum response is reached 1.5–2 minutes after the
onset of exposure.

2.2. Higher Level Effects

It has long been hypothesized that insects may use electromagnetic waves for sensing, navigation
and communication. Pioneering work by Callahan, such as [10, 11] demonstrates that various
moths are capable of modulating resonant IR emissions and presumably detecting such emissions.
Callahan analyzed the performance of various anatomical parts of moths as dielectric waveguides
and antennas, and constructed and characterized scale models at X band, demonstrating excellent
performance. Gavan [12, 13] has extended this analogy to antenna arrays formed by spiked elements
on the hornets cuticle. He speculated that hornets may use these arrays for navigation, deploying
frequencies between 140 GHz and 600 GHz. His attempts to detect such emissions at 140GHz were
unsuccessful, but this was attributed to instrument limitations. An aspect of such investigations
which appears to have been overlooked is the polarization of the transmissions, and the sensitivity
of the detection to that polarization. It is known that insects with the ability of vision actively
use polarization of skylight and reflected light for navigation [14], so it is also possible that any
millimeter/sub-millimeter wave communication/navigation system might do so.

If it is true that insects employ millimeter and sub-millimeter wavelength emissions for commu-
nications, sensing and navigation, it offers the intriguing possibility of jamming their emissions or
substituting false signals, in order to control them. This method has already been applied success-
fully by Evans et al. [15], who established that termites tap their food, and analyze its vibrational
response, to assess its suitability as a food source. By recording various responses, and broadcasting
them to termites, Evans et al. [15] managed to deceive termites, and induce them to sample wood
that they would not normally eat, and conversely shun their favorite wood species.

A difficulty in assessing insect response to a given stimulus is that insects use other sensing
methods, and their social interaction compounds the problem. Becker [16] has studied the effects
of low frequency magnetic fields on termites. Recently, Esquivel et al. [17] have demonstrated, using
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RO11 23.4 31.0 26.2

Figure 1: Termite “basking” under the horn.

Min Max Avg
RO11 29.7 55.4 39.7

Figure 2: “Death huddle”.

X band ferromagnetic resonance, that sufficient amounts of magnetite can accumulate in a termite
body to act as a magnetic sensor.

Another aspect of this issue arises, because there exist commercial and exploratory termite
sensors employing millimeter waves. The commercial sensor Termatrac c©, operates in the ISM
band at 24.125 GHz. An experimental sensor Fuji [18] operates at 100 GHz. As the millimeter wave
spectrum becomes more congested, there are pressures to redistribute the ISM bands upwards in
frequency. Concurrently, more devices are becoming available in these higher bands. Many of them
involve components which generate harmonics, which are not easy to measure or control.

Therefore, it is important to establish whether exposure to these sensing frequencies, or any
other critical millimeter wave frequencies can incidentally excite any of the non-thermal effects.

In view of this, it was decided to investigate termite response when exposed to 42 GHz and
60GHz. No unusual effects were observed, although many more tests, as explained above, are
required to confirm this.

3. THERMAL EFFECTS

It has been known that termites are affected by thermal and light gradients [19]. This paper
demonstrates that individual and collective behavior of termites can be influenced by thermal
effects induced by millimeter wave exposure. This offers the possibility of termite control. Three
types of experiments were performed. First, termites in a Petri dish were exposed to 1.0 W of
power at 24 GHz out of a pyramidal horn antenna (55× 45mm aperture) directly above the dish.
The outlines of the dish and horn are visible in the thermal images taken by a NEC Thermo
Tracer TH7102WV thermal camera, as shown in Fig. 1. The test worker termites (Mastotermes
darwiniensis, approximately 12 mm long, and used in all three experiments) moved freely into and
out of the beam and took turns in “basking” under the horn, achieving a maximum temperature
of 31◦C, which is within their thermal comfort zone and preferable to the ambient temperature of
22◦C. The second experiment was also carried out in a Petri dish. Termites were exposed to 1.3 W at
28.24GHz from a 30×30mm pyramidal horn. It has recently been shown that 12 mm long termites
exhibit resonant absorption near 25 GHz [20]. Individual termites exposed to the increased power
density heated to 42◦C. This was clearly uncomfortable for them, as evidenced by avoidance of
the beam, and evasive behavior, such as reorienting their body to reduce the heating. Absorption
is dependent on aspect angle and polarization [2]. In order to entice termites into the beam, a
dead termite was placed in the center. This resulted in some termites venturing into the beam to
investigate. These termites became distressed, and presumably sent distress signals to others, who
followed, resulting in a huddle. This huddle proved suicidal, as shown in Fig. 2, where the peak
temperature exceeded 55◦C. Termites lack internal thermal regulation, and under the conditions
in Fig. 2, lose most of their heat by radiation. The latter is proportional to ST4, where S is the
surface area and T is temperature in ◦K. By huddling, termites reduce their effective radiating
surface area and increase the heat exchange between neighbors by radiation. This accounts for the
extra 13◦C rise in the huddle. Suicidal huddling behavior was also observed in termites “trying”
to cross a water barrier, and it was also speculated that such huddles were also due to individuals
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Figure 3: Mud tube simulation.

in distress (who fell into the water) attracting a crowd of other victims. Such social behavior for
termites under distress has implications for termite control.

The setup involved in the third experiment is shown in Fig. 3. This simulates termites travelling
to and from their nest via mud tubes. The “nest” with or without vermiculite is on the left, whilst
the food (timber block) is on the right. In this case, no huddling was observed. However, after
exposure, three soldier termites were observed in the beam, close to death, and unable to move. The
soldiers did not attract the other caste termites, unlike what happened in the second experiment,
Fig. 2. It is still not known why the soldiers did not save themselves. One possible reason is perhaps
to stop workers from entering a danger zone as the job of the soldiers is to protect workers.

4. CONCLUSIONS

It appears that resonant absorption of millimeter wave radiation has the potential to kill, or to
alter the social behavior of termites. In order to recreate a practical situation, a lens antenna is
planned for the next experiment. This lens will increase the power density to compensate for the
transmission losses through building materials.
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Abstract— This paper presents thermal and non-thermal effects of millimeter wave exposure
of various species of termites. Termites exhibit resonant absorption in the millimeter wave re-
gion, where Mie scattering dominates, and therefore direct heating of termites with minimal
background heating is possible. Our experiments show that scatter and absorption simulations
are confirmed at 24 GHz, 43.2GHz and 60.2 GHz.

1. INTRODUCTION

This paper presents thermal and non-thermal effects of millimeter wave exposure of various species
of termites. Conventional eradication uses an array of microwave horns powered by domestic
2.45GHz magnetrons generating many kilowatts of power, see Fig. 1. This heats the surrounding
building materials to above 55◦C, which then causes mortality. Direct absorption is negligible, as
termite dimensions are a small fraction of a wavelength, and so are well into the Rayleigh region.
By contrast, typical termites exhibit resonant absorption in the millimeter wave region, where Mie
scattering dominates, and therefore direct heating of termites with minimal background heating is
possible.

2. PHYSICAL MODEL

The radar cross section of insect species has been modelled by treating them as drops of water of
equivalent size and shape [1]. However, until now, very few scattering or absorption measurements
of insects have been performed beyond 13 GHz. Liquid water exhibits dielectric relaxation at
around 22 GHz causing significant dispersion and loss. Also, termites possess an exoskeleton, whose
thickness is an increasing fraction of a wavelength as the frequency increases. Both these effects
are considered in order to develop an appropriate physical model for frequencies between 10 GHz
and 110 GHz.

Termites are composed of approximately 77% water [2]. The water component in living organ-
isms is further divided into free water and bound water. The bound water molecules are attached
to proteins, lipids etc. The combination is known as biological water. The dielectric properties of
biological water have been studied extensively from DC to the IR. This has led to a model for the
dielectric constant based on a frequency-dependent dielectric function, ε(z), (where z = jω) which
includes n Debye relaxation processes and m vibrational modes [3]. ∆εi is the weight of the ith
Debye relaxation with relaxation time constant τi, and ∆wj is the weight of the jth vibrational

Figure 1: Termite eradication using an array of mag-
netrons heating surrounding materials.

Figure 2: Leg of a Coptotermes acinaciformis (Cour-
tesy of R. Ata Inta, UNSW@ADFA).
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Figure 3: Relative permittivity of liquid wa-
ter [9, 10].

Figure 4: Scattering and absorption for 6mm
spheroid, aspect ratio 3, temperature 20◦C.

Table 1: Effect of chitin layer on scattering, computed reflection and transmission.

Model
Reflection Transmission

Layer 1 Layer 2

Chitin [6] Water 0.58 0.44

Chitin [7] Water 0.58 0.44

None Water 0.58 0.49

mode with vibrational moment correlation function Φj .

ε(z) = ε0 +
n∑

i=1

∆εi

1 + zτD
i

+
m∑

j=1

∆wj(1− zΦj(z)) (1)

It is clear that the major component of the relaxation spectrum due to water is between 8 and
10 ps with a weight of about 60 [4]. Other relaxation processes are far removed from this. There
are two Debye absorption peaks around 100 MHz and 20 GHz for most biological materials. The
low-frequency absorption is due to bound water, while the high-frequency absorption is due to
free water and corresponds to the 8–10 ps relaxation time [5]. The bound water contribution at
frequencies above 10 GHz is assumed to be negligible. Pure water and biological water have another
much higher relaxation frequency around 850 GHz, and resonant absorption peaks between 2 and
20THz.

Insect bodies are covered by an exoskeleton composed of a thin layer of chitin. A picture of a
part of the leg of a typical termite is shown in Fig. 2. The scale marker is 125µm. It indicates a
chitin layer thickness of 5µm. The dielectric properties of chitin have been studied extensively [6].
Insect exoskeleton is claimed to have a dielectric constant between 2.5 and 3 [7].

In order to evaluate the effect of the chitin layer on scattering, reflection and transmission were
computed for pure water and for water coated with a 5µm layer of chitin at normal incidence using
Luxpop [8], see Table 1. The dielectric constant of water, derived from [9, 10], see Fig. 3, was varied
to cover the 10 GHz to 100 GHz range.

It is clear from the computed reflection and transmission in Table 1 that the chitin layer reduces
the transmission into water slightly. The effect appears to be independent of frequency from 10GHz
to 100 GHz. This is due to the small thickness of the layer compared to the wavelength. The errors
due to the omission of the chitin layer from our scattering and absorption simulations is less than
10% and is therefore considered negligible.

3. SIMULATION OF SCATTERING AND ABSORPTION FROM TERMITES

The scattering and absorption of termites was investigated in a series of simulations using the
software tool Mieschka [11], and a spheroid where the dielectric is liquid water. A dielectric spheroid
is a representative object which can approximate the overall size, aspect ratio and composition of
an actual termite. Mieschka computes, the total scattering of an incident plane wave from an object
using Waterman’s T -matrix method, which relates the incident field and the object geometry to the
scattered field, and the absorption of an object based on the difference between the incident field
and the scattered field. Mieschka’s uniqueness lies in its ability to compute scattering estimates
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Figure 5: Scattering and absorption for 6 mm
spheroid, aspect ratio 4, temperature 20◦C.

Figure 6: Scattering and absorption for 6mm
spheroid, aspect ratio 3, temperature 30◦C.

Figure 7: Scattering and absorption for 6 mm
spheroid, aspect ratio 3, end-on, temperature 20◦C.

Figure 8: Scattering and absorption for 6mm
spheroid, aspect ratio 3, end-on temperature 30◦C.

from objects in the resonant region, where approximations cannot be applied due to diffraction, and
induced current effects. Mieschka was extensively validated against well-known results for resonant
metallic and non-dispersive dielectric spheres.

Termites come in different sizes, depending on the species: the smallest termites are of the order
of 4mm in length and a typical termite may be 6 mm in length, although an upper limit is 12 mm.
The simulations in this paper examine a spheroid with semi-major axis a = 3 mm, corresponding
to a termite of length 6 mm, which is an average size. Scattering and absorption results for the
broadside aspect (θ = 90◦, φ = 0◦) for the electric field parallel (H-Pol.) and perpendicular (V -
Pol.) to the major axis for a 6 mm spheroid at 20◦C with aspect ratio of 3 and 4 respectively are
presented in Figs. 4 and 5.

These simulations show that near resonance the amount of scattering and absorption is much
larger than the geometric cross-sections of the two spheroids (9.4 and 7.1mm2 respectively). They
also show that the amount of scattering decreases with the increase in aspect ratio (43 to 35mm2)
and that the absorption ratio also decreases with the increase in aspect ratio (24/4.4 vs 21/2.1).
The resonant frequencies do not appear to be affected by the change in the aspect ratio.

Scattering and absorption results for the broadside aspect under the same conditions as Fig. 4
for a 6 mm spheroid at 30◦C are presented in Fig. 6. These simulations show only minor variations
in the amounts of scattering and absorption with a 10◦C change in temperature. This suggests that
the water resonance due to relaxation at 22GHz and the object self-resonance are well separated
under these conditions, whereas in Figs. 7 and 8, for the end-on aspect (θ = 0◦, φ = 0◦), the water
resonance and object resonance are much closer together giving rise to a shift in resonances and
anti-resonances in the range 15 to 20 GHz. This can be accounted for by the shift and broadening
in the resonance in the imaginary part of the permittivity of liquid water, see Fig. 3.

4. EXPERIMENTS

Figure 9 shows thermal signatures of various termites exposed to 24 GHz obtained using a NEC
Thermo Tracer TH7102WV thermal imaging camera. The temperature rise is directly related to
size. The transmitter power was 1.5 W. Termites in a petri dish were exposed to a pyramidal horn
antenna (55 mm× 45 mm aperture) directly above the dish. The outlines of the dish and horn are
visible in the thermal images. Fig. 10 shows the polarization dependence of the temperature rise for
two equal size termites. The termite oriented with its long axis parallel to the electric field shows
much greater heating, indicating that absorption is greater. Thermal signatures of various termites
exposed to 43.2 GHz (transmitter power into antenna +24 dBm, antenna aperture 35 mm×26mm)
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Figure 9: Size dependence of temperature rise.
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Figure 10: Polarization dependence of temp. rise.

and 60.2 GHz (transmitter power into antenna +18 dBm, antenna aperture 19mm × 14.5mm)
showed high back scatter, consistent, with the second and third Mie resonance peaks, and negligible
heating due to absorption.

5. CONCLUSIONS

Our experiments show that scatter and absorption simulations are confirmed at 24 GHz, 43 GHz
and 60 GHz, which is in agreement with theory [12].
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Abstract— Electromagnetic Information Transfer (EMIT) of Specific Molecular Signals ac-
cording to previous report [3, 5] and ours [1] is having his serious experimental evidence.

The aim of the present work is to understand the possible role of water in mediating the electro-
magnetic information transfer of biological active molecules [5] such as retinoic acid (RA).

The electromagnetic information signals from the retinoic acid solution (RA-EMIT) was cap-
tured and transferred to the target as previously described by a commercially available oscillator
(Vegaselect 719). In the present study the retinoic acid signals was first transferred to the cell’s
culture medium (RA-EMIT conditioned medium) then cells (LAN-5 neuroblatoma and NT2/D1
human teratocarcinoma) cells seeded with RA-EMIT off.

The same experiment was repeated culturing cells under continuous RA-EMIT conditions.

As an overall control the direct differentiating effect of RA solution on cell’s culture was reported.

These experimental findings demonstrated that the RA-EMIT conditioned medium behave like
retinoic acid thus inducing cell differentiation in both cell’s lines.

1. TRANSMISSION APPARATUS

For transmission experiments (Fig. 1) to cells, the input coil coupled to wave generator VEGA
select 719 was operated at room temperature, while the output coil was placed in cell incubator.
The source tube containing 5µM RA and target coil containing LAN-5 cells. The electronic signal
corresponding to RA was superimposed to both a 7 Hz sinusoidal frequency carrier modulated at
3KHz.

The oscillator was then turned on for 12 hrs a day for 5 days. During the experimental procedure,
the various parameters such as power, voltage, capacitance and impedance remained constant.

Figure 1: Experimental apparatus and assembly. 1: Source signal coil, 2: Electronic amplifier, 2A: input
signal in the electronic amplifier, 2B: output signal from the electronic amplifier, 3: wave generator, 3A:
input signal in wave generator, 3B: output signal from wave generator, 4: cell incubator, 5: target coil.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1591

2. CONDITIONED EXPERIMENTS

For conditioned experiments cells medium were first continuosly exposed to RA-EMIT for 24 hrs,
than RA-EMIT were turned off LAN-5 and NT2/D1cells were seeded and cultured to the end of
the experiment.

3. CELLULAR METABOLIC ACTIVITY AND PROLIFERATION BY WST ASSAY

LAN-5 and NT2/D1cells were exposed to the electronically transmitted RA EMS by Vega select
719 and to conditioned medium. For each experiment LAN-5 and NT2/D1 cells were plated into
25ml 4.2 × 5.2 cm base Corning flasks (2.0 × 105/ml cells in a total volume of 5 ml). The flasks
were kept in the exposure system continuously for up to 5 days with or without RA-EMS with
or without condizioned medium. Cells were then counted and metabolism determined by WST-1
method. The experiment was repeated three times.

The quantification of LAN-5 and NT2/D1 metabolic activity, as an index of cellular proliferation,
was performed by a colorimetric assay based on oxidation of tetrazolium salts (Cell Proliferation
Reagent water-soluble tetrazolium salt (WST)-1; Roche Diagnostics, Basel, Switzerland). Cells
were cultured for up to 5 days in a normal humidified incubator (control) or in the presence of the
RA-EMS (exposed), and they were analysed by means of the formazan dye every 24 h. WST reagent
diluted to 1 : 10 was added in the wells at 4 h, 1, 2, 3 and 6 days after plating, and then incubated
for 2 h in humidified atmosphere (37 8C, 5% CO2). Quantification of the formazan dye produced
was performed by absorbance measurement at 450 nm with a scanning multiwell spectrophotometer
(Biotrack II; Amersham Biosciences, Little Chalfont, UK).

4. STATISTICAL ANALYSIS

Statistics was performed with Student’s t-test with P < 0.05 as the minimum level of significance.

5. RESULTS

5.1. Electronically Transmitted RA-EMIT and Conditioned Medium Effect on LAN-5 and
NT2/D1cell Metabolism
The cell growth rate was analyzed by the WST-1 both in LAN-5 and NT2/D1cells as control (not
exposed electronically transmitted RA) or exposed to the field with or without conditioned medium.
An inhibition in the cell metabolism in the electronically transmitted RA (RA-EMIT) exposed and
conditioned medium exposed was statistically (p < 0.01) significant after 5 days exposure (Table 1).

LAN-5 and NT2/D1 metabolic activity by WST-1 analysis in presence of RA-EMS and condi-
tioned medium compared with RA as control.

6. DISCUSSION

Low frequency electromagnetic fields at 50 or 60 Hz indeed are reported to stimulate nerve regen-
eration, alter gene transcription [4] and they may also play a synergistic role in cellular processes
that are already activated, such as cell proliferation. Despite an increasing number of publications
demonstrate an effect of very low frequencies EM field on biological systems, other in vivo and
in vitro studies suggest opposite results; in addition the possible interaction mechanism is not yet
completely understood.

A possible mechanisms evoked to explain the mechanism of EM field action to biological system
is involving Ca2+ transport across cell membrane, to trigger the signal transduction cascade.

Electromagnetic therapeutic potential can be seen in the proven efficacy of low-energy pulsed
magnetic fields in non-union bone fracture healing, confirming that under certain conditions non-
ionising electro-magnetic energy can influence physiological processes in organisms. Physiological

Table 1: Cellular metabolic activity and proliferation by WST assay.

LAN-5 and NT2/D1 metabolic activity by WST-1
Cells line Control RA-EMIT conditioned medium
Lan-5 1 0.7 0.5
NT2/D1 1 0.66 0.51
±S.D
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paradigms for non-ionising radiation effects are required. Clues may be found in the mechanisms
by which EM field interacts with cultured cells under controlled laboratory conditions and by
correlating in vivo evidence with in vitro data. Brain maturation depends on a sequence of postnatal
events. The electromagnetic information signals from the retinoic acid solution (RA-EMIT) was
captured and transferred to the target as previously described by a commercially available oscillator
(Vegaselect 719). The retinoic acid signals was first transferred to the cell’s culture medium (RA-
EMIT conditioned medium) then cells (LAN-5 neuroblatoma and NT2/D1 human teratocarcinoma)
cells seeded with RA-EMIT off.

As an overall control the direct differentiating effect of RA solution on cell’s culture was reported.
These experimental findings demonstrated that the RA-EMIT conditioned medium behave like

retinoic acid thus inducing cell differentiation in both cell’s lines demonstrating a significant effects
on cells proliferation leading to a 30% inhibition of cell metabolism.

Taken together all these data support an evident effect of the electronically transmitted retinoic
acid (RA-EMS) electromagnetic field of driving LAN-5 and NT2/D1 cells toward a neuronal dif-
ferentiation, which resembles the effect determined by morphogens, such as retinoic acid in its
chemical form. The possibility to induce differentiation elicited by our system through extremely
low frequency electromagnetic field represent an effective, minimally manipulating, and safe biotech-
nological tool to improve neurogenic differentiation in neurodegenerative diseases.

The physical nature of the nanostructures which support the EMS resonance remains to be
determined. Several speculation at this time can proposed as a model to explain the effect of RA-
EMIT conditioned medium on cells differentiation ranging from self maintained water structure
due to RA-EMIT conditioned medium exposure as well as an alteration between free and bound
calcium in RA-EMIT conditioned medium.
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Abstract— Fully dielectric pigtailed electro-optic sensors have been developed to quantify
the energy absorbed by biological tissues exposed to radiofrequency telecommunication signals
(GSM, UMTS, Wifi, WIMAX). Both applied electric field and temperature are simultaneously
measured, leading to the specific absorption rate (SAR) which constitutes the reference parameter
for microwave dosimetric applications. Measurements have been performed in the air and in a
biological solution. In the frequency-domain, the electro-optic (EO) probe presents a dynamic
range exceeding 70 dB and a sensitivity of 200mV/m·Hz1/2 in the biological medium. As it
presents an intrinsic flat response from quasi DC to 20GHz, electro-optic probes have also been
used in the time-domain to perform first in situ measurements of ultrashort electric pulses in an
electroporation cuvette. A temperature probe sensitivity of 3mK has been reached.

1. INTRODUCTION

One purpose of dosimetric studies is to investigate potentiel effects of radiofrequency (RF) electro-
magnetic fields (EMF) on living tissues. Thus, SAR evaluation constitutes a major issue to quantify
the power absorbed by living tissues exposed to RF EMF. Its evaluation is conducted using either
the temperature increase induced by RF exposition or the electric (E) field within the biological
medium. Many sensors dedicated to E-field or temperature measurements in biological media have
been developed, like thermistors [1], devices based on thermo-optic effects [2], EO probes [3, 4] or
sensors based on diode-loaded dipoles [5]. Due to their fully dielectric structure, EO probes are
much less invasive than metal-based devices, limiting perturbations on the E-field to be measured.

The pigtailed EO probe presented in this paper can measure simultaneously, and at the same
location, one E-field component over an ultra-wide frequency band (kHz-GHz frequency range)
and the temperature variations [6]. The probe is based on Pockels’ effect which traduces the linear
variation of the refractive indices of an EO crystal with the applied E-field. We have developed an
EO sensor based on the polarization state modulation of a laser beam probing a 7.1-mm long EO
crystal of x-cut LiTaO3. The relative phase shift ∆ϕ induced by the birefringence of the crystal
is the sum of a relative phase shift ∆ϕ0 due to the intrinsic birefringence ∆n0 (varying with the
temperature) and a relative phase shift ∆ϕE due to the RF E-field induced birefringence ∆nE . By
compensating ∆ϕ0, it is possible to decorrelate the effects of temperature from those of applied
E-field and thus to measure each of them. The EO probe is associated with a servo-controlled
optical system that is continuously locked on an optimal working-point, corresponding both to
highest sensitivity and linearity of the probe response. The EO crystal temperature variations are
deduced from the values of the parameters that allow the system to compensate thermal drifts.
Furthermore, the LiTaO3 crystal presents a relative permittivity of 42 in the GHz range, closed to
those of biological media. This leads to a relative low wave-impedance mismatch between the EO
probe and the biological media, which is of major importance for high accuracy measurements.

The paper is divided in two parts. In the following section, we present a characterization of the
EO probe in the frequency-domain: results on linearity, selectivity, sensitivity are discussed and
lead to SAR evaluations. In the last section we present our first results in the time-domain.

2. RESULTS IN THE FREQUENCY-DOMAIN

The experimental setup for both E field and temperature measurements is presented in Fig. 1. A
cuvette, filled with a 3 ml buffered salt solution (σ = 1.77 S/m and εr = 80.3 at 1.8 GHz) is placed
in a TEM cell mounted on a rotation stage and loaded by a 50 Ω load. The cell is fed by a signal
generator and followed by a 40-dB RF amplifier. A circulator is used for protection purpose. The
output of the EO device is connected to a spectrum analyzer and the EO probe is inserted in
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the cuvette. Linearity and selectivity measurements are done in air and in the biological medium.
For temperature measurements, the EO probe is inserted in a Petri dish subjected to the same
experimental conditions. All measurements have been done at 1.8GHz (GSM carrier frequency).

2.1. E-field Measurements

In the air, the EO probe response is linear for a synthetizer output power ranging from −60 dBm
(noise floor lower bound Plow) up to −1 dBm (microwave amplifier saturation upper bound Phigh).
In between the limits Plow + 3 dBm and Phigh − 3 dBm, the best linear fit of the measurement
data leads to a slope of 1.004 ± 0.004 with a standard deviation of 0.4 dB involving not only the
EO measurement standard deviation but also standard deviations of nominal synthetizer output
power and of nominal RF amplifier gain. Same measurements and data treatment have been
realized with the EO probe submerged by the biological medium leading to a slope of 0.997±0.007
with a dynamic range exceeding 70 dB. This latter one is limited by the RF amplifier saturation. A
standard deviation of 0.7 dB is observed. The higher measurement dynamics (71.4 dB versus 60 dB)
results from an increase of the EO probe sensitivity in the biological medium, this latter one being
induced by the presence of a higher inner-probe E field, linked to the lower mismatch between EO
crystal and ambiant medium permittivities. The distance between electrodes (12.8 mm) being much
lower than the microwave signal wavelength (165mm), an electrostatic model of the measurement
apparatus (cuvette, solution and EO probe) has been used to give a first order estimation of the
inner-probe E-field increase. The simulation leads to a gain of 10.4 dB in the biological solution.
The small remaining difference (1 dB) between measurement and simulation could result from a
resonance effect in the cuvette acting as a low Q-factor resonant cavity.

The EO probe selectivity has been evaluated via the measurement of the EO signal versus probe
orientation in between the electrodes. The theoretical fit consists in a sinusoidal response to which

Figure 1: CW experimental set-up.

(a) (b)

Figure 2: Responses of the EO probe in the air and in the biological solution with theoretical fits, (a) versus
synthetizer output power, (b) versus orientation of the EO probe.
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a residual signal (measurement floor of −102.1± 0.5 dBm) has been added, this latter one arising
from direct electromagnetic coupling between generator and measurement apparatus. Indeed, both
equipment being in the same room without Faraday cage, the EO probe selectivity is limited to
26 dB. A standard deviation of 0.6 dB is obtained. From the fit, the perpendicular to the EO probe
sensitivity axis is determined with accurately: θmin = 64.9◦ ± 0.2◦. Same measurement has been
carried out with the EO probe placed in the biological solution. The angular response is no more
sinusoidal and the 180◦-periodicity is lost. Moreover, the dynamic range (8 dB) is greatly reduced
compare to that obtained in air. On one hand the cuvette shape is rectangular, leading to a non
homogeneous distribution of the E-field vector inside. On the other hand, rotation axis of the
TEM cell and symmetry axis of the EO probe do not coincide. Such eccentric rotation movement
in a non homogeneous E-field distribution leads to sin(2m(θ − θmin))-type corrective terms in the
fitting model (m ∈ N). Considering only the dominating 2nd harmonic term (m = 1) leads to a
satisfactory fit with a standard deviation of 0.5 dB. The 9.25±0.35 dB E-field enhancement observed
in the biological medium is consistent with the one observed for linearity measurements.

2.2. Temperature Measurements

A comparison of the EO probe with a standard optical probe (Luxtron R©) has been made in a
biological medium exposed to a 1.8 GHz microwave radiation. The raw data of probes temperature
measurement are represented in Fig. 3. This curve represents the temperature evolution of both
probes from their initial temperature (ambiant temperature). The exposition of the biological
medium starts at time t = 300 s. As seen, an excellent agreement is observed between the two
measures. However, a huge improvement of sensitivity is obtained with the EO probe. In order to
quantify the sensitivity of the EO probe, we have modeled its temperature evolution considering
a mono exponential temperature evolution at the begining and another one at the end of the
microwave exposition. In order to get a better fit, we have added a linear drift (0.95◦C/h) of the
local ambiant temperature after the beginning of the microwave exposition. A perfect agreement
is observed between the theoretical fit and the measurements. Values of 333 s and 2.45◦C are
obtained for the thermalization time constant and the amplitude of the microwave heating of the
biological medium, respectively. The distribution of the difference between the theoretical fit and
the EO measurement data is also ploted in Fig. 3. A gaussian-shape distribution is obtained with a
standard deviation of 22 mK. For the Luxtron R© probe, a standard deviation of 197 mK is obtained,
i.e., a sensitivity ∼ 10 times lower than Kapteos R© EO probe.

2.3. SAR Evaluation in a Petri Dish

As seen previously, the EO probe has demonstrated its ability to measure both electric field and
temperature with a high accuracy in biological media. As the SAR (expressed in W/kg) can be
determined in two ways, one involving the thermic effect resulting from the RF exposition and the

(a) (b)

Figure 3: (a) Temperature measurements recorded by Luxtron R© (blue dots) and Kapteos R© (grey dots)
probes and theoretical fit (red solid line). (b) Deviation between measurements and the theoretical fit
(histogram) and best gaussian fit (red solid curve).
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other one involving the E-field within the exposed biological medium, both definition can be used:

SAR = C
∂T

∂t
=

σE2

ρ
(1)

Specific heat C, temperature T , electric conductivity σ, density ρ and E field E are related to the
studied biological medium. The experimental set-up is the same as the one used for temperature
measurements. The probe is horizontally inserted in the center of a Petri dish filled with a biological
solution. During the exposition, both E and T are simultaneously recorded allowing two different
SAR determinations from (1). The calculated values of SAR, obtained from E and T measurements
are 1.71 W/kg and 1.64 W/kg, respectively, thus differing of less than 5 percents.

3. INVESTIGATIONS IN THE TIME-DOMAIN

A characterization of the EO probe in the time-domain has been conducted using the experimental
set-up depicted in Fig. 4. Ultra-short kV pulses are generated by photoswitches triggered by a
pulsed laser. They are sent on the electroporation cuvette via a coaxial cable ending with two
electrodes located on opposite sides of the cuvette. The active element of the EO probe, consisting
of the EO crystal, is submerged by the biological solution filling the cuvette. Measurements have
been performed with a fast sampling oscilloscope to which output of the EO device is connected.
Electrical pulses are also measured upstream of the cuvette on a second channel of the oscilloscope.
3.1. E-field Measurement
Figure 5 shows the temporal profiles of both pulses generated and measured upstream of the
electroporation cuvette and measured in situ by the EO probe. Several of the pulse echoes are
observed on the curves. These echoes result from impedance mismatch within the propagation
structure between the photoswitch and the cuvette. On the EO signal, half of echoes are observed
due to the fact that there are also reflections on the sampling channel only visible on the pulse
measured upstream. Fourier transform of each pulse (upstream and in situ) are also plotted in
Fig. 5.

Figure 4: Kapteos EO probe inserted in an electroporation cuvette filled with a biological solution between
two electrodes providing ultra-short kV electric pulses.

(a) (b)

Figure 5: (a) Temporal profiles of both pulse measured upstream of the electroporation cuvette (in blue)
and in situ measured by the EO probe (in red). (b) Fourier transform of each signal.
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(a) (b)

Figure 6: (a) Relative temperature of a biological solution exposed to 10000 electric pulses and theoretical
fit. (b) Gaussian-shape difference between fit and measurements.

3.2. Temperature Measurement
Figure 6 depicts the temperature evolution of the biological solution exposed to 10000 ultra-short
kV electric pulses. As for CW temperature measurement, we have modeled the evolution of the EO
probe temperature. We have considered that the biological medium acts as a thermostat for the EO
crystal and that so does the air for the biological medium. We have also made the assumption that
the 10000 electric pulses act as a continuous heat source during the exposition time window. Thus
the thermal behaviors TEO(t) and Tbio(t) of both EO crystal and biological medium are governed
by the following couple of differential equations (C, P : heat capacity and power):

{
Cbio T ′bio(t) = −λbio(Tbio(t)− Te) + Pbio

CEO T ′EO(t) = −λEO(TEO(t)− Tbio(t)) + PEO
(2)

Their resolution leads to three relations, each one being valid over a specific time window: before,
during, and after the exposition. A very good agreement is observed between this model and the
measurement (see Fig. 6). The distribution of the difference between the theoretical fit and the
data, also ploted in Fig. 6, presents a gaussian shape with a standard deviation of only 3 mK. From
this model, we have also obtained the thermalisation time constants of the EO probe and of the
biological medium which are τEO = 1.8 s and τbio = 33 s, respectively.

4. CONCLUSION
We have presented novel EO probes able to simultaneously measure E-field and temperature inside
biological media either in time-domain or in frequency-domain. For the first time to our knowledge,
SAR has been determined by two different ways with the same single probe.
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Abstract— Bio-impedance voltage measurements suffer from many potential errors. One of
the key errors that affect the accuracy in medical impedance imaging and bio-impedance mea-
surements is the common-mode error. In electrical impedance tomography (EIT) applications,
where current is injected into the subject to make the measurements, the major problem is that
the interference does not occur at the power supply frequency (50 or 60 Hz) but at the work-
ing frequency. Traditional techniques such as filtering or screening have little effect in reducing
this common-mode interference. In this paper, we present a common-mode feedback topology
which reduces these errors for use in EIT systems (10–200 kHz current injection frequency). A
frequency-selective feedback network is described which reduces the common-mode voltage due
to electrode impedance mismatch at the input of the differential amplifier. The circuit was de-
signed and implemented in CMOS technology dissipating about 20 mW. Measured results show
that the common-mode signal is reduced by 85%, 75%, 70% and 65% at 10 kHz, 50 kHz, 100 kHz
and 200 kHz, respectively.

1. INTRODUCTION

Electrical Impedance Tomography (EIT) is an imaging technique that estimates the complex con-
ductivities of the interior of an object from measurements made on its surface. In the medical field
EIT has the potential for use in various applications such as breast, brain and lung imaging [1].
In particular, EIT has the ability to become a clinical tool for studying regional lung ventilation
in particular for neonate applications, which can only be viably assessed through EIT due to the
difficulty of applying traditional techniques such as X-ray and MRI. Although EIT suffers from
poor resolution compared to traditional imaging techniques; it has advantages compared to these
in terms of simplicity, cost, non-invasive, and the absence of ionizing radiation [3]. EIT data are
collected via an array of electrodes (multiple electrodes) attached on the surface of the subject
where the induced voltages are measured [1]. Fig. 1 shows a typical EIT application where a small
alternating current (AC) (< 1mA) at 50 kHz is commonly injected through one electrode pair and
voltages differences are recorded from the remaining electrodes. Then, the current is injected using
the next pair of electrodes until all the available electrodes have been switched. The speed of the
switching determines the frame rate, with real time imaging requiring frame rates from a few Hz
up to 30 Hz. Recent studies have shown that injecting multiple frequencies at the same time will
produce better tissue characterization. In addition, injecting multiple frequencies simultaneously
reduces the measurement time.

The sources of errors in bio-potential recording have been extensively studied in the recording
of signals such as the electrocardiogram (ECG) or electromyogram (EMG). In addition, sources
of errors in EIT have been discussed in various studies [2, 5, 6]. It was indicated in [5] that the
common-mode errors in EIT measurement are due to the changes in stray capacitance and electrode
impedance mismatches. Furthermore, the common-mode (CM) voltage is usually higher than the

Output to
demodulatorHuman Body

Z ?
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Amplifier

+

−

Figure 1: Simple EIT injection/recording system.
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differential voltage (DV) at the recording electrodes and since this CM is of the same frequency
as the DV, suppression of the CM by the differential amplifier is limited, in particular at high
frequencies. Various studies [4, 8] have suggested the use of common-mode feedback (CMFB) to
reduce the CM but no measured results are given. In [8], it was shown that using an extra electrode
the use of common-mode feedback has the potential to obtain a significant improvement at 10 kHz,
although it was suggested a large phase margin is required to guarantee the stability of the feedback
system. However, no measured result was presented. In this work, we present an integrated topology
for CMFB that is suitable for multi-frequency EIT. After this introductory part, Section 2 describes
the theory and the operation of common-mode feedback. Section 3 presents measured results and
conclusions are suitable drawn in Section 4.

2. METHODS

2.1. CMFB
Figure 2 shows the basic topology for the common mode feedback to suppress the common-mode
error due to electrodes mismatches with the feedback path applied to one of the injecting electrodes.
According to [8], there are two other alternatives, a) by applying feedback to an extra electrode, but
this might change the current distributions, b) by using resistors/capacitors, feedback is applied to
both terminals but this might reduce the output impedance. For the topology shown in Fig. 2 the
initial CM is higher. In order for the feedback path to support multi frequency, it is desirable for
the feedback network to be frequency selective and tunable.

Figure 3 shows the basic topology of the feedback network [4]. The CM is multiplied by the
I/Q at the locking frequency, then its low-pass filtered. For example if the CM is in phase with the
I signal, then the output from the low-pass filtered in the I path will give a maximum DC signal,
whereas the output from the Q path will give a minimum. After that the outputs from the low-pass
filter stages are then multiplied by the corresponding I/Q signals, then the outputs are summed,
amplified and applied to the injecting electrode in a negative feedback loop. For single frequency
injection the overall expression for the feedback network can be expressed as:

AFB(s) = − 1
1− jw1τ + sτ

(1)

where τ represents the time constant of the low pass filter and w1 is at the locking frequency. The
magnitude of the above expression can be expressed as:

|AFB(s)| = − 1
s2τ2 + 2τs + w2

1τ
2 + 1

(2)

The frequency response of the feedback network has a sharp peak at the locking frequency (w1).
A small time constant causes inadequate phase margin (< 60 degrees), which causes ringing in the
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Figure 2: Multi-frequency CMFB to reduce the CM signal.
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Figure 4: CM signal reduction as a function of the locking frequency for the RC model with different injection
frequencies.

step response. Large time constant increases the phase margin; however the suppression of the CM
will take longer.

3. RESULTS

An integrated solution was designed using a 5 V, 0.35-µm CMOS process technology. The simula-
tions and layout were carried out using the Cadence design kit provided by the foundry. The closed
loop response network was tested for various input frequencies when the locking frequency of the
I/Q signals was varied from 10 kHz to 1MHz and the results is shown in Fig. 4. The output has
as a band-reject filter response centred at the locking frequency. The bandwidth of the feedback
network is about 250 kHz. The closed loop response was carried out using a realistic RC model of
the electrodes [7]. The average reduction over 10 chips at 10 kHz, 50 kHz and 100 kHz were 86%,
63% and 45%, respectively.

4. CONCLUSIONS

In this paper, we have presented a practical implementation of a feedback technique to suppress
the CM voltage present in EIT measurements. The topology used is frequency-selective and the
feedback is applied to one of the injecting electrodes. Experiments were carried out using a RC
model of the electrodes to demonstrate the suppression of the CM signal. Future work will concen-
trate in reducing the time constant of the feedback network in order to support high frame rates,
in particular when large common-mode signals are present.
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Abstract— In this paper, human exposure to a simple outdoor PLC system is assessed. An
electric field irradiated by the PLC configuration is calculated using the wire antenna model. For
the frequency range from 1 to 10 MHz the human body is represented by the equivalent thick
cylindrical antenna, while in the range from 10–30 MHz a parallelepiped body model is used.
The axial current density distribution induced along the body as well as the values of surface
and whole body averaged SAR, are calculated and compared with limits defined by relevant
international standards.

1. INTRODUCTION

The purpose of Power Line Communications (PLC) system is to ensure necessary communication
means via existed power line network and electrical installations in houses and buildings. A serious
shortcoming of this new technology is related to electromagnetic interference (EMI) problems,
as overhead power lines at the PLC frequency range (1 MHz to 30 MHz) act as transmitting or
receiving antennas, respectively.

There are significant number of papers dealing with different models for accurate EMC analysis
of the PLC systems and their influence to radio and telecommunications equipment [1–4].

On the other hand, human exposure to the PLC electromagnetic radiation is almost entirely
neglected EMC aspect of the PLC technology although the human body, when exposed to electro-
magnetic radiation, behaves as a receiving antenna in this frequency region.

In this paper, human exposure to a simple outdoor PLC system is assessed. An electric field
irradiated by the PLC configuration is calculated using the accurate wire antenna model presented
in [5]. In order to estimate effects of the PLC electromagnetic radiation on the humans, two simple
body models are used.

For the frequency range from 1 to 10 MHz the human body is represented by the equivalent
thick cylindrical antenna in order to calculate the axial current density distribution induced along
the body. The values of the induced surface and whole body averaged SAR are, on the other hand,
obtained in the frequency range from 10 to 30MHz using parallelepiped body model. Obtained
results are compared to the exposure limits proposed by ICNIRP [6, 7].

2. ANTENNA MODEL OF A SIMPLE PLC SYSTEM

The geometry of a simple PLC system analyzed within the scope of this paper is shown in Fig. 1.
The system consists of two conductors placed in parallel above each other at the distance d. The
conductors are suspended between two poles of equal height, thus heaving the shape of the catenary.

The geometry of a catenary is fully represented by such parameters as the distance between the
points of suspension, L, the sag of the conductor, s, and the height of the suspension point, h, as
shown in Fig. 1. The imperfectly conducting ground is characterized with the electrical permeability
εr and conductivity σ, respectively. The conductors are modelled as thin wire antennas excited by
the voltage generator Vg at one end, and terminated by the load impedance ZL at the other end.

The current distribution over the multiple wires of arbitrary shape is governed by the set of
coupled integro-differencial equations of the Pocklington type [5]. The influence of the lossy ground
is taken into account by the Fresnel reflection coefficient.

Governing set of integral equations is numerically solved using the Galerkin-Bubnov scheme of
the Boundary Element Method.

Once the equivalent current distribution over the wires is obtained, the values of the radiated
electric and magnetic field at arbitrary point are readily obtained.
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3. PARALLELEPIPED MODEL OF THE HUMAN BODY

The exposure of humans to RF electromagnetic radiation is quantified by Specific Absorption Rate
(SAR). SAR is defined as the mass average rate of energy absorption in tissue:

SAR =
dP

dm
=

d

dm

dW

dt
=

d

dt

dW

dm
=

d

dt

dW

ρdV
(1)

and it is expressed in W/kg.
If the human body is illuminated by the plane wave, SAR induced on the surface of the human

body could be calculated analytically by following formula [8]:

SARsurf =
σ

ρ

µω√
σ2 + ε2ω2

(1 + γpw)2
∣∣Einc

∣∣2
Z2

0

(2)

where Einc is root-mean-square value of the incident electric field, while γpw stands for simplified
plane wave reflection coefficient given by:

γpw =
2

∣∣√εeff

∣∣
∣∣√εeff +

√
ε0

∣∣ − 1 (3)

If the human body is approximated by the parallelepiped with dimensions: 180 cm×40 cm×20 cm
(Figure 2), whole body average SAR induced inside the human body is given by [8]:

SARWB =
1

HD

H∫

0

D∫

0

SARsurfe
− 2x

δskin dxdz =
δskin

2D

(
1− e

− 2D

δskin

)
SARsurf (4)

where δskin is skin depth defined by:

δskin =
√

2
ωµσ

. (5)

4. CYLINDRICAL MODEL OF A HUMAN BODY

The human body standing on the ground and exposed to electromagnetic radiation at the PLC
frequencies can be represented by the conducting cylinder of the full length L and radius a, as it is
shown in Figure 3.

The current distribution along the cylinder representing the human body can be obtained by
solving the corresponding thick wire integral equation of the Pocklington type [8]:

E
inc
z = − 1

j4πω ε0

L
∫
−L

[
∂2

∂ z2
+ k

2

]
gE(z, z′)I(z′)dz′ + ZL(z)I(z) (6)

For the RF range of frequencies the load impedance ZL is given by [8]:

ZL(z) =
1

a2πσ

(
ka

2

)
J0(j−1/2ka)
J1(j−1/2ka)

+ Zc (7)

and the corresponding induced current density is readily obtained using the following expression [8]:

Jz(ρ, z) =
I(z)
a2π

(
ka

2

)
J0(j−1/2kρ)
J1(j−1/2ka)

. (8)

5. NUMERICAL RESULTS

The computational examples are related to the simple PLC circuit shown in Figure 1. The distance
between the poles is L = 200 m, with the radii of wires a = 6.35mm. The wires are suspended
on the poles at heights h1 = 10 m, and h2 = 11m above the ground, respectively. The sag of the
conductor is assumed to be s = 2 m and ground parameters are εr = 13 and σ = 0.005 S/m. The
impressed power is 1 mW (average power required for the PLC system operation) and operating
frequency is changed from 1 MHz to 30 MHz. The value of the terminating load ZL is 50 Ω.
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Figure 4: Maximal value of Ez component below the conductor (z = 1.75m).

The maximum values of the z component of the radiated electric field for the worst case scenario
(person standing directly under the power lines) for the frequency range from 1MHz to 30 MHz
and are calculated and shown in Figure 4.

Thus obtained values of the incident electric field are then used as an input data for the calcu-
lation of the induced current densities and SAR inside the human body.

First, the induced current distributions along the human body are calculated for frequency range
from 1MHz to 10 MHz with frequency step of 1MHz using the cylindrical model of the human body.
Obtained current distribution for the frequency f = 4 MHz is shown in Figure 5. It is obvious from
the picture that highest level of current is induced at the feet (connection with ground) while the
current induced at the top of the head is equal to zero due to the applied boundary condition.

Furthermore, for the frequencies up to 10 MHz corresponding current densities inside human
body are calculated using Equations (7) and (8) and compared with basic restrictions defined by
ICNIRP [6]. The obtained results are shown in Table 1.

According to the ICNIRP for the case of simultaneous exposure to fields of different frequencies
these exposures are additive in their effects. For the frequencies up to 10MHz induced current
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Figure 5: Current density induced along the body (f = 4MHz).

Table 1: Maximum values of the induced current density inside the human body compared to the basic
restrictions.

f [MHz] Imax [A] Jmax [A/m2] Jmax/Jref workers Jmax/Jref public
2 2.77E-06 4.60E-05 1.63E-06 8.13E-06
4 2.22E-05 3.74E-04 6.62E-06 3.31E-05
6 1.59E-05 2.73E-04 3.22E-06 1.61E-05
8 4.45E-06 7.78E-05 6.88E-07 3.44E-06
10 4.22E-06 7.50E-05 5.30E-07 2.65E-06

Table 2: Induced values of SAR inside the body.

f [MHz] SARsurf [nW/kg] SARWB [nW/kg] f [MHz] SARsurf [nW/kg] SARWB [nW/kg]
5 0.0119 0.0068 20 0.0352 0.0129
10 0.0347 0.0162 25 0.1676 0.0560
15 0.0668 0.0272 30 0.0727 0.0225

SARL = 0.4 W/kg (workers), 0.08W/kg (public) [5].

densities should be added according to [6]:

10MHz∑

i=1Hz

Ji

JL,i
= 1.31 · 10−4 ¿ 1

It is obvious that current densities levels induced inside human body due to radiation of the outdoor
PLC system are for the couple orders of magnitude under the limits proposed by the international
standards.

Next, based on the parallelepiped model of the human body induced values of surface SAR
and whole body average SAR are calculated using Equations (1) and (4). Again, the previously
calculated maximum values of the radiated electric field from the PLC system are used as input
values for the incident field.

Obtained results are shown in Table 2. Compared to the basic restrictions (SARL = 0.4W/kg
for workers, 0.08 W/kg for general public) induced levels are obviously insignificant (8 orders of
magnitude smaller!).

Finally, the SAR values for all frequencies are added in order to assess the cumulative effect for
the public population:

30MHz∑

i=1MHz

SARi

SARL
= 8.93 · 10−9 ¿ 1

The obtained results clearly show that heating effect due to the electromagnetic radiation of the
outdoor PLC system is negligible.
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6. CONCLUSION

In the scope of this paper, the originally developed wire antenna model, taking into account the
conductor sag, is used for calculation of the spatial distributions of the radiated electric field in the
frequency range from 1 to 30 MHz. Maximum levels of the calculated electric fields represent the
worst case scenario incident values for the assessment of the human exposure to a simple outdoor
PLC system electromagnetic radiation.

For the frequency range from 1 to 10 MHz the human body is represented by the equivalent
thick cylindrical antenna, while in the range from 10 to 30 MHz the parallelepiped body model is
used. The axial current density distributions induced along the body are calculated for a number
of frequencies and some illustrative numerical results have been presented. Also, the assessment of
both the surface and whole the body averaged SAR has been undertaken. The obtained values of
both the current density and SAR stay well below the exposure limits proposed by ICNIRP.

However, if the PLC should become widely applied technology, the question about cumulative
effects of the multiple signals should be raised.
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Analysis of Transmit Magnetic Field Homogeneity for a 7T
Multi-channel MRI Loop Array
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Abstract— Most MRI studies benefit from good homogeneity of the transmit magnetic field.
We presented numerical investigation for a set of array/load configurations obtained by RF cir-
cuit and frequency domain 3-D EM co-simulation. This is a very powerful and fast method
for array coil investigation, since one multi-port 3-D EM simulation, which can be calculated
in a reasonable time, is sufficient for obtaining the array field homogeneity with any different
tuning/feeding/decoupling conditions. We applied capacitor and inductor based decoupling net-
works and compared their array homogeneity obtained when the power reflected by the entire coil
was minimized. The optimal separation between load and array giving best homogeneity without
visible degradation of mean B1+ over the center transverse slice is in the range of 30–45 mm.
This result assists the design of transmit-only/receive-only (TORO) arrays, because about 40mm
separation provides adequate space for an RX-only coil.

1. INTRODUCTION

Most MRI studies benefit from good homogeneity of the transmit magnetic field. Due to the
complexity of the problem at 300 MHz, where the wavelength in human tissue is comparable with
the size of most human organs, experimental optimization alone is extremely time consuming and
costly. Numerical simulation becomes an important tool for analysis and optimization of transmit
magnetic field homogeneity. Our goal was to clarify how shape of load, distance between array and
load, Z direction length of array, and loop coil angularity affect transmit field homogeneity, for a
set of coil/load geometries. We extended our research to two MRI experimental situations: either
the load is much longer than, or it is comparable to, the MRI array length. The latter is typical
for MRI scanning of ex-vivo samples and most animal experiments.

2. METHOD

We investigated array MRI arrays comprising 8 channels with identical rectangular loops (length
80, 100, 120 mm), mounted on a cylindrical acrylic former with diameter ranging from 130 mm to
280mm. The angular size of the loops was varied from 40 degrees (the closest element spacing)
to 22.5 degrees (the largest gap between elements). Cylindrical loads with diameters 120, 155 and
190mm, and a 120 mm diameter spherical phantom, were used in this investigation. Cylindrical
loads were as long as 375 mm, to minimize the influence of load length on transverse slice homo-
geneity for arrays with different lengths. The electrical properties of the single component load were
close to those of average human tissue at 300 MHz — permittivity 52 and conductivity 0.55 S/m.
In this arrangement, the cylindrical symmetry of array and load rules out improvement of array
performance by RF shimming (adjustment of amplitude and phase for excitation signals). All ar-
rays were excited in circular polarization mode, applying 1 W power to each port (array transmit
power — Ptransmit = 8 W), with a sequential 45 degree phase increment. Q factor of all capacitors
is equal 1000.

The scanner gradient shield (with diameter of 683 mm and length 1200mm) was always included
in the numerical domain for simulation of unshielded and shielded arrays. The distance between
the array and a 300 mm long local shield was varied between 50mm and 100 mm, to understand
the effect of this distance on transmit field homogeneity.

Our investigation was performed using RF circuit and 3-D EM co-simulation [1]. The RF
circuit simulator was Agilent ADS software, and Ansoft HFSS was chosen as the 3-D EM tool
for its robustness in handling complex coil geometry. To increase reliability of simulation data
and to accelerate simulation convergence, the 3D simulation domain was optimized and manual
initial mesh definition was used (Fig. 1). This includes: a) the load is split between the field of
view (FOV) and two remaining sections, in which different mesh resolutions were applied; b) 3D
dummy objects (with electrical properties of vacuum) were placed in regions where the gradient of
electrical and magnetic fields is expected to be large, and a finer mesh resolution was applied in
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Figure 1: 3D EM simulation setup.

Table 1: Simulation data.

Coil length, mm  80 100 120 

Slice position, mm   0 +25  0 +25  0 +25 
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190 1.61 1.22 22 1.01 21 1.64 1.18 21 1.01 21 1.72 1.17 19 1.05 21 

155 2.11 1.19 19 1.17 20 2.13 1.34 19 1.18 21 2.16 1.31 21 1.18 21 

280 
190 1.64 1.29 22 1.04 21 1.69 1.24 20 1.06 21 1.72 1.17 19 1.05 21 

155 2.22 1.49 18 1.26 20 2.28 1.45 19 1.26 20 2.28 1.39 20 1.25 21 

240 
190 1.62 1.41 24 1.09 24 1.69 1.30 19 1.11 23 1.74 1.19 17 1.08 22 

155 2.38 1.70 17 1.35 19 2.43 1.61 17 1.36 19 2.66 1.50 19 1.34 20 

210 190 1.55 1.44 27 1.16 39 1.64 1.28 22 1.13 31 1.69 1.17 20 1.10 27 

200 

190 1.51 1.46 30 1.23 48 1.61 1.30 25 1.17 37 1.72 1.18 23 1.13 31 

155 2.48 1.87 16 1.44 20 2.48 1.69 15 1.45 20 2.46 1.53 19 1.39 20 

120 3.64 2.43 18 1.97 22 3.63 2.27 22 1.95 23 3.54 2.12 25 1.90 25 

180 
155 2.42 1.91 16 1.52 26 2.48 1.69 16 1.48 22 2.49 1.52 20 1.40 21 

120 3.77 2.55 16 2.04 21 3.71 2.34 21 2.02 22 3.64 2.16 26 1.95 24 

170 
155 2.38 1.92 19 1.59 32 2.46 1.69 19 1.50 26 2.48 1.51 23 1.40 24 

120 3.81 2.61 16 2.08 20 3.74 2.39 21 2.05 21 3.66 2.18 25 1.97 23 

160 
155 2.33 1.99 29 1.70 47 2.41 1.76 29 1.56 38 2.44 1.58 32 1.46 36 

120 3.84 2.67 15 2.13 18 3.78 2.42 21 2.09 20 3.72 2.20 26 2.00 23 

150 120 3.88 2.71 15 2.18 18 3.81 2.44 22 2.12 19 3.72 2.20 28 2.01 23 

140 120 3.87 2.75 16 2.25 18 3.80 2.44 24 2.15 22 3.73 2.21 28 2.01 23 

130 120 3.81 2.74 18 2.31 22 3.80 2.44 24 2.15 21 3.70 2.22 29 2.01 25 

these regions than that used for other free space objects; c) all conducting elements were modeled
as 3D objects, not as 2D resistive or PEC surfaces; d) at least 3 tetrahedra were placed within
each current-conducting element cross section, because the RF current is well known to flow mostly
on edges. This strategy results in convergence to ∆S < 0.002 within not more than 3 adaptive
iterations for the given investigation.

For all geometries, the array was tune/match/decoupled using capacitor and inductor based
decoupling networks, or tuned only by minimization of power reflected by entire array. Transmit
magnetic field inhomogeneity (calculated as the ratio of standard deviation to mean B1+ over the
given transverse slice (B1+s)) was computed at three transversal slices (center and +/ − 25mm
from the array/load center).

3. RESULTS

Array transmit field homogeneity strongly depends on the distance between array and load, as well
as on the load diameter and shape, as shown in Table 1. For the smallest separation of array and
load, the inhomogeneity increases with load diameter. There is an optimal distance between load
and array giving the best homogeneity. The optimal distance and the slope of the inhomogeneity
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Figure 2: B1+ on the center transverse slice for single channel excitation. 130 mm diameter and 120mm
length array with 120mm diameter cylindrical load. From left to right: “C”, “I” and “R”.

 

 

Figure 3: The same as Fig. 2 but the entire array is excited in circular polarization mode.

Figure 4: B1+ on the central transverse slice for single channel excitation. 170 mm diameter and 120mm
length array with 155mm diameter cylindrical load. From left to right: “C”, “I” and “R”

curve versus distance both vary with load geometry. For the 80 mm long coil, optimization of
homogeneity always entails a trade-off of the average value of transmit field for a given slice. Coil
length plays an essential role in the degree of inhomogeneity only if the separation between array
and load is small, or if the load diameter is 120 mm. For a load diameter of 155mm, increasing
the array length can either slightly reduce or increase the inhomogeneity, while simultaneously
decreasing the mean value of this field for the central transverse slice. For a load diameter of
190mm, increasing the array length only results in reducing the inhomogeneity.

The value of B1+ in the centre of the load and array (B1+c) cannot be used to predict behavior
(versus different factors) of the mean B1+ over the center transverse slice. This is the case both
when B1+c corresponds to the maximum value of B1+ over the center transverse (tabulated in
green) and when B1+c is smaller than maximum value of B1+ over the central transverse slice
(tabulated in purple). For a given setup, the constructive interference in the array centre is equal
to 100%. Thus B1+c is bounded by the penetration of the magnetic field of a single array element
to the array centre. The higher the value of B1+c, the higher the B1+ produced by a single array
element in the array centre. However, both the nonlinearity of the curve describing the magnetic
field penetration versus distance to array element, and the constructive/destructive magnetic field
interference versus position in slice, make it impossible to predict B1+s on the basis of the single
quantity B1+c.

Due to limited space, Table 1 includes data for only one tuning condition, such that power
reflected by the entire array was minimized. Although there can be significant variation of both
B1+s and B1+c, the array tuning/decoupling conditions have little effect on homogeneity in most
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Figure 5: The same as Fig. 4 but the entire array is excited in circular polarization mode.

Figure 6: B1+ on the central transverse slice for single channel excitation. 210 mm diameter and 120mm
length array with 200mm diameter cylindrical load. From left to right: “C”, “I” and “R”.

Figure 7: The same as Fig. 6 but the entire array is excited in circular polarization mode.

cases. Only when the separation between array and load is less than 20 mm can there be found some
array/load configurations where the use of capacitor-based decoupling can increase homogeneity
as much as 50%, at the expense of reduced average value over the slices and sometimes differing
homogeneity for slices +25mm and −25mm from the array/load centre.

It should be noted that it is hard to predict nearly equal homogeneity of B1+ over the central
transverse slice (Figs. 3, 5, 7) for the cases of minimization of power reflected by entire array and
inductor based decoupling network cases on the basis of the B1+ slice profile for single channel
excitation (Figs. 2, 4, 6). This result, and the observations mentioned above, imply that 3D EM
simulation must be performed in order to obtain reliable data for the magnetic field distribution
produced by the given array.

To shorten figure captions, we use the abbreviations “C” and “I” for the tune/match/decoupled
condition corresponding to capacitor and inductor based decoupling networks respectively and “R”
for configuration, where the power reflected by the entire coil was minimized.

For the configurations investigated, the effect of the local shield on transmit field homogeneity
was less than 15%.

Decreasing the loop angular size can significantly degrade homogeneity if the separation between
array and load is less than 20 mm. But if this is greater than 20 mm, for most coil/load geometries,
changing angular size from 40 degrees to 22.5 degrees has little effect on slice homogeneity. As a
result there is some design freedom for an entire transmit array if closely placed loop coils cannot
be properly decoupled for a set of loads. Due to space restrictions, Table 2 only shows data for a
200mm diameter array with 80 and 120 mm lengths and loaded by 120 mm ball and cylinder.
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Table 2: Influence of loop angular size on homogeneity.

loop angular size 40 37.5 32.5 22.5 

0

B  +,B1 µT;  Inhomogeneity, % B +1 % % % % % % % %

200x120 mm coil&120 mm ball load 3.63 26 2.85 21 3.61 26 2.84 21 3.55 26 2.79 21 3.34 26 2.63 21

2.13 25 1.91 25 2.12 25 1.90 25 2.10 25 1.88 25 2.01 25 1.80 25

2.44 18 1.98 22 2.43 18 1.97 22 2.40 18 1.94 22 2.28 18 1.84 22

Slice position, mm

200x120 mm coil&120 mm cylinder load

200x80 mm coil&120 mm cylinder load

+25 0 +25 0 +25 0 +25

B +1 B +1 B +1 B +1 B +1 B +1 B +1

The results reported were obtained in somewhat ideal array design conditions: a) values of
fixed capacitors was not limited by the commercially available range of values, b) component value
tolerance of zero was assumed, c) performance optimizations reach global minimum. The results
can be considered as achieving the best possible homogeneity.

4. CONCLUSIONS

RF circuit and frequency domain 3-D EM co-simulation is a very powerful and fast approach for ar-
ray coil investigation, since one multi-port 3-D EM simulation, which can be calculated in a reason-
able time, is sufficient for investigation of the array behavior with different tuning/feeding/decoupling
conditions. The optimal separation between load and array, giving the best homogeneity without
visible degradation of mean B1+ over the given transverse slice, is in the range of 30–45 mm.
This result assists the design of transmit-only/receive-only (TORO) arrays, because about 40 mm
load/array separation provides adequate space for an RX-only coil. To be able to adjust scanner
transmit power for a given slice in real time may greatly affect the homogeneity optimization proce-
dure for entire field of view, because such a transmit power adjustment avoids the need to minimize
the difference between mean B1+ for slices.
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Abstract— Modern electronic products must have high-speed, high-density layout, small size,
faster rising time and lower voltages supply. With such design, signal integrity (SI) becomes
a very important factor because sensitive equipment is affected by electromagnetic interference
(EMI) and noise interference. Crosstalk is a major factor in SI from printed circuit boards
(PCBs). Crosstalk noise is usually represented in terms of near-end crosstalk (NEXT) and far-
end crosstalk (FEXT). In order to cost concerns, microstrip line is widely used for PCBs because
it’s easy to manufacture. In microstrip line structure, FEXT is induced by the difference between
the capacitive coupling ratio (Cm/CT ) and inductive coupling ratio (Lm/LS). In earlier research,
however, many researchers had proposed solutions that are guard trace which are used to reduce
NEXT and FEXT. Since a large number of shorting-via degrades the SI and reduces the flexibility
of the circuit routing. Another technique to reduce the FEXT noise is serpentine guard trace,
but this kind of guard trace requires to be terminated with matched resistances at both ends
of guard trace. In this paper, we propose a method to reduce the far-end crosstalk by using
rectangular-shape resonators (RSR) structure. In which, the shorting-via and resistance are not
necessary to be used for improving the FEXT. The frequency-domain simulation of HFSS shows
that the S41 of RSR structure is decreased more than 7 dB compared to the 3-W rule. The time-
domain simulation of ADS shows that the peak of far-end crosstalk voltage of RSR structure is
improved to 54% compared to the 3-W rule.

1. INTRODUCTION

In the modern generation of high information processing, electronic products must have high-speed,
high-density layout, small size, faster rising time and lower voltages supply. With such designs,
the signal integrity (SI) problem in a poor printed circuit board layout is affected by noise. SI
is a critical factor in the design of a high-speed PCB [1]. Crosstalk is one noise source in PCBs
and is of particular concern in high-density and high-speed circuits, is one major source of noise
to interfere with SI. In recent years, the crosstalk noise problem is getting worse because layout
density is increasing between connections of chips. Crosstalk noise is usually represented in terms
of near-end crosstalk (NEXT) and far-end crosstalk (FEXT). FEXT is induced by the different of
the inductive coupling ratio and capacitive coupling ratio, but in addition, it is proportional to the
length of the parallel transmission lines and only exists in inhomogeneous environment, e.g., the
microstrip structure [2]. In a parallel-terminated interface, the FEXT is more problematic than
NEXT since it seriously affects the SI at the receiver side [3]. Therefore, decreasing FEXT is one
of the most important goals in a PCB design.

In general, the electronic devices in order to prevent crosstalk interference are to be designed to
three times the transmission line width, where the rules known as the 3 W [4]. The general method
most commonly were to add guard trace structure between two coupled traces that the active trace
to which the signal is applied is called the aggressor line, the passive trace to which no signal is
applied is called the victim line. However, a guard trace is also a potential noise source because it is
to like transmission line of open terminated [5]. In practice, guard trace with a lot of shorting-vias
should be added to maintain a stable grounded potential. In a real layout, however, only a few
plated vias can be used to connect the guard trace and ground plane due to circuit backside routing
restriction [2, 6].

In this paper, we propose a method to reduce effectively the FEXT by using rectangular-shape
resonators (RSR) structure. In which, the shorting-via and resistance are not necessary for im-
proving the FEXT noise. Hence, compared to past method mentioned above, the proposed method
own the advantage of the flexibility of the circuit backside routing.
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2. FAR-END CROSSTALK

Crosstalk occurs due to the coupling effects caused by the mutual capacitance (Cm) and mutual
inductance (Lm) of the victim and aggressor, driven by the transient signals in the aggressor.
Crosstalk noise is usually represented in terms of NEXT and FEXT. The equivalent model of the
two parallel traces is shown in Fig. 1(a), and the typical crosstalk signature of the victim without
a guard trace is shown in Fig. 1 [1]. The end of the victim closest to the driver (receiver) of the
aggressor is called the near (far) end. When the rise and fall times of the aggressor’s transient logic
states change continually, the signal operation of the victim will be destroyed, since the coupling
effect of Cm and Lm transfer energy from the aggressor [9]. Since modern high-speed circuits have
intensive of wiring layout caused by high Cm and Lm, crosstalk noise is a major issue in high-speed
digital system design. In some cases, e.g., microstrip line, the inductive coupling ratio is always
larger than capacitive coupling ratio because the dielectric constant of surrounding air is less than
that of the PCB dielectric material [7]. This difference between inductive and capacitive coupling
ratios can induce FEXT. Let LS and CS be the self-inductance and self-capacitance, respectively.
The FEXT can be represented as [8]

VFEXT = − Vin

2Tr
· TD ·

(
Lm

LS
− Cm

CT

)
(1)

where Vin is the input voltage, TD is the time delay and Tr is the rising time.
Based on Eq. (1), how to get lower difference of the inductive coupling and capacitive coupling

is necessary to decrease FEXT.

3. RECTANGULAR-SHAPE RESONATORS STRUCTURE

In the following analysis structure which is placed on FR4 PCB substrate. Dielectric constant of the
substrate is 4.4 and thickness is 1.6 mm. The thickness of copper (trace and ground) is 0.035 mm.
The width of the microstrip line is designed to 3 mm to match 50 Ω. The length of trace is 50 mm.
Figs. 2(a), (b) and (c) represent the three structures, 3-W rule, shorting-via guard trace and RSR
structure, respectively. For the fair comparison, all of the above layout parameters are the same
among these three approaches. In Fig. 2(b), we used seven shorting-vias to enhance FEXT, and
distance between vias is 7.8mm. Based on [10], between the two vias the resonant frequency can
be determined. In the guard trace of seven shorting-vias, we can move the first resonant frequency
of the bandwidth in interested frequency range.

Although shorting-via guard trace can reduce FEXT which takes a lot of via hole connected to
the ground plane. In practice, however, we can’t use a lot of via hole by circuit routing restric-
tion [2, 5]. In this concerns of circuit backside routing restriction, the RSR structure is used to
improve FEXT as Fig. 2(c), where lr = 8 mm and Wr = 1 mm. In this method, it needn’t use
any shorting-via and resistance connected to ground plane. In order to compare the convenience,
we use eleven RSR structure to reduce the FEXT. In practice, we can add more RSR structure to
improve the FEXT because it does not need to use shorting-via.

(a) (b)

Figure 1: (a) Equivalent model of the two parallel traces [8]. (b) Typical crosstalk signature of the victim
without a guard trace [1].
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(a) (b)

(c)

Figure 2: Comparison among three topologies. (a) 3-W Rule, (b) shorting-via guard trace, (c) RSR structure.

Figure 3: Comparison of frequency-domain simulation.

4. SIMULATION AND COMPARISON

Figures 2(a), (b) and (c) show the comparison of the three cases as 3-W, shorting-via guard trace
and RSR structure, respectively. The parameter setup is the same as that in Fig. 2 and Section 3. In
this work, frequency-domain simulation is based on using the field solver High Frequency Structure
Simulator (HFSS) [11] and FEKO [12]. Comparison of three kinds of structure, the shorting-
via guard trace and RSR are better than the 3-W rule. But in RSR structure, where needn’t
use shorting-via to enhance the FEXT. RSR structure can enhance 7 dB and 3 dB for 3 W and
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Figure 4: Comparison of time-domain simulation.

shorting-via structure. In Fig. 4, the time-domain simulation of Advanced Design System (ADS)
shows that the peak of far-end crosstalk voltage of RSR structure is improved to 54% of that of
3-W rule, where input voltages is 1V and rising time is 100 ps.

5. CONCLUSIONS

Verified in the frequency-domain simulation results, our approach of the rectangular-shape res-
onators structure can enhance far-end crosstalk by 7 and 3 dB compared to the three times of width
rule and the shorting-via guard trace, respectively. In time-domain simulation, the rectangular-
shape resonators structure can decrease 54% and 30% compared to the 3-W rule and the shorting-via
guard trace, respectively. All results are showing that the proposed structure has a very good per-
formance among these three approaches. In this method, it can reduce the FEXT, where needn’t
use shorting-via and resistance to enhance the FEXT noise. Hence, our method can be indeed
employed to those products of the high-speed printed circuit board applications to suppress the
far-end crosstalk and then increase their reliability and circuit routing flexibility.
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Abstract— Powerline Communications (PLC) represent technology that enables data transfer
at narrow or broad band speeds through power lines by using advanced modulation technology.
Although the PLC technology in the beginning was promising and was potentially easy to install
and inexpensive, it is still not fully developed and standardized. One major concern related to
these systems is the electromagnetic field radiation. This paper is aimed to present one approach
within the EMC issue related to indoor PLC.

1. INTRODUCTION

To transmit signal between the transmitter and receiver, PLC technology works by coupling to the
existing electrical wiring a modulated signal from 1–30MHz, usually between phase and neutral
line or between different phase wires, using appropriate inductive or capacitive couplers.

However, high frequency band from 1 to 30 Hz over power lines present various and quite complex
EMC problems [1]. This refers to emissions and immunity of different systems that use the same
high frequency band. Various numerical methods and simulation tools have been introduced to
provide design assistance in such EMC problems [2]. In this paper the radiated electromagnetic
field by an indoor PLC circuit has been analyzed using a three dimension Method of Moments (3D-
MoM) on the antenna theoretical background. The low voltage circuit is modeled with equivalent
thin-wires and the wall as a homogeneous conductive central layer of a three layer stratified media
(air/wall/air). The software developed in Fortran offers great flexibility for parametric analysis,
and may be linked to specialized software for circuit analysis, as Matlab. In this paper, the authors
are focused on the investigations the electric radiation performance of a PLC indoor circuit when
excited by signals in frequency range from 3 to 30Hz.

2. MATHEMATICAL MODEL

An efficient yet adequately accurate approach by combining MoM and equivalent thin-wire mod-
eling is proposed. The mathematical model is based on the assumption that such wiring at high
frequencies behaves like a transmitting antenna. Considering the high frequency range the mathe-
matical model is based on rigorous formulations derived from the full set of the Maxwell’s equations
and the theoretical background of microstrip antenna analysis [3]. It is developed in the frequency
domain and tends to take into account the electromagnetic effects related to the geometry of the
formed circuit and the influence of the media. The model is based on the MPIE integral equation
of the electric field created by the currents and the loads presented in the segments. The exact
Green’s functions due to HED in stratified media involve Sommerfeld type integrals that are solved
by direct numerical integration. The solution is obtained using the MoM with triangular basis and
weighting functions in a similar way as in [4].

2.1. The Physical Model
The physical model of a simplified in-wall PLC wiring is shown in Fig. 1. The geometry of the circuit
is assumed as rectangular with length L and width W . It is formed by the thin-wire conductors of
radius a, and lies in the x-y plane. For the purposes of MoM application the conductors are based on
the fictitious segmentation into straight tubular segments. The axial current along the conductors is
approximated by a linear combination of overlapping triangle dipole expansions functions positioned
along two neighbor segments of total length ln [4].

The excitation is assumed by an ideal harmonic source generator VS in frequency range from 3 to
30MHz. The internal resistance and the load are represented by resistors RS and RL respectively.
The circuit is placed at a depth h in the wall. The wall surfaces correspond to the plane z = 0 and
z = −d. The wall is represented as a homogeneous central layer of a three layers stratified media,
characterized by a relative permittivity εr, a permeability µ0, and a conductivity σ.



1618 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

(a) (b)

Figure 1: (a) A physical model of a PLC in-wall circuit: A wall/circuit cross-section, (b) a circuit geometry
in the z = −d plane with the observation pints A, B and C in the z = +zf plane in front of the wall.

2.2. The Impedance Matrix
The mathematical model that is based on mixed potential integral equation (MPIE) [5], that is
solved by the method of moments. Herewith, the elements of the impedance matrix [Z] that
represent mutual impedances zmn are calculated between pair of triangular dipoles: source dipole
n of length ln carrying current In, and test m of length lm as

zmn = − 1
In

∫

ln

En · Imlm =
1
In

∫

ln

(jωAn +∇φn) · Imlm, (1)

where En is the electric field at the surface of the observation segment m. Here, the computation
of the vector and scalar potentials involves appropriate Green’s functions through the following
integral form

An = −
∫

ln

GA · Indln and φn =
∫

ln

Gφqndln with qn =
−1
jω

dIn

dln
. (2)

In (2), GA is a dyadic Green’s function for the magnetic vector potential, and Gφ is a scalar potential
Green’s function due to elementary horizontal electric dipole (HED) embedded in horizontal three-
layer medium (air/wall/air). Above Green’s functions are obtained by numerical integration of
the following Sommerfeld-type integrals from their spectral expressions [3] given in general form as
follows

G̃xx
A =

µ0

j2kz
TTE and G̃φ =

1
εrj2kz

[
TTE +

k2
z

k2
ρ

(
TTE ± 1

jkz

∂TTM

∂z

)]
. (3)

Here, TTE and TTM are plane wave transmission coefficients from the plane of the source to the
plane of the observation; kz is vertical wave number for the layer of the source and k2

z +k2
ρ = εrk

2
0 =

(εr−jσωε0)k2
0.

2.3. Calculation of the Electric Field Vector
When the solution of above equation due to all source current segments is evaluated, then a very
accurate 3-D profile of the radiated electric field can be obtained. The vector components of
the electric field can be deduced by using ‘ghost’ segments oriented along x, y and z axis, which
captures the essence of Method of Moment as an 3-D electromagnetic solver. Here, the superposition
principle is used to calculate the electric field in point P (xf , yf , zf ) in front of the wall,

EP =
N∑

n=1

EPn with EPn
= −jω

∫

`n

ḠA · Indln +∇ 1
jω

∫

`n

qnGφdln where (4)

EPnx = −jωAnx − ∂

∂x
Gnϕ; EPny = − ∂

∂y
Gnϕ; EPnz = −jωAnz − ∂

∂z
Gnϕ. (5)
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3. NUMERICAL RESULTS

In this section, some numerical results that represent the radiated electric field in vicinity of an
in-wall PLC circuit are presented. It is assumed that the circuit dimensions are: length L = 5m,
width W = 5 cm, conductor radius a = 5mm. It is placed at depth h = 3 cm in the wall of thickness
d = 20 cm. The wall permittivity and conductivity are εr = 10 and σ = 10−3 S/m. The voltage
amplitude is 1 V, RS = 1 Ω and RL = 200 Ω.

Firstly, in Fig. 2 it may be observed the magnitude and the phase of the current in the source
and in the middle of the conductor with length L, with respect to frequency.

Figure 3 shows a 2D and a 3D view of the electric field vector at distance z = 10 cm from
the wall surface calculated at 10 MHz. As may be observed in Fig. 3(a), the Ey component is
completely dominating while Ex component is negligible in points parallel the wall surface. As may
be observed in Fig. 3(b), the Ez component is significant in points that are parallel to the long
conductors of length L.

Figure 4 shows respectively the magnitudes of the electric field components Ey and Ez at points
A, B and C along a profile y = 5 cm and distance z = 10 cm in front of the wall surface. The
x-coordinates of the points A, B and C along a profile correspond to: 0m (close to the source VS),
2.5m (in the middle of the conductor with length L) and 5 m (close to the load RL).

When increasing the distance from the wall surface the level of the electric field components
rapidly decreases as may be observed in Fig. 5. Here, the magnitude only of the dominating Ey

component is shown. The observation points A, B and C lie along the profile y = 5 cm and distance
z = 25 cm and z = 50 cm from the wall respectively. As may be observed, the magnitude of the
electric field component Ey at 25 cm in front of the wall is about one-third of the value at 10 cm,
whereas at distance of 50 cm in front of the wall the magnitude of the Ey component declines at

Figure 2: A magnitude and a phase of a current in the source and in the middle of a length L with respect
to frequency.

(a) (b)

Figure 3: A 2D and a 3D view of the electric field vector at distance: 10 cm from the wall surface calculated
at 10 MHz.
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Figure 4: Magnitudes of the Ey and Ez electric field components at points A, B and C along a profile at
distance of 10 cm from the wall surface in frequency range from 3 to 30MHz.

(a) (b)

Figure 5: Magnitude of the Ey electric field component at points A, B and C along a profile at distance of
25 cm (a) and 50 cm (b) in front of the wall in frequency range from 3 to 30MHz.

only one-tenth the value at 10 cm. As may be observed, in all cases the shape of the curves of Ey

and Ez follow the oscillations of current with respect to frequency.

4. CONCLUSIONS

In this paper the authors are focused on the analysis of the electric field radiated by the in-wall PLC
circuit when excited by high frequency input signal. The proposed model is developed in frequency
domain on the basis of antenna theory and uses the MoM method. The electric field radiated
from an indoor low voltage circuitry excited by high frequency signals in frequency range from 3
to 30 MHz has been analyzed. The results show 3D view of the electric field vector distribution
at points parallel to the wall surface. Also, some results of the frequency behavior of Ey and Ez

components with respect to frequency and distance from the wall surface has been represented.
The results lead to the following conclusions:

• The Ey component (parallel to the source) of the electric field is dominating while the Ex

component is negligible. The Ez component (orthogonal to the wall) is significant in points
parallel to the long conductors.

• The magnitude of the electric field at distance of 50 cm from the wall surface is about one-tenth
of the value obtained at 10 cm from the wall.

• The frequency behaviour of the field components is strongly affected by the frequency oscil-
lations.
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Analysis of Transmit Performance Optimization Strategies for Multi
Channel MRI Array
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Abstract— Experimental optimization of MRI multi-channel arrays can be very time consum-
ing and costly. We present an approach based on co-simulation of the RF circuit and frequency-
domain 3-D electromagnetic fields (EM) which allows very powerful and fast investigation of
array coils, since one multi-port 3-D EM simulation, which can be calculated reasonably quickly,
is sufficient for obtaining the array behavior with any combination of tuning/feeding/decoupling
conditions. We explored capacitor and inductor based decoupling networks, comparing their ar-
ray performance in the condition of minimal power reflected by the entire coil. The necessary
inclusion of all tuning/feeding/decoupling circuits enables accurate array performance data to be
obtained. Especially for relative small coil loading, Sxx and Sxy alone provide insufficient guid-
ance in regard to the decoupling required to optimize array performance. The power reflected by
the entire coil must also be minimized.

1. INTRODUCTION

MRI multi channel arrays enable several novel applications such as B1 shimming and transmit
SENSE. Due to the complexity of the problem, experimental optimization alone is extremely time
consuming and costly. Numerical simulation may be an important tool for array optimization and
is required to predict the RF field distribution. However, the published simulation approaches,
mainly based on finite difference time domain solvers, are insufficiently flexible for the analysis of
multi-channel array decoupling, and cannot be applied for most tune/match/decoupling problems
without many time-consuming 3D EM simulations. Our goal was to develop an approach for
obtaining coil performance data over a range of tune/match/decoupling strategies, with only one
3D EM computation, to quantify coil performance realistically as B1+ (in Tesla) versus the square
root of the transmit power, for several coil and load geometries, and to map the predicted RF fields
of the optimized coil.

2. METHOD

We investigated array MRI coils comprising 8 channels with identical rectangular loops (length
100, 120 mm), mounted on a cylindrical acrylic former with diameter ranging from 220 mm to
300mm. The angular size of the loops was varied from 40 degrees (the closest element spacing)
to 22.5 degrees (the largest gap between elements). Cylindrical loads with a range of diameters,
and a 120mm diameter spherical phantom, were used in this investigation. In this arrangement,
the cylindrical symmetry of array and load rules out improvement of array performance by RF
shimming (adjustment of amplitude and phase for excitation signals). The electrical properties of
the single component load were close to those of average human tissue at 300MHz — permittivity
52 and conductivity 0.55 S/m. All arrays were excited in circular polarization mode, applying 1W
power to each port (array transmit power — Ptransmit = 8 W), with a sequential 45 degree phase
increment. Q factor of all capacitors is equal 1000.

The scanner gradient shield (with diameter of 683 mm and length 1200mm) was always included
in the numerical domain for simulation of unshielded and shielded arrays. The distance between
the shielded array and a 300 mm long local shield was varied to maintain approximately the same
ratio of the distances of coil to load centre and shield to load centre.

We attached capacitor and inductor based decoupling networks and compared their array perfor-
mance obtained when the power reflected by the entire coil was minimized. Our tune/match/dec-
oupling approach relies on RF circuit and 3-D EM co-simulation [1]. The RF circuit simulator was
Agilent ADS software, and Ansoft HFSS was chosen as the 3-D EM tool, for its robustness in han-
dling complex coil geometry and fast multi-port simulation. In brief, the co-simulation approach
entails substitution of all tune/match/decouple networks by ports during the 3D-EM simulation,
and their reconnection during circuit simulation, followed by a simple computation (weighted sum
of already calculated quantities) of the final 3D electromagnetic field distribution. Substitution
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of an RF network by a lumped 3-D EM port requires equalization of entering and leaving cur-
rents, because such a port is not a true differential port. This condition applies automatically for
some decoupling and most tune/match networks used for MRI coil design, but can be infringed
by decoupling networks connected between different coil element, or having internal connection to
ground.

For inductive decoupling within the loop array, a decoupling network inductor, placed in series
with a loop radiative element, is usually accompanied by a distributed capacitor in series. Both
elements have the same entering and leaving currents. This enables substitution of this sub-circuit
by one port. The opposite case is the capacitive decoupling network, which includes capacitors
connected between the different radiative elements comprising the 3D structure. Due to such cross-
connections and a generally asymmetrical load (for example the human head), the entering and
leaving currents are different for this network, treated as a single subcircuit. For this reason, the
capacitor-based decoupling network must be substituted by 4 ports. These ports need not be
closely co-located. Decoupling capacitors between radiative elements (and their port substitution)
can be placed in arbitrary positions, in reality and in the numerical domain, provided that a 3D
EM simulation is performed for each different independent position of decoupling capacitors. For
the present investigation a) the position of decoupling capacitors is fixed at each end of the array
elements (Fig. 1) and b) two inductor based decoupling networks (Fig. 2) placed at both ends of
the array elements. The latter arrangement implies that 4 inductors are placed in series with each
loop radiative element.

Because the decoupling network influences the value of distributed capacitors, for maximal flex-
ibility, all distributed capacitors were also substituted by lumped ports. The values of distributed
capacitors were then obtained by RF circuit optimization. The total number of ports amounts to
80, for an 8 element coil with 8 capacitors in the radiative loop and two connections for decoupling
circuits.

If a simulated port does not correspond to any actual circuit element for a given array design
(for example ports provided for decoupling capacitors when an inductive decoupling network is the
subject of analysis) then a very high impedance (10GOhm) resistor is connected across this port,
for the purpose of circuit simulation.

The required values of fixed and adjustable multi-channel array lumped elements are obtained

Replaced by

lumped 

ports 

Feed 

removed

Capacitors

removed Connection for

decoupling circuit

Figure 1: 3-D EM model setup.
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Figure 2: 3-D EM model setup.
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Figure 4: Data for an array for which the power reflected by the entire coil was minimized.

by a numerical domain RF circuit tuning/matching/decoupling procedure that is very close that
used in real life, especially if this includes a computational step. For the array with capacitor and
inductor based decoupling networks the procedure is guided by a set of criteria defined as a) the
frequency at which Sxx approaches its minimum must be equal to the MRI resonance frequency, for
each array element; b) Sxx must be < −30 dB, for each array element; c) Sxy must be < −20 dB,
for each neighbouring pair. This results in as many as 24 criteria for an 8-channel loop array.

To minimize power reflected by the entire coil, criteria are defined such that the power reflected
by each element must be equal to zero. Thus there are 8 criteria for an 8-channel loop array. It
should be noted that this optimization approach is not concerned with Sxx and Sxy minimization.
By contrast, in most cases our approach to transmit optimization yields highly coupled coil elements
and pure Sxx matching. But here the maximum coil current is exactly at the MRI resonance
frequency and transmit performance is optimal (Fig. 4 and Table 1).

In general, any other criterion can be incorporated in the procedure, and each criterion can be
independently modified and weighted to adjust its influence on a optimization error function that
is iteratively minimized by a software circuit optimizer.

Initial guesses are made, based on numeral simulation experience or available experimental
data, for the values of fixed elements and the starting values of adjustable elements (tune and match
capacitors/inductors/mutual inductance), as well as the range over which they can be varied. Then
the RF circuit optimizer performs two steps: 1000 random tries, followed by gradient optimization
to ensure that the global minimum condition has been found. If the initial guess is too inaccurate,
or if the range of allowed variation of adjustable element values is too large, the circuit optimizer
cannot find a converged solution. As in real life, the analysis of circuit simulation data (primary
S parameter matrix and current in each array element) provides information for the direction of
initial value adjustment. After this re-adjustment the RF circuit optimizer is restarted.

If this multiple criterion optimization cannot be handled as a single run setup, the multi-channel
array tuning/matching/decoupling procedure can be rearranged, as in reality. A common approach
is to tune and match each individual array element separately at the outset. To eliminate coupling
to other array elements, these can be decoupled from the element of interest by substitution of
lumped elements (for example distributed capacitors) by high impedance resistors. Individual
element tuning and matching is then guided by the (a) and (b) criteria mentioned above. Because
this is a simple setup for the software circuit optimizer, it converges in most cases, but the values
of adjustable elements may be unrealistic. In such cases, the values of fixed elements must be reset,
and the optimizer must be restarted. The values obtained for fixed and variable elements that are
valid for individual element tuning and matching then serve as starting values when the element
is used in the entire array. As already noted, the decoupling strategy affects the value of some
fixed elements. For example, the value of distributed capacitors must be decreased when inductive
decoupling is used, because this network increases the effective inductance of radiative loop.

The magnetic field generated by each coil element is defined by the current through it. At
300MHz and higher frequencies, the current can vary across different locations within the array.
By monitoring the power reflected by the entire coil and the currents through distributed capaci-
tors, in some cases the values of distributed capacitors can be further adjusted to optimize current
distribution and/or to minimize this power for the given geometry and tune/match/decouple con-
ditions. This eliminates the need to calculate combined 3-D EM fields for each step during coil
performance investigation, a feature that additionally reduces the investigation time.
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3. RESULTS

The power balance calculation workflow is shown in Fig. 5. If the non-conservative RF electric field
is generally dominant, the ratio of mean B1+ over the load (B1+brain) to

√
Pload is stable (with only

+/− 5% variation) for a given coil/load geometry. Pload, Pradiated and Pcoil are closely interrelated.
Therefore the ratio of power delivered to load to the power delivered to the entire coil varies also a
little (+/ − 10%) for different tuning/matching/decoupling conditions. Thus minimization of the
power reflected by the entire coil, which Sxx and Sxy data alone do not reveal (Fig. 3), becomes
one of the major target for array performance optimization.

An example of power balance data is shown in Table 1 for an array 200 mm in diameter and
120mm high. The abbreviations C/I/R correspond to capacitor and inductor based decoupling
networks, and the power reflected by the entire coil was minimized respectively. There are two very
different behaviors for array performance optimization: large loading, where the power delivered to
the load is more than 95% of transmit power; and relative small loading, where the latter quantity
can be less than 70%. For the first case the distributed capacitor value and decoupling strategy
have minimal influence on array performance, and neither does the type of decoupling.

For the second case, tuning based only on minimization of the power reflected by the entire coil
provides array performance which is relatively insensitive to the values of distributed capacitors.
For both inductive and capacitor decoupling approaches, adjustment of the distributed capacitor
values can result in variation of the power reflected by entire coil, and thus improvement of the
array performance can be obtained, as shown in Fig. 6. This is mostly the case for capacitor based
decoupling networks.

For any geometry/load investigated, both capacitor and inductive based decoupling provide
greater decoupling for the first neighbour than for the second neighbour coil element.

In some array/load configurations, it is impossible to minimize the power reflected by entire
coil with any type of decoupling, mainly because the coupling to the second and third neighbours
cannot be reduced.

Table 1: Power balance.

Load Small Medium Large

Tuning C R I C R I C R I

Pabsorbed, W 7.07 8 6.27 7.54 8 7.74 7.93 8 7.95

Pradiated, W 0.07 0.07 0.05 0.02 0.02 0.02 0.01 0.01 0.01

Pvolume, W 0.17 0.43 0.40 0.12 0.28 0.33 0.07 0.19 0.20

Presistive, W 0.20 0.42 0.33 0.14 0.29 0.27 0.09 0.19 0.18

Pload, W 6.63 7.08 5.49 7.26 7.41 7.12 7.76 7.61 7.56

B1+, T 2.75 2.84 2.50 1.65 1.67 1.64 0.83 0.84 0.84µ
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Figure 5: Power balance calculation workflow.
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Figure 6: Left: data for distributed capacitors are equal to 7.4 pF, right: data for distributed capacitors are
equal to 6.9 pF.

The results reported here were obtained in some sense for ideal array design conditions: a)
values of fixed capacitors were not limited by the commercially available range of values, b) zero
value tolerance was assumed, c) performance optimizations reached a global minimum. The re-
sults can be treated as the best possible optimization achievement. The approach presented for
array investigation can straightforwardly incorporate lumped-element nominal values and tolerance
ranges, and it can mimic the limited possibilities of actual (real) tune/match/decoupling procedure
by adjusting the set of criteria and/or optimization sequence steps.

4. CONCLUSION

RF circuit and frequency domain 3-D EM co-simulation is a very powerful and fast approach for ar-
ray coil investigation, since one multi-port 3-D EM simulation, which can be calculated in a reason-
able time, is sufficient for investigation of the array behavior with different tuning/feeding/decoupling
conditions. The necessary inclusion of all tuning/feeding/decoupling circuits enables accurate array
performance data to be obtained. For small coil loading, Sxx and Sxy provide insufficient guidance
in regard to the decoupling required to optimize array performance. The power reflected by the
entire coil must also be minimized. The latter is provided by RF circuit simulation. This eliminates
the need to calculate combined 3-D EM fields for each step during coil performance investigation,
a feature that additionally reduces the investigation time.
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Abstract— A novel design strategy for microstrip harmonic-suppression antennas is presented.
The computational method is based on an integral equation solver using adaptive surface meshing
driven by a genetic algorithm. Two examples are illustrated, all involving design of coaxially-fed
air-dielectric patch antennas implanted with shorting and folded walls. The characteristics of
the antennas in terms of the impedance responses and far field radiation patterns are discussed
theoretically and experimentally. The performances of all of the GA-optimised antennas were
shown to be excellent and the presented examples show the capability of the proposed method
in antenna design using GA.

1. REVIEW AND SUMMARY OF THE METHOD

Harmonic suppression antennas (HSAs) are used to suppress power radiation at harmonic frequen-
cies from active integrated antennas. An antenna that presents a good impedance match at the
fundamental design frequency (fo) and maximised reflection at harmonic frequencies is said to be
a harmonic suppression antenna. In addition, the input impedance of any HSA design has to have
minimised resistance at the harmonic frequencies and hence will be largely reactive [1, 2]. Several
techniques have been proposed to control such harmonics, such as shorting pins, slots or photonic
bandgap structures [3, 4]. In [5], the modified rectangular patch antenna with a series of shorting
pins added to the patch centre line was applied to shape the radiated second harmonic from the
active amplifying-type antenna, in order to increase the transmitter efficiency. Unfortunately, the
proposed design does not provide the termination for the third harmonic. A circular sector patch
antenna with 120◦ cut out was investigated and proved to provide additional harmonic termina-
tion for the third harmonic, also claiming a further enhancement in the transmitter efficiency [2].
Further, an H-shaped patch antenna was designed and applied in oscillator-type active integrated
antennas for the purpose of eliminating the unwanted harmonic radiation [6, 7]. The present work
presents a clear motivation to develop a coherent design strategy for microstrip HSA in active inte-
grated applications. The technical work, adopts a computational technique using adaptive surface
meshing driven by a genetic algorithm.

The benefit of applying GA methods is that they provide fast, accurate and reliable solutions
for antenna structures. A genetic algorithm driver [8–10], written in Fortran, was adopted in this
work in conjunction with the authors’ Fortran source code [11], which was used to evaluate the
randomly-generated antenna samples. Several antenna designs, derived using GA in previous work
by the authors [12–14], have shown that the GA method to be an efficient optimiser tool that can
be used to search and find rapid solutions for complex antenna design geometries.

An adaptive meshing program was also written in Fortran by the present authors and added
as a subroutine to the GA driver, with the primary objective of simulating air-dielectric planar
microstrip patch antenna designs: this used a surface patch model in cooperation with a GA.
In addition to microstrip patch designs, the program can support the design of any 3D antenna
geometry structure, including moderate amounts of dielectric materials. The present work is an
extended version of preliminary work reported in [15]. The design of coaxially-fed air-dielectric
microstrip harmonic-rejecting patch antennas for 2.4 GHz was investigated, enforcing suppression of
the first two harmonic frequencies, using a genetic algorithm. The designs included patch antennas
with shorted and folded walls.

2. SIMULATION AND RESULTS

Simple coaxially-fed air-dielectric patch antennas with shorted and folded walls, mounted on an
infinite ground plane and operating at 2.4GHz, were selected for this study as a simple exemplar
to demonstrate acceptable harmonic rejection [5].
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The proposed outline antenna designs are shown in Fig. 1. The full width shorted patch is
subdivided into four trilaterals and two quadrilaterals, including the conducting shorted wall, as
illustrated in Figs. 3(a) and 3(b). This design required six parameters to be defined. The second
design example is similar to the first, but uses a modified folded wall, as shown in Figs. 3(c) and
3(d), in which the total surface area was subdivided into four trilaterals and three quadrilaterals.
The fold in the wall means that it is no longer electrically connected to the ground plane, although
the folded portion will provide strong capacitive coupling. In this model eight GA parameters were
considered.

Table 1 presents the GA input parameters in which the possible range of values is shown for two
examples considered. For this optimisation process, real-valued GA chromosomes were used. It
should also be noted that the fundamental, first and second harmonic frequencies were considered
within the GA cost function.

For validation, prototypes of the GA-optimised harmonic-suppression antennas (HSAs) of the
two models were designed and tested. Copper sheet with thickness of 0.5mm was used for the patch
antenna, shorted/folded wall and the ground plane. The ground plane size was set to 140 mm ×
140mm, this relatively large size being chosen in order to attenuate the effect of the edges of
the finite ground plane. The return losses were validated and measured results compared with
calculations are shown in Fig. 2. As can be seen, the results for rejection levels of 2nd and 3rd
harmonics were quite encouraging and no other resonances or ripples were found over the harmonic
frequency bands.
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Figure 1: (a), (b) The proposed antenna models for full-width shorted wall; and (c), (d) folded wall. (a),
(c): Top view; (b), (d): 3D view of surface patch meshing.
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Figure 2: Performance of the measured and calculated return losses of the GA-optimised HSAs; (a) full-width
shorted wall; and (b) folded wall.
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Table 1: Summary of GA input parameters, antenna variables and best solutions for the proposed designs,
including shorted and folded walls.

GA parameters
Harmonic suppression

antenna parameters
Fully shorted Folded wall

Parameters (m) Optimal (m) Optimal (m)

Antenna length (L) (0.03–0.06) 0.03950 0.04540

No. of population size = 4 Antenna width (W ) (0.02–0.06) 0.03305 0.03006

No. of parameters:

6 (Figure 1(a1)),

7 (Figure 1(a2)),

8 (Figure 1 (a3))

Shorting or folded wall position (d)

(0.002–0.03)
0.00972 0.00748

Probability of mutation = 0.02 Antenna height (h) (0.003–0.01) 0.0079 0.00989

Maximum generation = 500
Feeding point at x-axis (Xf )

(0.004–0.02)
0.00723 0.00571

No. of possibilities = 32768
Feeding point at y-axis (Yf )

(0.004–0.02)
0.01752 0.01392

Variable shorting wall width (Ws)

(0.001–0.03)
- -

Extend folded wall length (Lf )

(0.005–0.015)
- 0.01327

Extend folded wall height (hf )

(0.001–0.0035)
- 0.00159

Table 2: Simulated and measured gain values at the fundamental frequency for the two antennas shown in
Fig. 1.

Type of antenna Full shorted wall Folded wall

Antenna gain (dBi) Measured Simulated Measured Simulated

Frequency (GHz) fo = 2.47 fo = 2.45

x-z plane
H.P.1 −8.35 −24.74 −13.45 −23.71

V.P.1 4.14 4.06 5.01 5.03

y-z plane
H.P. 1.71 2.29 3.11 3.98

V.P. 0.54 0.16 2.04 2.50

The input impedances of the prototype antennas were also measured over a wide frequency band
as shown in Fig. 3. The measured input impedance of these antennas at the fundamental operating
frequency and its first two harmonics shows that almost perfect matching to 50 Ω was attained at
the fundamental frequency, while fairly small resistive impedances at harmonic frequencies were
observed.

The simulated and measured radiation patterns in the z-x plane for the prototype antenna shown
in Fig. 1 is presented in Fig. 4 the fundamental, second and third harmonic frequencies. The results
are in good agreement and confirm viable levels of suppression of 2nd and 3rd harmonic levels. The
fields for the second antenna design is quite similar thus are not shown here. These levels may
be summarised as follows: for the fully-shorted wall design the maximum 2nd and 3rd harmonic
radiation amplitudes were lower than 13 dB and 18 dB (respectively) below the fundamental for the
z-x plane and 10 dB and 9 dB below for the z-y plane.

The simulated and measured gain values at the fundamental frequency for the two antennas
shown in Fig. 1 are presented in Table 2. The simulated and measured co-polar gain values show
reasonable agreement, although the differences in the cross-polar gain values are more significant.
The cross-polar results are inherently weaker and hence more susceptible to minor deviations in
the practical test implementation.

It was found that the full-width shorted-wall prototype antenna was resonant at 2.47GHz and
presents quite a wide bandwidth of around 500 MHz. The reflection coefficient level at the first and
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second harmonic frequencies was found to be 1.71 dB and 2.45 dB, respectively. These results are
quite acceptable, as compared with HSAs published in the open literature [15]. It is notable that
the measured resonant frequency of the prototype antenna shows good agreement with the pre-
diction. The third prototype exhibited approximately 380 MHz bandwidth, centred at a 2.45 GHz
resonance frequency. The rejection levels of the 2nd and 3rd harmonics were about 1.5 dB and
1.9 dB respectively.
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Figure 3: The overall measured input impedance of the patch antennas; (a), (b) full-width shorted wall; and
(c), (d) folded wall. (b), (d) show detail expanded from (a), (c).

f  =2.47 GHz0 f  =4.94 GHz1 f  =7.41GHz2

Figure 4: Measured and simulated radiation patterns of the proposed GA-optimised HSA with full-width
shorted wall for 2.47GHz, 4.94 GHz and 7.41 GHz over: z-x plane; (‘—’ measured Eθ, ‘ooo’ simulated Eθ, ‘-
- -’ measured Eφ, ‘xxx’ simulated Eφ).
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3. CONCLUSIONS

A novel technique for the design and optimisation of harmonic-suppression patch antennas, applying
adaptive surface patch models and genetic algorithms, has been presented. Hardware realisations
of three coaxially-fed air-dielectric microstrip patch antennas were used to evaluate and validate the
design theory. Comparison of return loss and far field radiation pattern measurements showed good
agreement with the predictions. The examples presented confirmed the capability of the proposed
method for antenna design using GA and adaptive surface meshing, showing reasonable stability
and accuracy in the results.
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Abstract— Hereby we summarize a recently developed 3D lattice-Boltzmann method for the
simulation of Maxwell equations in materials, and we illustrate its performance by computing
the time evolution of electromagnetic fields inside a non-linear dielectric medium. The model
allows for both dielectrics and conductors with realistic parameters and has computed the most
diverse electromagnetic problems (including micro-strips and antennas), all with 2% accuracy.
Preliminary tests showed that it is one order of magnitude faster than the original finite-difference
time-domain scheme formulated by Yee to reach the same accuracy. To illustrate the power of
the new solver, we simulate the time evolution of a cylindrical electromagnetic wave through a
non-linear and non-dispersive medium and the resonant modes of a cylindrical cavity filled with
that medium. Our results are in excellent agreement with the analytic solutions by E. Y. Petrov
and A. V. Kudrin for the same cases. The model constitutes, therefore, a valuable alternative to
compute electromagnetic fields, even in non-linear media.

1. INTRODUCTION

Computer-based simulations play a central role in electrodynamics and, therefore, the development
of new and powerful simulation methods has a direct impact on the field. Most time-dependent
simulations are done with either finite-element or finite-difference methods like Finite-difference
time-domain, FDTD [1–3]; in contrast, lattice-Boltzmann methods (LBM) have been traditionally
taken as adequate just for fluids [4–6], plasmas [7–10] diffusion [11] and waves [12]. However, we
have introduced a novel Lattice-Boltzmann method that reproduces in the continuous limit the
whole Maxwell equations for media [13]. The model successfully computes for the most diverse
electromagnetic problems within 2% accuracy. Even more, some preliminary results show that the
new method is one order of magnitude faster than the FDTD original formulation by Yee [1] to reach
the same accuracy. Therefore, this lattice-Boltzmann model shows to be a valuable alternative to
simulate electrodynamics.

Hereby, we apply this model to the study of the time evolution of the electromagnetic fields
inside a non-linear and non-dispersive medium in two cases: the propagation of a cylindrical elec-
tromagnetic wave and the resonant modes of a cylindrical cavity filled with that medium. So, we
reproduce the numerical results and compare with the analytical solutions obtained by E. Y. Petrov
and A. V. Kudrin for the same cases [14]. For this purpose, the procedure to compute the effec-
tive electric field in [13] has been slightly modified to account for the non-linear response of the
medium. The electromagnetic fields obtained with our LBM are in excellent agreement with the
analytical results, illustrating the possibilities of the new method to simulate electrodynamics, even
with non-linear media.

2. THE LBM FOR ELECTRODYNAMICS

As in every LBM, the D-dimensional space is divided into a regular grid of cells. Each cell has
Q vectors linking with the neighboring cells. We use the D3Q13 set of vectors: a null vector
~v0 = (0, 0, 0) and twelve vectors ~vp

i of length
√

2 (p = 0, 1, 2 indexes the plane of location and
i = 1, 2, 3, 4 indexes the direction inside the plane, Figure 1(a)). Associated to each non-zero
velocity vector ~vp

i there are two electric ~ep
ij vector of length 1/

√
2 and two magnetic ~bp

ij auxiliary
vectors of length 1, with j = 0, 1 (Figure 1(b)), related by ~bp

ij = ~vp
i × ~ep

ij . The picture is completed
by the null vectors ~e0 = (0, 0, 0) and ~b0 = (0, 0, 0).

All the information on the fields is condensed into the so-called distribution functions. There
are four distribution functions f

p(r)
ij (j = 0, 1 and r = 0, 1) traveling with each velocity vector ~vp

i
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(a) (b)

Figure 1: (a) Velocity vectors D3Q13 to model the Maxwell equations, with p the plane of location. (b)
Auxiliary electric and magnetic vectors associated to each velocity vector.

and two functions f
(r)
0 fixed to the null vector ~v0. The macroscopic fields are computed at each cell

from the distribution functions by

~D =
4∑

i=1

2∑

p=0

1∑

j=0

f
p(0)
ij ~ep

ij ,
~B =

4∑

i=1

2∑

p=0

1∑

j=0

f
p(1)
ij

~bp
ij , ρc = f

(0)
0 +

4∑

i=1

2∑

p=0

1∑

j=0

f
p(0)
ij , (1)

~E =
~D

εr
, ~H =

~B

µr
, ~J = σ ~E, (2)

where ~D, ~E and ~J are subsidiary fields representing the displacement field, the electric field and
the total current density before external forcing, respectively (the actual mean fields, including
external forcing, are described below). In addition, ~B is the induction field, ~H is the magnetic
field, ρc is the total charge density and εr, µr and σ are the relative dielectric constant, the relative
permeability constant and the conductivity for the medium, respectively.

At every time step, these functions evolve and travel to the next cell according to the Boltzmann
equation in the Bhatnagar-Gross-Krook (BGK) approximation [15],

fi(~x + ~vi, t + 1)− fi(~x, t) = −1
τ

(
f

p(r)
ij (~x, t)− f

p(r)eq
ij (~x, t)

)
, (3)

f
(r)
0 (~x, t + 1)− f

(r)
0 (~x, t) = −1

τ

(
f

(r)
0 (~x, t)− f

(r)eq
0 (~x, t)

)
, (4)

with τ = 1
2 . In other words, if not traveling they would exponentially decay to equilibrium functions,

given by

f
p(0)eq
ij (~x, t) =

1
16

~vp
i · ~J ′+

ε

4
~E′ · ~ep

ij+
1
8µ

~B ·~bp
ij , f

p(1)eq
ij (~x, t) =

1
16

~vp
i · ~J ′+

1
4

~E′ · ~ep
ij+

1
8

~B ·~bp
ij , (5)

f
(0)eq
0 (~x, t) = f

(1)eq
0 (~x, t) = ρc. (6)

The current density term in the Ampere’s law is included as an external forcing term by following
the proposal of Zhaoli Guo, Chuguang Zheng and Baochang Shi [16]. Thus, the electric ~E and
current density ~J fields described in Eq. (2) are just subsidiary fields for the time evolution. The
actual fields are given by

~E′ = ~E − µ0

4εr

~J ′, ~J ′ = σ ~E′ =
σ

1 + µ0σ
4εr

~E. (7)

This lattice-Boltzmann model reproduces the Maxwell equations

∂ρc

∂t
+∇ · ~J ′ = 0, ∇× ~E′ = −∂ ~B

∂t
, ∇× ~H = µ0

~J ′ +
1
c2

∂ ~D′

∂t
, (8)

with second-order accuracy. The time step δt and the cell size δx are related by δx = cδt (with c
the speed of light in vacuum) and, therefore, the Courant-Fredericks-Levy criterion is automatically
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fulfilled. This model reproduces the most diverse electromagnetic problems, like the propagation of
electromagnetic waves (both in dielectric media and in waveguides), the skin effect, the radiation
pattern of a small dipole antenna and the natural frequencies of a resonant cavity, all within 2%
accuracy. Even more, some preliminary results show that the new method is one order of magnitude
faster than the FDTD original formulation by Yee [1] to reach the same accuracy. For a detailed
description of how the method works and why it reproduces the Maxwell equations in media, see
Ref. [13].

3. APPLICATIONS IN A NONLINEAR AND NONDISPERSIVE MEDIUM

In order to illustrate the possibilities of the new method to simulate non-linear media, let us
reproduce the numerical results and compare with the impressive analytical solutions obtained by
E. Y. Petrov and A. V. Kudrin for two systems [14]. The first one consists on the propagation of
a cylindrical electromagnetic wave in a non-linear and non-dispersive dielectric medium, and the
second one studies the resonance modes of a cylindrical cavity filled with that medium. Because of
the symmetry of both problems, we work only with the z-component of the electric and displacement
fields, ~E = (0, 0, E) and ~D = (0, 0, D), respectively. The medium is characterized by a permittivity
εr depending on the magnitude E of the electric field, as εr(E) = ε1 exp(αE), where ε1 and α are
constants. Because dD = εr(E)ε0dE, we obtain D = D0+α−1ε0ε1[exp(αE)−1] for the displacement
field. Assuming D0 = 0 and because |αE| ¿ 1 in many experiments, we expand up to second order
to obtain

D = ε0ε1

[
E + α

E2

2

]
, E =

√
ε0ε1(2αD + ε1ε0)− ε0ε1

αε0ε1
. (9)

Therefore, in order to model this non-linear medium we just compute the electric field from Eq. (9)
instead of the linear expression, Eq. (2).

To reproduce the propagation of a cylindrical electromagnetic wave we started with the following
initial condition for the electric and magnetic fields [14]:

E = β[1 + ρ exp(αE)]−3/2, H = 0, (10)

where β is a constant fixing the electric field strength, ρ = r/a, r is the cylindrical coordinate and
a is a characteristic length scale. Eq. (10) is a non-explicit equation for the electric field; therefore,
the initial configuration was computed with a numerical solver.

Figure 2(a) illustrates the evolution of the electromagnetic field for several times. The simulation
was performed on a grid of 512 × 512 × 1 cells with periodic boundary conditions, with r = 0
at the center of the array. The values for the constants are (in automaton units): µ0 = 2.0,
ε0 = 1.0, ε1 = 2.0, a = 25.6, α = 0.1, and β = 10.0. The figure uses the dimensionless time
τ = t(ε0ε1µ0)−1/2/a and the impedance of the vacuum Z0 =

√
µ0/ε0. We achieved an excellent

agreement between the analytical curves of Ref. [14] and the numerical results. The simulation
spanned 60 seconds in a standard PC.

(a) (b)

Figure 2: Radial distributions of the electric field (solid curves, circles) and the magnetic field (dashed
curves, diamonds) for (a) a cylindrical wave propagating inside a non-linear medium at different time steps
τ and (b) the n = 1 mode inside a cylindrical cavity at times τ = 0, τ1 = π/(4κ1), τ2 = π/(2κ1) and
τ3 = 5π/(4κ1). The curves represent the analytical solutions from Ref. [14], and the circles and diamonds
denote the simulation results with the Lattice-Boltzmann model.
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To simulate a resonant cavity, we imposed that the electric field vanishes for r > a, modeling a
perfect conductor. The initial configuration for the electromagnetic fields was given by

E = AJ0(κnρeαE/2) cos(κnθ), H = −AZ−1
0 ε

1/2
1 eαE/2J1(κnρeαE/2) sin(κnθ), (11)

where A is an amplitude factor, Jm(x) is the Bessel function of the first kind of order m and κn is
the nth root of the equation J0(x) = 0. The variable θ is defined by

θ = τ +
αZ0ρH

2
√

ε1
. (12)

As before, the initial configuration is not explicit for E and H; thus, we used a numerical solver to
find it.

Figure 2(b) shows the electric and magnetic fields for the first mode, n = 1 (κ1 ∼ 2.4), as a
function of ρ for several time steps τ . For the simulation we used a grid of 256× 256× 1 cells with
periodic boundary conditions, with the center of the cylinder at the center of the array. The values
for the constants are the same as before, but a = 125.0, and A = 5.0. The results show again an
excellent agreement with the analytical results from Ref. [14].

One of the most interesting results for this non-linear resonant cavity is the time evolution of
the magnetic field H in the mode n = 2, which oscillates with twice the frequency of the electric
field. Figure 3 shows this intriguing phenomenon.

(a)

(b)

Figure 3: (left) Electric and magnetic fields as a function of time for the cylindrical cavity in the n = 2 mode
at position (a) ρ = 0.2 and (b) ρ = 0.7. The results of the simulation are shown with the same symbols than
Figure 2. Snapshots of the (center) electric and (right) magnetic fields at τ = 4 for same mode.

4. CONCLUSION

We have summarized a recently developed lattice-Boltzmann method that reproduces the Maxwell
equations in materials [13], and we have used it to simulate the time evolution of a cylindrical
electromagnetic wave through a non-linear and non-dispersive medium and the resonant modes
of a cylindrical cavity filled with that medium. Our results are in excellent agreement with the
analytic solutions by E. Y. Petrov and A. V. Kudrin [14] for the same systems. These results
enlarge the success of this lattice-Boltzmann model to compute for electromagnetic fields and show
that even for non-linear media it is a valuable alternative to simulate electrodynamics.
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Abstract— Wavelet or multiresolution analysis (MRA) is widely applied in advanced data
compression algorithms, solving differential equations, and some approaches have already applied
this technique in describing electromagnetic fields. The main advantage of the application of MRA
is its adaptivity and flexibility. Since the details of the electromagnetic field are not distributed
equally over different parts of the system (i.e., the description of some parts need finer details,
while others are easily represented at low resolution level), locally different resolution levels can be
applied. Wavelet based adaptive solution possibilities of differential equations of electromagnetic
field are investigated in the followings. The adaptivity of the method means in this case, that
the refinement level of the solution can be increased locally, if the accuracy needs it, during the
calculations.

The applicability of the eigenvalue-type differential equation solving method is illustrated by
solution of microwave wave-equations of cavity resonators.

1. INTRODUCTION

The idea of applying multiresolution analysis (MRA) or wavelet analysis in electromagnetic field
simulation is not completely new. Since wavelets are in the scope of numerical mathematics since
the eighties, many applications arose related to electromagnetic fields. Most of these use wavelet
transform as a data processing, analyzing method [1, 2]. Our article uses wavelet analysis as a tool
of solving differential equations, i.e., we transform the partial differential equations of the electric
(magnetic) field into matrix equations of the wavelet expansion coefficients of the same quantity.
This kind of approximation has, however, rather wide literature. One of the earliest appearance
of MRA in electromagnetic fields calculation [3] and their followers [4] expands the electronic and
magnetic fields by means of wavelets and scaling functions in 3 spatial dimensions and the time is
treated according to the finite differences method of [5]. Since then, many promising, wavelet based
time-domain simulations were p in the literature [6–8]. Kaiser and his group used wavelets for many
purposes in electrodynamics, from radar applications to “atomic” composition of electromagnetic
waves [9–12]. Also a wavelet-finite element mixed method appeared [13]. Or method provides
solution for those kind of partial differential equations, that can be represented as eigenvalue-type
equations, such as the problem of waveguides and cavities [15].

2. ADAPTIVE WAVELET METHODS FOR SOLVING PARTIAL DIFFERENTIAL
EQUATIONS

Multiresolution analysis of Hilbert space L2(R) is a sequence of its closed subspaces {Vm,m ∈ Z}
that are embedded into each other. These subspaces are the resolution levels, and have special
properties, namely, the basis functions of Vm (the so called scaling functions) are shifted versions
of a given function sm0(x) on an equidistant grid of spacing b. if m, the resolution level increases,
the scaling functions and the grid distance b are shrunk by a constant a. This means, that the
(orthonormal) basis set of subspace Vm is {sm`(x)|` ∈ Z}, where sm`(x) = am/2s0(amx − b`).
Usually the values a = 2 and b = 1 are used.

The resolution levels Vm are embedded in each other, i.e., the basis functions of a rougher
subspace Vm can be expressed as a linear combination of the scaling functions of the finer levels
n > m. For n = m + 1,

sm`(x) =
Ns∑

k=0

pksm+1 k+2`(x) (1)

with
∑Ns

k=1 pk = 2. This formula is called the two-scale equation or refinement equation. There
exist such basis sets that the number Ns of the non-zero expansion coefficients pk are finite, in these
cases the mother scaling function s0 has finite support: s0(x) = 0 if not x ∈ [0, Ns) [16, 17].
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A function f ∈ L2(R) can be projected onto subspaces of any resolution level m, thus an mth
approximation of the function is

Pmf(x) = f [m](x) =
∑

`

cm`sm`(x), (2)

with cm` = 〈sm`|f〉, and Pm being the projector to Vm.
The orthogonal complement of a rougher subspace Vm in the next finer subspace Vm+1 is the

detail space Wm

Vm+1 = Vm ⊕Wm. (3)

In these detail spaces Wm the basis set can be {wm`(x)|` ∈ Z} with the basis functions wm`(x) =
2m/2w0(2−mx− `). The elements of these basis sets {wm`(x)|` ∈ Z,m = 0, 1, . . .} are the wavelets,
they can be also compactly supported, like the scaling functions. Their generation from the coeffi-
cients pk and the scaling functions is

wm,`(x) =
1∑

k=1−Ns

qksm+12`−k(x), (4)

where qk = (−1)kp∗−k+1.
There exist a transformation that gives the finer resolution scaling functions from the lower level

basis functions and can be summarized in the formula

sm+12L+z(x) = 2−1/2

(Ns−1)/2∑

K=0

p∗2K+zsm L−K(x) + 2−1/2
0∑

K=−(Ns−1)/2

q∗2K+z wm L−K(x), (5)

for z = 0, 1.
Using the multiresolution concept, the Hilbert space of the square integrable functions can be

segmented as

L2(R) =
∞⊕

m=m0

Wm ⊕ Vm0 (6)

with any starting resolution level m0. If an Mth level expansion is sufficient (M > m0),

VM =
M−1⊕

m=m0

Wm ⊕ Vm0 (7)

holds, which means, that the Mth level approximation of a function f ∈ L2(R) can be given either
in the basis {sMk|k ∈ Z} or in {sm0k, wmk|k ∈ Z, m = m0,m0 + 1, . . . , M − 1} as

f [M ](x) =
∑

k

cMksMk(x) (8)

f [M ](x) =
∑

k

cm0ksm0k(x) +
M−1∑

m=m0

∑

k

dmkwmk(x). (9)

Let us suppose, that the function f is compactly supported in the interval J of length 2−MJ ,
J ∈ N. The number of coefficients {cMk} in (8) is the same as the total number of coefficients
{cm0k, dmk} in formula (9) (independent of starting level m0). The basic idea behind the wavelet
based compression algorithms is the following. In a given region it is not necessary to keep all
the expansion coefficients dmk, if already a lower resolution level is sufficient. Ignoring the small
coefficients of type dmk can lead to a manageable size of data sets. These considerations are valid
for more dimensions, where the basis functions can be direct products of one dimensional scaling
functions and wavelets.

Using the multiresolution analysis basis set, any function of the space L2(R) (or L2(RD)) can
be expanded as linear combinations of scaling functions and wavelets. If the components of our
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electromagnetic field are square integrable functions, i.e., elements of Hilbert space L2(R), they can
be exactly decomposed as

E(x) =
∑

`∈Z
c` s0`(x) +

∞∑

m=0

∑

`∈Z
dm` wm`(x). (10)

Here E represents the electromagnetic field (component) which is the solution of the studied partial
differential equations system. If E(x) is compactly supported, the total number of expansion
coefficients in a given resolution level m scales as ∼ 2m (or in D dimensions ∼ 2mD), which
makes the above expansion unapplicable. The exponential increase of number of the necessary
basis functions can be avoided by an adaptive refinement strategy, including wavelets only in those
regions, where the details of the electromagnetic field require it, and do not calculate the nearly
zero expansion coefficients. But how can we know, if the coefficient would be near zero or not,
before we would calculate them? The next few paragraphs will give the answer.

According to studies of model systems that are exactly solvable [15], the high resolution wavelets
have exponentially small contribution in the solutions, thus probably they can be omitted com-
pletely. At lower m values only a fractional part of them have essential contribution in the expan-
sion, mostly localized to quickly changing parts of the exact solutions, especially at singularities of
the solution. According to these considerations, the resolution levels can be separated to necessary
and not necessary wavelets, i.e., the resolution levels can be truncated.

Clearly, we need a method that gives the essential coefficients in (10), prior to calculating the
complete resolution level. Let us suppose, that we have already calculated the solution of the
equation (system) at resolution level Mth, thus the approximation on the above function E(x) is

Ẽ[M ](x) =
∑

`∈Ṽ0

c̃
[M ]
` s0`(x) +

M−1∑

m=0

∑

`∈W̃m

d̃
[M ]
m` wm`(x). (11)

Here the upper index of Ẽ[M ](x) means, that the solution is restricted to the spaces under resolution
levels M , whereas ˜means that the resolution level is truncated. The notation ` ∈ W̃m, means,
that the summation index ` is restricted to those wavelets wm` which are necessary for the mth
resolution level, i.e., that belong to the truncated wavelet subspace W̃m. Using only this knowledge,
plus the partial differential equation to be solved this knowledge, the (M + 1)th level coefficients
can be predicted.

Let us denote the operator corresponding to the partial differential equation by D, and its
representation in a finite resolution level M wavelet-scaling function basis by D̂[M ]. Since Ẽ[M ]

denotes the eigenfunction of the restricted differential operator D̃[M ], the eigenvalue equation that
is solved at resolution level M is

(D̃[M ] − λ̃[M ])Ẽ[M ] = 0. (12)

If one of D̃[M ] or λ̃[M ] is replaced by D or λ, the above equation will not hold any more. The
quality of the Mth level approximation of the eigenvalues and eigenvectors can be characterized by
the error function

∆̃[M ] = (D − λ̃[M ])Ẽ[M ] 6= 0. (13)
The essential basis functions of the next wavelet subspace WM can be approximated. (Note, that
the resolution level M contains WM−1 as the highest level detail space (3).) If instead of the
whole Hilbert space, ∆̃[M ] is measured in the next level subspace WM , the value of the expansion
coefficients of the error function

rM` =
∣∣∣∣
∫

wM`(x)(D − λ̃[M ])Ẽ[M ](x)dx

∣∣∣∣
2

(14)

gives a good approximation on the value of the error that can be caused if the wavelet wM` is
omitted in the calculation. If rM` is large enough, the wavelet wM` should be included in the
further calculations.

Calculating the rM` values for all the ` belonging to the support of E would be unnecessary
in the regions where the Mth refinement level had already zero expansion coefficients. Here no
further refinement is needed, thus no rM` values are to be calculated. This method is adaptive in
the sense, that
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Table 1: The deviation of the truncated wave function Ẽ
[M ]
0 from the eigenfunction E

[M ]
0 of the full Mth

level problem with error tolerance η = 10−8 in the detail spaces V0, W0, . . . , W3. The error where not given
is less than the numerical precision of the computer arithmetics.

M δ‖P0Ẽ
[M ]
0 ‖2 δ‖Q0Ẽ

[M ]
0 ‖2 δ‖Q1Ẽ

[M ]
0 ‖2 δ‖Q2Ẽ

[M ]
0 ‖2 δ‖Q3Ẽ

[M ]
0 ‖2

1 0.205× 10−11 −0.205× 10−11

2 0.023× 10−11 −0.023× 10−11

3 −5.933× 10−11 5.902× 10−11 3.2× 10−13

4 −5.408× 10−11 5.457× 10−11 −5.1× 10−13 2× 10−14

5 −3.550× 10−11 3.530× 10−11 1.8× 10−13 3× 10−14 −10−14

• only those wavelet basis functions wM` are included into the diagonalization of the partial
differential equation, for which the coefficient predicted from the previous level calculations is
large enough,

• only those rM` values are predicted, for which the support of wM` overlaps with the essential
wavelets of WM−1.

The followings summarize the method

1. Use the set ŴM of wavelets wM` for which the following condition holds

support(wM`) ∩ support(W̃M−1) 6= ∅.

2. Calculate the predicted error components (14) for these chosen wavelets, and sort them to
descending order of rM`.

3. If the error tolerance is denoted by η, include the wavelets with large rM` into the truncated
subspace W̃M , one by one until the following condition is satisfied

∑

`∈ŴM

rM` −
∑

`∈W̃M

rM` ≤ η. (15)

4. Solve the differential equation in the truncated Hilbert space Ṽ0 ⊕
⊕M

m=0 W̃m.

3. CALCULATIONS

Using this method, a quite large number of wavelets can be omitted from the calculation, e.g., for
a simple harmonic oscillator’s first eigenfunction includes dimW6 = 646 basis functions, whereas
for the adaptive method only dim W̃6 = 296, if error condition η = 10−9 is applied in both cases.
In order to measure the error of this method, we have considered, how large the is the deviation
between the full Mth level solution and the solution of our method. The results for a rather
strict error tolerance are listed in Tab. 1. It can be seen, that with increasing resolution level, the
errors decrease, even within the columns (i.e., the projections onto the same subspace). In case of
less strict error limits, the deviation of the truncated and full solutions projected to one subspace
saturates at lower resolution levels, e.g., for η = 10−4, the error in the projected scaling function
subspace does not chang significantly above M = 4.

4. SUMMARY

A wavelet based adaptive solution method is presented, that predicts the necessary wavelets of the
finer, next resolution level from the results of the previous level calculations. One dimensional test
calculations have been carried out, but the method can be straightforwardly extended to 2 and 3
dimensions.
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Abstract— Power electronics systems usually drive medium to high levels of electrical energy.
Presently, Switching-Mode Power Supplies (SMPS) have been extensively used to improve the
system performance. Additionally, working frequencies have been gradually increased in order to
reduce device sizes. As a consequence, the optimization of different components required to obtain
an appropriate efficiency keeping safety operation conditions has become more difficult. This work
deals with the analysis of power losses in the magnetic devices, focused on those originated in the
windings. The winding power losses can be classified into two different categories: conduction
and proximity losses. The first ones are due to the currents driven by the windings, which are
normally made with a low resistivity material, e.g., copper or aluminum, including skin effects.
The second ones, proximity losses, are associated with the currents induced because the windings
are immersed in a magnetic field, and may become more important than the conduction losses at
high frequencies. This is especially important for windings made with solid wire. The last issue
may be partly overcome by using Litz wires which consist of multiple small cylindrical strands
properly braided to achieve the equivalence among them.

1. INTRODUCTION

Previous papers evaluate analytically conduction and proximity losses in windings made of wire
composed by circular cross-section strands. Analytical expressions for both losses have been devel-
oped considering an infinite-length cylindrical strand with radius r0 made of an electrical conductor
immersed in a uniform longitudinal electric field E and a uniform transversal magnetic field H0

respectively [1–4].
The field evaluation has been performed in the frequency domain, where the exponential expres-

sion e−jωt is suppressed for simplicity. The Helmholtz potential decomposition is used to obtain
the electromagnetic field. The scalar potential is neglected because no free charge densities are
present in the system. As a result, the electromagnetic field is described by means of the magnetic
vector potential A. The quasi-static approach can be applied because the usual wire cross-section
dimensions are smaller than the wavelength of the involved fields, considering that the frequencies
range from dc to several tens of MHz. For this reason, the radiation effects have been neglected.
As a result, both conduction and proximity power losses expressions are derived from the solution
of the following diffusion equation

∇2A− jωµσA = 0. (1)

A general solution for the equation expressed in a cylindrical coordinate framework is provided
in [5] by means of an infinite set of eigenfunctions. Applying the correct boundary conditions, both
expressions emerge, respectively, as the zero order and first order solution for the magnetic vector
potential longitudinal component Az. Additionally, a close relationship between the ratio r0/δ,
where r0 is the strand radius and δ is the penetration depth, and both types of power losses can
be established. Note that the frequency dependence of losses is accounted by means of δ.

2. POWER LOSSES IN A CYLINDRICAL WIRE

The laplacian considering cylindrical coordinates has the following expression

∇2A =
(
∇2Aρ − 2

ρ2
∂ϕAϕ − Aρ

ρ2

)
ρ̂ +

(
∇2Aϕ − 2

ρ2
∂ϕAρ − Aϕ

ρ2

)
ϕ̂ +∇2Azẑ. (2)

Combining this equation with (1), and extracting the ẑ component directed along the cylindrical
wire, we obtain the following expression

∂ρ (ρ∂ρAz)
ρ

+
1
ρ2

∂2
ϕAz + ∂2

zAz − jωµσAz = 0. (3)
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In order to simplify the equation, the fields have been considered uniform along the axial direc-
tion of the cylinder, fulfilling the condition ∂zAz = 0, therefore, we have

∂ρ (ρ∂ρAz)
ρ

+
1
ρ2

∂2
ϕAz − jωµσAz = 0. (4)

2.1. Conduction Losses
An additional constraint is needed to obtain the conduction power losses which is obtained enforcing
∂ϕAz = 0. Therefore, we have

∂ρ (ρ∂ρAz)
ρ

− jωµσAz = 0. (5)

Solving (5), as appear in [5], we obtain the following 0th order solution

Az =
{

C1J0 (kρ) + C2N0 (kρ) ρ < r0

C ′
1lnρ + C ′

2 ρ > r0
, (6)

where k = (−jωµσ), or, equivalently, k = −1+j
δ , and, J0 and N0 are respectively the first kind and

second kind Bessel functions of 0th order.
Applying the appropriate boundary conditions, we obtain [3]

E = −V

l

J0 (kρ)
J0 (kr0)

ẑ. (7)

Inside the conductor medium, the current density obeys the expression J = σE. Integrating the
current density in the cross-section area, we obtain the current driven by the cylinder

I =
V

l

2πr0σJ1 (kr0)
kJ0 (kr0)

. (8)

Therefore, the conduction impedance per unit length Zcond,u.l. is provided by

Zcond,u.l. =
kJ0 (kr0)

2πr0σJ1 (kr0)
. (9)

The conduction resistance per unit length Rcond,u.l. is equal to the real part of Zcond,u.l., hence

Rcond,u.l. =
1

πr2
0σ

Φcond (r0/δ) , (10)

where the factor Φcond (r0/δ) is defined as

Φcond (r0/δ) = Re

(
kr0J0 (kr0)
2J1 (kr0)

)
. (11)

2.2. Proximity Losses
The appropriate condition to obtain the proximity losses can be expressed as ∂ϕAz = 1, therefore (4)
is reduced to

∂ρ (ρ∂ρAz)
ρ

− 1
ρ2

Az − jωµσAz = 0, (12)

whose general solution is shown as follows [5]

Az =
{

(C1J1 (kρ) + C2N1 (kρ)) (D1 sinϕ + D2 cosϕ) ρ < r0

(C ′
1ρ + C ′

2/ρ) (D′
1 sinϕ + D′

2 cosϕ) ρ > r0
, (13)

where J1 and N1 are respectively first kind and second kind Bessel functions of first order.
The regularity condition is fulfilled in this case. Therefore, C2 is equal to zero. In order to

simplify the development without loss of generality, D2 is also null. Finally, the solution adopts
the following form

Az =
{

AJ1 (kρ) sin ϕ ρ < r0

(B/ρ + Cρ) sinϕ ρ > r0
. (14)
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The constants A, B and C are defined by means of the system constraints. The magnetic field
H is determined using the expression 1

µ∇×Az ẑ, obtaining

H =





J1(kρ)
ρ

Acosϕ
µ ρ̂ +

(
J1(kρ)

ρ − kJ0 (kρ)
)

Asinϕ
µ ϕ̂ ρ < r0(

B
ρ2 + C

)
cos ϕ
µ0

ρ̂ +
(

B
ρ2 − C

)
sin ϕ
µ0

ϕ̂ ρ > r0

. (15)

Considering the magnetic field H0 at infinity, we obtain the following constraint

H0 = limρ→∞H = C
cosϕ

µ0
ρ̂− C

sinϕ

µ0
ϕ̂ ⇒ C = µ0H0. (16)

Moreover, from the magnetic vector potential continuity at radial position r0, we have

B = Ar0J1 (kr0)− r2
0µ0H0. (17)

Finally, including the continuity of the tangential component of the magnetic field, we obtain

A =
2µ0H0

kJ0 (kr0)
. (18)

Introducing the coefficients in (14), we have

Az =





2µ0H0
J1(kρ)

kJ0(kr0)
sinϕ ρ < r0

µ0H0

(
2J1(kρ)−kr0J0(kr0)

kρJ0(kr0)
+ ρ

)
sinϕ ρ > r0

. (19)

The electric field E inside the conductor is defined using the previous expressions as follows

E = 2µ0H0
J1 (kρ)

kJ0 (kr0)
sinϕẑ. (20)

The power losses per unit length originated by the external transversal magnetic field H0 is
obtained by integrating the dissipative power density 1

2E · J∗ arising from the induced currents.
Performing the azimuthal integration, we obtain

Pprox,u.l. =
4πH2

0

σδ2

∫ r0

0 J1 (kρ) J∗1 (kρ) ρdρ

J0 (kr0) J∗0 (kr0)
, (21)

which leads to

Pprox,u.l. =
2π

δ
Φprox (r0/δ) H2

0 . (22)

where it is defined the factor

Φprox (r0/δ)=−r0

δ

ber2

(√
2r0
δ

)(
ber1

(√
2r0
δ

)
+bei1

(√
2r0
δ

))
+ber2

(√
2r0
δ

)(
ber1

(√
2r0
δ

)
+bei1

(√
2r0
δ

))

ber2
0

(√
2r0
δ

)
+ bei20

(√
2r0
δ

) . (23)

If the total magnetic field is originated by a single-coil system carrying a current I, the proximity
power losses can be defined using an equivalent proximity resistance per unit length Rprox,u.l.. It can
be calculated from the definition Pprox,u.l. = 1

2Rprox,u.l.I
2. As a result, considering (22) and (23),

we have

Rprox,u.l. =
4π

δ
Φprox (r0/δ) H

2
0. (24)

where H
2
0 is the square of the magnetic field arising from the coil carrying 1 ampere.
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3. RESISTANCE OF A RING-TYPE COIL

The previous expressions can be applied to calculate the resistance of a circular coil with rectangular
cross-section which is made with Litz wire. Litz wire consists of a bundle of cylindrical conductive
strands which are braided in such way to have azimuthal and longitudinal transposition equivalence.
As a consequence, each strand exhibits the same impedance and the current is equally distributed
among the strands.

A ring-type coil is made wound n turns of n0 strands with a r0 radius uniformly in the cross-
section. The geometry of the circular coil is determined by the internal radius rint, the external
radius rext, and the height h, as shown in Figure 1. The coil can be modeled as a uniform current
density because the radius r0 and the distance between strands are smaller than the coil dimensions.
An ideal coil placed in air is electrically characterized by an inductance L which is independent of
the frequency. The resistance of this kind of devices can be accounted by addition of conduction
and proximity losses in the windings.

The conduction resistance Rcond can be calculated considering overall strands connected in
parallel. Therefore, Rcond is equal to Rcond u.l. multiplied by the wire length nπ(rext − rint) and
divided by the number of strands n0, as can be seen as follows

Rcond =
1

r2
0σ

n

n0
Φcond (r0/δ) (rext − rint). (25)

The proximity resistance Rprox is calculated by means of the following expression

Rprox =
8π2

σ
nn0Φprox (r0/δ)

〈
r ·H2

0

〉
, (26)

where r is the radial position with respect to the coil axis and 〈r ·H2
0〉 is the coil cross-section

average of the product between r and H
2
0.

A comparison between experimental measurements and the resistance values obtained from (25)
and (26) is shown in Figure 2. The calculation of the magnetic field used in (26) can be performed
by means of both analytical methods [6] and numerical calculations [7, 8]. Frequency dependent
resistance has been measured by means of a precision LCR meter (Agilent E4980A).

The coil characterized in Figure 2 is a toroid with internal radius rint of 21.5 mm, external radius
rext of 29 mm and height h of 4mm. The coil is made wound 24 turns of Litz wire composed by 35
strands of radius r0 = 75µm.

Figure 2 shows a good agreement between experimental data and resistance calculated from (25)
and (26). At frequencies below 10 kHz, the resistance is determined by Rcond with a negligible fre-
quency dependence, whereas, at frequencies over 100 kHz, the resistance increases sharply because
the proximity effects dominate. From the calculations is inferred that Rcond is almost constant in
the whole frequency range and Rprox becomes important above several tens of kHz.

h
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r

ext
r

Figure 1: Lateral and top views of a ring-type coil.
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Figure 2: Resistance of a 24−turns coil made with
Litz wire.
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4. CONCLUSIONS

In this paper, a method to calculate power losses in multistranded wire-made devices is explained.
A unified modeling of the two types of losses in the windings of power devices is performed. The
expressions obtained has been experimentally validated. The experimental measurements shows a
good agreement with the numerical calculations.
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Abstract— The Impulse Radiating Antenna, a reflector antenna employing a TEM feed, has
been shown to provide excellent time-domain pulse reproduction on its principal axis. We ex-
amine the on-axis response of a representative, well-designed Impulse Radiating Antenna in the
frequency- and time-domains and show that it is the existence of the pre-pulse in the time-domain
response that causes the frequency-domain transfer function to be non-minimum phase in na-
ture. Moreover, the hypothetical time-domain response corresponding to the minimum phase
frequency domain transfer function derived in turn from the magnitude of the on-axis response
of the impulse radiating antenna is essentially identical to the actual time domain response ex-
cept that the pre-pulse occurs after the main pulse. That is, the time domain response associated
with the minimum phase transfer function appears almost as a mirror image of the actual time
domain response with the symmetry occurring around the center of the main pulse.

1. INTRODUCTION

The Impulse Radiating Antenna (IRA), a reflector antenna employing a TEM feed structure [1],
has been shown to provide excellent time-domain pulse reproduction on its principal axis; more
specifically as stated in [1], “a step-like signal into the antenna gives an approximate delta-function
response in the far field.” While this statement succinctly describes the ideal time domain behavior,
the frequency domain counterpart is that perfect time domain pulse reproduction requires satisfac-
tion of the distortionless transfer function criterion in the frequency domain. Distortionless transfer
functions, in turn, are a small subset of a more general group, minimum-phase transfer functions.
When a minimum-phase network exhibits a transfer function magnitude which is nearly constant
with frequency, its associated phase function necessarily satisfies the distortionless transfer function
criterion; however, many broadband antennas and other physical systems exhibiting flat or nearly
flat transfer functions are not minimum-phase. An example of such a broadband, non-minimum
phase antenna is the Log-Periodic Dipole Antenna (LPDA), the transfer function of which exhibits
a nominally flat magnitude, but deviates greatly from minimum phase behavior [2]. It is well known
that this antenna exhibits poor time domain pulse fidelity.

2. FREQUENCY DOMAIN TRANSFER FUNCTION

The frequency domain complex vector antenna transfer function ~H gives the far field radiated
electric field ~E in terms of the power-normalized incident voltage a at the antenna input port [3]:

~E (R, θ, φ, ω)√
η0

= −jω ~H (θ, φ, ω)
e−jβR

2πRc0
a (ω) . (1)

This definition explicitly includes a differentiation of the transmitted signal through the jω factor1.
Thus, a hypothetical antenna with a unity transfer function for all frequency would still differentiate
the incident signal in the sense that the radiated electric field would resemble the time derivative
of the input voltage. Thus, the inverse Fourier transform of the antenna transfer function may
be called antenna impulse response, but it actually gives the far field electric field due to a step
incident voltage. Note that the definition for antenna transfer function given in Eq. (1) has units
of meters and is identical to the frequency domain counterpart of the normalized impulse response
defined in [4, 5].

However, the differentiation in Eq. (1) is distinct from the intrinsic high-pass nature of the
impedance matching and power transfer characteristics of any finite-sized antenna. A finite size

1Strictly speaking, the antenna transfer function does not directly yield the electric field due to the incident voltage; therefore
the “impulse response” derived from it does not give the electric field due to a voltage impulse at the input. The definition
was arrived at by several different groups of researchers and is a compromise that provides some symmetry between forms for
reception and transmission [3]. However, the authors note that there are other conventions that have been proposed.
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antenna driven by a step input cannot sustain a DC electric field that decays as 1/R in the far-field;
therefore, one can conclude from (1) that ~H must have at least one zero at ω = 0. This can also be
seen in the relationship between the complex vector effective length ~heff and the antenna transfer
function:

~H (θ, φ, ω) =
√

η0Z0

Z0 + ZA (ω)
~heff (ω) (2)

where Z0 is the normalizing impedance for the antenna input port and ZA is the antenna input
impedance. The frequency domain transfer function must exhibit at least one zero at DC. Some
antennas (for example, a short monopole) have an effective height that is constant and finite in
the limit as ω → 0; however, such antennas have an input impedance ZA that becomes infinite
at DC. The authors are unaware of any antenna that has both nonzero effective height and finite
impedance at DC. The conclusion is that the relationship between electric field and input voltage
must always have at least two zeroes at ω = 0, and therefore the response to a step input must be
zero average in the time domain.

The Impulse Radiating Antenna is primarily a reflector antenna. However, the TEM feed
structure itself also radiates and behaves essentially as a P ×M antenna. It can be shown that one
type of canonical P ×M antenna sometimes referred as a balanced transmission line wave (BTW)
sensor [6], a backward-radiating, terminated uniform transmission line, has an asymptotic slope of
12 dB/octave in its gain, and thus has an asymptotic slope of 6 dB/octave in its transfer function,
indicating a single zero at ω = 0. The Impulse Radiating Antenna can also be shown to exhibit a
single zero at DC in its effective length and transfer function. Both the balanced transmission line
wave sensor and the IRA are very well matched due to the internal loads and the complex voltage
division term in (2) is essentially frequency independent. Thus, when relating the incident input
voltage to the far field radiated electric field the high-pass differentiation appears twice: once in
the transfer function (and thus the effective height), and again due to the jω factor in Eq. (1) for
the electric field.

An antenna with a frequency-domain transfer function (as defined in [3]) of unity for all frequency
would generate an electric field impulse in the far field in response to a step input, and is said to
satisfy the distortionless transfer function criterion. The IRA nearly satisfies the distortionless
transfer function criterion and thus is nearly minimum phase in the frequency domain. However,
the small departure of its transfer function from minimum phase is quite interesting.

Close examination of the time domain response of the IRA reveals a pre-pulse as well as a long
shallow tail following the main pulse [1]. The pre-pulse has been shown to be step-like in the time
domain. It radiates from the TEM feed structure and necessarily precedes the main pulse from the
reflector. It can be shown that having two radiation mechanisms (in this case direct feed radiation
and the reflector radiation) with different delay times leads to non-minimum phase behavior if the

Figure 1: Schematic drawing of an impulse radiating antenna. The reflector employed by the Farr IRA-3
has a diameter of D = 46 cm and focal length of F = 23 cm and thus F/D = 0.5.
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smaller signal is the first to arrive in the far-field. The lack of minimum phase behavior in turn
implies that the distortionless criterion cannot be satisfied, and furthermore, that it cannot be
corrected through passive equalization.

As discussed above, Eq. (1) relating the electric field to the incident voltage must contain at
least two zeroes at DC, and the entire time domain response must average to zero. In [1] some
discussion is given concerning how if the area of the pre-pulse could be made to equal that under
the main impulse (thus giving zero DC average) then the tail of the response would be small. The
area of the pre-pulse is tailored by adjusting the characteristic impedance of the TEM feed of the
IRA. Thus, the canonical or ideal response of the Impulse Radiating Antenna is a step followed
immediately by an impulse of equal area. The particular IRA characterized here, the Farr Research
IRA-3, exhibits a very good on-axis, time-domain response with a very minimal tail.

3. MEASUREMENT

The port-to-port forward transfer scattering parameter of combination of a Farr Research IRA-3
impulse radiating antenna and a Farr Research TEM-1 TEM horn was measured in a fully anechoic
chamber using an automatic vector network analyzer. The analyzer was calibrated using a so-called
transmission calibration; that is, a full two-port calibration was not used due to the very long coaxial
cables connecting the network analyzer, which was located outside the chamber, to the antennas.
The magnitude of the measured transfer scattering parameter is shown in Fig. 3.

The TEM horn had been previously characterized as described in [8]. From the transfer scat-
tering parameter measurement, the transfer function of IRA was then determined. The magnitude

Figure 2: Solid model of impulse radiating antenna. A bifurcating ground plane located in the x-z plane has
been omitted for clarity.
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Figure 3: The magnitude of the measured transfer scattering parameter S21 of the 2-port network comprised
by a Farr Research IRA-3 impulse radiating antenna and a Farr Research TEM-1 TEM horn situated in an
anechoic chamber with principal axes aligned and with 3.5 meters separation.
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Figure 4: Magnitude of the frequency domain transfer function of the Farr IRA-3 impulse radiating antennas
as derived measured port-to-port insertion loss data.
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Figure 5: Magnitude on-axis transfer function of a canonical P ×M antenna (length 23 cm) and a numerical
model of the Farr Research IRA-3 impulse radiating antenna. As expected the slope of the transfer function
is asymptotically = 6 dB/octave at the low end of the frequency range.

of the frequency domain transfer function is shown in Fig. 4. The transfer function data given here
agrees reasonably well with the data provided by the manufacturer.

4. LOW FREQUENCY EXTRAPOLATION OF MEASURED DATA

The IRA transfer function magnitude shown in Fig. 4 appears to reach an approximately constant
value at low frequency. However, as discussed in Section 2, it is known that there is at least one
zero at DC, and therefore one can conclude that there is also a pole at a low but finite frequency.
S21 in a two-antenna measurement has at least three zeroes at DC (one in each of the transfer
functions plus the jω factor in Eq. (1)), and thus the measured signal decreases very rapidly at low
frequency. In the data presented here, unavoidable noise overcomes the measured signal before the
pole in the IRA transfer function can be seen.

To study the minimum phase behavior of the IRA, a Hilbert transform is performed to derive
the minimum phase function from the transfer function magnitude, which requires in principle
integration over all frequency. Explicit or implicit (simple truncation) extrapolation of the finite
frequency range is necessary. The value of the minimum phase function as ω → 0 is determined by
the limiting slope at low frequency. Due to the noise problem described above, the low frequency
behavior must be extrapolated.

The operation of the IRA in the lowest registers of its operating frequency range is similar to
that of the so-called P ×M antenna or Balanced Transmission Line Wave (BTW) sensor [6]. The
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Figure 6: Simulated phase of far-field on-axis electric field of Farr IRA-3. A factor of exp(−jkR) has been
removed from the data. As can be seen the phase of the transmitted electric field with respect to the source
asymptotically approaches 90◦ at low frequencies. This is consistent with there being one zero at DC in the
transfer function.

antenna exhibits a pattern which is a cardioid of revolution about the principal axis and has an
effective length and transfer function the magnitudes of which increase 6 dB/octave asymptotically.
The power gain increases 12 dB per octave asymptotically. Fig. 5 shows data for the Farr IRA-
3 generated using a commercial FEM simulator, Ansoft’s HFSS software, with comparison to a
canonical P×M antenna. In this numerical simulation the equal-delay balun was not modeled. The
canonical P ×M antenna is a terminated two-wire transmission line with characteristic impedance
of 450Ohms and terminated in a matched load. The length of the line is 246 mm corresponding
to the focal length and hence feed dimension of the Farr IRA-3. The data was obtained using a
numerical model implemented using the Numerical Electromagnetics Code (NEC). Note that both
antennas show 6 dB/decade slope in the magnitude of their transfer functions in low portion of the
frequency range. Since both antennas are very nearly perfectly matched at the low ends of their
respective operating frequency ranges, it can be shown that the antenna transfer function as well
as the traditional effective height rolls off with 6 dB/octave. Thus, the extrapolation of the transfer
function to DC requires that there be exactly one zero at the origin.

5. MINIMUM PHASE TRANSFER FUNCTION

The minimum-phase quality of the transfer function of an antenna is associated with the propa-
gation of energy through the system. Having a single path through the network or system is a
sufficient condition to have minimum-phase behavior. It was shown in [7] that the broadband,
double-ridged horn is very nearly minimum phase on its principal axis, but deviates from this
condition off-axis. It was surmised that this was due primarily to interference between the direct
radiation from the horn’s aperture and fields diffracted by the edge of the horn. In [8], it was shown
that an asymmetric or half TEM horn such as the Farr Research TEM-3 exhibits a minimum phase
response on its principal axis as well as off axis in the E-plane for angles below the ground plane,
but is not minimum phase off-axis above the ground plane. This is because below the ground plane
the radiation is essentially entirely due to a single mechanism, diffraction from the edge of the
ground plane.

The question in this case is whether a similar multiple path effect applies to the IRA. In Fig. 7
we show the measured transfer function phase for the IRA in comparison with the minimum phase
function for the antenna. The minimum phase function was computed using the Bode-Hilbert
transform of the measured magnitude data, but with the data truncated at 300 MHz and replaced
with extrapolated points computed using the 6 dB/octave slope as discussed in Section 4. It can
be seen that there is good agreement above 5 GHz, but increasing non-minimum phase behavior
below 5 GHz. This is evidence that there are multiple radiation mechanisms.

Figures 8 and 9 show, for the curves labeled “measured” data, the inverse Fourier transform of
the measured transfer function. For these curves no extrapolation or windowing was used. The
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Figure 7: Measured phase of transfer function and minimum phase function computed from the magnitude
of the measured transfer function.
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Figure 8: The impulse response of the IRA as derived from frequency-domain data measured in an anechoic
chamber (black). For comparison, the impulse response derived from a hypothetical transfer function with
the same magnitude but Hilbert minimum phase (blue).
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Figure 9: Same data as Figure 8, on an expanded scale. Note that the rectangular pre-pulse that precedes
the main pulse in the measured data. If the transfer function is modified to be Hilbert minimum phase, the
pre-pulse is transposed such that it follows the main pulse in the response derived from the minimum phase
transfer function.

shapes correspond to the electric field that would be produced by a step input, which is the intended
mode of operation for the IRA. The negative going pre-pulse is clearly evident starting 1.6 ns prior
to the main pulse. The step-like appearance of the pre-pulse leads one to believe that it is associated



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1653

with a pole at low frequency. Since the deviation from minimum phase behavior is at low frequency,
one might guess that the pre-pulse is the most important cause of the deviation.

As further confirmation, one can carry out a “thought experiment”, in which a new hypothetical
transfer function is generated, consisting of the actual magnitude from measurements, with the
minimum phase function derived from the Hilbert transform. This hypothetical transfer function
is then used to generate a time response via an inverse Fourier transform. The same procedure was
used in [8] to analyze a TEM horn, and it was seen that in directions where the measured transfer
function was not minimum phase, the new hypothetical time-domain response differed from the
actual response in that the precursors to the main pulse in the actual data were transposed to the
opposite (later) side of the main pulse, thus providing a clean onset to the main pulse. Thus the
precursors could be seen to be directly responsible for the deviations from minimum phase.

A similar computation was carried out for the IRA. The results are the blue curves labeled as
“Hilbert” in Figs. 8 and 9 It can be seen that in the time-domain response computed from the
minimum phase function, the pre-pulse is transposed about the main impulse such that it later.
This behavior can be qualitatively explained in terms of a simple model based on rays representing
major sources of radiation. In general, the frequency-domain minimum-phase criterion will be
satisfied only if the time-domain field from the strongest radiation source is the first to arrive at
the observation point. Enforcing the minimum phase condition in the frequency domain re-orders
the time-domain response such that the main impulse is first.

6. CONCLUSIONS

The impulse radiating antenna exhibits a transfer function that is essentially minimum phase at
high frequency, but has a small but significant deviation from minimum phase at low frequency. By
comparing the actual impulse response to a hypothetical impulse response for a transfer function
that is modified to be minimum phase, it can be seen that the pre-pulse due to direct radiation
from the feed is the most prominent cause of the non-minimum phase behavior.
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Abstract— There are many harmonic components in the electromagnetic force caused by
electrical motors. The harmonic components induce the structural vibration and noise, frequently.
The unbalanced electromagnetic pull force is generated between the rotor and the stator when
the rotor is not corresponding to the center of the stator, that is, eccentric in the electrical motor.
In the paper, first, the harmonic components of electromagnetic force caused from a normal and
an eccentric universal motor are discussed numerically. Then, the effect of the difference of the
harmonic components of electromagnetic force caused from a normal and an eccentric motor on
the structural vibration are discussed numerically. From the numerical simulation, the spectrum
distribution is different in the space region between a normal and an eccentric motor. And the
12th time order components of electromagnetic force and an electromagnetic vibration and noise
of eccentric motor are larger than those of a normal motor.

1. INTRODUCTION

Universal motors shown in Fig. 1 have been the major source of power for power tools and vacuum
cleaners since their early days. Recently, the motors have become to run in very high speed and to
generate much higher horsepower per unit weight and mechanical structure have become lighter and
smaller. As a result of these trends, mechanical vibration and noise are increasing. The lightening
of the motor core was also attempted, consequently the electromagnetic exciting force increased by
magnetically saturating, and the vibration and noise became easy to be generated. The reason of
noise and vibration is the harmonic components of electromagnetic force caused from a motor. The
waveform of an electromagnetic stress is shown as Fig. 2. By FFT in the time and space domain
of the waveform, many harmonic components are obtained at one point along the inner bore of the
stator

In the production of the electrical motor, it is difficult that the center of the rotor always coincide
with the center of the stator.

The unbalanced electromagnetic attractive force is generated between the rotor and the stator
when the rotor does not coincide with the center of the stator, that is, eccentric in the electrical
motor.

In the eccentricity, there are two patterns. One is static eccentricity which rotor center does not
coincide with stator center, and the other is dynamic one which is generated by mass unbalances.

The unbalanced electromagnetic attractive force becomes a cause of the vibration and noise
from the motor. Iwatsubo et al. [1] discussed the stability of induction motor. B. S. Rahman and
D. K. Lieu discussed the relation between electromagnetic stress and radial offset [2].

Figure 1: Schematic of universal motor.
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Figure 2: Waveform of electromagnetic stress at a
position of rotational angle.
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In this study, the electrical, vibration, and noise characteristics are studied for static eccentricity
rotor of universal motor. Ohts et al. reported the test equipment of universal motor and reported
the electrical, the vibration, and the noise characteristics of the normal condition of the motor [3].

In the paper, the harmonic components of electromagnetic force and an electromagnetic vibra-
tion and noise from universal motor with rotor eccentricity are numerically discussed comparing
with normal rotor. The magnitude of eccentricity is 0.2mm against air gap 0.4mm and, angle of
eccentricity is 0, 45, 90, and 135 degree.

2. ANALYTICAL METHOD

2.1. Harmonics Analysis of Electromagnetic Stress
This analytical method has been presented by Kobayashi, et al. [4]. In this study, a two-dimensional
finite element method is used. The electromagnetic force is calculated in two steps.

Magnetic flux density along the stator inner bore is calculated, taking into account the motion
of the rotor and the eddy current in the rotor bars.

From the above calculation results, electromagnetic force is calculated by using the Maxwell
stress equation:

σr =
1

2µ0

(
B2

r −B2
t

)
(1)

where Br and Bt are radial and tangential magnetic flux density, respectively. In Fig. 2, the
calculated distribution of radial electromagnetic force at one point along the inner bore of the
stator is shown. These distributions are calculated at several points along the inner bore of the
stator. The number of points depends on the meshes divided by using the finite element method.
Radial electromagnetic force stress therefore consists of many frequency components along the inner
bore of the stator. However, because the frequency is low, the fundamental component has only a
small influence on the vibration and acoustic noise.

The electromagnetic density is expressed by the Fourier series as follows:

σr =
∑

k

∑

l

ak,l sin(kx− lω t + αk,l) (2)

where ω (= 2πf) is frequency of the stator current (rad/s), k and l are the space and time harmonic
order, respectively. And akl and αkl are amplitudes and phases of the harmonic components and
are calculated as follows:

ck,l =
∫∫

σr sin(kx− lω t)dtdx (3)

dk,l =
∫∫

σr cos(kx− lωt)dtdx (4)

ak,l =
√

c2
k,l + d2

k,l (5)

αk,l = tan−1

(
ck,l

dk,l

)
(6)

Figure 3 shows the example of the spectrum of electromagnetic stress Calculated harmonics are
plotted in the k-l plane. A negative time-harmonic order indicates backward rotation of the elec-
tromagnetic waves. On the other hand, the space order k participates in the deformation in the
radial direction along the stator circumference. The relation between circular mode order n and
space order k is

n = k × (p/2) (7)

2.2. Transformation of Electromagnetic Stress into Exciting Force for the Structural Vibration
Calculation
To calculate three-dimensional structural vibration, it is necessary to transform the electromagnetic
force stress calculated by two-dimensional analysis into three-dimensional electromagnetic force.
Figs. 4(a), (b) show this transformation. The electromagnetic stress is calculated along the inner
bore in two dimensions as shown in Fig. 4(a) and the unit is Pascal. On the contrary, the exciting
force on the structure is actually in three dimensions as shown in Fig. 4(b) and the unit is Newton.
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Figure 3: Spectrum of electromag-
netic stress.

(a) (b)

Figure 4: Transformation of electromagnetic force into structural
exciting force. (a) Electromagnetic force stress (two dimensions).
(b) Excting force of structure analysis (three dimensions).

Figure 5: Configuration of the test apparatus. Figure 6: Cross section of the universal motor.

When the motor is not a skew structure, the electromagnetic stress in the axial direction is
almost constant. The exciting force on the structure is therefore also assumed to be constant in
the axial direction. When the structure is divided as shown in Fig. 4(b), it is necessary to calculate
the exciting force on element m (m = 1,. . . , M). First, the center of gravity of the element m (rm,
θm) is calculated in terms of polar coordinates. Then the electromagnetic stress σm is calculated
by Eq. (2) at point (rm, θm). And the electromagnetic force fm is calculated by multiplying by
area Sm of element m. Next, the electromagnetic force fm is distributed at the nodes of element
m. In this analysis, the electromagnetic force is distributed at the nodes of element m equally. The
same calculation is carried out for all elements. Finally, the exciting force on the entire structure
is determined.

3. ANALYSIS OF ELECTROMAGNETIC FORCE STRESS

3.1. Analytical Model

The rotational speed of rotor (armature) at no load condition is 24000 rpm, and the rated consumed
electrical power is 1100 W. The air gap is 0.4 mm in the radial direction. The number of rotor
(armature) slot is 12. It is possible to use the universal motor even in both of alternating current
and direct current. The number of carbon brush is 2 and the number of segment is 24. Then, all
iron cores laminate silicon sheet of the 0.5 mm thickness in order to decrease eddy current loss and
exothermic reaction. Fig. 5 shows the configuration of test apparatus used in this study, including
the universal motor. Fig. 6 shows the cross section of the universal motor.

3.2. Modeling of Electromagnetic Field Analysis

In the electromagnetic field analysis, 2-D FEM analysis is applied and ANSYS software is used.
The elements are defined in the radial and circumferential directions and the 4-nodal point solid is
used. Air-gap is divided especially in detail in consideration of the rotor eccentricity. Fig. 7 shows
the FEM model for the electromagnetic field analysis. The degree of freedom is 14752.

It is defined for the amount of eccentricity ε and the angle of eccentricity φ based on a rotor
center position in the state without the eccentricity as shown in Fig. 8.
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Figure 7: FEM model. Figure 8: Definition of eccentricity.
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Figure 10: 2nd Circular mode of housing (2779 Hz).

3.3. Modeling of Structural Vibration Analysis

In the structural vibration analysis, 3-D FEM analysis is applied and ANSYS software is used.
The degree of freedom is 54186. To make the model with high accuracy, the impact tests are
done for stator, housing and motor assembly. From the tests, vibration modes, natural frequencies
and modal damping are analyzed. The measured and calculated natural frequencies are shown in
Fig. 9. Fig. 10 shows the 2nd circular mode of housing in the motor assembly at 2779 Hz. The
difference between the measured and calculated natural frequency of the parts is about 7%. From
the comparison, the accuracy of the structural vibration model is well.

4. MUMERICAL SIMYULATION

4.1. Electric Magnetic Force

By using FEM software ANSYS, magnetic flux is calculated. The contour of the magnetic flux
density distribution for a normal and an eccentric motor is shown in Fig. 11. The magnitude and
angle of the eccentricity is 0.2 mm and 45 degrees, respectively. The maximum of the magnetic flux
density is about 2 T.

In the air-gap, the magnetic flux density is the maximum in the 45 degrees and 225 degrees. In
the normal rotor, the magnetic flux density is symmetry in the original point. On the contrary, in
the eccentric motor, the magnetic flux density is not symmetry in the original point.

By FFT analysis following Eq. (2), the harmonic components of the magnitude of the electro-
magnetic stress is obtained. Fig. 12 shows the spectrum of the electromagnetic stress for a normal
rotor. From the Fig. 12, The electromagnetic stress of 0th, 12th, 24th time order component are
particularly dominant. The 12th, 24th components influence the vibration and noise. The electro-
magnetic stress at 12th time order is fundamental component caused by the number of rotor slot.
Fig. 13 shows the electromagnetic stress of the 0th to 10th space order component of 12th time
order.

The electromagnetic stress at 12th time order when it is 0.1 mm, 0.2 mm, and 0.3 mm in the
amount of eccentricity is shown in figure. From the Fig. 13, the following are discussed.

(1) The electromagnetic force component at the odd number of the space mode doesn’t exist when
the rotor is not eccentric.
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(a) Normal motor (ε=0) (b)  Eccentric motor (ε=0.2, ϕ=45deg)

Figure 11: Contour of the magnetic flux density.
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Figure 12: Spectrum of electromagnetic stress in the
time and space region.

 

Figure 13: The harmonic components of the electro-
magnetic force stress at 12th time order in 45 degree
direction.

(2) The magnitude of electromagnetic force at the space order depends on the amount of eccen-
tricity, but the magnitude correlation is not constant.

(3) The magnitude of electromagnetic force depends on the space order, but the magnitude cor-
relation is not constant.

4.2. Vibration Caused by Electromagnetic Force
The electromagnetic stress is transformed to structural exciting force by procedure in the Sec-
tion 2.2. The exciting force is added to the housing in the motor model and the vibration of the
surface is calculated. The displacement of the housing center of the normal and the eccentric motor
(ε = 0.2mm, φ = 45 deg) at the natural frequency 2779Hz is shown in Figs. 14(a), (b) by contours.
Both contours are different a little. Then, the difference is compared quantitatively.

Then, the 8 positions are chosen to discuss the difference of the displacement between the normal
motor and the eccentric motor. Fig. 15 shows the displacement of a normal rotor and eccentric
motor (ε = 0.2mm, φ = 45 deg) in the 8 locations shown in Fig. 16. From the figure, the following
are discussed.

(1) The displacement of the eccentric motor is larger than that of the normal motor.
(2) The ratio of the maximum displacement is about 1.23.
(3) Both displacement of the normal motor and the eccentric motor is larger at 3© and 7©.

4.3. Noise Caused by Electromagnetic Force
The noise radiated from the surface of the motor housing is calculated by BEM (Boundary Element
Method) which is named as the Acoustics contained in the software “LMS Virtual Lab.”. In Fig. 17,
the contours of noise of the normal and the eccentric motor (ε = 0.2mm, φ = 45deg) are shown.
The locations in the axial direction are the center of housing same as the Fig. 14. In Fig. 17, the
magnitude of noise is shown. The locations in the circumferential are the same as Figs. 14 and 15,
and the locations in the radial direction are 1m outside from the housing. The mean value of noise
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Figure 14: Contour of displacement of the housing (ε = 0.2mm, ϕ = 45 deg).

Figure 15: Displacement of housingcaused by elec-
tromagnetic force at 2779Hz.
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Figure 16: Location of calculation of vibration of the
cross section of housing.
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Figure 17: Contour of noise of the motor.

of 8 positions of the normal motor and the eccentric motor is 69 dB and 72 dB respectively. From
the figure, the following are discussed.

(1) The magnitude of noise in the 45 deg, 135 deg, 225 deg and 315 deg directions is dominant.
(2) The distribution of noise is almost the same between the normal motor and the eccentric

motor.
(3) The distribution of noise in the eccentric direction is a little bit difference.
(4) The magnitude of noise from the eccentric motor is overall larger than that from the normal

motor.
(5) The maximum of the mean value of noise of the normal motor is 3 dB larger than that of the

eccentric motor.

5. CONCLUSION

The harmonic components of electromagnetic force and an electromagnetic vibration and noise
from universal motor with eccentricity were numerically discussed comparing with those of normal
universal motor and the following are concluded. From the results, the 12th time order components
of electromagnetic force and an electromagnetic vibration and noise of eccentric motor are larger
than those of a normal motor. In addition, although the electromagnetic force harmonic components
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at the even number of the space mode exist when the rotor is non-eccentric or eccentric, that of
the odd number of the space mode doesn’t exist when the rotor is not eccentric.
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Johanna Leppävirta, Henrik Kettunen, and Ari Sihvola
Department of Radio Science and Engineering

Aalto University School of Science and Technology, Finland

Abstract— At the university level, the teaching of engineering students is often focused mostly
on the development of procedural knowledge, that is, formulating and solving problems mathe-
matically. Another very important factor associated with the enhancement of engineering skills
is the conceptual knowledge, the actual comprehension of the physical concepts and the relations
between them. Prior research has revealed that academically successful engineering students
often lack deep understanding of the basic concepts and principles that underlie their training
areas [1]. The aim of this study was to assess undergraduate engineering students’ conceptual
knowledge of electro- and magnetostatics and examine how these conceptions would change after
instruction. The Conceptual Survey of Electricity and Magnetism (CSEM) [2] multiple-choice
test was administered as a pre- and post-test to students (cumulative N = 233) enrolled on
an elementary course on electromagnetics (Static Field Theory) at Aalto University School of
Science and Engineering, Finland. The study shows that engineering students have consider-
ably more difficulties with magnetostatics than with electrostatics. The instruction, although
extensive, does not produce significant changes on students’ initial conceptual understanding of
magnetostatics. The study also found that the correlation between the students’ conceptual and
procedural knowledge was quite low. The result indicates that basic conceptual knowledge is a
necessary but not sufficient condition for acquiring procedural skills in electrostatics and magne-
tostatics. The findings suggest that more instructional time should be spent on mathematically
and conceptually demanding magnetostatics. Furthermore, we need to broaden the view of what
type of knowledge is valued and assessed in engineering education. These results encourage us
to develop and introduce new instructional practices for enhancing conceptual understanding of
students during elementary engineering courses.

1. INTRODUCTION

Proficiency in problem-solving and calculation has long been one of the main goals in many domains
of engineering education. Although teachers without doubt acknowledge the importance of the
conceptual base, the approach to teaching and assessment has traditionally been procedurally
dominated [3]. Recent studies, however, show that academically successful engineering students
often have little understanding of the basic concepts and principles that underlie their areas of
training [1].

Conceptual understanding makes the learning of procedural skills easier and frees capacity for
learning more difficult procedures [4]. When skills are learned without understanding, they are
learned as isolated bits of knowledge and it can be difficult to engage students in activities that
help them understand the reasons underlying the procedures. On the other hand, without sufficient
procedural fluency, students have trouble deepening their understanding of the basic ideas or solving
problems mathematically [5].

Byrnes and Wasik [6] distinguish two approaches regarding the relationship between procedural
and conceptual knowledge in the domain of mathematics. In the simultaneous activation approach,
conceptual knowledge is seen as necessary and sufficient for correct use of procedures. This view
argues that enriching students’ conceptual knowledge enables the students to detect errors in their
procedures [5]. Furthermore, if conceptual knowledge is low, procedures will be performed incor-
rectly. The contrasting view is the dynamic interaction approach [6]. The conceptual knowledge
is seen as a necessary but not sufficient condition for acquiring procedural skills. Conceptual
knowledge forms a basis for learning new procedures, but once acquired, procedures develop inde-
pendently through proceduralization, discrimination and generalization. Moreover, conceptual and
procedural knowledge seem to interact in diachronic cycles over time rather than simultaneously
when student is engaged in problem-solving.

The aim of this study was to assess undergraduate engineering students’ conceptual ideas of
electrostatics and magnetostatics and examine how their conceptions change after instruction. We
also examine the possible relations and correlations between students’ conceptual and procedural
understanding in electromagnetics.
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2. METHODS

The conceptual learning gains were measured by using the Conceptual Survey of Electricity and
Magnetism (CSEM) test [2]. The CSEM is a broad survey instrument that investigates the under-
standing of electric charge, potential, electric and magnetic field and force, and Newton’s laws in
the context of electromagnetics. The CSEM consists of 32 multiple-choice questions. In this study,
the last four of these questions (29–32) were omitted since they deal with dynamic field theory,
which was not covered in this studied elementary electromagnetics course focusing only in static
fields. The test was translated into Finnish and was used as a pre- and post-test. The pre-test
was administered to students during the first lecture and the post-test after the final lecture. The
post-test data of autumn 2010 course has not yet been collected at the time this paper is written.

The CSEM test was conducted on students (cumulative N = 233) enrolling in the Static Field
Theory course at Aalto University School of Science and Engineering, Finland, in autumn 2007 and
2010. Electromagnetic field theory is taught in two one-semester courses (Static and Dynamic Field
Theory) to sophomore students participating in the electrical engineering program. The aim of the
Static Field Theory course was to learn the basic concepts of electricity and magnetism: electric
and magnetic field and force, electric potential, conductors, electric currents, and so on. The course
consisted of lectures, complex multi-step homework exercises, a project work, and a final exam.
Students could participate in tutorials, where they solved standard textbook problems with the
help of an assistant. The multi-step homework exercises were compulsory and more complex than
the exercises solved at tutorials. A Finnish textbook [7] about static field theory was used during
the course and the language of instruction was Finnish.

The procedural knowledge of students was measured by assessing their performance in the final
exam. The exam exercises were complex problems and similar to the homework exercises, which
required an ability to identify and formulate the precise problem from the given scenario.

3. RESULTS

The overall success of undergraduate engineering students on the CSEM test was 57% and 59% of
correct answers in years 2007 and 2010, respectively. The pre-test results indicate that the level of
preliminary knowledge of the students was quite equal in both years. The CSEM score increased
to 67% after instruction (2007). The normalized learning gain g, which is defined as the actual
average gain divided by the maximum possible gain,

g =
%post−%pre
100−%pre

, (1)

was 0.23. According to cut-off criteria of Hake [8], this score is considered as low-gain (g <
0.30). In traditional courses that have low interactive engagement, the average gain varies generally
between 0.15 and 0.30. The overall results reveal a notable disparity between electricity and
magnetism questions (see Fig. 1). In 2007, the pre-test scores were 62% (electrostatics) and 45%
(magnetostatics), and the post-test scores 72% (electrostatics) and 54% (magnetostatics). In 2010,
the pre-test scores were 64% (electrostatics) and 45% (magnetostatics). The electrostatic questions
were considerably easier to students than the questions relating to magnetostatics. The engineering
students performed 17 (2007) and 19 (2010) percentage units poorer on the magnetism questions
compared to the electricity questions. Furthermore, the learning gain was different in the two
topics: on magnetism questions, g was only 0.17 while on electricity questions the gain was 0.26.

To compare students’ conceptual and procedural performance a scatter plot was constructed for
the data. The graph area was divided into four quadrants (numbered anti-clockwise beginning with
the top right quadrant) splitting the vertical and horizontal axes at the corresponding average value
for all students for the relevant index. The relation between conceptual and procedural knowledge
was investigated with the Pearson correlation coefficient.

The number of participants with matching CSEM post-test- and final exam data was 102 (year
2007). The average CSEM post-test score for this sample was 18.80 (standard deviation 7.54;
scale 1–28) and the average final exam score 14.47 (standard deviation 5.75; scale 1–30). The
correlation between conceptual and procedural performance was 0.49, which, although significant
(p < 0.01), was not very high. The first quadrant in Fig. 2 contains students that perform well
both conceptually and procedurally. One third of the participants entered into this group. An
equal amount of students (33%) were in quadrant 3, which means that they performed poorly
in both aspects. The second quadrant contains students that performed well conceptually but



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1663

Figure 1: The average performance (%) in the CSEM conceptual areas.

Figure 2: Comparison of scores on the CSEM post-test (scale 1–28) with scores on the final exam (scale
1–30).

poorly procedurally, and the fourth quadrant contains students performing well procedurally, but
not well conceptually. It is interesting to note that more students were conceptually strong and
procedurally weak (19%) than procedurally strong and conceptually weak (14%). This observation
supports the dynamic interaction view which considers the conceptual mastery to be a necessary
but not sufficient requirement for achieving expertise in the topic.

4. CONCLUSION

The results indicate that there is a relation between conceptual and procedural knowledge when
learning electro- and magnetostatics. The findings of this study can be said to generally favour
the dynamic interaction view that conceptual knowledge is a necessary but not sufficient condition
for procedural knowledge. As seen in Fig. 2, 19% of students performed well conceptually, but
did not succeed in the final exam. Fewer students (14%) lacked conceptual knowledge but were
proficient in procedures and problem-solving. This suggests that some general knowledge of the
basic concepts and relations are needed in order to succeed in complex problem-solving. The
findings reveal, however, that in the context of electromagnetics, it is possible to have conceptual
knowledge without considerable procedural skills but the reverse situation is less common. As
the dynamic interaction view proposes, the conceptual knowledge forms the basis for learning new
procedures but once acquired, procedures develop independently. Our other study [9] shows that
prior conceptual knowledge predicts success in the final exam, but developing students’ procedural
skill with complex problem exercises during the course does not significantly enhance students’
conceptual knowledge.
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Our research findings, as well as prior studies [2], indicate that students have considerably
more difficulties with magnetostatics than with electrostatics. This applies to both conceptual
and procedural understanding. Even though the magnetostatic phenomena are more visible than
the electrostatic ones, consider, for example, permanent magnets and compasses, the procedural
mathematical treatment of magnetic quantities seems to be more problematic. There is, of course,
a certain fundamental difference between electro- and magnetostatics. Whereas the electric field
arises from charges, the magnetic field arises from current, the simplest magnetic source being a
dipole.

The field theory course in the present study begins with electrostatics, which is a common tra-
dition in electrical engineering curricula. The required mathematics, vector algebra and analysis,
is mostly covered using electrostatic examples. Magnetostatics are taught in the end of the course
and also less time is used for covering this topic. Many magnetostatic concepts can be taught by re-
ferring to their duality with electrostatics. However, due to the aforementioned difference between
electric and magnetic sources, magnetic fields often are mathematically more complicated, consid-
ering, for example, the Coulomb’s law in electrostatics and the Biot-Savart’s law in magnetostatics.
Therefore, the proficiency in manipulating vectors becomes essential. On this particular course,
many students had problems especially with vector algebra. Moreover, considering the CSEM test,
it seems that also the conceptual understanding of magnetic field is more difficult to achieve. In
addition, the learning gain remained lower in the magnetostatics questions.

The study indicates the need for educational practice to broaden its view of what type of
knowledge is valued and assessed in engineering courses. In order to be proficient in mathematics,
science, and engineering, students need to deepen their understanding of the key concepts and rela-
tions within their areas of training. We would recommend practitioners to seek ways of introducing
new instructional practices for enhancing engineering students’ conceptual proficiency.
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A Physical Model of Electro-magnetism for a Theory of Everything

M. J. Underhill
Underhill Research, UK

Abstract— The objective is a physical model that links Electro-Magnetism or Electro-Magnetics
(EM) to the rest of physics for a Theory of Everything (ToE). The proposed model postulates
a real spatial ‘ether’ described by four partially coupled transmission line equations mapping
classical fields into spatial potentials, charges and currents. ‘EM coupling’ and ‘Process Capture’
are the main links to the rest of physics. One outcome of EM coupling is the removal of all
mathematical and physical singularities in EM and elsewhere in physics. Process Capture defines
‘process regions’ where only one physical process dominates. One outcome is ‘heuristic EM sim-
ulation’ requiring no matrix inversion. Maxwell’s Equations and some of the existing tenets of
physics are significantly revised. The outcome is a ToE allowing all physics to be described in EM
terms. Some novel examples are given, namely: ‘continuous relativity’, ‘dark matter’ compared
to normal matter, photon ‘string arrows’, and ‘toroidal EM string loops’ for particles. In this
ToE mathematics is used as a language to describe but not dictate the physics.

1. INTRODUCTION

This paper originates from an unpublished seminar given to research students at the University of
Surrey in 2004 [1]. Since then much of the originally speculative theory has been refined by matching
against practical observations and experimental results. The proposed physical EM model gives the
best agreement with the observations and practical results collected so far. The paper builds on from
a Goubau line [2] EM string arrow photon model proposed in 2009 [3]. The stability of this photon
model is related to the stability of oscillators with noise [4, 5] and the stability displays hysteresis
as found in injection locked oscillators [6, 7]. Process Capture is an essential part of the EM ToE
model, and it was originally observed in measurements of the multiple radiation mode resistances of
a small tuned loop antenna [8]. Traditional mathematical formulations of Maxwell’s Equations [9–
11] have been found ignore EM coupling between fields and to lack evanescent wave solutions
capable of representing Goubau line, surface wave, wave-tilt and ground constant measurements.
The (new) mathematics here has been devised and chosen to make good these deficiencies.

2. THE LOCAL ETHER FOUR TRANSMISSION LINE MODEL OF EM

The chosen physical model is two low-pass and high-pass pairs of co-located transmission lines in
a ‘local ether’ as shown in Figures 1(a) to (f). All the transmission lines are partially coupled.
The lines are shown in lumped component equivalent circuit form. One LP/HP pair represents
conventional and electric displacement current, with electric vector potential. (For this pair E
is lamellar and H is solenoidal.) The other pair represents magnetic displacement current and
magnetic vector potential. (For this pair H is lamellar and E is solenoidal.)

In free space the line pairs have equal velocity and nomnal characteristic impedance The ‘local
ether’ properties are given by complex, frequency dependent, values of ε and π along the direction
of power flow. E and H are defined as electric and magnetic vector potentials and are analogues
of voltage on the lines. D and B are defined as electric and magnetic vector charge densities
respectively. Electric and magnetic displacement current densities are defined as ‘bi-vectors’ with
one vector component in the D or B field direction, and the other vector component in the direction
of current flow. The current magnitudes are found by equating the energy of the currents to the
energy of the charges (energy conservation). The currents are time domain Hilbert transforms of
the charges, and vice versa. For travelling waves the currents and charges are co-local.

For standing waves the currents and charges are a quarter of a wavelength apart. In this model
both the currents and the charge gradients in the local ether can radiate or receive. Positive
quadrature potential of a current indicates radiation. Negative quadrature potential of a current
indicates reception. The local ether acts as a focusing lens for receiving (wire) antennas. The local
ether constants are altered (increased) by the local stored energy.

For the low-pass electric line, the specific series inductance (per reciprocal unit area and per unit
length) is equated to µ and the specific shunt capacitance (per unit area and per reciprocal unit
length) is equated to ε. The specific series reactance is jωµ and the specific shunt susceptance is
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(a) 'Real' transmission line (b) Low-Pass E-field line

(c) High-Pass E-field line (d) Simultaneous LP and HP transmission, (b) and (c)

(e) Low-Pass H-field line (f) High-Pass H-field line

Figure 1: The four transmission line model of Electro-Magnetic (EM) waves in a local ether defined by
permittivity ε and permeability µ. (a) is the basis transmission line lumped equivalent circuit, with voltage
V and current I. L and C are values per unit length along the line. (b) is the free-space ‘electric’ transmission
line low pass (LP) equivalent to the plane wave solution of Maxwell’s equations, with L mapped to µ and
C mapped to ε. V is mapped to the electric vector potential ΦE and I is mapped to electric displacement
current IE . (c) is a novel discovery: it is the high-pass (HP) solution to Maxwell’s equations that is found to
dominate above about 47.75 MHz. (d) shows that both the HP and LP models are active around 47.75MHz.
(e) and (f) are the LP and HP magnetic current and magnetic vector potential equivalents, respectively of
(b) and (c).

jωε. The high pass electric line has specific series reactance of 1/jωε and specific shunt susceptance
of 1/jωµ.

At the critical frequency of 47.75 MHz the transmitted power becomes equally divided between
the LP and HP modes, a few wavelengths away from a source. Initial measurements indicate
that the power split changes over progressively bandwidth equivalent to at least two poles with a
bandwidth equivalent to a Q of about 6 or perhaps 2π. There is also a possible weak resonance
with a Q of about 40 or (2π)2.

The EM model also explains the anomalous ‘wave-tilt’ (reversed at low frequencies) found over
real ground. Above a critical frequency for the ground the high pass model dominates and captures
most of the wave energy of the vertically polarised ground wave components in, and just above, the
ground. The phase of Ez is then such as to tip the wave Ey +Ez forward in the direction of travel.
However below the critical frequency the low-pass model dominates, the phase of Ez is reversed
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and the E-field of the wave Ey − Ez tips backwards. The wave-tilt critical frequency is typically
between 5.3 and 6.8MHz.

3. THE EM MODEL FREE SPACE CRITICAL FREQUENCY

In free-space the low-pass transmission lines of the EM model are operative predominantly below
47.75MHz and the high-pass lines above fc = 47.75MHz. We find that at fc = 47.75MHz (or
ωc = 300 Mrad/s), Z0 = 120π = ωµ0 = 1/ωε0. This is thought to be the origin of the critical
frequency of 47.75 MHz.

4. ELECTRO-MAGNETIC COUPLING

In free-space we find that the co-local electro-magnetic (EM) coupling between the fields H and
D/ε, and between H and B/µ is κ = 1/2π. This means that any field sensors for E, D, H, and
B will always also measure respectively D, E, B, and H with reduced sensitivity of −16 dB. This
also explains ‘dark matter’ properties. Induction is also a manifestation of EM coupling. Potentials
(and potential gradients) are induced or created in the local ether surrounding charges and currents
by a local induction process. Potentials also induce and create charges and currents. The induction
strength is found to be inversely proportional to the square root of frequency. This form of EM
coupling defines the profiles of evanescent waves, surface waves, photons, EM strings, and the edges
of black holes.

4.1. Process Capture

Process capture is an observable fundamental law (originally seen in small tuned loop antennas).
Overlapping distributed processes combine at any point according to the RSS (Root-Sum-of-the-
Squares) law. The strongest process ‘captures’ and suppresses the weaker process. Over a short
(coupling) distance the suppression is progressive. Propagation at 47.75 MHz could be metastable.
We find bounded regions where one process is almost totally dominant. Fast and robust ‘Analytic
Region (AR) Modelling’ is a consequence; no matrix inversion is required. Process capture explains
observed ‘ether dragging’, and this leads to ‘Continuous Relativity’, which encompasses and joins
Special and General Relativity. (Faster-than-light travel is possible.) Process capture reconciles
Michelson-Morley results with the existence of a real physical ether.

4.2. Evanescent Wave Profiles

EM wave equations are separated into travelling wave and evanescent wave parts. Two prototype
evanescent wave profiles R1 and R3 are proposed and are both given by:

Rn =
(
1− e−κn/(

√
f×rn)

)
(1)

where n = 1 for potential around a source, and n = 3 for the profile of the ‘substance’ of a EM
string or the edge of a black hole. The EM coupling factors κ1 and κ3 have different values for
dark matter and ordinary matter. These profiles have finite size and no mathematical or physical
singularities. The profile equations can be extended represent complex impedance around antenna
surfaces and wires and absorption magnitude and height (∝1/

√
f) profile above real ground. EM

strings have self-stable evanescent wave profiles. They have a single dominant line spectrum and
obey a Schrödinger equation.

The various EM strings are shown in Figure 2.

4.3. Matter and Dark Matter

All charges, currents and potentials have (self-) energy. Energy is ‘substance’ (charge or current)
times potential and is gravitational mass. Ordinary matter has point-like atoms and substance then
dominates over self-potential. The self-potential has a time delay and an offset during acceleration,
making inertial and gravitational masses equal. In dark matter the energy of the potential is
greater than the substance energy. Dark matter is continuous and diffuse, and has very low inertia.
Thermal radiation in space is dark matter. The Goubau single wire (non-radiating) transmission
line displays the stable evanescent wave profiles of current filaments and proposed EM ‘strings’.
Photons are ‘dark matter’ EM string arrows. Particles are made from EM toroidal string loops of
defined size, frequency and dimensionality. See Figure 2. String loop and black hole densities are
similar. String loops obey a Schrödinger equation.
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Figure 2: EM String models for photons and sub-atomic particles: (a) EM energy on Goubau single wire
transmission line. (b) EM energy in photon ‘EM string arrow’ model, with similar energy distribution to (a).
(c) EM spinning loop string; an L-string. (d) EM spinning LH torus string; a T -string. (e) EM spinning LH
torus string; a T -string and a mirror image of (d). (f) EM spinning LH/LH toroidal torus string; a T 2-string.
(g) EM spinning RH/LH toroidal torus string; a T 2-string and a mirror image of (f).

5. CONCLUSIONS

All physics can be described and modeled in Electro-Magnetic (EM) terms. A real physical ether is
an essential part of the proposed EM model. ‘Process capture’ resolves any conflict with Michelson-
Morley results. ‘Continuous Relativity’, based on the existence of a real ether, encompasses and
unites Special Relativity and General Relativity. The proposed EM model has no physical or
mathematical singularities. ‘Analytic Region Modeling’ promises to be the future of EM simulation.
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Space Constants of Auxiliary Waves

T. Koryu Ishii
Marquette University, Milwaukee, Wisconsin, USA

Abstract— Space constants of auxiliary waves are investigated. In this investigation, validity
of space constants of auxiliary waves are examined by cross checking propagation constants and
wave impedance under the same polarization. The principal wave considered is a uniform TEM
mode electromagnetic plane wave. The auxiliary waves are associated with the principal wave,
then various sets of space constants are derived from auxiliary waves based upon the propagation
constants or wave impedance of various polarizations.
This approach suggests the existence of a new set of wave impedances for auxiliary waves. This set
of space constants shows space constants for auxiliary waves are inhomogeneous and anisotropic
for auxiliary waves even though these are homogenous and isotropic for the principal wave. As
a numerical example, space constants for free space are sketched for the first time. The sketch
shows indeed space constants of free space for auxiliary waves are inhomogeneous and anisotropic.

1. INTRODUCTION

Space for propagation of electromagnetic waves which are defined by permittivity εp, permeabil-
ity µp, and conductivity σp, is considered. These constants are termed the space constants for
convenience in this work [1, 2].

The principal wave is the electromagnetic wave which is originally launched into space for
utilitarian purposes. The auxiliary waves are non-principal waves associated with the principal
wave. The auxiliary waves are generated by the principal wave. The principal wave considered in
this study is uniform TEM mode plane waves of both vertical and horizontal polarizations. Various
sets of space constants are derived for auxiliary waves based upon the propagation constant or wave
impedance and polarizations. In this study, the principal wave is propagating in the y direction
with vertical or horizontal polarizations. In considering vertical polarization, the E field vector
points towards the z direction. With horizontal polarization, E field vector points towards the −x
direction.

In this study, one of the auxiliary waves is considered propagating in the r direction. Propagation
constant of the principal wave is represented by γ̇p. The propagation constant of the auxiliary wave
is represented by γ̇a. The relationship between γ̇a and γ̇p is, by elementary geometrical observation,

γ̇a = γ̇p sin θ sinϕ (1)

2. PROPAGATION CONSTANTS

Propagation constant γ̇a is a projection of γ̇p as seen in Equation (1). There is no information of
polarization. Therefore, for both vertical and horizontal polarization of the principal wave,

γ̇2
a = γ̇2

p sin2 θ sin2 ϕ (2)

By association of telegrapher’s equation and Helmhortz’ wave equation [3],

γ̇2
a = jωµp(σp + jωεp) sin2 θ sin2 ϕ

γ̇2
a = jωµp(σp + jωεp)(sin2 θ sin2 ϕ)1−n(sin2 θ sin2 ϕ)n

(3)

where, n is a number.
This means that

γ̇2
a = jωµp(sin2 θ sin2 ϕ)1−n(σp + jωεp)(sin2 θ sin2 ϕ)n (4)

or,
γ̇2

a = jωµp(sin2 θ sin2 ϕ)n(σp + jωεp)(sin2 θ sin2 ϕ)1−n (5)
or, for n = 0

γ̇2
a = jωµp sin2 θ(σp + jωεp)(sin2 ϕ) (6)

or, for n = 1,
γ̇2

a = jωµp sin2 ϕ(σp + jωεp)(sin2 θ) (7)
Spaces of Equations (4) through (7) are respectively named Type I through IV Spaces.
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3. WAVE IMPEDANCE

For a vertically polarized principal wave, by elementary geometrical observation, the wave impedance
of auxiliary wave is

η̇a = Ėz sin θ/Ḣx sinϕ = η̇p sin θ/ sinϕ (8)
where ηp is the wave impedance of the principal wave. In this case, it is known to be η̇p =√

jωµp

σp+jωεp
[3]. Similarly, the wave impedance for a horizontally polarized auxiliary wave is

η̇a = Ėx sinϕ/− Ḣz sin θ = η̇p sinϕ/ sin θ (9)

4. SPACE CONSTANTS OF AUXILIARY WAVES

For Types I through IV Spaces, from Equations (4) through (7), space constants of different types
for their respective spaces are obtained as follows.

Type I Space:

εa = εp sin2n θ sin2n ϕ, µa = µp sin2(1−n) θ sin2(1−n) ϕ, σa = σp sin2n θ sin2n ϕ (10)

Type II Space:

εa = εp sin2(1−n) θ sin2(1−n) ϕ, µa = µp sin2n θ sin2n ϕ, σa = σp sin2(1−n) θ sin2(1−n) ϕ (11)

Type III Space:
εa = εp sin2 ϕ, µa = µp sin2 θ, σa = σp sin2 ϕ (12)

Type IV Space:
εa = εp sin2 θ, µa = µp sin2 ϕ, σa = σp sin2 θ (13)

Equations (10) through (13) are examined, using Equations of propagation constants (4) through
(7), where εa, µa, and σa are equivalent permittivity, permeability, and conductivity of the space
for auxiliary waves, and equations of wave impedance (8) or (9). For Type I Space, if Equation (10)
is substituted in Equation (4) of propagation constant,

γ̇2
a = γ̇2

p sin2 θ sin2 ϕ (14)

If Equation (10) is substituted in Equation (8) of wave impedance,

η̇2
a = η̇2

p sin2(1−2n) θ sin2(1−2n) ϕ (15)

For Type II Space, if Equation (11) is substituted in Equation (7) of propagation constant

γ2
a = γ2

p sin2 θ sin2 ϕ (16)

If Equation (11) is substituted in Equation (8) or (9) of wave impedance,

η̇2
a = η̇2

p sin2 θ/ sin2 ϕ or η̇2
a = η̇2

p sin2 ϕ/ sin2 θ (17)

For Type III Space, if Equation (12) is substituted in Equation (6) of propagation constant,

γ̇2
a = jωµp(σp + jωεp) sin2 θ sin2 ϕ (18)

If Equation (12) is substituted in Equation (8) or (9) of wave impedance,

η̇2
a = {jωµp/(σp + jωεp)} sin2 θ/ sin2 ϕ or η̇2

a = {jωµp/(σp + jωεp)} sin2 ϕ/ sin2 θ (19)

For Type IV Space, if Equation (13) is substituted in Equation (7) of propagation constant,

γ̇2
a = jωµp(σp + jωεp) sin2 θ sin2 ϕ (20)

If Equation (13) is substituted in Equation (8) or (9) of wave impedance,

η̇2
a = {jωµp/(σp + jωµp)} sin2 θ/ sin2 ϕ or η̇2

a = {jωµp/(σp + jωµp)} sin2 ϕ/ sin2 θ (21)

Equations (10) through (13) are confirmed to be correct by Equations (14) through (21). In contrast
to Equations (10) through (13), the original space constants for the principal wave are εp, µp, and
σp. This means that the space is homogenous and isotropic for the principal wave, but the same
space is inhomogeneous and anisotropic for auxiliary waves.
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Figure 3: Conductivity pattern.

5. A SPECIFIC NUMERICAL EXAMPLE

As a specific numerical example, free space is considered:
For the principal wave TEM uniform plane wave,

εp = 8.854 pF/m, µp = 1.257µH/n, σp = 0 S/m (22)

For auxiliary waves, and for Type I space,

εa = 8.854 sin2 θ sin2 ϕpF/m, µa = 1.257µH/n, σa = 0 S/m (23)

For Type II Space,

εa = 8.854,pF/m, µa = 1.257 sin2 θ sin2 ϕµH/n, σa = 0S/m (24)

For Type III space,

εa = 8.854, sin2 ϕpF/m, µa = 1.257 sin2 θ µH/n, σa = 0S/m (25)

For Type IV space,

εa = 8.854 sin2 θ pF/m, µa = 1.257 sin2 ϕ µH/n, σa = 0 S/m (26)

As an example, space constant patterns for Type II space are depicted as shown in Figs. 1–3.

6. CONCLUSION

Uniform homogenous isotropic and linear open space for electromagnetic principal wave propagation
can be anisotropic and inhomogeneous for auxiliary waves. The space constant of auxiliary waves
are examined using association of telegrapher’s equation and Helmhortz’ wave equation.
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This study of propagation constant and space constant implies that the phase velocity of prop-
agation of auxiliary waves is greater than the phase velocity of the propagation of the principal
wave. This means that, in free space, propagation phase velocity of auxiliary waves is superluminal.
It is also of interest to note that the wave impedance to the vertically polarized auxiliary wave is
different from the wave impedance to the horizontally polarized auxiliary wave.
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Characteristic Equations of Strip-slotted Structures

Seil Sautbekov and Gulnar Alkina
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Abstract— This paper deals with further development of Wiener-Hopf-Fock method for ob-
taining the characteristic equation which follows from the solution of the boundary value problem
of electromagnetic waves diffraction on the strip-slotted structures. The strip or an infinite grat-
ing is chosen in return for strip-slotted structures. The boundary value problem is consecutively
solved by reducing to the system of singular boundary integral equations, then to the system of
the second kind Fredholm equations, which effectively is solved by reducing to a system of the
linear algebraic equations with the help of the etalon integral and of saddle point method. Set-
ting the determinant of a system of the algebraic equations equal to zero, we find a characteristic
equation, which determines the eigenfrequencies of the structures.

1. INTRODUCTION

To present time, basically only two rigorous analytical methods for solving diffraction problems are
known: the Wiener-Hopf-Fock method (WHF) [1–3] and the method of Riemann-Hilbert [4, 5]. The
WHF method is also known as the factorization method [6]. A canonical problem for plane finite
structures is the diffraction of electromagnetic waves on a strip or slot. Many works are devoted to
an asymptotic solution of diffraction problems on a strip (slot) [8–17]. In [7] the diffraction problem
for a strip is considered by the WHF method and reduced to a system of integral equations. Unlike
the results of D. S. Jones [8], in this paper the solution of this problem is reduced to a series having
an asymptotic form that contains a resonant denominator [9]. Therefore, it is suggested to consider
the characteristic equations by the WHF method.

2. REDUCING TO A SYSTEM OF THE INTEGRAL EQUATIONS

Let the plane wave impinges on ideally conducting strip |z| ≤ a, y = 0, −∞ < x < ∞:

Eo
x = −E0e

ik(y sin ϑ0+z cos ϑ0), Ho
y = Eo

x

√
ε/µ cosϑ0, Ho

z = −Eo
x

√
ε/µ sinϑ0, (1)

Ho
x = 0, Eo

y = Eo
z = 0, k = ω/c, E0 = const.

The direction of propagation of the incident wave is orthogonal to the x axis and makes an angle
ϑ0 with the z axis (Fig. 1). Further, the harmonic time factor exp(−iωt) is everywhere omitted.

The electromagnetic field

Ex = ikcAx, Hy =
1
µ

∂

∂z
Ax, Hz = − 1

µ

∂

∂y
Ax, (2)

is expressed by means:

Ax(y, z) =
iµ

4π

∫ ∞

−∞

1
v

exp{i(wz + v|y|)}F (w)dw, v =
√

k2 − w2. (3)

0

-a a
0

y

R

r

z

ζ
ϑ

ϑ

Figure 1: Diraction of plane wave at a strip.
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From the boundary condition for the electric field on the strip

Ex + Eo
x = 0 at |z| ≤ a (y = 0, −∞ < x < ∞),

and (2) and (3) we obtain an integral equation
∫ ∞

−∞
exp(iwz)

1
v
F (w)dw + A0 exp(ihz) = 0 at |z| ≤ a, (4)

where A0 = 4πE0/(ωµ) and h = k cosϑ0.
We have the following integral equation from the continuity condition of the magnetic field (Hz)

on the continuation of the strip:
∫ ∞

−∞
exp(iwz)F (w)dw = 0 at a < |z|, (5)

which follows immediately from absence of currents on the prolongation of the strip.
Let k have a small positive imaginary part that will vanish in the final formulas. Taking into

account that the edges of a strip are secondary sources of waves, the Fourier-component of the
current density is written as a sum from two analytical sources:

F (w) = F1 + F2, (6)

F2(w) =
√

k − w
(
A2(w) + B+(w)

)
exp(iwa), F1(w) =

√
k + w

(
A1(w) + B−(w)

)
exp(−iwa).

The fields from the analytical sources must satisfy Meixner’s condition, i.e., behaving at infinity
as w−1/2. The terms F1 and F2 are constructed by the Wiener-Hopf-Fock method such that A1 and
A2 correspond to plane wave amplitudes; B+ and B− correspond to the amplitudes of the reflected
waves from the strip edges. From this follows, that A1 and A2 should be analytical functions on the
entire complex w plane except for a simple pole at w = h. As the singular points in the upper half
plane (UHP) correspond to traveling waves to the right along the z axis, B− should be analytical
in the LHP, and B+ in the UHP.

Thus, a system of singular integral Equations (4), (5) is reduced to a system of Fredholm integral
equations of the second kind:

B−(w) =
1

2πi

∫

C+

exp(i2au)
u− w

√
k − u

k + u

(
A2(u) + B+(u)

)
du, (7)

B+(w) =
1

2πi

∫

C+

exp(i2au)
u + w

√
k − u

k + u

(
A1(−u) + B−(−u)

)
du, (8)

where

A1(w) =
Ao

2πi

√
k − h

w − h
exp(iha), A2(w) = − Ao

2πi

√
k + h

w − h
exp(−iha). (9)

By introducing the integral operator

I(w, u) =
1

2πi

∫

C+

du
exp(i2au)

u− w

√
k − u

k + u
,

the system of Equations (7) and (8) may be represented compactly as

B+(w) = I(−w, u)
(
A1(−u) + B−(−u)

)
,

B−(w) = I(w, u)(A2(u) + B+(u)). (10)

Thus, for the solution of a boundary value problem it is necessary to find F (w) that satisfies the
system of integral Equations (4) and (5).
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Figure 2: A plane of a complex variable w (or u).

3. CHARACTERISTIC EQUATION FOR STRIPS

The short-wave asymptotic behavior is achieved by means of the etalon integral

I(w) ≡ I(w, u) · 1,

using the stationary phase method. Here, the integration path in (10) is deformed up to the edge
of the cut C1, (Fig. 2) to get the contour of steepest descent that is a line parallel to imaginary
axis upwards from the branch point. The result is

B+(w)∼= I(−w, u)A1(−u) + B−(−k)I(−w),
B−(w)∼= I(w, u)A2(u) + B+(k)I(w). (11)

The functions in (11) are found by solving the system of linear algebraic equations:

B+(k) =
(
1− I2(−k)

)−1 (
I(−k, u)A1(−u) + I(−k)I(−k, u)A2(u)

)
, (12)

B−(−k) =
(
1− I2(−k)

)−1 (
I(−k, u)A2(u) + I(−k)I(−k, u)A1(−u)

)
, (13)

Thus, the above-stated expressions give the dominant contribution to the solution of (10). Zeroing
a denominator in (12), (13) gives a characteristic equation in the first approximation:

det1 = 1− I2(−k) = 0, (14)

which determines the complex resonance frequencies of a strip, i.e., frequencies of self oscillations
in absence of external incident waves. Here

I(−k) =
1
2i

H(1)
0 (2ka)− 2ak

(
H(1)

0 (2ka)− iH(1)
1 (2ka)

)
.

In order to take a account of the corrections of higher order it is necessary to expand the required
functions B+ and B− in (10) in a Taylor series in the neighborhood of the point u = k with the
result:

I(−w, u)B−(−u) = ei2ak
N∑

n=0

(i)n

n!
B−(n)(−k)

∂n

∂(2a)n

(
e−i2akI(−w)

)
, (15)

I(w, u)B+(u) = ei2ak
N∑

n=0

(−i)n

n!
B+(n)(k)

∂n

∂(2a)n

(
e−i2akI(w)

)
. (16)

Now we will consider the characteristic equation in the second approximation for the estimation
of the precision of the basic contribution of the integration by the saddle point method taking into
account only the first derivatives in (15), (16) (N = 1):

I(−w, u)B−(−u) ' B−(−k)I(−w) + B−(1)(−k)
(
kI(−w) + iIa(−w)

)
,

I(w, u)B+(u) ' B+(k)I(w)−B+(1)(k)
(
kI(−w) + iIa(−w)

)
,
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where the following notation for the derivatives in the indicated points with respect to w and the
parameter b = 2a is introduced:

Ia(−w)≡ ∂

∂b
I(−w), B−(1)(−k)≡ ∂

∂w
B−(w)

∣∣
w=−k

, Ia≡Ia(−k), B+(1)(k)≡ ∂

∂w
B+(w)

∣∣
w=k

.

Substituting these expressions in (10) we find the matrix



1 0 −I(−k) −kI(−k)− iIa

0 1 −Iw −kIw − iIwa

−I(−k) kI(−k) + iIa 1 0
−Iw kIw + iIwa 0 1




for the system of algebraic equations, where the following notation is introduced:

Iw ≡ ∂

∂w
I(w)

∣∣
w=−k

, Iwa ≡ ∂

∂b
Iw.

We get the characteristic equation in the second approximation by equating the determinant of the
matrix to zero:

det2 = 1−H4
0

16
+

ka

12
(
8H0H1(1+H2

0 )+iH2
0 (24+9H2

0 +H2
1 )

)
+

(ka)2

36
(
H2

1 (H2
1−112)

+2H2
0 (312−47H2

1 )+129H4
0− i16H0H1(H2

1 +15H2
0 +42)

)
+

8(ka)3

9
(H1+iH0)

(
H0(7H2

1

−9H2
0−48)+iH1(H2

1 +17H2
0 +32)

)− 64(ka)4

9
(H1+iH0)2

(
(H1+iH0)2−4

)
= 0, (17)

where for brevity the values of the Hankel functions are designated as

H0 ≡ H(1)
0 (2ak), H1 ≡ H(1)

1 (2ak).

The following values of the derivatives of I have been used in the characteristic equation:

Iw(−k) = a(H0 − i

3
H1)− 8

3
ika2(H0 − iH1), Ia = −1

2
kH0 +

i

2
kH1 − ikI(−k),

Iwa =
1
2
H0 − 3ak(iH0 +

7
9
H1)− 8

3
(ak)2(H0 − iH1).

The variation of det1 and det2 with real k is presented in Fig. 3 using the basic contribution of the
solution (10) with the saddle point method.

The behavior of the real part of the characteristic function for real values of k is maintained if
2ak is larger than about 0.04 in the first and in the second approach (Fig. 3). The behavior of the
imaginary part of the characteristic functions for real values k are basically identical both in the
first and in the second approximation.

Hence, on solving similar diffraction problems with the saddle point method and an etalon inte-
gral, the basic contribution of the integration should be restricted to the frequency band 2ka > 0.4.

0.8

0.9

1

Re det1

Re det2

2ka

0 0.5 1 1.5 2

Figure 3: Real part of det1, det2 (Imka = 0).
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Figure 4: Diffraction of a plane wave on a grating.

The imaginary and real parts of the roots of the characteristic Equation (14) approach asymptoti-
cally

Im(2ak) = −2.305− 1.5 ln Re(2ak), Re(2ak) ' π(n + 1/4) (n = 1, 2, . . .). (18)

at Rek À 1. The obtained asymptotic formulas coincide with the result of [16]:

2ak ' (n + 1/4)π − i1.5 ln
(
2 3
√

4π(n + 1/4)π
)
.

4. CHARACTERISTIC EQUATION FOR GRATINGS

By analogy previous problem the boundary problem of a plane electromagnetic wave incident on
an ideally conducting grating is reduced to a system of linear algebraic equations by means of
integrating the system by the saddle point method and using etalon integrals. Then the solution
of the system can be presented in the form





B+
2n+1(w) = I(−w)

(
A2n+2(−k) + B+

2n+2(−k) + B−
2n+2(−k)

)
,

B−
2n+1(w) = J(w)

(
A2n(k) + B+

2n(k) + B−
2n(k)

)
,

B+
2n(w) = J(−w)

(
A2n+1(−k) + B+

2n+1(−k) + B−
2n+1(−k)

)
,

B−
2n+2(w) = I(w)

(
A2n+1(k) + B+

2n+1(k) + B−
2n+1(k)

)
,

(19)

where

J(w, u) =
1

2πi

∫

C+

du
exp(i(d− 2a)u)

u− w

√
k + u

k − u
, J(w) = J(w, u) · 1,

the coefficients are defined from the following system of algebraic equations:




e−ihd 0 0 0 0 −I− 0 −I−
0 e−ihd 0 0 0 −I+ 0 −I+

0 0 1 0 −J+ 0 −J+ 0
0 0 0 1 −J− 0 −J− 0
0 −J− 0 −J− 1 0 0 0
0 −J+ 0 −J+ 0 1 0 0
−I+ 0 −I+ 0 0 0 eihd 0
−I− 0 −I− 0 0 0 0 eihd







B+
2n+1(k)

B+
2n+1(−k)

B−
2n+1(k)

B−
2n+1(−k)

B+
2n(k)

B+
2n(−k)

B−
2n(k)

B−
2n(−k)




=




A2n(−k)I−
A2n(−k)I+

A2n(k)J+

A2n(k)J−
A2n+1(−k)J−
A2n+1(−k)J+

A2n+1(k)I+

A2n+1(k)I−




.

(20)
The following notations are introduced here for brevity:

I− ≡ I(−k), I+ ≡ I(k) =
1
2i

H(1)
0 (2ak), J− ≡ J(−k) = − 1

2i
H(1)

0 (k(d− 2a)), J+ ≡ J(k) = ei(d−2a)k.

Further, the periodic conditions

B−
2n+2(w) = eihdB−

2n(w), B+
2n+2(w) = eihdB+

2n(w),

B±
2n−1(w) = e−ihdB±

2n+1(w), B±
2n−2(w) = e−ihdB±

2n(w)
(21)

follows from the substitutions n→n + 1 and z→z + d, remembering to use K → e−ihdK for the
amplitude of the incident wave.
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As the amplitude of a plane wave is equal to zero for self oscillations, it is necessary to note
that in periodic conditions h = 0. Setting the denominator equal to zero, we find a characteristic
equation that follows immediately from the solution (19) and (20):

det=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 0 0 0 0 −I− 0 −I−
0 1 0 0 0 −I+ 0 −I+

0 0 1 0 −J+ 0 −J+ 0
0 0 0 1 −J− 0 −J− 0
0 −J− 0 −J− 1 0 0 0
0 −J+ 0 −J+ 0 1 0 0
−I+ 0 −I+ 0 0 0 1 0
−I− 0 −I− 0 0 0 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=(1+I−J−−I+J+)2−(I−+J−)2 =0. (22)
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Wiss., 696–706, 1931.

3. Weinstein, L. A., The Theory of Diffraction and the Factorization Method, Golem Press, Boul-
der, Colorado, 1969.

4. Shestopalov, V., Method of Rieman-Hilbert Problem in Diffraction and Electromagnetic Wave
Propogation Theories, Publishing House of Kharkov University, Kharkov, 1971.

5. Agranovich, Z. S., V. Marchenko, and V. Shestopalov, Zhornal Techn. Fiziki, Vol. 32, 381–394,
1962.

6. Abragams, I. D. and J. B. Lawrie, IMA Journal of Applied Mathematics, Vol. 55, 35–37, 1995.
7. Sautbekov, S. S., “Factorization method for finite fine structures,” Progress In Electromagnetics

Research B, Vol. 25, 1–21, 2010.
8. Jones, D. S., Acoustic and Electromagnetic Waves, Clarendon Press, Oxford, 1986.
9. Ufimtsev, P. Y., Fundamentals of the Physical Theory of Diffraction, SciTech Publishing, En-

cino, 2007.
10. Brovenko, A. V., E. D. Vinogradova, P. N. Melezhik, A. Y. Poyedinchuk, and A. S. Troschylo,

“Resonance wave scattering by a strip grating attached to a ferromagnetic medium,” Progress
In Electromagnetics Research B, Vol. 23, 109-129, 2010.

11. Imran, A., Q. A. Naqvi, and K. Hongo, “Diffraction of electromagnetic plane wave by an
impedance strip,” Progress In Electromagnetics Research, Vol. 75, 303–318, 2007.

12. Millar, R. F., “Diffraction of a wide slit and complementary strip,” Proc. of the Cambridge
Philosophical Society, Vol. 54, No. 4, 476–511, 1958.

13. Luneburg, E. and K. Westpfahl, “Bengung am streifen. hoch frequenz asymptotik and klein-
masche losung,” Annalen der Physik, Vol. 21, Nos.1–2, 12–25, 1968.

14. Kieburts, R. B., “Constraction of asymptotic solutions to scattering problems in the Fourier
transform representation,” Applied Scientific Research, Vol. 12, No. 3, 221–234, 1965.

15. Stockel, H., “Bengung am spalt,” Annalen der Physik, Vol. 16, Nos. 5–6, 209–219, 1965.
16. Nefyodov, E. I. and A. T. Fialkovski, Asymptotical Theory of Diffraction of Electromagnetic

Waves on Finite Structures, Soviet. Radio, Moscaw, 1972.
17. Grinberg, G. A., “Diffraction of electromagnetic waves on a strip of finite width,” DAN USSR,

Vol. 129, No. 2, 295–298, 1959.



1680 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

Self-field Theory a Mathematical Description of Physics

A. H. J. Fleming
Biophotonics Research Institute, Melbourne, Australia

Abstract— SFT is a new description of electromagnetic interactions applying across physics.
At its heart are bispinorial motions for both the electromagnetic fields and the interacting par-
ticles. SFT is intimately related to quantum theory; instead of the single inequality uncertainty
relationship, there are two exact equations one applying to electric currents, the other to mag-
netic currents. SFT is formulated in terms of the E- and H-fields rather than the potentials
The mathematics of SFT applies to the 1st order Maxwell Lorentz equations rather than the 2nd
order Lagrangian formulation. It has been used to solve a simple Bohr-like model of the hydrogen
atom, obtained an analytic estimate for the mass of the photon, and provided the first glimpse of
structure within the photon. This may yield an organizational structure for bosons reminiscent
of the chemical table first noted by Mendeleev in 1860 via a two-dimensional array of elemental
properties. The self-field formulation obtains an analytic expression for Planck’s number provid-
ing a basis for its understanding as a variable of motion applying equally to the electron, the
proton and the photon. SFT appears to apply equally to cosmology as to sub-photonic physics.

1. INTRODUCTION

In the electromagnetic (EM) version of SFT the Maxwell-Lorentz equations can be algebraically
rewritten in matrix form as in (1) where each particle has two spinorial motions σEM

i and the
corresponding currents κEM

j .
MEM

ij σEM
i = κEM

j (1)

The motion of the electron is an exact EM self-field solution, its position at any time is the sum
of two spinors forming a bispinorial motion σEM

o (ro, ωo) and σEM
c (rc, ωc) where the distance of

the electron is written as a sum of the spinors not a Pythagorean root mean square but a function
of orthogonal orbital and cyclotron spinors:

rEM
(
rEM
o , ωEM

o , rEM
c , ωEM

c

)
= rEM

o ejωot + rEM
c ejωct (2)

Quantum theory as it applies to EM begins with the Heisenberg uncertainty relationship which
is identical to (1) except that instead of one inexact equation there are two exact equations. SFT
thus provides the analytic origins for the heuristic eigenvalue formulation of quantum theory.

If the intrinsic energy of the complete system changes the EM fields within an atomic array each
atom can adjust altering the atomic and molecular binding structures. In effect this means that
the radial and spin states of the two photons involved in the atomic binding energy can adapt to
the energy change where the photons themselves are assumed to have a composite structure. Now
the system has six degrees of freedom including the E- and H-fields in response to the change in
ambient energy. The two extra variables give a range of variation orthogonal to the phase diagrams
of atoms. A typical phase diagram shows only a solid line separating the various phases. SFT
indicates a small range of binding structures that depend on the intrinsic energy of the system.

There are major differences between the SFT time-variant field motion and the time-invariant
classical electromagnetics (CEM) where the field ubiquitously covers all solid angles with no defini-
tion other than its vector nature as to the actual field motion, field flux being the only indicator of
field motion. Similarly the uncertainty of the field within quantum field theory (QFT) is related to
its lack of a complete and coupled EM bispinorial field form. Other differences include an absence
of HUP within SFT. As the photon is modeled via bi-spinors uncertainty is obviated. In SFT the
electron’s self-fields are modeled via a complete EM function that explicitly includes both E- and
H-fields, enabling the complete analysis of the mutual self-field effect between two particles. Unlike
the quantum potentials that are expectations yielding probabilistic solutions, the bi-spinorial field
variables of SFT are deterministic. Quantum theory does not use the Lorentz equations thus it
finds other ways (equations) to solve in terms of the expectations. The method invariably used is
to apply the uncertainty equations as commutation relationships within the interaction matrices.
Note that gauge theory that forms a large part of quadratic Lagrangian theory is not involved in
SFT as there are fields not potentials in first order Maxwellian theory. The differences are math-
ematical but have major implications for the physical information and the predictions that can
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be determined. Uncertainty applies only to the model of the physical interaction and not to the
physics itself. It is a modeling error associated with way the field is incorporated into quantum
theory (in quantum field theory the ‘fields’ are actually potentials or differential functions of the
true fields).

A short summary of the mathematical and basic physical findings of SFT is as follows. SFT
can be used to derive actual motions of the electron and proton within the hydrogen atom in the
form of eigensolutions to the system of partial differential equations based on the ML equations.
The atom is modeled via two point-mass particles, the electron, and the proton, an extension to
the Bohr model. Planck’s number ~ = q2

4πε0ve
is observed to be the energy per cycle of the principal

eigenstate that depends on the motions of the electron, proton, and photon, all involved in the
dynamic balance of the atom. The photon performs many relativistic transitions back and forth
between the proton and electron within each cycle of the electron and proton that rotate coherently
about their centre of mass. The phase length of the photon each time it transits π/2 maintains
the overall coherency of the atom’s periodicity providing a method for analytically comparing the
energy of the photon with that of the electron mγc2 = ~ωγve

4c , where ωγ is the collision frequency
of the photon. Assuming some non-linear polygonal motion circumscribes a circle representing the
Bohr mageton, the photon collision frequency is estimated as 54 using the known values of the fine-
structure constant. α = ve

c = 4mγc2

~ωγ
and the Landé g-factor. Thus mγ evaluates to 0.396× 10−55 kg

(0.221 × 10−19 eV). Since the photon must perform a discrete number of transits per cycle this
suggests collisional based polygonal rotations for both the electron and proton rather than the
assumed circular rotations given by spinor theory used by both SFT and QFT. This suggests a way
to check more detailed SFT models of the hydrogen atom that include a structured nucleus. Within
molecules photon substructure introduces two previously unknown quantum numbers by which
molecular bonds can range between strong and weak atomic structures. This photon mechanism
appears involved in a number of energy/temperature dependent molecular processes. The cell cycle
and other biological processes may well depend on the various hydration structures found within
and around DNA and other biological protein structures. Physical phenomena show dependence
on hydrogen bonding as in avalanches and the formation of cloud layers within the ionosphere or
on the innate spectroscopy of bosons such as the magnetic flips of the Sun and Earth. SFT applies
to gravitation as a form of bonding between molecular arrays. This is the basis of Einstein’s EPR
gedanken (thought experiment) that showed that quantum theory was incomplete. Gravitation
at the Solar System level is a differential form of (1); there are long range forces between electric
and magnetic dipoles causing the spin and orbit of the planets and the Sun. SFT is compatible
with both special and general relativity except part of the dilations of time and distance are due
to the hidden variables of the internal motion of the photon that are an outcome of its composite
structure.

2. STRONG NUCLEAR FIELDS

Like the EM interaction the strong nuclear fields controlling the motions of charged particles satisfy
the following adaptation of the ML equations.

∇ · ~E =
qq

vq
(3a)

∇ · ~H = 0 (3b)

∇ · ~N = 0 (3c)

∇× ~E + µn
∂ ~H
dt

= 0 (3d)

∇× ~H− εn
∂~E
dt

=
π

sq
qq~v (3e)

∇× ~N + vn
∂~E
dt

= 0 (3f)

where ~N and ~M are the nuclear field and flux density and the modified Lorentz equation for the
forces acting on the quarks is

~F = qq
~E + qq~v × ~B + qq~v × ~M (3g)
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Figure 1: Field forms. (a) CEM (Credit Wikimedia), (b) QFT, (c) SFT.
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Figure 2: Electroweak Nuclear Shell Structures.
Analogous to the EM electron shifting shell as en-
ergy density is raised via ε0µ0, so too the weak elec-
tron moves its inner shell if εWNµWN is raised, at
the same time the proton shifts its nuclear shell.

Figure 3: Pauli exclusion principle: Hydrogen
molecule modeled as two protons with composite
quark structure and two electrons.

and constitutive equations ~B = µn
~H, ~D = εn

~E and ~M = vn
~N where εn, µn and vn are invariant

scalars, the nuclear constitutive parameters similar to those of free space, ε0 and µ0, except the
energy density within the nucleus now depends upon the three gluon fields

dUN = ρNdV =
1
2

(
ε0Ẽ · Ẽ + µ0H̃ · H̃ + v0Ñ · Ñ

)
dV (3h)

The system of equations given in (3) can be used to model the SN interaction within the nucleus
of the atom where the motions of quarks are trispinorial in comparison to the bispinorial motions
of the electron and proton in EM theory. A similar trispinorial mathematics applies to galactic
motions.

3. PAULI PRINCIPLE AND PHOTONIC STATES

Two most important findings of SFT are (1) a qualitative understanding and widening of the Pauli
Principle and (2) there is a series of transitional chemical changes from liquid state to liquid crystal
states that occur to macromolecular arrays as observed in the various structural forms of DNA
linked to photon binding and its length.

SFT reveals a shell structure for the weak nuclear electrons and their complementary proton shell
structures within the nucleus. As shown in Fig. 2 an internal SFT balance can be achieved between
a weak electron and a proton within the central core or inner spherical region of the nucleus. In this
region elevated energy densities are present via the electroweak constitutive parameters εWNµWN .
What this implies is that the strong nuclear effect occurs within an annular region where the quarks
and gluons move (orbitals). Associated with this the electroweak orbits can be seen to be similar
to their EM counterparts having spherical orbitals (s shells).

In SFT electrons and protons orbit as EM binaries in a stable double rotation (bispinor). If a
second paired electron and proton are displaced in phase by π radians the combined motion and
structure is also stable. Underpinning this is a physical principle in the way the photons cannot
stream between more than two charges particles at the sub-atomic level simultaneously in a stable
fashion. While photons transit between an electron and its paired proton as a pair of streams,
they do not move as bispinors between other EM electrons or protons. While the three quarks in
a proton connect to an electron this happens via combination of streams into a single stream and



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1683

Figure 4: Historical perspective of two extra SFT quantum numbers related to photon in its role as binding
energy (Credit Wikimedia).

the inverse separation. This photon bonding mechanism simplifies the mathematics of atomic and
molecular structures. The four EM particles shown in Fig. 3 are connected by only two pairs of EM
photon streams, two E-field streams and two H-field streams that rotate in synchronous fashion
with the electrons and protons.

This synchronous motion also applies to multi-atom configurations including solid crystal arrays.
Modern versions of the double-slit experiment can be easily understood where the two slits are made
of the same solid piece of material. If the two slits are synchronous versions of each other then the
slow build up of the final diffracted image photon by photon is no longer enigmatic. Hence arrays
of matter appear synchronous in their motions in the same way as shown in Fig. 3.

The difference between a solid and a range of less rigid arrays of atoms can also be understood
via the resonance of the binding photons. As these binding photons change their resonant phase
length over integer multiples of π/2 the whole array becomes less and less rigid until the array can
resemble a liquid. This process can continue until the whole array becomes disassociated and forms
a gas.

While the gravitation force is not incorporated into the mathematics of CEM or QFT, the
extension from molecular arrays to gravitational systems is a small mathematical extension within
the SFT formulation. What emerges is a corresponding system of boson streams that link atomic
arrays and gravitational arrays alike. Thus SFT applies to the four known forces currently known
to physics.
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Self-field Theory: Cosmological and Biological Evolution May Be
Linked

A. H. J. Fleming
Biophotonics Research Institute, Melbourne, Australia

Abstract— Recently Self-Field Theory (SFT) was used to propose a link between cycles of
biodiversity and galactic gravitational structure. This hypothesis provides a new form of gravi-
tation applicable to galaxies different to solar systems that includes both photons and phonons.
According to SFT photons and phonons react to form gluons in regions where the energy density
is sufficiently high. The Maxwell-Lorentz (ML) equations appear able to be modified to provide
a Maxwellian mathematics applicable to strong nuclear regions. Consequently, solidification can
occur in galactic structures corresponding to findings of fairly constant galactic orbital speed
variation with radial distance known since the 1930’s. Universal expansion follows the work of
Hubble in the 1920’s in identifying a redshift applying to matter within the Universe. Biological
evolution may correlate with cosmological evolution. It is known that the first simple forms of
life around 4 billions years ago in the case of our own Milky Way Galaxy had single-celled struc-
tures. It was around this point in cosmological time that the Solar System is thought to have
first formed. The small size of early proto-life forms and their bulk modulus relative to mammals
corresponds to the fact that the energy density within the early Milky Way Galaxy would have
been relatively higher than during later epochs when mammals of varying size evolved. Life-forms
would be expected to grow larger and be more solidified via phonon resonance within the evolv-
ing galaxy as the photon energy density fell with inflation. Thus there may be an identifiable
correspondence (perhaps similar to dendrochronology) between the phylogenetic tree of life and
the inflationary processes of cosmological evolution into gravitational structures able to sustain
the various life-forms.

1. INTRODUCTION

The mathematical description of physics given by SFT includes molecules and macromolecules
such as DNA. Molecular motions involve the eigensolutions of the ML equations with six degrees of
freedom and can be extended to include gravitational arrays consisting of dielectric and diamagnetic
forces. At the solar system level this like general relativity involves Newtonian gravitation and
planetary spins. Other forms of gravitation apply to other structures including galaxies and a
possible structure connecting ‘strings’ of galaxies and super clusters at the domain above galaxies.
This cosmological structure may have a super cluster core with ‘tubes’ or filamentary strings of
galaxies orbiting around the super clusters. These strings are observed at the largest cosmological
level.

The gravitational model of the Universe shown in Fig. 1 is based on the four levels of structure
observed to hold across the universe. It is also based on the fact that there are distinct levels of
gravitation given by SFT; each one a balance between matter and fields (bosons) of different types.
The Solar System involves bispinorial motions, while the Galaxy involves trispinorial interactions.
The proposed gravitational structure connecting galactic strings and super clusters may involve

Figure 1: SFT model of the universe.
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‘quadrospinors’ (4-spinors). Each gravitational domain therefore has its own unique structure.
While the fields and their associated forms of matter of SFT are identifiably fractal, so too are life
forms. Human life is based on many levels of biological organization including the whole body, or-
gans, tissues, cells, proteins, DNA, and biophotons. These fractal domains whether gravitational or
biological interact in harmony and synergy. It may be that all life forms evolved in a time sequence
that depended on the cosmological evolutionary process. This cosmological evolution involved the
various gravitational structures that can be observed, and the evolutionary process in general oc-
curred as a ‘top-down’ sequence of events. In the sequence of events of inflationary cosmology the
various bosons involved within their gravitational structures also evolved and dependent on both
the various life forms also took shape and were formed within this framework.

2. GRAVITATIONAL STRUCTURE OF GALAXIES

Historically a widespread and considered opinion existed from 1687 till the 1930s that gravitation
throughout all levels of interaction within the Universe was similar to that in the Solar System
as proposed mathematically by Newton. Lagrange in the late 1700’s followed the mechanical and
astronomical paths in Newton’s footsteps confirming and extending the application of Newton’s
gravitational laws to the full extent of the then known Universe. This was a time pre-quantum
physics and pre-relativity during the 18th century when the Universe was thought of as a nebula,
the term ‘galaxy’ did not appear in any index, and ‘cosmogony’ was used in discussing how the
Solar System formed out of the Universe. In 1915 Einstein extended Newton’s inverse square law
to a system of geodesic equations that took into account the speed of light treated as an observable
constant; this in effect was an extension to a second degree of freedom within gravitation at the level
of the Solar System. In the 1920’s Hubble used the 100 inch telescope at Mount Wilson to discover
that the local ‘star groups’ were in fact other galaxies. He subsequently discovered cosmological
redshift, a discovery that lead eventually to the theory of the Big Bang. In 1931 Oort observed the
red-shift of stars near the Galactic Plane (GP). He found that the variation of orbital speeds with
radial distance away from the Galactic Centre (GC) were fairly invariant unlike the Solar System
where orbital speeds diminish. Zwicky in 1932 extended this finding by studying galaxies within the
Coma Cluster measuring similar results. If gravitation were Newtonian, the stars should fly apart;
the Milky Way Galaxy and its myriad counterparts within the Universe were thus now problematic
in terms of their gravitational structure. Over the intervening years to the present one hypothesis
is that dark matter including Massively Compact Halo Objects, and Weakly Interacting Massive
Particles supplies the missing matter. Another hypothesis is MOdified Newtonian Dynamics that
heuristically changes Newton’s constant of gravitation to match the observed rotational speeds.

MDSN
ij σDSN

i = κDSN
j (1)

According to SFT galactic gravitation is a differential form of the strong nuclear (SN) ML equations
given by (1): The internal three-particle structure of the gluon, and the tri-rotational dynamics
of quarks within atomic nucleus, corresponds to the tri-rotational gravitational dynamics (Fig. 3).
Looking at the picture that emerges from SFT, the bosonic structures involved, and observing the
evidence from cosmology, it seems the Universe is segmented into layers of structure that depend
on the spatial variation of energy density to form Solar Systems, Galaxies, and Super Clusters.
Each layer has its own gravitational structure depending on the energy density and the bosons
available as a function of space-time. Similar to photon streams within atoms the various bosons

Figure 2: Tree of life based on genomes (Credit Wikimedia).
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stream to and fro between conglomerates of various forms of mass, losing and regaining energy
within transits.

If the energy density at the Earth’s surface were constant, this would imply an infinite and
possibly homogeneous region surrounding the Solar System and the Earth. In fact the Galaxy
is observed to resemble a thin ellipsoid. Unlike the Solar System there has evolved a depth and
structure orthogonal to the GP. The Galaxy also has a reasonably constant orbital speed unlike the
orbital speed relationship found within the Solar System. The Galaxy therefore rotates approxi-
mately like a solid. Acoustic fields are known to be involved in structural integrity. Hans Jenny
(1904–1972) studied the interaction of acoustics on the formation of structure within particulate
substances such as sand, liquid, and iron filings examining the resonant acoustic modes on a sheet
of metal. As the Earth and Solar System move up and down orthogonal to the Galactic Plane, the
E-, H-, and A-fields on the Earth’s surface vary. The Galaxy may be modeled as particles, the
Solar System and the Black Hole near the GC moving within a galactic structure. It can be seen
that the electric (E-), magnetic (H-), and acoustic (A-) fields on the Earth’s surface will vary with
distance above and below the GP. This cyclic variation is partly due to the falling-off in energy
density near the upper and lower edges of the Galaxy as the mass density changes abruptly to that
of intergalactic space. This wavelike variation in the fields may be involved in the observed cycles
of biodiversity investigated recently by Medvedev and Melott.

Figure 3: Galactic dynamics: a sun orbiting in a galaxy (Credit: Medvedev M. V. & A. L. Melott, “Do
extragalactic cosmic rays induce cycles in fossil diversity?” Astrophysics J., Vol. 664, 879–889, 2007).

3. COSMOLOGICAL AND BIOLOGICAL EVOLUTION MAY BE LINKED

In the same way the structure of a galaxy and its solar systems evolve so too does the structure
of the life-forms it sustains at any point in time. The three-dimensional forces holding a galaxy
together create the pressure within gas, solid, and liquid matter inside the galaxy. As well the
radiation energy received from a sun is involved in mitosis and replication of any life forms. As
the galactic three-dimensional structure evolves so too the gravitational forces evolve within the
galaxy. This concerns both the photon and phonon energy densities as a function of the shape
of the galaxy. As the galaxy grows, the height in the plane orthogonal to the GP grows. This
increase in galactic size and height gives more three-dimensional solidification to the life-forms it
can sustain. If a species can use this added solidity to its advantage then there is no reason why it
will not evolve to a more solid entity. So too as the Big Bang expansion process continues a solar
system expands and there is an associated lowering of photon energy within it lowering the EM
energy density and a consequent. Increase in wavelength available via EM radiation. Hence size
of life-forms can expand in a similar way to the solidification process. We would thus expect to
observe biological evolution follows a path towards more solid and larger species as the galaxy and
its solar systems evolve. This is generally what we do see when examining the various phylogenetic
trees of life. In all there may be a correspondence across the evolutionary processes and energy
densities needed within particle physics, the universal expansion, gravitational evolution and the
phylogenetic tree of life.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1687

4. ROLE OF ACOUSTIC AND EM RESONANCE IN BIODIVERSITY

As the Earth bobs up and down to its maxima in its motions within the Solar System around the
Galactic Centre, it moves to regions where the acoustic fields are diminished and the structural
integrity of matter on Earth is reduced limiting the ability of species to maintain their physiological
integrity. Physiological integrity refers in part to the mechanisms a body uses to reach a state of
constancy, homeostasis, and adaptation, and includes perfusion, nutrition and oxygenation. Tissues
that were solid at or near the GP will be less solidified, and may not have the required structural
integrity for life to be as viable at the maxima points in the galactic motion. There is a link between
fluid dynamics and acoustics that is pertinent to the current discussion. As is known the speed of
sound is given by cs =

√
κ/ρ0 where ρ0 is the mean density and κ is the bulk modulus measuring

a substance’s resistance to compression. Similar equations hold for gases, liquids, and solids as
well as biological tissues. If the bulk modulus of tissues falls below a certain threshold the tissue
will lose its structural integrity. This is similar to the observation of space sickness that astronauts
enduring prolonged stays in free space can suffer deleterious effects to bone, muscle, perfusion and
blood pressure. This might especially be the case for large structures such as the dinosaurs that
roamed the Earth some 60 Myr ago, a time of near maximum excursion from the GP.

Similar to the variation in the phonon field near the upper and lower edges of the Galaxy, a
related effect happens with the E- and H-fields that are also involved in the galactic gravitational
structure. The energy density of matter falls off near these edges. In this case, the Galaxy’s Black
Hole near the centre of the Galaxy is a negative source of energy unlike the Sun near the centre of
the Solar System which is a positive source of energy. SFT indicates a fractal view of the Universe
and its gravitational structures. This includes an oscillating series of gravitational forces going
beyond the galactic level. Energy density in the bulk medium within the Universe, free-space, is
observably convergent rather than divergent. As the Solar System bobs up and down, the relative
energy due to the Galaxy is reduced and the Solar System will become slightly warmer than while
moving near the GP. Longer wavelengths, and larger species, are associated with galactic dynamics
closer to the GP as the ambient temperature deep inside the Galaxy would be expected to be
cooler. Reproductive processes including mitosis within large species may become less viable as
the frequencies of the energy required during the cell cycle increase away from their values within
a more habitable and cooler zone. ‘Goldilocks Zones’ are thought necessary to sustain life both at
the Solar System and the Galactic levels.

As the Galaxy radiates phonons and low energy photons, the Solar System radiates photons
within the UV and visible range suitable for life. Popp studied the spectral emissions from the
DNA of numerous life forms finding wavelengths from 200–800 nm. Thus life appears to receive its
spectrum of energy from both the Galaxy and the Solar System as shown in the blackbody energy
in Fig. 4. Interestingly the maximum of the blackbody curve for our Sun occurs near the midpoint
of the range of DNA frequencies observed by Popp. Like the geodesics of gravitation within space-
time, a similar ‘geodesics’ may apply to evolution of life in a parametric ‘life-space-time’.

Figure 4: Blackbody for the Sun emits photons at around 500 nm suitable for eyes and DNA (Credit: Nick
Strobel, www.astronomynotes.com).
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Figure 5: (a) Solar System and Galaxy (not shown) grow in size as inflation proceeds, (b) early life forms are
small with lower bulk modulus (invertebrates), (c) while recent species are larger with higher bulk modulus
(vertebrates).

5. CONCLUSIONS

Biological evolution may be related to cosmological effects: (1) Biodiversity varied with the phonon
energy of the Galaxy which expanded during the inflationary process. In general as expansion
proceeded there was a steady increase in bulk modulus of life forms over time. (2) There was reduced
viability of biological tissues to withstand the drop-off in bulk modulus at maximum excursions from
the GP leaving tissues less resistant to the forces wanting to implode their structure, especially large
vertebrates. This reduction in bulk modulus may have left the largest of these species (dinosaurs)
unable to function at a primary level. (3) Biodiversity also depended on the energy density within
the Solar System as it evolved during inflation. Cells, tissues, organs and bone tissue and teeth
evolved within available energy density over time. Thus as the Solar System evolved it expanded
and the energy the Sun emitted dropped off over time. Life forms evolved as shown in Fig. 5.
Biophotons that control mitosis and ‘biophonons’ that control bone growth originate from far
outside the body from celestial and galactic sources. This may form the basis of a spectroscopic
test for extraterrestrial life given that the next generation space-based optical telescopes may be
capable of looking directly at exoplanets.
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Abstract— The equations of Self-Field Theory (SFT) applying to the hydrogen atom are almost
identical to the inequality relationship known as Heisenberg’s Uncertainty Principle (HUP), the
only differences being that the inequality sign of HUP is replaced by an equality relationship
and there being two such equations in SFT. This duality is due to the bispinorial motions of
the electron and proton, in the form of both electric and magnetic currents. This relativistic
double motion can be compared with the single rotations of the Bohr Theory. In this regard SFT
completes the Bohr Theory solution of the hydrogen atom. Although it has revealed a photonic
level interaction within and between atoms SFT is seen as a mathematics that applies across
physics and not just at the atomic level. Various SFT applications have emerged including a
gravitational model for the Galaxy, and a new mathematics applying to the weak and strong
nuclear forces. Recently Matveev and Matvejev have uncovered a general macroscopic form of
HUP. A macroscopic rod incorporating a pair of synchronized clocks and a macroscopic object
performing the function of an ideal physical clock were examined and its motions found to take
the form ∆px∆x ≥ h and ∆E∆t ≥ h, where h is Planck’s constant where the precision and
properties of all clocks must be considered. This general form of HUP provides a mathematical
basis for the wide application of SFT. Up to the present time quantum theory has stood apart
from macroscopic computations. Now quantum theory can be seen to be part of a more general
mathematics applying to macroscopic domains.

1. INTRODUCTION

Over much of the 20th century many areas of science have depended for their underlying theoretical
model on quantum theory with its uncertainty. Since before 1927 when quantum theory was intro-
duced there has been an ongoing search for a general mathematics applicable across macroscopic
and microscopic domains as well as the atomic and nuclear domains where probabilistic quantum
methods have been the only available methods. Einstein rejected the probabilistic basis of quantum
theory and searched unsuccessfully for a deterministic, relativistic and unifying field theory that
might be applicable across physics.

A leading figure in this search was Herbert Fröhlich who along with Albert Einstein can be
considered the scientific forebears of all who have searched for such a general mathematics. Fröhlich
was involved in many areas of science including particle physics with contributions to nuclear forces
and meson theory, and biology including dielectric theory and coherence. The first author is grateful
to Dr Peter Rowlands of the Oliver Lodge Laboratory, Department of Physics at the University
of Liverpool for a copy of the biographical book “Herbert Fröhlich FRS — A Physicist Ahead Of
His Time”. Fröhlich was Chair of Theoretical Physics at the University of Liverpool from 1948
till retiring in 1973 (from the position of Chair but not from further scientific endeavours) until
his death in 1991 aged 85. Fröhlich had used quantum theory in the area of semiconductors to
great effect writing his first book Elektronentheorie der Metalle, Springer, in Berlin, 1936. Like
many other German and Eastern European scientists of this era he fled persecution. He escaped St
Petersburg (then Leningrad) and the Stalinist purges of 1935 being interned as an ‘alien’ in London
in 1940. Many of his ideas including biological coherence have been taken up by others including
the first author whose work on diffusion within the cell membrane had its genesis in Fröhlich’s ideas.
Of particular interest to SFT in this biographical text is Fröhlich’s unpublished ‘bilocal’ extension
of the Dirac Theory to take into account the magnetic currents in quantum theory as well as the
electric currents. This is equivalent to SFT’s kernel discovery that also takes into account the
magnetic currents of the electron providing a completion of the early Bohr Theory. Thus the work
of Bohr, Fröhlich, and Hertz whose potentials in application to the far-fields of a half-wave dipole
antenna were the original motivation for the bispinorial basis and can be seen to be part of the
historical roots of SFT.

On a recent trip to St Petersburg, Russia, the first author met Vadim Matveev and his son Oleg
Matvejev who have recently discovered a macroscopic version of HUP indicating the existence of
a macroscopic version of quantum theory. Their work vindicates the overall thrust of Fröhlich’s
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lifelong efforts some decades earlier. Their work is presented in another talk in this session. The only
difference between their work and SFT is the inclusion of the magnetic currents in SFT as mentioned
above. The existence of a macroscopic quantum theory demonstrates the wide applicability of both
quantum theory and SFT.

In the following, Heisenberg’s original uncertainty as applied to a wave packet and Fröhlich’s
quantum method involving both electric and magnetic currents are seen to be theoretically very
closely related to the deterministic and bispinorial SFT. Taken together with the general physical
uncertainty relationship of Matveev and Matvejev, this provides a basis to understand that both
quantum theory and SFT are applicable in general from macroscopic to atomic domains.

2. UNCERTAINTY FOR A WAVE PACKET

The uncertainty principle was first proposed by Heisenberg in 1927. HUP is presented in the original
form given by Heisenberg. Assume the wave packet illustrated by Fig. 1 consists of sinusoidal plane
waves of wavelengths close to λ0. There are approximately n = ∆x/λ0 wavelengths within the
packet. Outside the limits of the wave packet the waves must cancel each other by interference.
This only occurs if at least n + 1 waves fall inside the limits of the wave. Thus we may write

∆x

λ−∆λ
≥ n + 1 (1)

In (1), ∆λ is the approximate range of wavelengths. Thus

∆x∆λ

λ2
0

≥ 1 (2)

The group velocity of the wave can be written

vg =
h

mpλ0
(3)

The spreading of the wave is thus characterized by a range of velocities

∆vg =
~

mpλ2
0

∆λ0 (4)

By definition ∆p = mp ∆vgx hence
∆px∆x ≥ ~ (5)

HUP may also be written in the corresponding form

∆t∆E ≥ ~ (6)

Figure 1: Wave packet with uncertainty ∆x in position and ∆p in momentum.

3. ELECTRON AND PROTON PERFORM BISPINORIAL MOTIONS IN HYDROGEN
ATOM

In general both the particles and the EM fields that control the motions of charged particles satisfy
the Maxwell-Lorentz equations. For application to atomic physics, regions where particle-field
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interactions occur are assumed isotropic and homogeneous and the constitutive parameters, ε0 and
µ0 the permittivity and permeability of free-space, are scalars. Where discrete particles carrying
units of elementary charge q of opposite polarity are studied, in the absence of nebular regions of
charge and current density, the ML equations are written

∇ · ~E =
q

vq
(7a)

∇ · ~H = 0 (7b)

∇× ~E + µ0
∂ ~H

dt
= 0 (7c)

∇× ~H − ε0
∂ ~E

dt
=

π

sq
q~v (7d)

The Lorentz equation for the field-forces acting on the particles is written

~F = q ~E + q~v × ~B (7e)

The constitutive equations in free-space are

~B = µ0
~H (7f)

~D = ε0
~E. (7g)

The relationship between the speed of light1 and the ratio of the fields

c = (ε0µ0)−1/2 (7h)

The atomic energy density per volume is

dU = ρdV =
1
2

(
ε0Ẽ · Ẽ + µ0H̃ · H̃

)
dV (7i)

depends upon the E- and H-fields in the atomic region. (2.1a–d) are termed the EM field equations.
In these equations, v is the particle velocity, m is its mass. It is assumed that the volume of
integration vq over which the charge density is evaluated, and the area the charge circulates normal
to its motion sq, are calculated during successive periods over which the internal motions of the
atom take place (Fig. 2(b)).

The motion of the electron and proton are exact EM self-field solutions, their position at any
time is the sum of two spinors forming a bispinorial motion σEM

o (ro, ωo) and σEM
c (rc, ωc) where the

distance of the electron is written as a sum of the spinors not a Pythagorean root mean square but
a function of orthogonal orbital and cyclotron spinors:

rEM
(
rEM
o , ωEM

o , rEM
c , ωEM

c

)
= rEM

o ejωot + rEM
c ejωct (8)

The Maxwell-Lorentz equations can be algebraically rewritten in matrix form (7) where each
particle has two coupled spinorial motions σEM

i and the corresponding coupled currents κEM
j .

MEM
ij σEM

i = κEM
j (9)

(9) has an analytic form remarkably similar to Heisenberg’s uncertainty inequality relationship
given by (5) or (6) except that there are two such equations, one relating to electric currents and
the other to magnetic currents.

mev
2
o = 2~ωo (10a)

mev
2
c = 2~ωc (10b)

1In SFT, the speed of light is not proscribed from being variable. Depending on the energy density of the region under
investigation, and the photon state, c can vary. Note also that the bispinorial basis is electromagnetically relativistic a priori.
There is no need to insert explicit terms as was added to the Lagrangian in Dirac Theory.
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Figure 2: (a) Composite photon moving past point O along X axis rotating in X-Y plane. (b) Composite
photon moving past point O along X axis rotating in Z-X plane.

These electric and magnetic currents take the form of a double rotation (bispinor) in the dynamic
motions of the electron and proton. In regard to the photons which ‘mediate’ the electric and
magnetic forces within the atom, there are thus two streams of photons, one relating to the orbital
motions the other to cyclotron motions of both the electron and the proton. Hence there is an
electric field and a magnetic field that form a coupled EM field that acts between the electron and
proton. Shown in Figs. 2(a), (b) the photon for both the electric and magnetic field is modeled as
a composite system of charges that can be observed by a loop detector in the two transverse planes
as wave packets. This demonstrates the wave-particle nature of the EM field. There are situations
where this coupled EM system of fields is not significant such as electrostatic and magnetostatic
effects. In the atomic and molecular domains as in the terrestrial and gravitational domains such
coupled electric and magnetic effects correspond to the findings of Matveev and Matvejev that there
exists a general uncertainty relationship existing at both microscopic and macroscopic domains.

4. CONCLUSIONS

Over the long history of quantum theory it has been known that the uncertainty relationships have
a wide applicability, although it has not been realised why this is the case. Rather HUP was a ‘rule
of thumb’, a ‘part of the fabric of reality’ that physicists and engineers applied with partial success
to many physical situations. While it has also been used at the gravitational domains ‘quantum
gravity’ did not eventuate. In retrospect it can be seen that this was due to the incomplete nature
of quantum theory, specifically the lack of consideration of the effects due to the magnetic currents.
Einstein felt intuitively that quantum theory was incomplete and tried to demonstrate this via the
EPR gedanken in 1935. As has been demonstrated in this report and in the report of Matveev and
Matvejev the mathematics of uncertainty and the equations of SFT are remarkably similar and
are general. It thus remains a historical quirk of fate that this generality and SFT did not emerge
before WWII. It may be that the scientific world does not move with any haste. That may be seen
as both a good and a bad thing — good in that no presumptuous errors are made but bad in that
the world had to wait 75 years to finally begin to peer inside the photon with all the physical and
biophysical knowledge that this contains.
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General Physical Uncertainty Relations as a Consequence of the
Lorentz Transformation

V. N. Matveev and O. V. Matvejev
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Abstract— The uncertainty relations fall into the ranks of the most important quantum re-
lations. It is believed that the uncertainty relation of momentum and coordinates, as well as
the uncertainty relation of energy and time in practice are not observed in the macrocosm. The
objective of the work at hand was to demonstrate the existence of general physical uncertainty
relations that extend to macrobodies. A macroscopic object consisting of a rod equipped with
a pair of synchronized clocks and a macroscopic object in and of itself performing the function
of an ideal physical clock are examined. General physical relations are directly derived from
Lorentz transformations for the case of the object’s one-dimensional motion (along the X axis)
— the uncertainty relation of the object’s x coordinate and the projection of its impulse along
the X axis, px, and the uncertainty relation of the object’s observation time, t, and its energy,
E. The relations take the form: ∆px∆x ≥ H and ∆E∆t ≥ H. The H value in the relation has
action dimensions and is dependent upon the precision of the object’s clocks and/or upon the
properties of the physical clock. Despite the interpretation of the concept of uncertainty being
different from that in quantum mechanics, the relations derived in the limiting case with ideal
physical clock take the form of ∆px∆x ≥ h and ∆E∆t ≥ h, where h is the Planck constant.

1. INTRODUCTION

Uncertainty is a notion, which is not always interpreted identically [1, 2]. In physics of the
macroworld there are inaccuracies of measurement results that cannot be eliminated by means
of increasing measurement instrument accuracy. The uncertainty of the distance between two
spheres that are located close to one another can serve as an example of this uncertainty. This
distance remains uncertain with an accuracy of up to the dimensions of the spheres, even in the
presence of ideal measurement accuracy, while the thing that remains unclear is what is meant by
the sought distance — the distance between the centers of mass of the spheres, the distance between
their geometric centers, the distance between the closest points of the spheres, or something else.
Construing uncertainty in this manner is mentioned in extant literature, albeit in general terms. In
this vein, for example, taking into account the fact that it is only possible to specify the location
of a spatially extended body by determining the position of a single solitary point that belongs to
it with some degree of uncertainty, the uncertainty of the position of a sphere determined by the
position of its center, which equals the radius of this sphere, is written about in reference [3]. The
uncertainty of specifying the moment in time of a process that does not occur instantaneously, but
rather occupies a certain time interval, can serve as another example of an uncertainty of this type.
These coordinate and time uncertainties, ∆x and ∆t, are precisely the ones that play a part in the
uncertainty relations we derived.

2. MACROSCOPIC UNCERTAINTY SINGLE-TIME DATE

We will visualize a thin rod of proper length, L, at two points, a and b, on which synchronously
running clocks, A and B, are installed at a distance of d from one another.

Let’s say that clocks A and B, like the clocks appurtenant to the K0 reference system, where the
rod is at rest, show this system’s time; i.e., the readings of clocks A and B are always in agreement
with the readings of the K0 system’s clocks. The length, d, of section ab, which is located between
points a and b, may be equal to or less than the rod length, L; i.e., the condition L ≥ d holds true
in the general case. If L > d, then the rod will look something like this:

−−−−−−−−−−A−−−−−−−−−−−−−−−−−−−−B −−−−−−−−−−−
Here, the A and B characters conditionally designate clock A and clock B, while the broken line
shows the body of the rod. If the distance, d, is equal to the rod length, L — i.e., if L = d, clocks
A and B are then found at the ends of the rod. Let’s say that rod R, which is positioned parallel
to the X0 axis of inertial system K0, is at rest relative to this system and moves at a constant
velocity, V ′, along the X ′ axis of another reference system, K ′ (the X0 and X ′ axes of the K0 and
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K ′ systems slide along one another over the course of their relative motion). As follows from the
Lorentz transformations, the difference in the readings x′A, t′ and x′B, t′ of clocks A and B situated
in the points with cordinates x′A, t′ and x′B, t′ at a moment in time of t′ for system K ′ equals

τB, t′ − τA, t′ =
(x′B, t′ − x′A, t′)V

′

c2
√

1− (V ′
c )2

. (1)

Introducing the notation U ′ = V ′/
√

1− (V ′
c )2 from formula (1) we obtain:

U ′ =
c2(τB, t′ − τA, t′)

x′B, t′ − x′A, t′
. (2)

Thus, formula (2) can be used to find the value of U ′ and then the velocity V ′. So far we tacitly
proceeded on the basis of the assumption that clocks A and B of rod R run ideally. If the rate
of the K ′ system clocks, the measured x′B, t′ − x′A, t′ value, and the speed of light c value are as
accurate as desired, the error in the U ′ value calculated using formula (2) will then be solely due
to the existence of an absolute error, ∆(τB, t′ − τA, t′), in the difference of the τB, t′ − τA, t′ readings
of clocks A and B. In this instance, the ∆U ′ error, with allowance for formula (2), is expressed by
the equality

∆U ′ =
c2∆(τB, t′ − τA, t′)

x′B, t′ − x′A, t′
(3)

When the maximum absolute error of the difference in the readings of clocks A and B consists of
the ∆τ errors of each of these clocks — i.e., when ∆(τB, t′−τA, t′) = 2∆τ , it follows from equality (3)
that:

(x′B, t′ − x′A, t′)∆U ′ = 2c2∆τ. (4)
We will now imagine that the requirement of the single-coordinate nature of the specification

of the location where rod R is situated at a moment in time of t′ is satisfied. Let’s say the essence
of this requirement consists of using a single solitary x′R coordinate to specify the location of the
projection of rod R on the X ′ axis. This requirement can only be satisfied in part. For example, the
coordinate of any point appurtenant to rod R can be specified as its x′R coordinate and a reference
to its uncertainty can accompany the specification of this coordinate. In particular, the coordinate
of the geometric center of rod R, or the coordinate of its center of mass, can serve as the coordinate
of this point. In such cases, the distance from the point with a coordinate of x′R to the point of
the rod’s projection on the X ′ axis farthest away from it can be regarded as the uncertainty, ∆x′R,
of the x′R coordinate. When the position of rod R is specified in this manner, the x′R coordinate
indicates the location of one of a set of points of the projection of rod R that lies on the X ′ axis.
If we give this point preference for one reason or another, the ∆x′R uncertainty will then determine
a range of point coordinates that, in the presence of other considerations, could also be regarded
at the point coordinates of rod R. Since the length, d′ = d

√
1− (V ′/c)2, of the rod’s moving ab

section within the K ′ system equals x′B, t′ − x′A, t′ , the uncertainty, ∆x′ab, of the x′ab coordinate of
section ab of rod R then equals 1/2(x′B, t′ − x′A, t′). Thus, formula (4) can be presented in the form

∆U ′∆x′ab = c2∆τ (5)

Because L ≥ d in the general case, the ∆x′ uncertainty of the x′ coordinate of rod R within the
arbitrary positioning of clocks A and B thereon (∆x′ = 1/2L′) can then generally both equal and
exceed the ∆x′ab value. And since the relation ∆x′ ≥ ∆x′ab holds true, then in the general case of
the arbitrary positioning of the clocks on the rod, formula (5) takes for an arbitrary system the
form:

∆Ux∆x ≥ c2∆τ (6)
If the mass of rod R with clocks A and B is known without a doubt and equals MR (here and

further on, the concepts of Lorentz-invariant mass [4] will be used), relation (6) can be transformed
into the relation MR∆Ux∆x ≥ MRc2∆τ by multiplying its left-hand and right-hand members
times MR, whence, taking into account the fact that MRUx = px, we obtain ∆px∆x ≥ MRc2∆τ .
Introducing the notation H = MRc2∆τ , then we obtain

∆px∆x ≥ H. (7)
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3. MACROSCOPIC UNCERTAINTY SINGLE-POINT DATE

As follows from the Lorentz transformations, the difference in the readings τA,x′ and τB,x′ of clocks
A and B of rod R coming to the point with coordinate x′ at moments in time of t′A,x′ and t′B,x′ for
system K ′ equals

τB,x′ − τA,x′ =
t′B,x′ − t′A,x′√

1− (V ′
c )2

. (8)

Introducing the notation Γ′ = 1/
√

1− (V ′/c)2 from formula (8) we obtain:

∆Γ′ =
∆(τB,x′ − τA,x′)

t′B,x′ − t′A,x′

and then for the general case of the arbitrary positioning of the clocks on the rod ∆Γ∆tx ≥ ∆τ ,
where ∆tx is an uncertainty of the moment of time tx of location of rod R in the point with
coordinate x′. By analogy with the uncertainty ∆x of coordinate x we define here the uncertainty
∆tx as the value equal to 1/2(t′B,x′ − t′A,x′). Multiplying the left-hand and right-hand members of
the inequation ∆Γ∆tx ≥ ∆τ times MRc2, bearing in mind that ∆ΓMRc2 = ∆E and MRc2∆τ = H
we obtain

∆E∆tx ≥ H (9)

4. PHYSICAL CLOCS AND THE CASE OF MICROSCOPIC UNCERTAINTY

Let’s imagine that each of clocks A and B consists of two components, one of which, being artificial
(“manmade”), performs the function of a display and provides discrete time readings, changing
them in a keeping with external signals, while the other one — we will call it a physical clock
— generates these signals in a natural, easy manner and controls the change in the display’s
readings. For the sake of clarity, we will visualize the second part of the physical clock as a piece of
radioactive material with a long half-life (the material’s radiant power can be regarded as constant
for a sufficiently long time frame). If the display reacts to a specific portion, ε, of the physical
clock material’s absorbed gamma-radiation energy by changing its readings, then in the presence
of a material radiant power than equals P , the frequency, v, of the change in the display readings
will equal P/ε. We will call the portion the energy of the perceived physical clock signals. We will
assume that, regardless of the quantity of the physical clock material, the display absorbs all of the
energy radiated, and that each portion of the energy absorbed performs the function of a reading
change signal that is perceived by the display. The frequency, v, of the physical clock materials
signals perceived by the display, and accordingly the frequency of the change in the physical clock’s
readings, will then be proportional to the quantity of the physical clock’s material. This means
that if the frequency of the perceived signals equals v0 in the presence of a physical clock material
unit mass of m0, it will then equal M0v0/m0 in the presence of a mass of M0; i.e., v = M0v0/m0.
Since the maximum absolute ∆τ error of the readings of each of the clocks equals 1/v, the following
expression can be then derived:

∆τ =
m0

M0v0
. (10)

Taking the mass of the rod without the clocks to be negligible as compared to the mass of the
physical clock material concentrated in clocks A and B, or assuming that the rod R consists entirely
of the physical clock’s material, the 2M0 value (since the mass of the material in both clocks equals
2M0) can be set to equal the mass, MR, of rod R with clocks A and B. Taking this into account,
it follows from the notation H = MRc2∆τ and formula (10) that

H =
2c2m0

v0
(11)

the relations (7) and (9) are formally transformed into the relations ∆px∆x ≥ 2h and ∆E∆tx ≥ 2h
via the simple substitution of the energy, hv0, of a photon with a frequency of v0 in place of the unit
energy, m0c

2, of the physical clock in formula (11); i.e., by taking the unit mass of a photon, the v0

frequency of which numerically equals the v0 frequency of the signals of a hypothetical change in
the clock readings as the physical clock. By the synchronous discrete stepped change of readings of
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clocks A and B the error ∆(τB, t′ − τA, t′), taken as 2∆τ , can be reduced by half. In this instance,
uncertainty relations take the form

∆px∆x ≥ h and ∆E∆tx ≥ h

The received relations do not reflect the statistical nature of the generation of the clock reading
change signals; thus, when using this approach, reference can only be made to the order of the
parameter present in the right-hand member of the relations and not its precise value.

5. CONCLUSIONS

The general physical relations derived are externally reminiscent of the known uncertainty relations
of quantum mechanics; however, the physical essence of the values that go into the relations and
that contain the relations themselves are different than those in quantum mechanics. However the
relations prove to be connected to the Heisenberg relation, not only externally, but also internally.
At first glance, the relations derived only hold true for the techniques of instantaneous and point
observations of an object, and the uncertainties going into these relations consist exclusively of the
uncertainties inherent in these techniques. In actuality, however, it is impossible to measure even
the constant velocity of this rod R, equipped with clocks A and B, with absolute accuracy using
conventional methods (based on the path traversed and the time), if the word combination “rod R
with clocks A and B” is taken to mean a specific [5] object, the complement of characteristic traits
of which includes the difference in the readings of clocks A and B (or the events that characterize
this object).

REFERENCES

1. Tarbeyev, Y. V., V. A. Slayev, and A. G. Chunovkina, “Problems with using the international
guide to the expression of uncertainty in measurement in Russia,” Izmeritelnaya Tekhnika
[Measurement Techniques], No. 1, 69–72, 1997.

2. European Society for Analytical Chemistry/International Cooperation on Traceability in An-
alytical Chemistry (EURACHEM/CITAC) Guide Entitled “A quantitative description of un-
certainty in analytical measurement” (2nd Edition, 2000) — Translated From the English. D.
I. Mendeleyev Russian National Metrology Research Institute (RNMRI), St. Petersburg, 2002.

3. Sukhanov, A. D. and O. M. Golubeva, Lectures on Quantum Physics, Vysshaya Shkola [Higher
School] Publishing House, Moscow, 54, 2006.

4. Okun, L. B., Advances in the Physical Sciences (APS), No. 178, 541–555, 2008.
5. Matveev, V. N., Into the Third Millennium without Physical Relativity, CheRo Publishing

House, Moscow, 2000.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1697

Complete Imitation of the Special Theory of Relativity by the
Means of the Classical Physics
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Abstract— Based on pre-Einstein classical mechanics, a theoretical model is constructed that
describes the behavior of objects in a liquid environment that conduct themselves in accordance
with the formal laws of the special theory of relativity. This model reproduces Lorentz contrac-
tion, time dilation, the relativity of simultaneity, the Doppler effect in its symmetrical relativistic
form, and the twin paradox effects. The model makes it possible to obtain Lorentz transforms
and to simulate Minkowski four-dimensional space-time. All the effects that simulate the effects
of the special theory of relativity appear to be absolute in content, but relativistic in form. The
relativistic nature of the model and the relativity of the physical effects within the framework of
the proposed model are achieved by means of refusing to take the presence of an environment
into account and introducing additional conditions. Once such condition consists of replacing the
fact of the inequality of the speeds of information dissemination in opposite directions within a
moving environment with the assumption of the equality of these speeds.

1. INTRODUCTION

From the moment that it first appeared [1] on up through the present time, Einstein’s special theory
of relativity has not been viewed as a direct consequence of classical mechanics, and for this reason,
no serious attempts have been made to develop a special theory of relativity based on the principals
of classical mechanics. True, formal techniques were presented in reference [2] — manipulations
or machinations, as the author of this book himself calls them — that make it possible to obtain
Lorentz transforms in acoustics. In the work at hand, we demonstrate that a significant number
of relativistic effects can be simulated in an environment without manipulations and machinations,
the fundamental means for which consist of classical mechanics.

2. SIMULATION OF TIME DILATABILITY WITHIN MOVING ELEMENTS

We will mentally picture a group of barges, R, at rest on the surface of a flat-bottomed water
body with a depth of h. Let us suppose that there is a high-speed underwater shuttle with a
speed of V that delivers sand from the floor to each of the barges. We will assume that the time
required to move sand from the floor onto a boat and to offload it from the boat onto a barge is
negligible as compared the shuttle’s time of movement from the barge to the floor and back. Thus,
the time required to deliver k shuttles of sand to the barge, ∆t, is fixed using the simple formula
∆t(k) = 2 kh/V. We will further assume that a group of barges, R′, is also present on the surface
of the water body that are drifting on the water in the same direction at a speed of v (v < V ).
A high-speed shuttle is also delivering sand from the floor to each of the drifting barges via the
shortest route. In this instance, the vertical component, VZ (the shuttle submersion and surfacing
speed), of the V velocity value is fixed using the formula VZ = V

√
1− (v/V )2; thus, to deliver k′

boats of sand to a barge moving at a speed of v requires a time of:

∆t(k′) =
2k′h

V
√

1− (v/V )2
. (1)

Let us suppose that meters of the quantities of sand reaching the barges and identical clocks
with identical faces are placed on the barges. The clocks are set into operation by the sand
quantity meters, so that they “tick” at a frequency that is proportionate to the frequency of shuttle
movement. The clock hands on the barges drifting at a velocity of v move 1/

√
1− (v/V )2 time

more slowly than the clock hands on the barges at rest. We will assume that the speed of movement
of the clock hands on the barges at rest equals the speed of movement of the hands on “land-based”
clocks — the clocks of outside observers — i.e., we find that the time of t, including its numeric
values, also passes identically on the barges at rest. In this instance, we suppose that the clock
readings on different barges at rest can differ from one another at a given moment in time (similar
to the way that the readings of “land-based” clocks can differ in different time zones) until these
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readings are no longer synchronized. We will designate the clock reading on a specific barge at
rest, r, using the attribute tr. Unlike our time, t, and the time on the barges at rest, t, we will
call the time fixed by the clock readings on barges moving at a speed of v simulated time and
will designate it using the attribute t′ (with a prime sign). Concerning the simulated time on the
drifting barges, t′, we will say that it passes more slowly than the time on the barges at rest, t. We
will designate the t′ clock reading on a specific barge in motion, r′, using the attribute t′r′ (with
prime signs), assuming that, as in the case of the barges at rest, the clock readings on the other
drifting barges may differ from one another and from the t′r′ readings up until the moment that
they become synchronized. We will assume that the signals from the sand quantity meters in the
form of timing pulses proceed not only to the clocks, but also to all the hardware without exception
that it located on the barges, thereby setting them into operation at the same rate. The rate of
operation (the response rate) of all the hardware on the barges in motion will then be slower than
the rate of operation of the hardware on the barges at rest by 1/

√
1− (v/V )2 times.

Let us assume that time intervals of ∆t(∆ntime) and ∆t′ (∆n′time) are used as the units of
measurement on the barges at rest and the barges in motion, over the course of which the sand
quantity meter readings are increased by ∆ntime and ∆n′time, respectively, so that, being unified
and standard, ∆ntime = ∆n′time. In this case, based on our observation results, the ∆t time interval
and the ∆t′ simulated time interval for any pair of barges in motion relative to one another between
two identical events that we recorded will be linked by the correlations

∆t′ = ∆t
√

1− (v/V )2 and ∆t = ∆t′/
√

1− (v/V )2 (2)

If the unit of measurement of the ∆t (∆ntime) time on the barges at rest has the same name as
the unit of measurement of the ∆t′ (∆n′time) simulated time on the barges in motion, for example,
if both units are called a minute, then according to our observations, it can be said that a minute
of simulated time on the barges in motion lasts 1/

√
1− (v/V )2 times longer than a minute of

time on the barges at rest. Let us suppose that accurate documented information (on tangible
media) concerning the clock readings on one barge are transmitted to another barge, either directly
when these barges meet or by high-speed support boats that cruise on the water surface at a speed
of V . Let us assume that one of the tasks of the hardware on the r and r′ barges consists of
experimentally confirming the fact of the movement of the r′ barge without making contact with
the water environment and having information concerning the slowness of the processes on the
barge moving through the water environment by means of comparing the passage of time or the
rates of hardware operation on the r and r′ barges. As strange as it may be, it is impossible to
solve this seemingly simple problem under the conditions specified. First of all, it is not possible to
ascertain the slowness of the rate of operation on the barge in motion using any of the instruments
that are a part of the hardware on each barge in motion due to the synchronism of the operation of
these instruments with the operation of the other instruments and devices. Neither is it possible to
ascertain slowness by documentarily tracking the processes on a barge in motion from a barge at rest
when a speedboat is used to transfer documented information on operations from barge to barge.
If the barges are inertial and they generally do not meet directly, or they only meet once, it is then
necessary to transfer information at a distance using a boat at least one time. However, due to the
finiteness of the boat’s speed, there is a delay in receiving information from the other barge, and a
document indicating, for example, the clock reading on the other barge reaches this barge when the
clock reading on that other barge is not the same as it was at the time that the boat was dispatched
from it. The consequence of this effect is such that, during the transfer of information by boat, it is
only possible to obtain symmetrical results that do not make it possible to detect the difference in
the clock running rates on the barge at rest, r, and the barge in motion, r′. For example, in making
one of the r and r′ barges noninertial, if a repeat meeting is ensured for the barges, time dilation
then occurs on the noninertial barge, which may also be the r barge, and does not univocally
confirm the fact of the r′ barge’s movement. Or, if boats are dispatched from the r barge to the
r′ barge with a frequency of fr, and boats are dispatched from the r′ barge to the r barge with a
frequency of f ′r′ (in simulated time) that numerically equals the fr frequency, then, as is easy to
demonstrate, when the barges draw close, the f ′r′←r and fr←r′ boat arrival frequencies for the r′

and r barges, respectively, are fixed by the symmetrical formulas f ′r′←r = fr

√
1 + v/V /

√
1− v/V

and fr←r′ = f ′r′
√

1 + v/V /
√

1− v/V . Being similar to the formulas for the relativistic Doppler
effect, these formulas do not make it possible to detect the difference in the clock rate on the r and
r′ barges.
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3. SIMULATION OF THE CONTRACTION OF THE DISTANCE BETWEEN MOVING
ELEMENTS

We will tie the Σ and Σ′ Cartesian coordinate systems to the groups of barges at rest, R, and
in motion, R′, respectively, with mutually parallel axes of X and X ′, Y and Y ′, and Z and Z ′.
We will align the Z and Z ′ system axes perpendicular to the water surface and the X and X ′
in the direction of movement of the group in motion, R′, while we will trace the Y and Y ′ axes
perpendicular to the X, X ′ and Z, Z ′ axes, which it is acceptable to do in orthogonal Cartesian
coordinate systems. We will assume that the hardware of each of the barges, the makeup of which
includes the boats attached to each barge, is capable of independently measuring the distance from
a given barge to specific points of the coordinate system tied to it without the involvement of the
hardware of the other barges and without the synchronization of the clocks on the different barges.
The distance is measured using long rulers and tape measures. Let us suppose that, within the Σ
coordinate system, the hardware of a barge, r, located at the origin of coordinates, O, determines
the distance from the O coordinate origin to a certain arbitrarily positioned point, a, within the Σ
system in the following manner. A speedboat is dispatched from barge r to point O, which, upon
arriving at point a, goes back to point O. The boat trip time there and back, ∆tOaO, is determined
using the clock readings on barge r at the moments of the boat’s departure and return, then the
distance is calculated using the expression 1

2 Ṽ ∆tOaO, where Ṽ is the average speed of the boat
along the route from point O to point a and back. It stands to reason that, within the Σ system,
the average speed, Ṽ , equals the V velocity value. We will designate the distance between point O
and point a that the hardware of barge r measures in this manner using the attribute l(1

2∆tOaO).
We will designate this same distance, but one that we measured or calculated by any available
means, using the attribute lOa. The l(1

2∆tOaO) distance and the lOa distance only differ from one
another in the means by which and the location at which they are determined.

We will assume that, within the Σ′ coordinate system, the hardware of barge r′, which is located
at a coordinate origin of O′, determines the distance from the O′ coordinate origin to point a′ of the
Σ′ system in precisely the same way that this is done in the Σ system. Let us suppose that a value
equaling the product of 1

2 Ṽ ′∆t′O′a′O′ is by definition regarded as the distance measured in this way
in the case at hand, l′(1

2∆t′O′a′O′). Here, Ṽ ′ is simulated; i.e., it is expressed by way of the simulated
time, t′, the average speed of the boat en route from point O′ to point a′ and back numerically
equals the Ṽ velocity value, and consequently the V velocity value, while ∆t′O′a′O′ is the simulated
time of movement of the boat along the O′a′O′ route. We will call the distance that the hardware
of barger′ determines in this manner the simulated distance, l′(1

2∆t′O′a′O′). If a speedboat moves
along the Y ′ axis between point O′ and a point lying on the Y ′ axis with a coordinate of y′ (we will
call this point the y′ point), the VY component of the boat’s speed, V (the speed of movement of
the boat along the segment of a straight line that connects points O′ and y′), which we extrinsically
fix, will then equal V

√
1− (v/V )2. Based on our calculations, the conventional distance, lO′y′ , that

we fix between points O′ and y′ of the moving system, Σ′, equals 1
2V

√
1− (v/V )2∆tO′y′O′ , while

according to data from the hardware of barge r′, the simulated distance, l′(1
2∆t′O′y′O′), between

points O′ and y′ equals 1
2 Ṽ ′∆t′O′y′O′ . Since ∆t′O′y′O′ = ∆tO′y′O′

√
1− (v/V )2 according to formula

(2), while Ṽ ′ by definition equals V , then

l′
(

1
2
∆t′O′y′O′

)
= lO′y′ . (3)

According to our data, during the movement of a speedboat between point O′ and a point with
a coordinate of x′ that lies on the X ′ axis (the x′ point), the speeds of movement of the boat in the
opposite directions relative to these points equal V − v and V + v. When the conventional distance
between points O′ and x′ equals lO′x′ , the time of movement of the boat from point O′ to point x′
and back, ∆tO′x′O′ , equals lO′x′/(V − v) + lO′x′/(V + v); i.e.,

∆tO′x′O′ =
2lO′x′

V (1− v2/V 2)
. (4)

The conventional average sped of movement of the boat along the X ′ axis relative to points O′

and x′ along the route there are back, ṼX′ equals 2lO′x′/∆tO′x′O′ , or taking the previous equation
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into account,
ṼX′ = V (1− v2/V 2). (5)

According to our calculations, the conventional distance between points O′ and x′ of the moving
system Σ, lO′x′ , equals 1

2 ṼX′∆tO′x′O′ , while according to the calculations of the hardware on barge r′,
the simulated distance between them, l′(1

2∆t′O′x′O′), equals 1
2 Ṽ ′∆t′O′x′O′ . Since ṼX′ = V (1−v2/V 2)

according to formula (5) and ∆tO′x′O′ equals ∆t′O′x′O′/
√

1− (v/V )2 according to formula (2), then

l′
(

1
2
∆t′O′x′O′

)
= lO′x′/

√
1− (v/V )2. (6)

4. SYNCHRONIZATION OF R AND R′ GROUP (Σ AND Σ′ SYSTEM) CLOCKS

We will imagine that the readings of the R group clocks are synchronized in such a manner that
they are identical at any moment of our time, t. We will designate the group R time fixed by these
readings that are identical for all the group R barges using the attribute tR. Let us assume that
the group R′ clocks are also synchronized in such a manner that the sameness of the clock readings
on the various R′ group barges is ensured at any moment in our time. We will designate the group
R′ synchronized time using the attribute t′R′ . Furthermore, we will assume that at a moment in
time when the O and O′ coordinate origins of the Σ and Σ′ systems are located at a single point,
the clocks of the barges in both groups will have a zero reading. Thus, it follows from formula (2)
that the R and R′ group clock readings at any subsequent moment in time at any point within the
water body will be linked to one another by the correlations

t′R′ = tR
√

1− (v/V )2 and tR = t′R′/
√

1− (v/V )2 (7)

Not being dependent upon coordinates and unequivocally corresponding to one another, the
tR and t′R′ clock readings ensure the single-valuedness (the “absoluteness”) of simultaneity in both
barge groups. When synchronized clocks are present in the R and R′ groups, it is possible to measure
distances, lengths, and coordinates in each of these groups not only using the pseudolocation
method, but also via the conventional means of combining and comparing them to one another,
or using proper length units. Taking into account the fact that l(O′x′) = x − vt, where x is the
coordinate of point x′ in the Σ system, and assuming that l′(1

2∆t′O′x′O′) = x′, then from Equation (6)
we obtain the forward transform of the coordinates

x′ = (x− vtR)/
√

1− (v/V )2 (8)

The simulated velocity, v′, of point O in the Σ′ system equals −x′O/t′R′ , where x′O is the coor-
dinate of point O in the Σ′ system. Hence, taking x′ and t′R′ from formulas (7) and (8), we obtain
the correlation v′ = v/(1 − v2/V 2). Substituting v = v′(1 − v2/V 2) in formula (8), we obtain the
transform

x/
√

1− (v/V )2 = x′ + v′t′R′ . (9)

Let us suppose that in the groups at rest and in motion, R and R′, the distances l(1
2∆tspace) and

l′(1
2∆t′space) of the standards constructed from pairs of barges are respectively used as the distance

measurement units. We will assume that time intervals of ∆tspace and ∆t′space are required in order
for a speedboat to traverse each of these distances there and back, so that the numerical values
of these intervals are standardized and equal one another. If the l(1

2∆tspace) distance unit of the
standard at rest has the same name as the l′(1

2∆t′space) simulated distance unit of the standard
in motion, for example, if both units are called a kilometer, then by analogy with formulas (3)
and (6), the simulated and conventional lateral kilometers will equal one another, while the simu-
lated longitudinal kilometer in motion will be 1/

√
1− (v/V )2 times shorter than the conventional

kilometer at rest.

5. SIMULATION OF THE SYMMETRY OF RELATIVISTIC EFFECTS

In order to ensure the conditions of synchronism that are accepted in the special theory of relativity,
it is necessary to simulate the synchronization of the R′ group (Σ′ system) clocks in such a manner
that the speeds of movement of a boat from the O′ coordinate origin to point x′ and back to the
O′ coordinate origin are identical. It is not difficult to demonstrate that the equality of the boat’s
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speeds in opposite directions within the Σ′ system can be achieved if, at the moment of the boat’s
arrival at point x′, t′R′ , the reading of the clocks at this point equal not t′R′ , but rather t′′R′ , which
is x′v/V 2 shorter than t′R′ ; i.e., if the equality t′′R′ = t′R′ − x′v/V 2 is ensured. In this instance, the
v′′ and V ′′ velocities expressed through a time of t′′R′ will respectively equal the v and V velocities;
i.e., v′′ = v and V ′′ = V . Taking this into account, from formula (9) and the previous arguments,
it is easy to obtain the transforms

x = (x′ + v′′t′′R′)/
√

1− (v′′/V ′′)2, y = y′, and t = (t′′R′ + x′v/V 2)/
√

1− (v′′/V ′′)2, (10)

then the transforms

x′ = (x− vt)/
√

1− (v/V )2, y′ = y, and t′′R′ = (t− xv/V 2)/
√

1− (v/V )2. (11)

Transforms (10) and (11) do not differ from the Lorentz transforms, producing all the con-
sequences that stem from this. The R and R′ group hardware, which perceives its own proper
longitudinal kilometer and its own proper second as representative, perceives the geometric di-
mensions of the objects of another group, including the dimensions of the kilometer standard, as
contracted and the time as dilated.

6. CONCLUSION

The model proposed in the work at hand for simulating the special theory of relativity reveals
the possibility of using the fundamentals of classical mechanics to simulate relativistic laws in an
environment, which are described using constructs taken from the world environment. The question
of the existence of a world environment itself is not addressed in this work, since the possibility
of simulating the relativistic phenomena of a nonether world in an environment does not serve as
proof of the existence of ether.
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Abstract— We report on the design and performance of frequency multiplier submillimeter-
wave monolithic integrated circuits (S-MMICs) that operate up to 440 GHz. The S-MMICs are
based on state-of-the-art metamorphic high electron mobility transistor technology (mHEMT)
with gate lengths down to 35 nm and cutoff frequencies fT and fmax of 515 and 900 GHz, re-
spectively. A class-B FET doubler circuit achieves −14.6 dBm of output power at 400 GHz,
when driven with 2.5 dBm input power. An overview of mHEMT-based frequency multiplier
performance in the entire millimeter-wave range is given.

1. INTRODUCTION

Active electronic integrated circuits have today reached operating frequencies well into the submilli-
meter-wave frequency range [1, 2]. Such S-MMICs, based on HEMTs exploiting the high-speed
characteristics of InAlAs/InGaAs channels on InP substrates or, in the metamorphic approach, on
GaAs substrates, offer such important advantages as the on-chip integration with other functional
blocks like e.g., amplifiers, together with high conversion efficiency and ease of module integra-
tion. Frequency sources are required to provide the transmit signal of active systems as well as
the local oscillator signal for frequency conversion in heterodyne topologies comprising mixers.
As an advantageous alternative to fundamental oscillators, frequency multiplier chains in combi-
nation with high-quality oscillators can be employed to generate signals at high millimeter-wave
and submillimeter-wave frequencies. The highest reported output frequencies to-date obtained by
transistor-based frequency multipliers is 300 GHz at Jet Propulsion Laboratories [3]. In this paper,
the design and performance of a frequency doubler utilizing mHEMT transistor technology for
submillimeter-wave frequency generation is discussed.

2. THE 35 NM METAMORPHIC HEMT TECHNOLOGY

The frequency doubler S-MMIC to 440 GHz is designed and realized in a 35 nm gate length mHEMT
technology using an In0.52Al0.48As/In0.80Ga0.20As single channel on a linearly-graded metamorphic
InxAl0.48Ga0.52−xAs (x = 0 . . . 0.52) buffer on 100mm semi-insulating GaAs wafers [4]. The active
devices consist of e-beam defined 35 nm Pt-Ti-Pt-Au T-gates. Their maximum channel current
Id,max is 1600 mA/mm. At a drain voltage of VD = 1V, a peak transconductance of more than
2500mS/mm is measured. An extrinsic transit frequency of fT = 515 GHz is extrapolated from the
on-wafer measured current gain for a 2×10µm common source HEMT. For the same device size, we
calculate a maximum oscillation frequency fmax of approximately 900 GHz from both, the measured
Mason’s unilateral gain (MUG) and the maximum stable gain (MSG). Circuits are designed in a
grounded coplanar (GCPW) environment, where transmission lines are realized within a reduced
ground-to-ground plane spacing of 14µm. After frontside processing, the GaAs substrates are
thinned to 50µm and provided with 20µm dry-etched via holes for the suppression of parasitic
substrate modes.

3. FREQUENCY MULTIPLIER DESIGN

The frequency doubler uses a single field-effect transistor (FET) device biased under class B con-
ditions, i.e., the gate voltage is set close to the threshold voltage, such that a strong second-order
harmonic component is present in the output current waveform of the transistor. The drain voltage
is set to a typical active operating point at VD = 1 V. The input of the transistor is matched to
the fundamental input frequency fin by a three-element matching network, comprising a series
stub line, a shunt stub line and a series capacitance. At the transistor output, the fundamental
frequency is suppressed by an open-ended λ/4 stub for the fundamental frequency. The purpose of
the remaining elements in the output matching network is to guarantee the impedance match to
the desired second-order harmonic frequency and to provide the drain bias voltage. Figure 1 shows
a simplified schematic and the chip photograph of the frequency-doubler employing a transistor
with 2× 10µm gate width. The S-MMIC is realized in 35 nm mHEMT technology and has a chip
size of 0.5× 0.5mm2, limited mainly by the probe pad dimensions.
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Figure 1: Simplified circuit schematic and chip photograph of the class-B FET frequency doubler to 440 GHz,
realized in 35 nm mHEMT technology with a chip size of 0.5× 0.5mm2.

Figure 2: On-wafer measurement setup for the 440 GHz frequency doubler.

4. MEASUREMENT SETUP AND MULTIPLIER PERFORMANCE

The S-MMIC’s on-wafer characterization involves careful power level normalization, taking into
account losses in the coplanar measurement probes in WR-2 band (325–500GHz). S-parameter
measurements for probe characterization are carried out using two Oleson WR-2 frequency exten-
sions to a standard network analyzer.

The measurement setup to characterize the frequency doubler in terms of its output power is
sketched in Figure 2. The input power to the device under test is created by a commercial WR-5
(140–220GHz) frequency doubler, who in turn is driven by an in-house power amplifier in W-band.
The W-band signal is generated by a commercial source module. At the output, we employ an
Erikson calorimeter to measure the total power generated at the output of the frequency doubler.
The fundamental power component around 200GHz lies below the cutoff frequency of the WR-2
waveguide. Higher order products at around 300 GHz and higher can propagate in the waveguide
and will be registered by the calorimeter, but typically the most important unwanted component
in this type of frequency multiplier is the fundamental frequency.

The measured output power Pout at different frequencies is shown as a function of the input
power Pin in Figure 3. At 400 GHz, the doubler generates a Pout of −14.6 dBm when driven with
2.5 dBm Pin. The same output power is reached at 380 and 420 GHz, albeit at different input
power levels. At 440 GHz, we are able to generate a maximum Pin of −2.5 dBm and the doubler
reaches −15 dBm Pout. However, this Pin is not sufficient to drive the doubler into compression.
The required input power for maximum output power decreases with increasing frequency in the
observable frequency range. This indicates that the most favorable impedance matching conditions
of this S-MMIC are met at 440GHz or higher, and better performance can be expected still at
frequencies above 440 GHz. As shown in the next chapter, an mHEMT-based frequency doubler to
200GHz achieves an output power of about 1 dBm without post-amplification. This level is enough
to drive the frequency doubler into saturation at 400GHz and above.

5. OTHER MHEMT-BASED FREQUENCY MULTIPLIERS

A number of frequency multiplier MMICs for other millimeter-wave frequency ranges have been
realized in IAF mHEMT technology. A compilation of the achieved output power versus frequency
is shown in Figure 4. Table 1 summarizes their performance in terms of frequency range, mul-
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Figure 3: Measured output power versus input
power and at different output frequencies.

Figure 4: Comparison of the obtained output power
versus output frequency from even-order frequency
multiplier MMICs realized in IAF mHEMT technol-
ogy.

Table 1: Summary of mHEMT-based frequency multiplier performance.

fout/GHz n Pout/dBm Gconv/dB
78–104 6 7.0 6.6
105–152 6 0 −10
160–210 2 1 −16
260–300 2 −6 −9
380–440 2 −14.6 −17.1

tiplication factor n and conversion gain. Balanced active multipliers-by-six [5, 6] achieve 7 and
0 dBm in the range from 78–104 and 105–152 GHz, respectively. Stand-alone frequency doublers
without post-amplification and a similar circuit architecture to the one presented above achieve 1
and −6 dBm at 160–210 and 260–300 GHz, respectively. Up to 200GHz, the MMICs are realized
in either 100 or 50 nm mHEMT technology, featuring cutoff frequencies fT /fmax of 220/300 and
375/600GHz, respectively.

6. CONCLUSIONS

A class-B FET frequency doubler reaching submillimeter-wave frequencies in the range from 380
to 440 GHz with more than −15 dBm output power was presented. Further mHEMT-based fre-
quency multiplier MMICs include active multipliers into W-band and frequency doublers to 200 and
300GHz, completing a full MMIC-based multiplier chain for frequency generation up to 440GHz.
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Abstract— In this paper, a band pass filter with adjustable transmission zeros is presented.
The proposed filter structure is based on a non-degenerate dual-mode resonator loaded by either
varactor diodes or open circuit stubs at its opposite corners. These loading techniques allow
adjusting the transmission zeros either on the upper stopband or on the lower stopband. The
effect of open stubs and varactor diodes loading is inspected and design curves for the proposed
structure are deduced. Based on that, a filter is designed and implemented on Duroid substrate
with 10.3 dielectric constant and 0.635mm thickness to validate the proposed concept. Simulation
and experimental results are, then, analyzed and compared.

1. INTRODUCTION

Compact, light weight, low cost and high selective filters attract much attention for recent wireless
systems. In many applications, sharp cutoff rate filter response is usually required. The conven-
tional way to achieve such response is to use higher order filters which lead to large, complex,
and expensive structures. However, sharp cutoff rate can also be achieved using transmission zero
concept [1–6]. In some cases, such as in cellular communications, microwave filters should be more
selective on one side of the passband than the other [7]. On other word, a transmit filter should have
high attenuation in the receive band and a receive filter should have high attenuation in transmit
band. For this case, transmission zero concept would be the best suited.

Non-degenerate dual-mode filter [8] has asymmetric frequency response with the transmission
zero located on the upper stopband. The fractional bandwidth can be adjusted from about 5% to
25%. The filter can be fed asymmetrically at opposite corners.

In this paper, two methods to control the filter transmission zero are proposed and investigated.
The first is the use of open circuit stubs loading with appropriate stub lengths. The second is to
control the position of the trasnmision zero electronically using varactor diode loading. The concept
of the non-degenerate dual-mode filter is briefly introduced in the next section. The analysis
of the non-degenerate dual-mode resonator loaded with open circuit stubs for transmission zero
adjustment is also presented in this section. The effect of varactor loading is studied in Section 3.
Experimental results are discussed in Section 4 followed by concluding remarks in Section 5.

2. FILTER CONFIGURATION AND OPEN CIRCUITED STUBS LOADING

The proposed structure is simply a dual-mode square-patch resonator, with four slots etched in a
symmetrical shape loaded at opposite corners by open circuit stubs as shown in Fig. 1. The square
patch length is W , while the slots have equal lengths L and widths S. The fields within the con-
ventional square patch resonator can be expanded by the TMz

mn0 modes, where z is perpendicular
to the ground plane [10]. The two fundamental degenerate modes correspond to TMz

100 and TMz
010

and the first higher order mode is the TMz
110. These three modes can be excited simultaneously by

asymmetrical non-orthogonal feed lines. The resultant modes of the slotted patch can be considered
as perturbed types of that of the unslotted square patch [8]. It has also been reported that cutting
slots in symmetrical shape as shown in Fig. 1 will decreases the resonance frequencies of the three
modes but the resonance frequency of the mode TMz

110 decreases faster. Therefore bandpass filter
behavior with fractional bandwidth up to 25% can be obtained using specific slots dimensions [8, 9].
The resultant size and bandwidth decrease as the slots length increases.

The modes TMz
100 and TMz

010 have an electric wall along the diagonal between the non-feeding
corners. However, the mode TMz

110 has a magnetic wall along the same diagonal. Therefore loading
the patch at this diagonal will affect only the resonance frequency of the mode TMz

110 (f2) and has
almost no effect on the resonance frequency of the modes TMz

100 and TMz
010 (f1). The analysis

is carried-out for a resonator designed on a Duroid dielectric substrate of 10.3 dielectric constant
and 0.635 mm thickness. The dimensions of the simulated patch are W = 14 mm, L = 5 mm, and
S = 0.5mm. Denote f1 as the resonance frequency of the degenerate modes TMz

100 and TMz
010
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Figure 1: Non-degenerate dual-mode microstrip square patches resonator loaded at its opposite corners.
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Figure 2: Effect of stubs loading on the resonance frequencies f1 and f2 of the structure in Fig. 1 with W =
14mm, L = 5 mm, S = 0.5mm, on Duroid substrate with εr = 10.3 and thickness 0.635 mm, Ls = 0.5mm.

and f2 as the resonance frequency of the mode TMz
110. Therefore, the open circuit stubs-loading

increases the effective length of the mode TMz
110 and hence lowers its resonance frequency f2 and

also controls the position of the transmission zero accordingly. The effect of the stubs length Ls
on the resonance frequencies f1 and f2 is shown in Fig. 2. This effect is studied using the IE3D
simulation of the structure whose parameters are just mentioned. The stub width is selected to be
0.5mm. The excitation technique proposed in [8] is used here to predict the resonance frequencies,
f1 and f2.

No effect is observed on the resonance frequency of the modes TMz
100 and TMz

010. Their res-
onance frequency f1 is constant and equal to 2.41 GHz for stubs length change from 0 to 12 mm.
However, the first higher order mode TMz

110 is highly affected and its resonance frequency, f2,
decreases from 2.89GHz for Ls = 0 mm to 2.17 GHz for Ls = 12 mm. It is observed that the trans-
mission zero remains on the upper stopband whenever the resonance frequency f2 is greater than
f1 and become on the lower stopband when f2 is less than f1. The center frequency of the filter can
be approximated as the geometric mean of f1 and f2. Bandwidth selection can be approximately
chosen around the center frequency fo from Fig. 2. The procedure given in [8, 9] can also be used
for this selection. A design case is considered herein in order to validate this concept. In this design
the dimensions mentioned above are used with Ls equals 9 mm for transmission zero in the upper
stopband and 10.7 mm for transmission zero on the lower stopband. The structure is simulated
using the IE3D software. The simulated S21 and S11 are shown in Figs. 3(a) and 3(b), respectively.
Quarter wave transformer is used for matching purposes.

The 3 dB bandwidth in the case of Ls = 9 mm is 160 MHz; from 2.35 to 2.51 GHz. For the
case of Ls = 10.7mm, the 3 dB bandwidth is also 160MHz; from 2.32 to 2.48GHz. The midband
insertion loss of both cases is 1.4 dB. The design can be elctronically controlled using two switches
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Figure 3: Simulation results of two filters designed based on the structure in Fig. 1 with physical parameters
mentioned in the text. (a) S21, (b) S11.

Cj (pF) 

GHz 

f1 

f2 

fo 

Figure 4: Effect of varactor diodes loading on the resonance frequencies f1 and f2. W = 14 mm, L = 5 mm,
S = 0.5mm, on Duroid substrate with εr = 10.3 and thickness 0.635 mm, Ls = 2.5mm and Ws = 0.5mm.

to connect or disconnect a differentail length ∆L which is 1.7 mm in our case. It has to be noted
that, the design based on open circuit stubs is sensitive to the physical parameters of the open
circuited stubs. Varctor loading can be used to offer very good control with less sensitivity as
described in the next section.

3. FILTER DESIGN USING VARCTOR DIODES LOADING

The transmission zero of the filter shown in Fig. 1 can be electronically controlled using varactor
diodes loading mechanism. Varactor diodes can be connected directly at the patch corners or at
the end of short open circuited lines. In our case short lines of width 0.5 mm and length 2.5 mm are
used. The varactor diode used for this application is the SMTD3001 silicon-based surface mounted
structure that can be easily used up to 3 GHz. The diode can operate well in temperature range
from −65◦ to 150◦. The junction capacitance of the diode is approximately changes from 2.2 pF at
0V reverse bias to about 0.6 pF at 30 V reverse voltage. In our analysis we will assume ideal diodes
and we will only consider the junction capacitance. The effect of the junction capacitance on the
resonance frequencies f1 and f2 is shown in Fig. 4. This effect is studied using the IE3D simulator
based on the structure whose parameters are just mentioned in the previous section.

It is observed that large change in junction capacitance leads to little change in the resonance
frequency and so very accurate bandwidth selection can be achieved. A bandpass filter is designed
with a junction capacitance of 0.7 pF for a transmission zero in the upper stopband and 2 pF for
a transmission zero in the lower stopband. These values have been chosen to maintain the same
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Figure 5: Simulation results of a tunable filter designed based on varactor loading technique with (a) Cj =
0.7 pF and (b) 2 pF.
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Figure 6: Experimental results of a tunable filter designed based on varactor loading technique with (a)
Cj = 0.7 pF and (b) 2 pF.

filter bandwidth. Quarter wave transformer is also used to match the filter to 50 Ohms termination.
The simulated S21 and S11 are shown in Figs. 5(a) and 5(b), respectively. The 3dB bandwidth in
the case of 0.7 pF is 350 MHz; from 2.33 to 2.68 GHz. For the case of 2 pF, the 3 dB bandwidth
is 320 MHz; from 2.26 to 2.58GHz. The midband insertion loss of both cases is about 0.85 dB. A
spurious response appears close to the passband in the case of large capacitance value. It has been
shown that, this effect can be reduced by adding open circuit stubs on appropriate locations across
the feed line.

4. EXPERIMENTAL RESULTS

The filter designed in the previeous section is implemented and tested. The feeders are moved just
to simplify the matching. The measured results are shown in Fig. 6. The measured 3 dB bandwidth
for the higher capacitance case is 320 MHz; from 2.28 to 2.6GHz. For the lower capacitance case,
the 3 dB bandwidth is 270MHz; from 2.35 to 2.62GHz. The midband insertion loss is about
1.8 dB for both cases which is more than the simulated results by about 1 dB. The differences
between simulations and measurments can be attributed to the accuracy of the fabrication tools.
A photograph of the fabricated filter is shown in the inset of Fig. 6(a). Investigation based on
simulations show that the spurious response appears at the higher capacitance (Fig. 6(b)) near the
pass band can be overcomed using shunt stub near the feed line. Other techniques to suppress
spurious responses are underway.

5. CONCLUSION

A band pass filter with adjustable transmission zero has been proposed. The proposed filter-
structure is based on non-degenerate dual mode resonators loaded by either varactor diodes or open
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circuit stubs placed at opposite corners of the resonator. Two filters have been investigated and
designed. The first one is designed based on open circuit stubs to show how stub lengths position
the transmission zero in the upper stopband or on the lower stopband. The second filter has
been designed using varactor diodes loading. The transmission zero in this case can be positioned
electronically by applying appropriate reverse bias voltage across the varactors. The latter filter
has been fabricated on Duroid substrate with 10.3 dielectric constant and 0.635 mm. Experimental
results agree with the simulations results and demonstrate the concept of the proposed filter.
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6× 3 Microstrip Beam Forming Network for Multibeam Triangular
Array

A. Novo-Garćıa1, M. Vera-Isasa1, Javier Garćıa-Gasco Trujillo2, and M. Sierra-Pérez2

1Universidad de Vigo, Spain
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Abstract— A six inputs and three outputs structure which can be used to obtain six simul-
taneous beams with a triangular array of 3 elements is presented. The beam forming network
is obtained combining balanced and unbalanced hybrid couplers and allows to obtain six main
beams with sixty degrees of separation in azimuth direction. Simulations and measurements
showing the performance of the array and other detailed results are presented.

1. INTRODUCTION

Nowadays, earth stations which integrate the ground segment in satellite communications use to be
based on large reflector antennas for downloading data from the satellites. These reflector antennas,
however, have some drawbacks regarding their high cost, mechanical complexity and low flexibility.
For this reason, other antenna configurations have been studied.

Antenna arrays have some advantages over large dishes: capability to track several satellites
simultaneously, higher flexibility, modularity and lower production and maintenance cost are the
most important of them. GEODA [1] is a smart dome antenna composed of triangular phased
arrays designed to receive signals from low orbit satellites. Its structure is shown in Fig. 1. It is
composed of two different parts: a 1.5 meters high cylinder and a semisphere situated upon it. For
the construction of these two pieces 60 triangular panels are required, each of them composed of
15 subarrays of three circular patches referred to as cells.

2. RADIATING ELEMENT

The basic radiating element of the structure is a circular patch. The patches are arranged in cells
of three elements, as was explained in previous section. We can see in Fig. 2 an image of one of
these cells.

The radiation of any of these cells will be given by the array factor of the set, whose expression
is

AF (θ, ϕ) =
3∑

n=1

An ej[ka sin θ cos(ϕ−ϕn)+αn] (1)

where k is the wave number, a is the distance from the center of each patch to the center of the
array, θ is the elevation angle, φ is the azimuth angle, φn = 2π (n/3) is the angular position of
the element n in the plane which contains the three patches and An and αn are the amplitude and
phase of the excitation for this element. The working frequency for the cells will be f0 = 1.7 GHz
and the separation between patches is d = 10 cm.

If the cell is properly fed, we could obtain main beams in the azimuth directions φ = 0◦, 60◦,
120◦, 180◦, 240◦ and 300◦ [2]. Phase relations needed to accomplish this are shown in Table 1.

Figure 1. Figure 2.
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3. BEAM FORMING NETWORK

The design is based on Butler networks [3], but with an odd number of inputs and outputs, as
Shelton studied [4, 5]. In this paper, we use a set of equations which provide a relation between the
lengths of the connection transmission lines in the network and the desired phase relation between
the outputs [2]. These equations allow a flexible calculation of the transmission lines, and so a
more flexible design of the BFN.

The design of a 3× 3 lossless beam forming network has been carried out in [2]. The resulting
structure (from now board A) is shown in Fig. 3 and it is composed by two balanced hybrid
couplers (in red squares) and one unbalanced (in blue square). This network is able to provide
phase relations at outputs suitable of obtaining radiation beams in the directions φ = 0◦, 120◦ and
240◦.

With the use of a 4π/3 fixed phase shifter, we can obtain a second network which can be used to
get three simultaneous beams in the complementary directions of the first network, that is, in the
azimuth directions φ = 60◦, 180◦ and 300◦. Both circuits can be combined with three microstrip
Wilkinson combiners at each of the outputs of the individual boards, following the scheme shown in
Fig. 4, and this way a 6 inputs 3 outputs BFN is obtained. With this scheme each of the inputs will
provide one phase relation at the outputs which can be used to obtain a beam in a given direction
once these outputs are connected to the cell of three patch antennas.

Table 1.

Phase relation Beam azimuth direction
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Table 2.

P1

P2

P3

P1

P2

P3

'

'

'

P1 (dB) P2 (dB) P3 (dB) P1' (dB) P2' (dB) P3' (dB) A1 (dB|deg) A2 (dB|deg) A3 (dB|deg)

-25.11 -36.73 -30.25 -85.99 -52.96 -80.21 -8.78|-102.4 -8.66|141.3 -9.05| 101.4

-36.73 -24.59 -30.4 -52.96 -77.65 -88.28 -8.98|-106.2 -9.47|15.2 -9.60|14.72

-30.25 -30.4 -29.02 -79.62 -89.03 -53.54 -9.98|162.7 -9.20|164.6 -8.99|46.55

-85.99 -52.96 -79.6 -24.42 -42 -30.5 -8.79|-102.6 -8.67|141.2 -9.21|138.2

-52.96 -77.65 -89.03 -42 -25.49 -32.19 -8.97|-106.4 -9.45|15.05 -9.82|-105.9

-80.21 -88.28 -53.54 -30.5 -32.19 -30.98 -9.98|162.6 -9.21|164.4 -9.15|-74.38

Figure 3. Board A. Figure 4. BFN.
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4. RESULTS

Results obtained with IE3D software at 1.7 GHz are shown at Table 2 for each input of the 6× 3
design. Each row shows the S parameters for each of the inputs shown in the first column. Phase
relations for inputs P1, P2 and P3 are suitable of providing main beams in azimuth directions
φ = 240◦, 120◦ and 0◦, while phase relations for inputs P1’, P2’ and P3’ can be used to point the
main beam in directions φ = 300◦, 60◦ and 180◦, respectively.

A prototype of board A was built (Fig. 3) and performance was measured for a signal at each of
the inputs as can be shown in Fig. 5, where P1, P2 and P3 are signals at input ports, and P4, P5
and P6 are signals at output ports. Phase relations at outputs agree with those presented in the

 

(a) (b)

(c) (d)

(e) (f)

Figure 5. Measurements for board A: (a) Input 1, (b) Input 2, (c) Input 3 and measurements for board B:
(d) Input 1, (e) Input 2, (f) Input 3.

(a) (b) (c)

Figure 6. Radiation diagram with board A feeding a cell: (a) Input 1, (b) Input 2, (c) Input 3.
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Figure 7.

first three rows of Table 1. Board B was also built and its performance is shown in Fig. 5, where
it can be seen that phase relations coincide with the three final rows of Table 1.

The measured normalized radiation pattern in dB when each one of the inputs of the network
A is selected is shown in Fig. 6. If signal is at input 1, the main radiation beam points at φ = 240◦;
if it is at input 2, the main beam direction is φ = 0◦; if it is at input 3, we can see the main beam
pointing at φ = 120◦.

The elevation pattern is similar for the three beams. In Fig. 7 it is shown for φ = 120◦.

5. CONCLUSIONS

A 6×3 beam forming network which can provide the phase relations needed to feed a circular array
of 3 elements to obtain 6 simultaneous beams is presented in this paper. The network is composed
of two 3× 3 boards which have been built and measured, showing the desired performance at the
working frequency. The combination of such boards with three Wilkinson dividers presented in this
paper has been simulated and has shown the expected magnitude and phase relations at outputs.
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Multibeam Triangular Array
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Abstract— A comparative study between two beam forming networks for 3 × 3 multibeam
operation is presented. The first one combines three 2 × 2 hybrid couplers and the second is
based on a symmetrical 3 × 3 hybrid coupler. Both circuits have been designed and simulated,
and two prototypes have been built and measured in microstrip technology. Their performances
have been compared and the results are presented.

1. INTRODUCTION

Classical antennas for satellite communications are large reflector antennas fed by horns. These
antennas can be used to receive satellite signals from any direction with a mechanical procedure.
This is a drawback when tracking low orbit satellites, where the antennas must have a tracking
system to accurately move it in a short time. Also, more than one horn must be used if it is desired
to obtain a multibeam antenna.

An alternative would be to use planar arrays. These antennas use to be fed using a set of circuit
elements, such as phase shifters, couplers and amplifiers in order to build a proper beam forming
network (BFN) which can provide the desired multibeam response. In [1] the BFN needed to get
three simultaneous beams for the case of a triangular array antenna of three elements has been
studied. That study, based on Butler’s and Shelton’s works [2–4], allowed to design a network where
transmission lines lengths were calculated with a set of three equations so that three simultaneous
beams separated 120◦ in azimuth were obtained. These lines were connected with three 2×2 hybrid
couplers, and a 3 inputs and 3 outputs structure was presented.

Similar response could also be obtained with a circular 3 × 3 structure proposed in [5]. That
design consists of 2 concentric circles with 3 segments of length λ/3 connected by 3 lines of length
λ/12.

In Sections 2 and 3, a brief description of the first and the second networks, respectively, is
presented. Both of them were designed and simulated in microstrip technology to obtain the
simultaneous beams at 1.7 GHz. Two prototypes were constructed and their performance measured
and compared. The results obtained and the comparison between them can be found in Section 4.
In this paper not only that performance was analyzed, but also considerations regarding their size,
complexity and flexibility were discussed.

2. THREE 2× 2 HYBRIDS NETWORK

The network is composed by two balanced 3 dB hybrids and one unbalanced in order to obtain
uniform amplitude at the three outputs. In addition, the following condition must be observed:

l1 − l2 + l3 = λ/4 (1)

A more detailed description of the design process can be found in [1]. Phase relation obtained
between the outputs can be seen in Table 1, where αi is the phase at output i, These phase relations
allows to obtain, with a triangular array, three simultaneous beams separated 120◦ in azimuth. The
layout of the board (from now Board A) can be observed in Fig. 1.

Table 1.

Input Phase relation at outputs Beam azimuth direction
I1 α2 = α3 = α1 − 120◦ ϕ = 300◦

I2 α1 = α3 = α2 − 120◦ ϕ = 60◦

I3 α1 = α2 = α3 − 120◦ ϕ = 180◦
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Table 2: Transmission lines dimensions.

Transmission line Length Transmission line Length
tl1 λ tl4 7λ/6
tl2 λ tl5 λ/4
tl3 λ/4 tl6 2λ/3

Figure 1: Board A. Figure 2: Board B.

The red squares surround the balanced hybrid couplers, while the blue square surrounds the
unbalanced coupler and the green one marks the position of the phase shifter at output 3. Ports
are displayed as Pi, where inputs are P1, P2 and P3, and outputs are in the right side as P4, P5
and P6. Transmission lines are named as tli, and their lengths are shown in Table 2.

3. 3× 3 HYBRID NETWORK

A symmetrical 3 × 3 hybrid coupler can be derived from [5]. In Fig. 2, the representation of the
circuit is shown. It consists of two concentric circles of length λ connected by 3 lines of length
λ/12. Ports are located at the intersections between the three lines and both circular structures.
Interior and exterior ports can be used as input or output ports. With that specifications in the
dimensions of the design it is possible to obtain the desired phase response (Table 1).

A microstrip board was designed with the previous guidelines. Exterior circle segments were
lengthened to make possible the fabrication of the structure, so that the segments of that circle
between the interconnections of λ/12 are now of length 4λ/3, while the inner circle segments have
a length of λ/3. Outer circle was bended in order to reduce the dimensions of the design, which
can be seen in Fig. 2 (from now Board B).

Segment of outer structure is surrounded by blue rectangle, while segment of inner circle is
emphasized by a green arc. One of the three straight segments which join inputs and outputs is
surrounded by a red square. Inputs were chosen to be at the outer structure (ports P1, P2 and
P3), while outputs are at the inner ring (ports P4, P5 and P6). It can be noticed that the design
presents three symmetry axes. A signal at a given input divides its power equally at the outputs,
and the phase relation obtained is the same as obtained by the previous section network (Table 1).

4. PERFORMANCE AND COMPARISON

Prototypes of both boards designed have been built in microstrip technology with a FR-4 substrate
with height h = 1.5mm and relative permittivity ξr = 4.25. Magnitude and phase at each output
have been measured when input signal is at input 1, input 2 and input 3. Those results are shown
in Figs. 3 and 4 for board A and board B respectively.

Return losses measured for board B are considerably greater than those measured for board A,
with a value near −17 dB at 1.7 GHz. That drawback is common for each of the 3 inputs for board
B.

Performance of board A shows a bigger amplitude bandwidth. It can be noticed that at 1.75GHz
for board B we have same magnitude for return losses and output signals for any of the inputs.
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(a)

(b)

(c)

Figure 3: Measurements for board A: (a) Input 1,
(b) Input 2, (c) Input 3.

(a)

(b)

(c)

Figure 4: Measurements for board B: (a) Input 1,
(b) Input 2, (c) Input 3.

Power at each output, isolation of the other inputs and return losses are in general more stable
when we move from central frequency of 1.7GHz in the case of using board A.

On the other hand, board B presents a bigger phase bandwidth at outputs. We can see that for
board A phases at the outputs which should be the same only are equal at central frequency, since
they present a slightly different slope. Phases of board B coincide for different frequencies..

It can also be noticed that output signals are not of the same amplitude at the frequency of
interest when we are working with board B. Output signal at port opposite to the input port
(Oi when signal at Ii) is bigger than other outputs until 1.75 GHz. Those signals also present a
non-linear dependence with frequency.

Other comparisons can be done besides performance. Board B prototype is smaller than board
A. This last one could be redesigned in order to obtain a smaller board, but moving the lines closer
would make couplings to appear and performance would be worse.

Board A has a more flexible design. The use of the three equations presented in [1] allows the
designer to obtain a network with given lengths, which also can be bent to have the outputs and
inputs at the desired position. Board B, on the other hand, is a fixed structure. Its design is given
in [5] and cannot be modified, and only panel connections can be used to build the ports.

Finally, the process of designing board B is easier. Structure has three symmetry axes, so that
network can be divided in 3 exactly equal parts. This way, the correct design of one of these three
parts is enough to obtain the complete structure.

5. CONCLUSIONS

Both boards can be used to obtain magnitude and phase at outputs needed to properly feed a tri-
angular array which could provide three 120◦ separated beams. However, performance comparison
carried out in last section showed differences which could make more suitable to select one board
or another.

Board A should be used when a flexible network is needed. Other phase relations at outputs
can be obtained modifying the transmission line lengths to obtain other beam pointing directions.
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Board B, however, is a fixed design, where only the use of lengths presented in [5] will provide
the desired phase relation at outputs. A different relation cannot be achieved by modifying these
lengths.

Power performance of board B is constrained by return losses, which strongly limits its useful
bandwidth. On the other hand, board A shows a good response for any input with independence
of the frequency in the band between 1.6 and 1.8 GHz. The output responses are linear and do not
vary considerably, unlike the output responses at board B. Nevertheless, when phase is analyzed,
the relation at outputs for board B is more stable than at board A outputs.
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Automatic Design and 3D Electromagnetic Simulation of Sub-nH
Spiral Inductors

L. Aluigi, F. Alimenti, and L. Roselli
Department of Information and Electronic Engineering, University of Perugia, Perugia, Italy

Abstract— The design of modern radiofrequency integrated circuits on silicon operating at
millimeter-waves typically requires the integration of several spiral inductors. At such high fre-
quencies, a typical design requires inductors with sub-nH values, which are traditionally not
available in the design-kits of the technology processes. In this work, we present a tool based on
VbScripts that automatically executes three-dimensional layout editing and electromagnetic sim-
ulating commands. In detail, it draws the inductor masks for the specific microelectronic process,
including vias and underpasses, in less than one minute, and then performs the electromagnetic
simulations. The outputs are the exportable DRC-errors free layout (GDS-II format) and the
2π-model parameters to be included in the schematic editor. This tool allows significant design
automation compatible with traditional commercial CAD tools.

1. INTRODUCTION

The implementation of high-performance radiofrequency integrated circuits (RFICs) is affected
by the quality factor (Q) of passive components and their design accuracy. In particular, in the
millimeter frequency range, the designers have to face with the lack of adequate spiral inductors
with sub-nH inductance value, high-Q and high design accuracy [1]. Layout editing, electromag-
netic simulations, (typically three-dimensional, or 3D), and design optimizations lead to extend
considerably the design phase and hinder the automated design of mixed-signal systems.

In this paper, we propose a software tool based on VbScripts which contributes to the micro-
electronic design automation of sub-nH spiral inductors within the traditional commercial CAD
environments. The paper is organized as follows. Section 2 highlights the design automation pro-
cedure proposed and describes the script code and the issues related to the simulation. Section 3
reports the results of a case of study.

2. AUTOMATIC DESIGN METHOD

The design-flow proposed herein is based on the 3D electromagnetic (EM) simulator HFSS (High
frequency Structure Simulator) by AnsoftTM. The latter is a high performance full wave elec-
tromagnetic field simulator for arbitrary 3D volumetric passive device modelling which integrates
simulation, visualization, solid modeling and automation. HFSS employs the FEM (Finite Element
Method) with adaptive meshing based on tetrahedrons. It solves the EM problem (i.e., the E and
H fields in every mash cell) and provides the typical N-port descriptions, typically S-parameters,
but also currents and field animations, radiation patterns, etc.

The overall flow chart illustrating the design procedure proposed is shown in Fig. 1, which
includes both automatic and manual operations. As a first step the designer specifies the equations
for geometric sizing of the spiral. Equation (1) is optimized for sub-nH spiral inductors. Instead
of the classic approach of using an adaptation of the Wheeler’s formula [2], we used the expression
proposed in [3], which can be potentially extended to inductances as low as 0.1 nH,

Ls = µ/2 · c1 · n2 · davg · f(ρ) (1)

where n is the number of turns, davg = 0.5(din + dout) is the average diameter, f(ρ) = ln(2.29/ρ) +
0.19ρ2, ρ = (dout − din)/(dout + din) is the fill factor.

The output of the first step is a set of four first-guess values, w, s, N , dout, which are introduced as
inputs to the script. In the subsequent step, the tool automatically edits the layout and simulates
the spiral inductor with a custom polysilicon pattern ground (PSG) in a full 3D EM simulator
environment. Some portions of the code are shown in Fig. 2. The use of VbScript programming
language allows interacting with the HFSS environment. Based on the technology description, the
tool draws the cross section of the layer stack and adds a layer of air on top. The box sizes (x, y,
and z) are proportional to the outer diameter of the spiral drawn.
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Figure 1: Flowchart illustrating the automated design method adopted.

` AUTOMATIC GENERATION OF AN OCTAGONAL, PLANAR, SYMMETRICAL COIL

` WITH HFSS Version 11.0 USING THE IHP's SG25 DESIGN-KIT

` v 4.04 −  jul 29, 2010 upgrade of ver. 1.09 

[...]

` TECHNOLOGY DEFINITION −  METALS and LAYERS

[...]

oProject.AddMaterial Array ("NAME: METAL3", "conductivity:  "24900000")

oProject.AddMaterial Array ("NAME: TM1", "conductivity: "31250000")

[...]

oProject.AddMaterial Array ("NAME: oxide", "permittivity: "4.1")

oProject.AddMaterial Array ("NAME: passivation", "permittivity: "5")

[...]

` COIL GEOMETRY DEFINITION WIZARD

[...]

outer_diameter = InputBox  ("Outer Diameter [um]?", "STEP 1-5",  "0")

width = InputBox ("Width [um]?",  "STEP 2-5", "0")

[...]

` TURNS CONTROL 

If x > 2 Then din_min = x Else din_min = 2

N =1  

Z = (w + s)*2

[...]

Figure 2: Portions of the VbScript code.

This first version of the tool is capable of editing planar, octagonal and symmetric inductors
realized by using the topmost metal layer, i.e., the thickest one. In fact, metal stacking, usually
results in poorer self-resonance frequency performance than using the top one or two thick metals,
except for spirals fabricated on highly resistive substrates (e.g., SOI). The octagonal shape repre-
sents a reasonable trade-off between square spirals, typically characterized by higher losses, and
circular spirals, characterized by a higher drawing complexity in regard of matching to the layout
rules.

Once the step above has been completed, the designer must set up the excitation ports before the
EM simulation has place. HFSS allows the use of two kinds of ports: wave-port and lumped-port.
In the case of lumped-port the excitation is applied at a point/cell as a voltage or current, whereas
in wave-ports the excitation is so-called eigen-wave, such as the quasi-TEM wave supported by a
microstrip line. The latter is applied to a proper lateral area of the simulation box which includes
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the metal layer and the reference ground plan. Voltage is scalar while a wave is a vector, hence
there are substantial differences between these two. If the excitation can be applied on some
locally uniform region, the use of wave-ports is recommended, otherwise if geometry or material
discontinuities are near to the application point of the excitation, like in our case, the use of
lumped-ports is suggested. Finally, it is worth noticing that we introduce a ground shield below
the inductors in order to improve the reproducibility [4]. The problem of ground returns has been
accurately studied in [5].

When the EM simulation has been completed, the tool presents the resulting graphs for Q, L
and R. If the results match the expected values it is possible to go to the final step: the equivalent
circuit’s parameters extraction and the layout file generation.

There is really a great variety of equivalent models for inductors reported in literature. These
methods are generally categorized into numerical techniques [6], parameter fitting [7, 8] and physical
models [8–10]. Numerical techniques are typically very time consuming, whereas parameter fitting
models lack of flexibility in layout and process parameters variations. In order to satisfy the
requirements in terms of accuracy, scalability and simulation time, wideband physics-based circuit
models seem to be the best choice. For this reason we have chosen the 2π-model which seems to
us a good compromise between high accuracy and low complexity. In particular, for the extraction
of the 2π-model parameters we used the methods described in [9, 10]. An excellent agreement can
be found over the whole frequency range (up to the self-resonance frequency).

The generation of a GDS-II file for the layout editor is a fairly straightforward task, thanks to
the use of a layermap type file. It is worth mentioning that the inductor drawing layers imported
into Cadence Virtuoso by using the GDS-II file generated by the tool are DRC error-free.

3. RESULTS

To illustrate the effectiveness of the developed tool, we refer in this section to a case study on the
design of a 31.4 GHz low-noise amplifier (LNA) in a 250 nm SiGe BiCMOS technology. In this
circuit, a 2-stage cascode LNA, we needed four inductors used for input, output and interstage
matching, with values of inductance required ranging from 0.15 to 0.5 nH. Here we present the
results for the 0.27 nH inductor.

(a) (b)

Figure 3: (a) HFSS and (b) Cadence-Virtuoso layout of the 0.27 nH inductor. Diameter equal to 48µm,
track width equal to 2 µm, track spacing equal to 2 µm.

(a) (b)

Figure 4: EM simulation (dotted line) and the 2π-model simulation (solid line) of the 0.27 nH inductor.
Comparison of (a) Quality Factor and (b) Inductance.
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In Fig. 3(a), it is shown the 3D view of the structure created by the script. It is worth noticing
that this step done manually would take about half an hour, while using the script it takes less than
one minute. Fig. 3(b) shows the inductor drawing layers imported into Cadence Virtuoso which,
as mentioned above, are DRC error-free as the script has been optimized for this purpose.

Figure 4 shows the results of the EM simulation (dotted line) and the 2π-model simulation (solid
line) of the 0.27 nH inductor. It shows a comparison of (a) Quality Factor and (b) Inductance. It
can be seen that the model is very accurate, not only at the center frequency of 31.4 GHz but over
the entire Ka-band.

4. CONCLUSIONS

Accurate characterization of on-chip inductors is very crucial. One way to accurately characterize
them is to perform RF measurements on a certain number of fabricated inductors. To find the
inductor that meets the specifications a large number of inductors have to be included on the
test wafer. This process is neither economic nor flexible and, especially for research purposes, is
not always easily available. A reliable alternative, thanks to the advances offered by the software
technology, is to use full-wave EM simulations. These have proven to have an accuracy in the
modeling of the EM fields, of near 100% as compared with the measurements based-models. This
approach is certainly more cost-effective than wafer runs, but still remains quite time consuming
if a proper design strategy is not pursued. The aim of this paper is precisely to demonstrate
an automatic procedure that drastically reduces the design time for RF inductors on silicon. At
present, after having successfully used the tool for a project with the 250 nm BiCMOS technology,
we are adapting it for use with a 65 nm CMOS technology.
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Abstract— A novel dual-mode dual-band bandpass filter with simple defected ground struc-
ture (DGS) is proposed. A dual-mode dual-band bandpass filter is obtained by combining the
microstrip square loop on the top layer and another square loop constructed with DGS on the
bottom layer, which achieve dual-mode single-band bandpass characteristic, respectively. Ex-
cited with common feed lines, the proposed filter is compact and easy fabrication. The design is
confirmed by simulation and experiments with good agreement.

1. INTRODUCTION

Bandpass filter is a key component for modern communication systems. Recently, quick develop-
ments in communication systems require the radio frequency (RF) devices operating in multiple
separated frequency bands, such as working on 1800MHz and 1900 MHz for GSM and WCDMA
mobile communications. Therefore, there has been growing interest in design of dual-band band-
pass filter. Taking advantages of small size, low cost and easy fabrication [1] various microstrip
structures are widely applied for realizing dual-band filters. In [2–4], a stepped-impedance res-
onator (SIR) is used for the design of dual-band bandpass filter as it can easily control the second
pass band frequency. In [5], a dual-band bandpass filter is achieved by cascading a broadband filter
with a bandstop filter. Meanwhile, due to compact and flexible characteristics, defected ground
structure (DGS) is widely used to introduce the bandstop performance by collocating with a trans-
mission line [6] or bandpass performance by coupling with a transmission line [7], respectively in
filter design.

As is well known, a dual-mode bandpass filter with elliptic response can be realized by using
square loop structure [8]. In [9], dual-mode stacked-loop structure with stacked dielectric layers
is designed to achieve dual-band performance and there is a good isolation between two closely
adjacent passbands, but two dielectric layers make the design complicated. In this paper, by
combining the square loop on top layer and the other loop constructed with DGS on the bottom
layer, a novel and simple dual-mode dual-band bandpass filter is thus achieved, and only one
dielectric layer is required, smaking this filter compact and low cost. Rather good agreement has
been seen between the simulation and experiment results, which validate the design.

2. CONVENTIONAL DUAL-MODE SQUARE LOOP FILTER

Figure 1(a) is the layout of a conventional dual-mode bandpass square loop filter with elliptic
function, and it is easy to be integrated with the other circuits. The resonator can be treated as
waveguide cavity with magnetic walls on the sides. The first two functional degenerate modes are
TM z

100 and TM z
101, where z direction is perpendicular to the ground plane. Due to the perturbation

part, two orthogonal modes charactered by f1 and f2 couple and generate passband, which is shown
in Fig. 1(b). The coupling coefficient k is

k = (f2
1 − f2

2 )/(f2
1 + f2

2 ) (1)

Frequency

(a) (b)

Perturbation part

f f1 2

Mag

Figure 1: (a) Layout of the conventional dual-mode filter.
(b) Resonance characteristic of the conventional dual-mode
filter.

Figure 2: 3D drawing of the proposed filter.
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Figure 4: (a) Top view. (b) Bottom view. (c) Simulation results.

Without the perturbation part, there is no response even when the input is excited at resonance
frequency for signals counteraction.

3. DESIGN OF DUAL-MODE DUAL-BAND FILTER

The proposed filter is obtained by combining the square loop on top layer and the other loop
constructed with DGS on the bottom layer, and the units on the top layer and on the DGS are
excited by the common feed lines on the top layer. The 3D drawing of the proposed filter is shown
in Fig. 2. The substrate used in the design has a thickness h = 0.8mm and a relative dielectric
constant of 6.15.

In order to find out the resonance characteristic of the proposed filter, the two resonance units
on top layer and on DGS are investigated, individually.
3.1. Single bandpass Filter on Top Layer
The structure of the resonance unit on the top layer is shown in Figs. 3 (a) and (b), which is similar
to the conventional ones, except for the cut patch on ground. The other dimensions of the unit
are as follows: a = 15mm, b = 14.2 mm, c = 15.4mm, w1 = 0.2mm, w2 = 0.3mm, g1 = 0.2 mm,
p1 = 1.2 mm and w = 1.15mm is the width of 50 Ω feed lines. The simulation results shown in
Fig. 3(c) indicate it is a bandpass filter with elliptic function. The center frequency of the passband
is fc1 = 2.47GHz with two attenuation poles at 2.17 GHz and 2.94 GHz.
3.2. Single Bandpass Filter on DGS
Figures 4(a) and (b) exhibit the detailed structure of the single bandpass filter on defected ground
structure. The corresponding dimensions are respectively: c = 15.4mm, w3 = 0.3 mm, g2 = 0.4mm
and p2 = 1.3mm. Fig. 4(c) shows the simulation results and the center frequency fc2 = 2.87GHz
with two attenuation poles at 2.73GHz and 3.20 GHz. It is obvious that there is coupling between
the square loop and ground. The coupling strength is determined by gap width g2. In conventional
design of square loop filter, the used method to tune the resonance frequency f is to change the
mean circumference L. From [1],

f =
c

L
√

εeff
(2)

f decreases when L increases. While in the present design, besides changing L, the resonance
frequency f can be shifted by altering the gap width g2. It should be noticed that the resonance



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1725

-40

-35

-30

-25

-20

-15

-10

-5
g2=0.5 mm

g2=0.4 mm

g2=0.3 mm

M
a
g
 (

d
B

)

Freq (GHz)

1.5 2.0 2.5 3.0 3.5

Figure 5: Passband shifts by altering g2.

-40

-35

-30

-25

-20

-15

-10

-5

0
Both

M
a
g
 (

d
B

)

Freq (dB)
1.5 2.0 2.5 3.0 3.5

bottom

top

Figure 6: Comparision results of Case a, b and com-
bination unit.

1.5 2.0 2.5 3.0 3.5

-40

-35

-30

-25

-20

-15

-10

-5

0
M

a
g

 (
d

B
)

g2=0.3 mm

g2=0.4 mm

g2=0.5 mm

Freq (GHz)

Figure 7: Operating passband of the proposed dual-mode dual-band filter versus changing g2.

frequency f decreases with coupling strength and L increases caused by the decrease of g2 while
IL keeps almost the same. Fig. 5 demonstrates the passband shifts from 2.93GHz to 2.81 GHz by
altering g2 from 0.5mm to 0.3 mm.

After discussing the resonance characteristics of the top and bottom units, a novel dual-band
filter is realized by combining the two filters together without changing any parameters. There
are two transmission paths for RF signal, and the simulation results are shown is Fig. 6 and the
center frequencies are 2.30GHz and 2.80 GHz, respectively. The center frequencies of the filters
shift a little after combination, while the insertion loss (IL) are both improved, especially the IL of
the filter on the bottom. It indicates that for the proposed filter, the resonance frequencies lie on
the self intrinsic structure, so the passbands of the filter can be tuned by changing the correspond
dimensions. This characteristic is convenient for the design. Furthermore, the couplings among the
structures on the top and bottom and feed lines occur thus the filter can be optimized by adjusting
some relevant dimensions, such as w2, w3 and g2 etc.

According to former discussion, it can be easily realized to tune one passband frequency while
the other one almost keeps the same by changing g2. The relevant simulation results are shown in
Fig. 7.

4. SIMULATION AND EXPERIMENT RESULTS

In order to demonstrate the performance of the proposed novel dual-mode dual-band bandpass
filter with DGS, the present filter is simulated by high frequency structure simulator (HFSS) and
fabricated. Rogers R03006 is chosen for the dielectric substrate with the relative dielectric constant
of 6.15, thickness of 0.8 mm, and the loss tangent 0.0025. Photographs of the fabricated filter are
shown in Fig. 8.

From the simulation and experiment results showed in Fig. 9, the two passbands centered around
2.30GHz and 2.80 GHz, respectively, are realized with several attenuation poles. It should be
pointed out that the two attenuation poles between the two passbands are combined into one for
the two adjacent passbands are too close.

The total size of the filter is only 27 mm×27 mm and is about 0.5λg×0.5λg, where λg is the guided
wavelength in the substrate at 2.5 GHz. As compared to the dual-mode dual-band bandpass filter
using stackedCloop structure given in [9], in the present filter, only one layer substrate is needed,
so the filter achieves almost 50% volume reduction and then the lower cost. The simulation and
experiment results are shown in Fig. 9. Simulation agrees with experiment results rather well, and
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Figure 8: Photographs of the filter. (a) Top view. (b) Bottom view.
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Figure 9: Simulation and experiment results.

a little higher insertion loss of the measurement is due to radiation of the slot on DGS.

5. CONCLUSION

A novel simple structure of microwave dual-mode dual-band bandpass filter is described. The pro-
posed filter is constructed by combining the square loop on top layer and the other loop constructed
with DGS on the bottom layer As a result, two adjacent elliptic function passbands are obtained.
It makes the filter not only simple, compact, but also low cost. The effectiveness of the design and
the practicality of the filter are confirmed by both simulation and experiment results.
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Abstract— In this paper, a new compact size dual-band filter based on double-diplexing struc-
ture and shared common resonator sections is proposed. The basic configuration is composed
of two shared stepped-impedance resonators (SIRs), four separate SIRs, and two T-junction cir-
cuits for two passbands. The shared SIRs can adjust fundamental resonant frequency and second
harmonic resonant frequency thereof by designing the impedance ratio carefully, and therefore
the fundamental resonant frequency and the second harmonic resonant frequency can be used to
indicate the required frequencies of the two passbands, respectively. This property will be uti-
lized to design the shared SIRs in the proposed structure. In conventional dual-band filters using
single impedance ratio SIRs for dual passbands, the external quality factors of the two passbands
cannot be extracted separately due to obstacles such as designing two external quality factors
simultaneously with only one feed point. Thus, by adding the SIRs of two different impedance
ratios near input port or output port, the fundamental frequencies thereof are designed at the
center frequencies of two passbands, respectively, and the two feed points near input port or out-
put port can be utilized to design the external quality factors of two passbands independently.
Finally, the double-diplexing structure, i.e., the two T-junction circuits utilized in conventional
diplexers, are located near the input and output ports and connected via the SIRs in a back-to-
back fashion, and can achieve the required matching conditions at the input and output ports
as well as mutual isolation between the two passbands concurrently. Specifically, a fourth-order
dual-band filter with a Chebyshev response and 0.1-dB equal ripple is implemented on a substrate
with a thickness of 0.508 mm, a relative dielectric constant of 3.55, and a loss tangent of 0.0027.
The designed center frequencies of two passbands are 2.4 GHz and 4.1 GHz, respectively. The
first and second fractional bandwidths are 11% and 9%, respectively. In conclusion, agreement
between measured and simulated results is achieved and the proposed design concept is thereby
verified.

1. INTRODUCTION

In modern wireless communication system, the applications of the multi-server and multi-band
frequencies are important. Many circuits have been developed to select multi-band responses such
as diplexers [1–3] and dual-passband filters [4–8]. In [1], the stepped-impedance resonators (SIRs)
were used to implement a compact diplexer structure. Besides, the isolation is also the concerned
problem for the design of diplexer. A wide-band diplexer using periodic stubs to realize a high
isolation performance was proposed in [2]. In [3], the common resonator sections were used to
design diplexers for compact size and high isolation.

For dual-band bandpass filter designs by using a single-circuit filter [4–7] to synthesis the dual-
band response, the circuit size can be reduced effectively. However, the external quality factors for
two passbands in [4–7] may not be extracted independently, i.e., the fractional bandwidths of two
passbands may not be designed separately, which may be a challenge for a dual-band filter design.

In [8], a dual-band filter based on a double-diplexing structure was proposed a helpful design
procedure for each band filter, which can simplify the overall design process. In this study, a new
dual-band filter combined the double-diplexing structure [8] and the concept of the diplexer [3]
using common resonator sections is presented, which has a compact circuit size and a simple design
procedure for each band filter.

2. FILTER DESIGN

The proposed dual-band filter was based on the concept of the diplexer [3] utilizing common res-
onator sections.

To begin the proposed filter design, a conventional diplexer structure may be considered first,
as shown in Figure 1. Here, the lengths of the T-junction lines lA and lB whose impedances are
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both set to be 50 Ω, are chosen to meet the following conditions:

ZA(fA) ≈ 50Ω, ZA(fB) ≈ ∞ (1)
ZB(fB) ≈ 50Ω, ZB(fA) ≈ ∞ (2)

where Zi(fj) expresses the input impedance from the point i at the center frequency of the bandpass
filter j. By using the structure [3] based on the common resonator sections, a compact diplexer can
be implemented, as shown in Figure 2, wherein the lengths of the T-junction lines lA and lB are
required to satisfy the conditions (1) and (2). Besides, the same T-junction circuits of the Figure 2
can be connected to the port 2 and port 3, which make the two ports become one output port
(port 2 in Figure 3). The proposed dual-band filter in Figure 3 is combined the double-diplexing
structure [8] and the filter in the diplexer structure [3], which can simplify the filter design and
reduce the circuit size simultaneously. Figure 3 shows the coupling paths and the matching lines
of the proposed compact dual-band filter. The resonators R1A and R1B (the low-band and high-
band resonators near input port) or the resonators R4A and R4B (the low-band and high-band
resonators near output port) play important roles which facilitates extracting the external quality
factor for each band independently. Besides, the resonators R2AB and R3AB are shared by the
two passbands, the total filter size can be further reduced. The realized circuit of Figure 3 is
shown in Figure 4. The detailed dimensions in Figure 4 are also found in Table 1. Note that the
well-known coupled-resonator theory [9] is used to design each band filter response. The proposed
filter is realized on a substrate with a thickness of 0.508 mm, a relative dielectric constant of 3.55,
and a loss tangent of 0.0027. Figure 5 shows the measured and simulated results. For the first
passband, the measured center frequency is 2.4GHz, the minimum insertion loss is 2.34 dB, and
the 3-dB fractional is 11%. For the second passband, the measured center frequency is 4.1 GHz,
the minimum insertion loss is 3.16 dB, and the 3-dB fractional is 9%.
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Figure 1: Conventional diplexer architecture.
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Figure 3: The proposed filter structure.
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Figure 4: Layout of the proposed dual-band filter structure.

Table 1: Dimensions (in mm) of each part in the proposed structure (Figure 4).

Part number

Dimension

Dimension

Dimension

Part number

Part number

1 2 3 4 5 6 7 8 9 10

11 12 13 14 15 16 17 18 19 20

21 22 23 24 25

1.1 5.2 3.5 18.2 3.5 0.6 1 14.2 0.6 2.02
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Figure 5: Simulated and measured results for the proposed filter in Figure 4.

3. CONCLUSIONS

A new dual-band filter based on double-diplexing structure and sharing SIRs is presented. The
double-diplexing configuration can help designer to extract the external quality factors of high-band
and low-band circuits independently. Then, the structure of shared SIRs can not only control the
center frequencies of the two passbands but also to reduce the total circuit area. In this study,
a microstrip fourth-order dual-band filter has been realized. Besides, the measured and full-wave
simulated responses are in good agreement.
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Abstract— In this paper, the performances of RF dual-band-pass filter are studied using
ADS and HFSS simulators. Comparative studies between both simulators results are considered.
Based on such comparison, the reflection coefficient magnitude S11 result from ADS simulation is
of 32.0 dB and is better than the obtained one from HFSS simulation which is of 8.0 dB. Insertion
loss less than 0.4 dB from ADS simulator result. However the insertion losses obtained by HFSS
simulation are about 0.9 dB. The template filter obtained with both methods is not substantially
different in general.

1. INTRODUCTION

The demand for advanced filtering especially multi-band RF filters has significantly increased with
the development of wireless communications standards and telecommunications equipments. Mi-
crostrip planar technology is the one of the suitable techniques to the design of RF filters [1].
Advancements in wireless communications require RF circuits with a dual band-pass operating.
Therefore, the band pass filter is necessary to generate two or more transmission frequency bands [2].
Low insertion losses, low reflected power and small size for high level integration are essential crite-
ria for satisfying band pass filtering [2, 3]. For designing this kind of filters, several techniques and
methodologies are available. Nowadays, the trend is to take advantage of the accessible full wave
electromagnetic (EM) simulators, which can provide complete analyses of physical structure of fil-
ters [2]. Full wave electromagnetic EM simulators such ADS or HFSS are used to solve practical
and complex design problems [2]. The first simulator is based on the method of Moments (mo-
mentum) which converts the functional expressions to matrix equations. Momentum is numerical
method which solves Maxwell’s equation for the design. The MOM is a numerical technique that
can be used to solve differential and integral equations. It is mainly used for solution of integral
equations in EM problems [3].

The second simulator uses Finite Elements Method (FEM) which is mathematically used for
finding approximate solution of partial differential equations as well as of integral equations. The
FEM is a general numerical technique to find the approximate solutions to the boundary value
problems. In the application of FEM, the entire volume is divided into sub-volumes in which the
unknown functions are represented by simple interpolating functions [4]. This method splits surface
into sub-regions most often triangular. The structure contains N number of triangle vertices of
in the inner limits; we obtain a set of N equations with N variables. Both methods are the most
widely used and the most often cited for filters simulation. In this paper, Comparison between
both (ADS and HFSS) simulators results is made. The design process, as explained in Section 3,
relies on simulations carried out using Advanced Design System (ADS) of Agilent and HFSS of
ANSOFT [4].

2. DESIGN OF MICROSTRIP FILTER

The studied filter is composed of two ring-resonators loaded with two open-stubs. The used method
is consisting of adding a half-wave length (λ/2) microstrip-line with an open-stub [5]. The principle
of method is based on a total length of λ/2 for all of the sides of each ring resonator. Figure 1
illustrates the principle of the studied filter.

Figure 2 shows the physical layout of the dual band pass filter using uniform microstrip lines.
This filter consists of two microstrip open loops. Two open circuited stubs are attached at the
center of the respective microstrip lines [5]. The total length of the resonator is around a half wave
length (λ/2). The design parameters dimensions are chosen as following and illustrated below:
W = 1.2mm; W1 = 1.5mm; W2 = 0.9 mm; L = 11.2mm; L1 = 6.7mm ; g1 = g2 = 0.3mm.

The structures of open loop resonators filter with center frequency 1.68 GHz and 2.81 GHz are
designed on RT/duroid 6006 substrate with a thickness H = 0.635mm and a relative dielectric
constant εr = 6.15.
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Figure 1: Principle of ring resonator design.
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Figure 2: Topology of the studied dual band filter.
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Figure 4: ADS Simulated S21 and S11 parameters for the studied dual band filter.

3. NUMERCAL STUDY: ADS AND HFSS SIMULATIONS

The full wave simulators are now inescapable in the design cycle of modern RF and microwave
circuits. These simulators are making possible the design of several complex architectures operating
in high frequency bands. The performances of the dual band RF filter have been studied using two
full wave simulators, ADS and HFSS. The obtained S-parameters using both simulators are shown
in Figure 3 and Figure 4 respectively.

The obtained characteristics of our studied filter with both methods are not substantially differ-
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ent in overall. We can note that the obtained ADS simulated S-parameters are better than those
obtained by HFSS. The major difference between simulation trials is the return loss values at the
resonant frequencies. From the reflection magnitude we can deduce that S11 results from ADS sim-
ulation is of 32.0 dB and is better than the obtained one from HFSS simulation which is of 8.0 dB.
The S21 obtained result from ADS simulator shows that the proposed filter has an insertion loss
of 0.18 dB and 0.3 dB at the first resonant frequency 1.68 GHz, and the second resonant frequency
2.81GHz respectively. However the insertion losses obtained by HFSS simulation are about 0.4 dB
and 0.9 dB respectively therefore they are not so impressive compared to those obtained by ADS.
ADS momentum simulation tool is the best for this kind of filter, and seems it is far more efficient
than HFSS. The ADS simulation has a much shorter simulation run time (typically 2 s) than the
HFSS (10 s), which solves each frequency point separately but consumes far more system memory.

4. CONCLUSIONS

The EM simulators offer several advantages and disadvantages, depending on the parameters that
must be simulated. For our studied dual band filter, ADS offered most accurate, efficient and fast
solution. For the S-parameters, especially S11 and S21, neither program will offer fully accurate
results, but ADS appears to be more accurate compared to HFSS. We are seeing significant re-
ductions in the level of return losses obtained by ADS which have decreased fourfold compared
to those fined by HFSS. The obtained S21 result from ADS simulator shows that the proposed
filter has an insertion loss of 0.18 dB and 0.3 dB at the first resonant frequency 1.68 GHz, and the
second resonant frequency 2.81 GHz, respectively. However, the obtained insertion losses by HFSS
simulation are about 0.4 dB and 0.9 dB respectively. So ADS has been successfully used for the
design of planar filter especially dual-band RF filters.
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Abstract— We present the applicability of pigtailed non-linear optical microcavities to per-
form non invasive vectorial characterization of electric (E) field, especially in guided configuration.
Those sensors are based on Pockels’ effect, which consists in additional birefringence induced by
an applied E field in certain non-centrosymetric crystals [1], called electro-optic (EO) crystals.
By sandwiching the EO crystal between two dielectric mirrors, the E-field induced phase mod-
ulation of the laser beam is then enhanced thanks to the resonance of the Fabry-Pérot (FP)
cavity [2, 3]. Moreover, choosing a working wavelength on the steepest slope of one of the cavity
resonance peaks leads to a direct amplitude modulation of the laser, this latter one being directly
proportional to the applied E field. The vectorial behavior of the measurement (measurement of
a given E field component) is intrinsically linked to the relation that links the crystal refractive
indices variation to the applied E field through a scalar product with the sensitivity vector of the
EO crystal [4]. Developed sensors are based on LiNbO3 optical waveguides obtained by titanium
diffusion along to the Y axis of the crystal. The waveguide is finally embedded between two
multilayer dielectric mirrors to obtain the FP microcavity (∼ 1 mm3), coupled to a polarization
maintaining fiber to perform remote measurements (up to a few 10 meters). Those transducers
have already been studied in term of sensitivity and a lowest measurable E field of 1V·m−1·Hz−1/2

has been achieved. They are also suitable for very high field strength measurement and we here
demonstrate some time domain measurements of disruptive E field. Longitudinal spatial reso-
lution is determinate by the length of the microcavity. Transversal spatial resolution has been
estimated to less than 50 µm by measuring fringing E-field above interdigitated strip lines. The
bandwidth is linked to the inner-cavity photons life time and reaches a few tens of GHz. Two
dimensional E-field mapping of fringing fields have been achieved in the frequency domain. In-
vasiveness of the sensors (influence of the probe on the electric signal propagation) is very low
and quantitative estimations of this latter one are in progress. They are measured using com-
mon microwave differential techniques exploiting the EO-sensor induced variation of phase and
amplitude of both transmitted and reflected microwave signals.

1. INTRODUCTION

E-field vectorial characterization is required for numerous applications: on chip diagnostic in
electronics, antenna pattern measurements, electromagnetic compatibility, bioelectromagnetism
dosimetry. Many tools or sensors are already available for these different applications. Monopoles,
dipoles and patch antennas are actually very convenient although they are bandwidth limited.
Moreover, the main drawback of these commonly used sensors is the invasiveness induced on the
field to be measured, due to their metallic structure. The present sensor is based on the Pockels’
effect which consist in an additional birefringence induced by the electric field. This modification
on the optical properties takes place into non-centrosymmetric crystals and leads to highly com-
pact and fully dielectric sensors. Furthermore, the sensor can be deported thanks to a polarization
maintaining fiber insensitive to outer electromagnetic perturbation. The modification induced on
a laser probe beam crossing the crystal is here enhanced within an optical cavity. The Fabry-Pérot
(FP) effect increases the effective interaction length between the electric field to be characterized
and the laser probe beam.

The cavity act as a multiple wave interferometer and it linear response exhibit transmission
peaks for some particular optical wavelength. Any modification of the refractive index will lead to
a spectral shift of those peaks. If the operating wavelength is set on one side of the peak, more
precisely on the inflexion point of the response, any weak modification of refractive index induces
the strongest and the most linear response of the transmitted (reflected) optical power. The laser
beam intensity carries the image of the electric field via an optical fiber to a photodiode. The signal
is finally visualized on oscilloscope for time domain measurements or on a spectrum analyzer for
frequency domain measurements.
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This paper is divided in four parts. The first section remind the sensor based theory, the second
one explains the structure of the probe and the whole setup. We then present some characterization
of disruptive electric field as an example of sensor potentialities. The last section is dedicated to
quantitative estimations of the EO probe disturbance on guided microwave measurements.

2. THEORETICAL BACKGROUND

The whole form of the spectral behavior of a FP cavity is given in Equation (1).

RFP =


1− 1

8e2LαF 2(2F 2+π(
√

4F 2+π2+π)) sin2
(

2Lπnopt

λ
+ϕr

)

(2(−1+e2Lα)F 2+e2Lαπ(
√

4F 2+π2+π))2 + 1


 (1)

This equation gives the normalized cavity response in reflexion as a function of it actual length L,
the refractive index nopt and its finesse F = πe−αL

√
R

1−Re−2αL . It also includes the propagation losses α
in the cavity. If the inner cavity material is EO, its refractive indices depends vectorially on the
applied electric field. The nopt term becomes nz − n3

zr33Ez in case of a Y -cut LiNbO3 crystal (3 m
symmetry) probed by an optical wave linearly polarized along the Z-axis [3]. r33 is one of the EO
coefficient of the LiNbO3 tensor. This refractive index variation leads to a phase shift of the optical
beam and finally to a spectral shift of the reflexion and transmission peaks. The free spectral range
FSR of the cavity (frequency separation between transmission peaks) writes :

FSR =
c

2nopt

(
~E
)

L
(2)

We here exploit this electric field dependence using a working wavelength on a side of a reflexion
peak. This wavelength is accurately chosen at the inflexion point of the cavity response to obtain
maximum linearity and sensitivity. This working point validates ∂2RF P

∂λ2 = 0 and corresponds to
a normalized transmitted power of (1 − 2π2

6F 2−√36F 4+4π2F 2+π4+3π2 ) corresponding to 0.25 for high
finesse. The optical modulation depth d, given by the ratio between the modulated intensity for
this working point and the mean intensity, is finally given by:

d ∼=
√

3Fn3
z

L

λ
r33Ez (3)

L is the actual length of the cavity. Let us notice that the effective length seen by the optical wave
introduce the factor F . This latter equation summarize the linear and vectorial behavior of the FP
cavity electric field sensor. Moreover, this electric field induced modification of the optical intensity
is directly taken back from the sensor output without any modulation treatment. This leads to a
compact and easy to use measurement bench.

3. DEVELOPED SENSOR AND ASSOCIATED MEASUREMENT BENCH

In order to exploit the previously explained effect, we have designed and realized a cavity based
on a Y -cut LiNbO3 : Ti waveguide obtained by Titane diffusion. This waveguide is sandwiched
between two multilayer dielectric mirror to obtain the cavity effect. The FP structure stability
is obtained thanks to the transversal confinement of the beam into the waveguide. The device is
fully dielectric and connected to a polarization maintaining fiber to allow deported measurement.
Schematic and picture of the realized electric field probe are shown on Fig. 1. As the optical wave
is also longitudinally confined, the sensor remains very small (millimeter sized) compared to the
common wavelength of the E-field to be measured.

The full setup allowing to measure the electric field is depicted on Fig. 2(a)).
The optical source is a DFB laser @ 1.55µm with 5 nm tuneability via temperature modula-

tion thanks to TEC (temperature controler) and Peltier module (slow modulation < 0.1Hz, high
accuracy). A 0.5 nm wavelength range is also achievable thanks to regulating supply of the diode
current (speed modulation > 10Hz, low accuracy). A half-wave plate is used to align the laser
probe beam polarization to select TE cavity mode and the probe the Z-axis of the crystal. The
signal is measured in transmission and also in reflexion thanks to a non-polarizing beam splitter
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Figure 1: (a) Schematic of the LiNbO3 : Ti wave guide. (b) Structure of the microcavity based pigtailed EO
sensor. (c) Picture of the realized probe.
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Figure 2: (a) Schematic of the optoelectronic setup dedicated to EO characterization of electric field. (b)
Measured linear response of the probe with theoretical fit (dashed lines). (c) Non linear response of the
probe obtained in CW configuration, with an applied E-field at 84 kHz.

(NBPS). These two spectra are visualized using an oscilloscope. From this measurements we ob-
tain the finesse of the cavity and the coupling efficiency of the sensor. E-field to be measured is
applied via parallel electrodes (E-field along z axis of the probe). This structure is fed by a signal
generator which applies alternative E field on the FP cavity. Transmitted and reflected beams are
detected by two photodiodes. Average signal is obtained on oscilloscope. it allows to determine
the optimal working point, which is controlled thanks to the wavelength accordability. A spectrum
analyzer is used to extract the amplitude modulation in case of a CW E-field (configuration for
the FP-EO sensor studies). Fig. 2(b) present the experimental result concerning the EO probe
linear response, i.e., reflexion and transmission of the cavity with respect to the wavelength. We
can extract the finesse of the cavity also given by FSR

FWHM = 7, FWHM beeing the full width of the
peak at half maximum. Once the working wavelength fixed to the highest slope of the peak (inflex-
ion point), we perform some non linear measurement in reflexion and result is shown on Fig. 2(c).
The measured modulation depth extract from the fitting curve, including noise contributions, is
d = 6.4 10−7Ez m ·V−1. The minimum detectable field is lower than 1 V ·m−1 ·Hz−1/2.

The vectorial properties of this sensor has also been investigated. We have extracted a selectivity
to one component of the electric field greater than 30 dB. Furthermore, two dimensional electric
field mapping has been achieved onto coplanar waveguides and the transverse spatial resolution of
the measures is 30µm, limited by the number of acquisition points.

4. TRANSIENT MEASUREMENTS OF VERY HIGH FIELD STRENGTH

The aim of this section is to give the potentiality of this kind of EO probe for very high electric
field characterization. We here present transient measurements of lightning associated E-field. The
field is here generated by a hammered piezo which feeds two electrodes. First experiment is shown
on Fig. 3. The probe is directly placed between the two electrodes. Let us notice, on the bottom
Fig. 3(a)), that the lightning channel surrounds the probe and follow the most ionizable way, i.e.,
where the electric field is maximum together with a disruptive E-field minimum. This leads to a
measurement at the closest vicinity of the sensor. The transient evolution of the E-field is given
on Fig. 3(b). Nevertheless, the repeatability of this single shot lightning is very poor. If the probe
is well centered, the ionization channel can travel either up or down or in front of the sensor. The
measurements can be dramatically different as the field orientation varies from one measure to
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Figure 3: (a) Pictures of the electrodes and of the probe (top), then surrounded by the breakdown E-field
(bottom). (b) Typical form of the E-field associated to the lightning, measured with the FP-EO probe.
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Figure 4: Experimental setup of the temporal evolution of a disruptive E-field.

another, and is not parallel to the EO probe sensitivity axis in general.
To increase the reproducibility, we deport the electric field toward two other remote parallel

electrodes (Fig. 4). The electric arc is no more influenced by the probe and take always the same
way from the fixed sharp tip. The spatial distribution of the field remains stable and do not
influence the transient evolution.

The result on Fig. 5 is obtained for four successive electric arcs and the four acquisitions zoom
to the E-field inducing the lightning (constant negative slope on Fig. 5(d)). Those four measures
correspond to the convolution between the piezo associated electric field and the electric arc prop-
agation. Let us notice on Fig. 5(d), the Corona effects (ionization without any leader channel),
illustrated by the fast disturbance on the transient evolution (particularly at the bottom of the
curve, where the field is maximum in the negative, just before the arc generation).

5. INVESTIGATION ON THE PROBE INVASIVENESS

We here propose to extract the variation of the effective permittivity seen by the microwave signal
propagated along a Crawford cell. This measurement is performed in the frequency domain with
a vectorial network analyzer. The TEM cell is here considered as a low-pass filter RC with R
the real part of the cell impedance and C, the parallel capacitance between the fed line and the
ground plates. The cut-off frequency of the filter is given by Fc = 1

2πRC , with C = ε0εrS
e , S being the

effective surface on the central line and e, the inter-electrode distance. We can deduce ∆εr

εr
= −∆Fc

Fc
.

The S21 parameter allow to extract Fc with and without the sensor placed in between the plates.
The measured variation of effective permittivity is about 0.5% (Fig. 6(a)).

The phase of the S21 parameter leads to another equation for the effective permittivity variations:
∆εr

εr
= 2∆φS21

φS21
. The relative phase shift ∆φS21

φS21
is deduced from the result shown on Fig. 6(b) and

reach once again to about 0.5%.
Let us finally exploit the reflective coefficient S11. The resonance frequencies of the propagation

line are defined by Fr = m c
2
√

εrL , with m, the resonance order and L the length of the Crawford
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Figure 5: Transient evolution of the lightning associated E-field with different time scale, from (a) second
to (d) microsecond.
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Figure 6: (a) Magnitude of the S21 parameter and (b) the crystal induced relative phase variation of S21.
(c) Magnitude of the S11 parameter.

cell. The link between the relative variations of εr and Fr is given by ∆εr

εr
= −2∆Fr

Fr
. The Fr shift

leads to a value of 1.4% for ∆εr

εr
.

We can compare the three previous values for the probe induced modification with the volume
ratio Rv between the EO probe and the inner cell E-field volume distribution. This ratio have to
be weighted with respective permittivity. We obtain Rv ' 1.6%. This latter value maximize the
invasiveness of the sensor.

6. CONCLUSION

We have realized a fully dielectric pigtailed sensor based on the EO effect enhanced thanks to a
FP cavity. This sensors exhibits a sensitivity greater than 1 V ·m−1 · Hz−1/2. This sensor is also
suitable for very high E field measurement: we have performed some transient characterizations
of disruptive E field in the air. Even if this sensor is very small sized and fully dielectric, we here
evaluate the weak disturbance induced by sensor on the field to be measured, in the GHz range.
The invasiveness of the probe is about 1% in our experimental configuration.
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Abstract— This paper presents a distributed optical fiber sensor system consisting of single-
mode fiber-loop sensor incorporating fiber Bragg grating (FBG) for displacement and temperature
detections. The fiber-loop sensor was geometrically designed using SMF-28 to exhibit optical
attenuation due to the micro-bending effect in the fiber. The bending effect would develop
higher optical loss when the loop diameter is reduced due to the force action of displacement.
FBG incorporated in the system not only functions as discrete localized point-to-point detection of
minor structural-displacement, it also served as temperature sensor. Temperature-compensating
fiber would distinct the temperature sensing effect from the effect of structural displacement. The
system is capable to detect faults at several different locations by providing distributed sensing
points along more than 25-km-length of detection. Optical time-domain reflectometer (OTDR)
was used to sense optical attenuation along the length of fiber which acts as the sensing arm
of the fiber-loop sensor-heads distributed precisely along the detection-length. The fiber-loop
sensing-head has a sensitivity of 0.0361 dB/mm displacement. The incorporated FBG sensor has
a slightly lower sensitivity of 0.0621 dB/mm. The optical fiber sensor system was used to model
the displacement of a hill-slope structure.

1. INTRODUCTION

Monitoring of engineering structures has becoming increasingly important in the past decades in
giving out alarms and early warnings due to structure failure, which would lead to catastrophic
damages. Many techniques and sensors had been discovered to continuously access the performance
of the structures [1] especially for safety reasons. With an improve process in the optical fiber sensor
(OFS) technology, the procedures of monitoring the performances of specific properties over time
will provide an accurate information and data during the operation, the manufacturing process and
throughout the lifetime of the structure. In addition, optical networks sensing system were meant
to expand and improved the physical infrastructures.

Advances in the development of sensing systems for structural health monitoring makes optical
fiber become highly demanded [2]. Optical fiber sensors (OFSs) have gained much attention in
recent years due to their ability to sense variety of physical and chemical measurement such as
strain, stress, displacement, position, vibration, humidity, pressure, temperature, viscosity and
several other parameters. FOSs is a perfect option in sensing area for remote data telemetry over
kilometers of length without corruption from electric and electromagnetic interference. The issues
of reliability of optical fiber sensors are very important because of their role in critical application
where a failure of a sensor will have consequences on cost and safety [3]. Basically, the OFSs work by
detecting decreasing in transmission light due to bending of the fiber because of the microbending
effect. Microbending is a mechanical perturbation of a fiber waveguide causes a redistribution of
light power among the many modes in the fiber [4]. One of the extremely featured of OFSs is it
can be multiplexed and distributed along a single fiber. With certain design, distributed sensing
can be archived along the length of a fiber [5]. The distributed OFSs have been proved to be
a very suitable and useful technique for monitoring and early warning of fault during structural
monitoring process [6].

There are many different types of OFSs available in the market such as FBG sensor. FBG consist
of a periodic modulation of the index of refraction along the fiber core [7] and act as a wavelength-
encoded sensor and will be able to provide an absolute measurement of physical perturbation [8]
during monitoring process. The Bragg wavelength varies with the change in ambient temperature
as denoted by the shift in its wavelength.

λB = 2neff Λ
[
α +

1
neff

dneff

dT

]
∆T (1)

where ∆T is the temperature variation, α is the thermal expansion coefficient, Λ is pitch length of
the grating and dneff/dT indicate the thermo-optic coefficient of the optical fiber.
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Figure 1: Distributed displacement measurement setup using OTDR.

Figure 2: Incorporated SMF-sensors and
FBGs.
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Figure 3: Hill-slope simulator model.

2. EXPERIMENTAL DETAILS

SMF-28 optical fiber was geometrically designed into a sensing-head loop where the decreased in
the loop diameter will introduces attenuation into the sensor system. The attenuation recorded
is due to the induced microbending effect in the optical fiber. The schematic of an optical time
domain reflectometer (OTDR) sensing method is illustrated in Figure 1 where three SMF-sensor
heads (S1, S2 and S3) were located at different position along 500-m length of the fiber. Introducing
displacement in sensing head can be detected by OTDR with accurate fault locations and magnitude
of the displacement. The SMF-sensor then was incorporated with FBG for displacement and
temperature detection. Three FBGs labeled as λ1, λ2 and λ3 with 10 mm gauge length operated
at wavelength 1544.3 nm, 1547.4 nm and 1550.4 nm respectively was shown in Figure 2. An optical
spectrum analyzer (OSA) was used to analyze the change in temperature and optical loss in the SMF
sensor head. A broadband source with wavelength 1550 nm was used as a light source (LS). The
OFS system was installed on the slope simulator model as in Figure 3 to simulate the displacement
of hill-slope structure. The hill-slope simulator model was divided into three portions. S1, S2 and
S3 were located at different position on the slope simulator. The simulated ground movement can
be detected by OTDR within the adjacent sensor probe.

3. RESULT AND DISCUSSION

Figure 4 presents two traces of transmitted optical signal in the optical fiber. Step drop in return
loss of transmitted optical signal shows that microbending incurred at particular location. OTDR
locates the fault at 374.2-m by single sensor head (S3) indicate by trace A while trace B shows
three fault detected by S1, S2 and S3. Figure 5(a) shows an optical transmittance displayed and
analyzed by OSA when SMF-sensor head detected a displacement based on the experimental setup
in Figure 2. Operated reflected wavelength of FBG become an indication to determine which SMF-
sensor head responded to the displacement. In addition, the location of displacement occurred
can also be known. FBGs detect temperature variation as illustrated by the shift in the operated
wavelength represent by Figure 5(b). Increase in the displacement applied to the optical fiber re-
sulted in exponential increased in the return loss of the sensor as in Figure 6(a). Both measurement
method of OTDR and OSA shows an exponential attenuation behaviour. The fiber-loop sensing-
head has a sensitivity of 0.0361 dB/mm displacement while the incorporated FBG sensor has a
slightly lower sensitivity of 0.0621 dB/mm as plotted in Figure 6(b). A model to detect ground
movement on a hill-slope was simulated. The optical attenuation due to linear-, vertical-, sideway-,
and diagonal movement is shown in Figure 7(a). The OTDR start to detect a fault of displacement
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when the ground was displaced about 5± 1-mm from the original position. The sensitivities of the
linear-, vertical-, sideway-, and diagonal movement were recorded as 0.179 dB/cm, 0.122 dB/cm,
0.095 dB/cm, and 0.193 dB/cm respectively as shown in Figure 7(b). Due to the higher sensitiv-
ity recorded in this simulation, OTDR response faster to the diagonal-movement for initial fault
detection on the ground.

Figure 4: Faults detected by S1, S2 and S3.

(a) (b)

Figure 5: (a) Decreased in optical signal when displacement occurred. (b) Wavelength shift with temperature
change indicated by λ2.

(a) (b)

Figure 6: (a) Exponential attenuation behavior with the increase in the displacement. (b) Slightly higher
sensitivity of measured using OTDR.
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(a) (b)

Figure 7: (a) Attenuation incurred in OFS for various ground movements direction. (b) Higher sensitivity
of OFS to diagonal direction of ground movement.

4. CONCLUSIONS

We have demonstrated a distributed displacement OFS system using fiber-loop sensor-head and
FBG that can be used to detect and monitor engineering structures. The sensor heads can be
positioned and distributed along more than 25-km line-of-detection and detected using OTDR.
Incorporating fiber-sensor-head and FBG allow measurement of both displacement and temperature
variation. The OTDR provides higher sensitivity to the fiber-loop sensor-head system. The OFS
system was used to model ground movement on hill-slope and it is feasible to be used to simulate
ground movement at geo-technical sites. The OFS was found to be more sensitive to diagonal-
direction movement of the ground and OFS is capable to detect 5-mm of ground movement.
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Abstract— In this paper, a double-stage optical coupler is designed with the aim to enhance
the characteristics of a laser constituted by an ytterbium doped, double cladding microstructured
optical fiber (MOF). The optical coupler consists of a cascade of multiple long-period gratings
(MLPG) inscribed in the fiber core region. More precisely, it is made up of two different stages,
the former is designed outside of the laser cavity, before the input mirror, while the latter is
designed in the active fiber region, i.e., inside the cavity. Each stage includes a cascade of
different gratings. The whole double-stage multiple long-period grating (DS-MLPG), including
both the outside and inside parts, increases the pump power transfer from the inner cladding
modes towards the fundamental core mode. A homemade numerical code has been developed
for the investigation of the DS-MLPG. It models the coupler by taking into account the coupled-
mode equations and the rate equations. The dependence of the fiber laser characteristic on the
DS-MLPG parameters, such as the grating period and the length, have been investigated. The
simulations highlight that an improvement of the pump power absorption and an increasing at
least 10% of the output signal power can be obtained by employing a suitable DS-MLPG. In
fact, a large amount the total input pump power can be more efficiently transferred from the
inner cladding modes towards the fundamental mode guided into the core. As a consequence,
a reduction of the total length of the fiber laser and a minimization of the length-dependent
nonlinear effects can be obtained.

1. INTRODUCTION

The feasibility of high power optical fiber lasers has been largely demonstrated during the last years.
Novel fiber designs, aimed at enhancing nonlinearity and damage thresholds such as the fabrication
of high-brightness pump sources have allowed to reach the output power of single mode fiber lasers
close to the kilowatt level. A power scaling potential towards 10 kW with state-of-the-art fiber
technology seems nowadays feasible [1]. Recently, the research interest has been further focused on
the development of innovative components and techniques to obtain ever increasing power levels
and beam quality.

Double cladding fibers (DCFs) are largely employed in this area. In fact, they allow the ex-
ploitation of the cladding pumping technique, which enables the usage of low-cost and multimode
pump sources and the reduction of the thermal load density. Nevertheless, the conventional, i.e.,
not microstructured, DCFs do not permit an easy handling of the heat capacity, inner cladding
numerical aperture, and single-mode core size. The development of lasers based on microstructured
optical fibers (MOFs) permits to follow a valid alternative to overcome the aforesaid drawbacks,
occurring in the conventional optical fibers, and limiting their potential application.

Long period gratings (LPGs) have been exploited in many applications as filters, gain flatteners
for erbium-doped fiber amplifiers, dispersion compensators, sensors, etc. [2–7].

In this paper, a DS-MLPG is designed to enhance the coupling of the pump power into the
ytterbium doped core of a MOF. The proposed DS-MLPG is an interesting example of laser com-
ponent to be integrated to enhance the emission efficiency. The design of similar couplers, to be
applied to different fibers and/or rare-earth ion doping, can be performed by following an analogous
approach.

The MLPG design/investigation exhibits a practical interest because different techniques allow-
ing grating inscription into MOF core and/or cladding have been demonstrated by experimental
works [2–9]. The first demonstration of optical fiber gratings written in photonic crystal fibers was
reported in [2]. The fiber consisted of a germanium-doped photosensitive core surrounded by a
hexagonal periodic airhole lattice in a silica matrix [2]. It was demonstrated that the gratings facil-
itated coupling to higher-order leaky modes. Moreover, long-period fiber gratings were fabricated
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in all-solid photonic bandgap fibers (PBGFs) by UV illumination in [8]. The fabricated grating
allowed the resonant couplings from fundamental mode to guided and radiative supermodes (rod
modes), and bandgap-like modes. The LPG inscription into the optical fiber was considered as
a method to investigate the modal and dispersive properties of the fiber [8]. Moreover, the first
fabrication of femtosecond-laser-drilled structural LPGs in a large-mode-area PCF was reported
in [9]; a focused femtosecond infrared laser was used for fabricating an LPG with only 9 periods
and a grating length < 4mm, which exhibited resonance strength of over 20 dB.

2. THEORY

The model describes an ytterbium doped MOF laser cavity. The simulation of the laser character-
istics is performed by taking into account the presence of the DS-MLPG, which enables interaction
among the two-fold degenerate fundamental mode guided in the fiber core (HE11) and the inner
cladding modes, at the pump wavelength. The optical coupler consists of a cascade of LPGs in-
scribed in the fiber core region. Two different coupler stages are designed, the former is designed
outside of the laser cavity, before the input mirror, while the latter is designed in the active fiber
region, i.e., inside the cavity. Each coupler stage includes a different cascade of gratings. The
whole DS-MLPG increases the pump power transfer from the inner cladding modes towards the
fundamental core mode.

A homemade computer code has been ad hoc developed. The two main coupler design items are:
a) the MOF electromagnetic investigation and b) the solution of a nonlinear system of differential
equation including the coupled mode equations and the rate equations. The modal electromagnetic
field profile and the propagation constant of the guided modes are computed via an efficient full-
vectorial finite element method. The Sellmeier equation expressing the wavelength dispersion of
silica is reported in [10].

More precisely, the power exchanged among the fundamental core mode and the cladding pump
modes in the double stage coupler has been modeled by using the coupled mode theory CMT
derived in slowly varying envelope approximation SVEA [3]. The grating is obtained by means of a
refractive index perturbation, ∆n(z), uniform in the fiber transverse plane and expressed as in [3].
The fabrication technology to obtain an LPG in the core of a MOF is reported in literature [2]. A
quasi-two level scheme is employed to describe the ytterbium activated glass-system. The pump
and the signal wavelengths being λp = 980 m and λs = 1060 nm, respectively.

The coupled mode equations are derived from the multimode CMT by taking into account the
light-matter interaction phenomena occurring in the active medium. The equation system describes
amplitude variation of the transverse field profile of the forward propagation modes at the pump
wavelength, of both the forward and backward propagating signals at the laser wavelength, via
the evolution of the transverse coupling coefficients between the interacting modes [3, 11, 12]. The
variation of the amplitudes of the forward and backward propagating signals at the laser wavelength
is calculated by considering a suitable gain coefficient [11, 12]. The longitudinal coupling coefficients
are neglected because they are generally 2 ÷ 4 orders of magnitude smaller than the transverse
coupling coefficients [3], and a small index perturbation has been considered [3].

The modified coupled mode equations describing the quasi-two level scheme for an ytterbium
activated glass-system are:

dApump
µ

dz
= i

N∑

v=1

{Apump
v Kvµ exp [i(βv − βµ)z]}+

1
2
α(z, λp)Apump

µ µ = 1, 2, . . . , N (1)

dA±siginal

dz
= ±α(z, λs)

2
A±siginal (2)

where N is the number of the considered pump modes, Apump
µ (Apump

v ) is the amplitude of the
transverse field profile of the forward propagation µth (vth) mode at the pump wavelength λp,
βv and βµ are the propagation constants of the modes v and µ, Kvµ is the transverse coupling
coefficient between the modes v and µ. A+

siginal and A−siginal are the amplitudes of the forward and
backward propagating signals at the laser wavelength λs, respectively.

3. NUMERICAL RESULTS

MLPGs design and behavior, is illustrated via an example pertaining to an ytterbium doped MOF
laser, having a transversal section reported in [13].
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The MLPG design has been performed as reported in [4, 5, 12]. The homemade computer code
described in [4, 5] has been extended in order to simulate: i) multiple long period grating MLPG in
passive fiber (grating cascade to be inscribed before the laser cavity), ii) MLPG in active fiber (to
be inscribed within the laser cavity), iii) DS-MPLG i.e., both passive grating cascade (before the
laser cavity) and active grating cascade (within the laser cavity). A first validation of the code was
performed in the case of the passive conventional fiber with grating reported in [3–5]. The validation
of the code for modeling the active behavior without grating was tested in previous work [14]. As
further model validation, the code was applied in the case of an Yb-doped cladding-pumped fiber
laser with LPG pump coupling [6], the fiber was not microstructured. In all cases a good agreement
with literature was obtained.

After the code validation, a lot of simulations have been performed in order to evaluate the
transmission spectrum of different gratings and to identify the better grating cascade geometry.
The pump wavelength is λp = 976 nm, and the signal wavelength λs = 1060 nm, the emission
and absorption cross sections at signal and pump wavelength are reported in [14], the ytterbium
concentration is NY b = 5×1025 ions/m3 (uniformly distributed in the core of the fiber), input mirror
reflectivity R1 = 99%, output mirror reflectivity R2 = 6%. Table 1 reports the parameters of the
grating cascade before the input laser cavity (first stage of DS-MLPG) and Table 2 reports those
of the cascade within the laser cavity (second stage of DS-MLPG). Table 3 reports the parameters
of a single stage grating cascade MLPG optimized to be inscribed only within the laser cavity.
Fig. 1 illustrates the comparison among the laser characteristics, in the case of laser optimized
without grating (point curve), laser optimized with a MLPG inscribed entirely within the cavity
(dash curve), laser optimized with the DS-MLPG (full curve); the laser length is L = 0.83m. The
slope efficiencies are S = 0.71, 0.84 and 0.87, respectively. The DS-MLPG, including both the
outside and inside parts, increases the pump power transfer from the inner cladding modes towards
the fundamental core mode and allows an increasing of the laser performance. For a laser length
L = 3m and an input pump power of 1 W, the output power is increased of 7.89% via DS-MLPG
with respect the case without grating. For a laser length reduced to 1m the increasing of output
power is of 17.4%. As a consequence, a reduction of the total length of the laser can be obtained
to parity of output power. The DS-MPLG allows an increasing of the output power almost equal
to that which can be obtained by employing a passive optimized MPLG before the laser cavity as

Table 1: Parameters of first stage of DS-MLPG.

Grating length [cm] Grating periods Λg [mm]
5.895 0.4994
4.03 0.21649

14.005 0.25051

Table 2: Parameters of second stage of DS-MLPG.

Grating length [cm] Grating periods Λ [mm]
1.85 0.1709
4.555 0.55185
5.855 0.44255
1.65 0.187075
5.98 0.37655
10.02 0.359375
12.51 0.45145

Table 3: Parameters of internal MLPG.

Grating length [cm] Grating periods Λ [mm]
3.100 0.1705
2.195 0.1872
2.251 0.2285
3.095 0.4238
8.050 0.4229
9.100 0.3765
19.69 0.3594
20.97 0.5539
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Figure 1: Laser characteristic: without grating (point curve), with a MLPG inscribed entirely within the
cavity (dash curve), with DS-MLPG (full curve), the laser length is L = 0.83m.

reported in [4, 5]. The main advantage of the DS-MPLG is the simultaneous enhancement of pump
absorption by rare earth and the coupling of the cladding modes with the fundamental one at the
pump wavelength. These interactions occurring simultaneously in the second stage of the coupler
permit to avoid the deleterious steep of the pump power into the core which could induce nonlinear
phenomena. The coupler could be particularly useful for the minimization of the length-dependent
nonlinear effects.

4. CONCLUSIONS

A double-stage multiple long-period grating has been designed. It allows a significant improvement
of the laser performance or a reduction of laser fiber length to parity of output power. As a
consequence, a reduction of the total length of the laser and a minimization of the length-dependent
nonlinear effects can be obtained. The model/software can be employed for the design of other
laser sources, having more complex MOF transversal sections and different dopants and/or codoping
ions.
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5. Calò G., A. D’orazio, M. De Sario, L. Mescia, V. Petruzzelli, L. Allegretti, T. Palmisano, and
F. Prudenzano, “Improvement of the pump power coupling in double cladding photonic crystal
fiber,” IEEE/LEOS Winter Topical Meeting Series, 146–147, 2008.

6. Baek, S., S. Roh, Y. Jeong, and B. Lee, “Experimental demonstration of enhancing pump
absorption rate in cladding-pumped ytterbium-doped fiber laser using pump-coupling long-
period gratings,” IEEE Photon. Technol. Lett., Vol. 18, 700–702, 2006.

7. Allsop, T., K. Kalli, K. Zhou, G. Smith, Y. Laia, G. Smith, M. Dubov, D. Webb, and I. Ben-
nion, “Long period gratings written into a photonic crystal fibre by a femtosecond laser as
directional bend sensors,” Opt. Commun., Vol. 281, No. 20, 5092–5096, 2008.

8. Long, J., W. Zhi, L. Yange, K. Guiyun, and D. Xiaoyi, “Ultraviolet-inscribed long period
gratings in all-solid photonic bandgap fibers,” Opt. Express, Vol. 16, No. 25, 21119–21131,
2008.



1748 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

9. Shujing, L., J. Long, J. Wei, W. Dongning, L. Changrui, and W. Ying, “Structural long period
gratings made by drilling micro-holes in photonic crystal fibers with a femtosecond infrared
laser,” Opt. Express, Vol. 18, No. 6, 5496–5503, 2010.

10. Fleming, J. W., “Dispersion in GeO2-SiO2 glasses,” Appl. Opt., Vol. 23, 4486-4493, 1984.
11. Paschotta, R., J. Nilsson, A. Tropper, and D. Hanna, “Ytterbium-doped fiber amplifiers,”

IEEE J. Quantum Electron., Vol. 33, 1049–1056, 1997.
12. Mescia, L., T. Palmisano, M. Surico, and F. Prudenzano, “Long-period gratings for the opti-

mization of cladding-pumped microstructured optical fiber laser,” Optical Materials, Vol. 33,
236–240, 2010.

13. Carlone, G., A. D’orazio, M. De Sario, L. Mescia, V. Petruzzelli, and F. Prudenzano, “Design
of double-clad erbium doped holey fibre amplifier,” J. of Non-Crystalline Solids, Vol. 351,
No. 21–22, 1840–1845, 2005.

14. D’Orazio, A., M. De Sario, L. Mescia, V. Petruzzelli, and F. Prudenzano, “Design of double-
clad ytterbium doped microstructured fibre laser,” Applied Surfaces Sciences, Vol. 248, No. 1–4,
499–502, 2005.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1749

Two-components Electric-field Sensor for Ultra Wide Band
Polarimetric Measurements

Y. Gaeremynck1,2, P. Jarrige1,2, L. Duvillaret1, G. Gaborit1,2 and F. Lecoche1

1Kapteos SAS, rue Lac de la Thuile, F-73376 Le Bourget-du-Lac Cedex, France
2IMEP-LAHC, CNRS, University of Savoie, F-73376 Le Bourget-du-Lac Cedex, France

Abstract— Measurement of each component of an electric (E) field remains a key problem
when no invasiveness and ultra wide bandwidths are required. We present here a novel pigtailed
electro-optic (EO) probe, based on isotropic EO crystals, that allows to simultaneously measure,
rigorously at the same location, two orthogonal components of the E field. Such EO probe will
permit to make accurate polarimetric measurements like polarization-state real-time character-
ization of any electromagnetic wave, either in time- or frequency-domain. First measurements,
performed at the frequency of 388 kHz in between rotating electrodes, validate the principle.

1. INTRODUCTION

When dealing with ultra wide band electromagnetic characterization, the choice of instruments is
dramatically reduced as we find only antennae and EO probes. Compared to EO probes, antennae
present the advantage of a huge sensitivity but their bandwidth is limited to only ∼ 4–5 decades [1]
whereas EO probes cover without any problem 8 decades. Another key advantage of EO probes
concerns their very low invasiveness due to their fully dielectric composition. A few realization of
two- or three-components EO probes have been carried out these last ten years [2]. However, all
these realisations were done using either multiple sensors or a single sensor probed by multiple laser
beams. We present here a novel EO probe constituted of a single sensor probed by a single laser
beam which polarization state is used to carry the information about two E field components.

In the first part, we deal with the use of isotropic EO crystals for E-field probing. Then, we follow
by the theory and the experimental setup. The two last sections are devoted to the experimental
validation.

2. USE OF AN ISOTROPIC ELECTRO-OPTIC CRYSTAL FOR E-FIELD PROBING

EO sensors use the Pockel’s effect which induces a linear variation of EO crystal refractive indices
with the applied E field. When a laser probe beam propagates through an EO crystal its polar-
ization state could be modified by the applied E field. Depending on the incoming polarization
state of the laser probe beam and on the polarization treatement done after the crossing of the
EO crystal, one or two components of the applied E field can be retrieved. It has been shown [3]
that only isotropic EO crystals potentially permit to get simultaneously access to two orthogonal
components of the E field. Isotropic EO crystals belong to the crystallographic groups 43m and
23. These crystals exhibit a unique independant EO coefficient r41 = r52 = r63 and their refractive
index variation ∆n, induced by the E-field ~E, can be expressed as [3]:

∆n =

√(−−−→
∆Ka · ~E

)2
+

(−−→
∆Kb · ~E

)2
(1)

where
−−−→
∆Ka and

−−→
∆Kb (⊥ −−−→

∆Ka) are the sensitivity vectors of the EO crystal.
As seen on (1), a refractive index variation of the EO crystal occurs if the applied E field is

not perpendicular to the plane defined by
−−−→
∆Ka and

−−→
∆Kb. Consequently, an isotropic EO crystal

potentially permits to simultaneously measure two components of the applied E field with the
balancing coefficients ∆Ka = ||−−−→∆Ka|| and ∆Kb = ||−−→∆Kb||. Both moduli and orientations of

−−−→
∆Ka

and
−−→
∆Kb depend on the orientation of the laser probe beam wave vector ~k in the crystallographic

referential. As isotropic EO crystals are characterized by only two parameters (EO coefficient r41

and refractive index n), the sensitivity vectors present always the same behavior (see Fig. 1). On
this figure are represented the moduli ∆Ka and ∆Kb as the distance to the origin for any direction
of ~k belonging to a eighth of sphere delimited by the crystallographic axes 〈100〉 ≡ x, 〈010〉 ≡ y
and 〈001〉 ≡ z. Indeed, both x = 0, y = 0 and z = 0 planes correspond to symmetry planes
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Figure 1: Representation of moduli ∆Ka and ∆Kb for isotropic EO crystals.

for
−−−→
∆Ka and

−−→
∆Kb. Another important parameter is the angle Λ⊥ between ~k and the direction

perpendicular to the plane defined by
−−−→
∆Ka and

−−→
∆Kb. Indeed, a null value of Λ⊥ indicates that the

EO crystal allows only transverse E-fields measurements. The condition Λ⊥ = 90◦ occurs only for
a wave vector ~k colinear either to x, y or z. In that case, ∆Kb = 0 and the EO crystal allows only
longitudinal E-field measurements.

For the specific direction 〈111〉, −−−→∆Ka and
−−→
∆Kb present exactly the same modulus which corre-

sponds to ∆Kb maximum. Moreover, as Λ⊥ = 0, this means that we get a transverse EO probe
presenting a constant sensivitity whatever the direction of ~E in the plane perpendicular to ~k. A
first practical demonstration of such two-component E-field sensor has been carried out in 2007 [4]
in free space. Let us notice that this configuration is perfectly suited for polarimetric measure-
ments. However, without a pigtailed probe, practical applications are drastically limited. This
strong limitation has pushed the development of a pigtailed version of such polarimetric probe.

3. THEORY AND EXPERIMENTAL SETUP

Figure 2 presents the experimental setup where a “break-up” pigtailed EO probe has been used
in order to get access to several experimental parameters. First, a linearly polarized laser probe
beam is sent through a polarizing maintaining fiber (PMF) up to a ZnTe crystal in front of which a
quarter wave plate L1 is placed. The orientation of the neutral axes of L1 about the eigen dielectric
axes of the input PMF (PMFin on Fig. 2) is π/4− δ. For δ = 0, the laser probe beam polarization
is converted into a circular polarization at the entrance of the ZnTe crytal. After passing forth and
back through the EO crystal, the laser probe beam is sent, via the output PMF (PMFout on Fig. 2),
to a polarization analyzer. This polarization analyzer is composed of several optical elements with
two λ/4 and λ/2 wave plates (L2 and L3 on Fig. 2) whose neutral axes are rotated of 45◦ and 22◦5
about the laboratory referential, respectively. These wave plates permit to convert the incoming
polarization state of the laser probe beam so that the optical powers received by photodiodes PD1

to PD4 give relevant information about the E-field components Ex and Ey.
Using Jones’ formalism [5], it is obvious to show that optical powers P1 to P4, received by

photodiodes PD1 to PD4, can be expressed as:

P1 =
1
2
(1 + sin 4δ cos θ) +

∆φ

2
(cos 4δ sin 2α cos θ + cos 2δ cos 2α sin θ) (2)

P2 =
1
2
(1− sin 4δ cos θ)− ∆φ

2
(cos 4δ sin 2α cos θ + cos 2δ cos 2α sin θ) (3)

P3 =
1
2
(1− sin 4δ sin θ) +

∆φ

2
(cos 2δ cos 2α cos θ − cos 4δ sin 2α sin θ) (4)

P4 =
1
2
(1 + sin 4δ sin θ)− ∆φ

2
(cos 2δ cos 2α cos θ − cos 4δ sin 2α sin θ) (5)

∆φ is the E-field induced phase difference between the two eigen polarization states of the laser
probe beam during its propagation through the EO crystal. Having ∆φ ¿ 1, a first order develop-
ment into series has been used. α is the orientation of the crystal dielectric axes in the laboratory
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Figure 2: Schematic representation of the experimental setup.

referential. It is possible to show that any rotation γ of the applied E field in the x-y plane induces
a γ/2 rotation of α. θ is the dephasing between the two eigen polarizations of the laser probe beam
during its propagation through the output PMF. θ depends on the pressure applied to the fiber,
on its temprature T and on the wavelength λ of the laser probe beam. To avoid any drift induced
by the output PMF on optical powers P1 to P4, θ must be kept constant independently of PMF
temperature variations. For that purpose, stress or temperature induced variations of θ should be
compensated by laser wavelength tuning. Neglecting ∆φ terms, a null value of θ is obtained as soon
as the equality P3 = P4 is satisfied (see (4) and (5)). Defining by Serror the imbalance between P3

and P4, we get:
Serror(∆φ ¿ 1) = P4 − P3

∼= sin 4δ sin θ (6)
In fact, as soon as the frequency of the applied E field is high enough (>∼ 50Hz) a simple low

pass filter can be used to reject the EO modulation representated by ∆φ terms. However, δ must
be different of zero for using the condition Serror = 0 to cancel θ. From now on, let us consider this
latter condition fullfiled. Assuming δ ¿ 1 we get:

P1 − P2
∼= ∆φ sin(2α) = Ey (7)

P3 − P4
∼= ∆φ cos(2α) = Ex (8)

As seen on (7) and (8) the difference P1 − P2 and P3 − P4 give direct access to the E-field
components Ex and Ey. However an a priori tricky compromise has to be found as the obtention
of precise values of Ex and Ey requires very low values of δ whereas a precise cancellation of θ
requires high values of δ. This is the reason why we have built a “break-up” pigtailed EO probe in
order to be able to tune δ around 0.

4. EXPERIMENTAL VALIDATION

We have used a 〈111〉 4.5-mm long ZnTe crystal to get two balanced sensitivity vectors
−−−→
∆Ka and−−→

∆Kb. First of all, we have characterized the evolution of Serror with a change of temperature of
the output PMF. The value of δ was lower than 1◦. For that purpose, the fiber was heated during
a few seconds and then we acquired the signal during the decreasing of the temperature.

Measurements on Fig. 3(a) have been fitted using (6) considering a mono-exponential temporal
decrease of PMF temperature, this latter temporal decrease leading, in turn, to a mono-exponential
temporal evolution of θ. From this adjustment, the thermalization time constant of PMF in air
is obtained: τ = 127.8 ± 0.3 s. The same experiment has been repeated for different values of δ.
For each of them, we have fitted the data with the above-mentioned model in order to extract the
evolution of Serror with δ (see Fig. 4).

Measurements are in very good agreement with the theoretical fit derived from (6):

Serror ∝ sin(4δ) (9)

With increasing values of δ, the error signal Serror increases as well, leading to a more precise
cancellation of θ. But, inversely, the useful EO signal decreases. However, from (2)–(5), it is
obvious to show that the EO signal loss, induced by non-zero values of δ, remain lower than 0.5
dB for δ < 5◦. Thus, a compromise exists and validates the possibility of making a two-component
pigtailed E-field sensor based on Pockels’ effect.
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Figure 3: Measurements (dots) and fit (solid line)
of Serror during temperature change of the output
PMF.
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Figure 4: Amplitude of temperature-induced varia-
tions of Serror (dots) and theoretical fit (solid line).

Figure 5: EO measurement (dots) of both Ex (in blue) and Ey (in red) components. Theoretical fits assuming
a constant (solid line) or slowly varying (dotted line) PMF temperature.

5. FIRST TWO-COMPONENT E-FIELD MEASUREMENT

For this experimental validation, the ZnTe crystal has been inserted in between two parallel elec-
trodes mounted on a rotation stage. A CW signal at 388 kHz has been applied to the electrodes
and the EO signal has been measured using a spectrum analyzer with a 10-Hz analysis bandwidth.
The laser wavelength has been tuned twice to cancel Serror at beginning and in middle of the ex-
periment. Indeed, due to access of a single spectrum analyzer, the measurement has been done in
two steps; by recording first the EO signal related to Ex and then the signal related to Ey.

Figure 5 shows this first measurement. The solid-line theoretical fit is derived from (7) and
(8). As seen, a progressive shift occurs with electrodes orientation increase for Ey component and
with electrodes orientation decrease for Ex component. These shifts express a slight temperature
evolution of the PMF during the measurement. In order to take such evolution into account, a
slight linear temporal drift of θ has been added to Equations (7) and (8). We have also considered
a tiny imbalance of the sensitivity vectors in order to take the imperfect orientation of the EO
crystal into account. This time, a very good agreement is observed between measurements and
theory, bringing out the importance of maintaining θ at a very low value in real-time.

6. CONCLUSION

We have presented a novel non invasive E-field probe able to simultaneously measure exactly at the
same location and at the same time two orthogonal components of the E field. Moreover, this EO
probe intrinsically presents a flat response from quasi DC up to a few tens of GHz, thus opening a
wide field of applications like precise polarimetric measurements.
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Abstract— Quantum cryptography is a new branch of physics and cryptography which exploit
quantum mechanical phenomena to guarantee the secrecy of cryptographic keys. BB84 proposed
the well known protocol that quantum key distribution could also be implemented using polar-
ization photon between quantum systems. In this paper new model of implement BB84 protocol
with Handover satellite constellation for possible to couple with quantum communications for
more security and free space transmissions. So, the essential work carried in our research paper
concerns a new idea development in satellites transmission whit implement of Quantum Key
Distribution (QKD) algorithm based on photon encrypted code, including reducing the telecom-
munication interruption risks and this will provide indeed of a better free space communication
quality.

1. INTRODUCTION

Quantum communications offers many advantages for secure data transmission, e.g., confidentiality,
integrity, eavesdropper’s detectability. Information is encoded in quantum bits (qubits), intrinsic
physical properties, such as polarization of a photon. Quantum physics allows encoding information
using the correlation between two or more particles (photons, atoms). Quantum Key Distribution
(QKD) is one of the innovative methods of information processing that emerged from the properties
of “superposition of states” and “entanglement”.

QKD allows two (or more) parties to know when a communication channel is completely secure
to exchange an encrypted key.

QKD is used before classical information is transmitted over conventional non-secure commu-
nication channels like telephone lines, RF links and optical fibre networks. Since quantum physics
laws state that a single particle like a photon cannot be split or cloned, it certifies the absolute
security of communication.

Quantum communication channels however are limited on Earth. Optical fiber link losses and
current photon-detector technology limit the maximum span length without using regeneration
(amplification) to 100 km; while for free space transmission the limit is the visible horizon [1]. Such
problems are in principle nearly absent in space, and are less severe in ground to space links. In fact,
quantum links in free space combined with fiber counterparts could extend secure communication
between points on earth to a global level.

2. QUANTUM CRYPTOGRAPHY

Quantum cryptography can be classified into two major categories: QC based on single photons
and QC based on photon pairs. The well known concept for quantum key distribution based on
single photon is the BB84 scheme. The BB84 scheme uses single photons transmitted from Alice
to Bob, who are prepared at random in four partly orthogonal polarization states 0◦, 45◦, 90◦, and
135◦ [2]. If Eve tries to extract information about the polarization of the photons she will inevitably
introduce errors, which Alice and Bob can detect by comparing a random subset of the generated
keys. Other protocols based on non orthogonal quantum states uses single photons transmitted
from Alice to Bob [3]. The security of these protocols relies on the impossibility of measuring the
wave function of a quantum system without imposing a back action on the state. This back action
will usually result in an increase in errors across the communication channel.

In 1991, Ekert proposed the well known protocol that quantum key distribution could also be
implemented using entanglement between quantum systems [4].
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3. QUANTUM CRYPTOGRAPHIC ALGORITHM

In the quantum situation, most algorithms are based on communications pre sharing quantum
states, such as the EPR pair, which is impossible with the existing technology since quantum
memory remains an open technology challenge. Including by these, we present a novel quantum
cryptographic algorithm, is implemented by quantum computation, which can be realized by current
technology. Because each process is under the control of the key and the final ciphertext, the
eavesdropper cannot acquire fixed ciphertext without the key. In our point of view, the quantum
computing algorithms can be used to affirm our free-space communication in the following four
ways [5]:

1. Open-air communication: usually “horizontal” telecommunication that happens below 100 km
height. For channel, the air is used instead of optical cable.

2. Earth-satellite communications: it happens through greater heights than the Open air com-
munication, usually between 300 and 800 km altitude. Signal encoding and decoding is used
to produce quantum error correction that allows operation in noisy environment.

3. Satellite broadcast: Quantum algorithms can improve the effective bandwidth, thus the brand
is better utilized as in traditional cases.

4. Inter-satellite communication: the communication between satellites where the channel is the
free-space. Any kind of coding and encoding can be used, to increase stability.

4. PROBLEMATIC IN FREE SPACE COMMUNICATIONS

The main goal of this paper is to develop a prototype approach of optical laser satellite com-
munication terminal applications on micro-satellites in LEO and space-to-ground constellations.
The outputs of the sources are coupled together using an optical combiner. The photons are sent
through space from the satellite to each Optical Ground Support Equipment (OGSE), where they
are analyzed. In the case of simultaneous key transmission, one station reveals publicly to the other
some random elements of the received key. If the elements match its proper key, then the key is
secure.

In the case of consecutive key transmission, one station sends a logical combination (XOR) of
both keys to the other station. From this, one unconditionally secure key is computed.

Micro-satellite constellations in LEO orbits can inter-communicate and communicate with the
ground station using laser beams as the carrier (Figure 1). Space environment add constraints like
temperatures range, vibrations, radiations. Thus components have to be selected and tested for
space qualification, especially for sensitive components like laser diodes and nonlinear crystals.

Figure 1: The communication scenario between a
LEO satellite and ground station.

Figure 2: The various satellites constellations.
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5. IMPORTANT CONCEPTS ON SATELLITE

5.1. The Satellite Constellation

To enable global coverage through terminals and with the same transmission quality of terrestrial
cellular networks becomes essential to use several satellites (constellation), preferably at low or
medium altitude (LEO, MEO and HEO), that reduce the propagation delay of typical geostationary
(GEO) and also liaising with little power. A constellation of satellites is characterized by the altitude
of the satellite, the number of satellites, the number of planes, and the number of satellites per
plane [6].

5.2. The Handover Notion

The use of satellites in low and medium altitudes, moving with a speed different from the land
speed, calls for the constant presence of handover from one satellite to another, because each
mobile terminal is located under the cover of a given satellite for a limited time while in terrestrial
cellular networks, the transfers were due to mobility of the subscriber moving within the coverage
area.

It is therefore necessary to ensure that each time a link between a ground station and a satellite
becomes bad, a link switching to another satellite in the constellation is possible (problem of the
handover) [6].

The main situations of Handover in satellite systems are:

• Intra-satellite handover:

- Handover occurs from one beam to another.
- The mobile station is still in the footprint of the satellite but in another cell.

• Inter-Satellite Handover [7]:

- Handover is done from one satellite to another.
- The mobile station leaves the footprint of a satellite to that of another.

• Handover between bases stations (handover gateway).

- Handover of a base station to another.
- The mobile station is still in the footprint of the satellite base station but the fate of the

footprint.

• Inter-System Handover

- Handover of a satellite network to a terrestrial cellular network.
- The mobile station can reach a terrestrial network which as lower latency and less expen-

sive.

6. PRACTICAL CONSIDERATIONS

In principal, the distribution of the key information over wide geographical coverage may require
that larger distances be subdivided into shorter segments. The problem with this concept is that
the required quantum transmitters are still beyond the scope of present day technology. Perhaps, a
suitable technique to bridging the large distances is free space satellite-based optical communication
systems. By exploiting this technique, free space optical communication systems could enable the
realization of secure key exchange between two widely separated locations on the globe.

Much as satellite communication systems is viewed as an alternative solution to the realization
of relatively long-distance secure key exchange, obtainment of global scale key exchange is still
challenging. This is owed to the fact that long-distance propagation of the optical beam is affected
by several atmospheric and geographical problems.

In this regard, some of the most outstanding problems include [8]:

a) Atmospheric turbulence which leads to wave front distortion.
b) Environmental vibration effects which lead to pointing errors.
c) The absorption, scattering and reflection of radiation in the lower layers.
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7. RESEARCH OBJECTIVES

In today’s quantum communication systems, two major issues which are being investigated are the
need to extend transmission distance let alone increasing the secure communication key rate [9].
As it was suggested above, the desire to extend the transmission distance is to focus efforts on
satellite-based free space communications systems. Thus, the focus of this work is to obtain long-
distance satellite-based free space quantum communication with better secure communication bit
rate by pursuing the following specific objectives:

- To develop a mathematical model to analyses the performance of BB84 protocol over satellite-
based quantum communication links between a ground station and a satellite in the low earth
orbit (LEO), taking into account the various atmospheric effects.

- To develop a suitable theoretical model in order to investigate the physical layer limitation of
satellite vibration in satellite-based quantum optical communication systems.

- To compare the performance of single photon pulsed polarization based BB84 signal for the
satellite-based free space quantum optical communication links between a ground station and
a satellite in a LEO, against individual eavesdropping attacks [10].

8. QUANTUM SATELLITES NETWORKS SOLUTION

The use of satellites to distribute quantum photon transmission (and single photons) provides a
unique solution for long-distance quantum communication networks. This overcomes the principle
limitations of Earth-bound technology, i.e., the range of the order of 100 km afforded by both optical
fiber and by terrestrial free-space links.

The scenarios involving an Earth-based transmitter terminal allow sharing quantum transmis-
sion either between ground and satellite, or between two ground stations, or between two satellites
and thus to communicate between such terminals employing quantum communication protocols.
In the simplest case, a straight uplink to one satellite-based receiver [see Fig. 3] can be used to
perform secure quantum key distribution (QKD) between the transmitter station and the receiver.
Here, one of the photons is being detected right at the transmitter site and thus the entangled
photon source is used as a triggered source for single photons.

If the satellite acts as a relay station [see Fig. 4], the same protocol can be established between
two distant Earth-based communication parties.

Shared entanglement between two parties can be achieved by pointing each of the photons of an
entangled pair either toward an Earth-based station and a satellite or toward two separate satellites
[see Fig. 5]. Another set of satellite-based relays can be used to further distribute the entangled
photons to two ground stations.

Figure 3: The communication between satellite and
transmitter station.

Figure 4: The communication between satellite and
different transmitter stations.
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Figure 5: The communication between satellite and different relays transmitter stations.

In the present paper, we propose various scenarios for entanglement-assisted global and space-
based quantum communication. While this in itself is already an interesting and outstanding
experimental challenge, there are various specific novel opportunities which such a technology would
offer. First and from a technological perspective foremost is the possibility to establish a secure
and efficient communication using the methods of entanglement based quantum cryptography. As
we explained above, that way one could not only establish a secure communication link between
two arbitrary locations on Earth. It would also be possible to establish secure communication
from Earth to satellites or between satellites. This would certainly increase the security of satellite
remote control, which at present is a highly sensitive area and, thus far, an unsolved technical
problem.

Using three scenarios of secure key exchange in the free space, it is not difficult to exchange
the key between two points. The problem suggested here is the cover of a huge space. So we need
networks of satellite coverage, shown in Fig. 5.

9. CONCLUSION

We have made a modest contribution for securing quantum information using satellites constellation
approach in quantum transmission data. Several experiments have demonstrated the viability of
the conduction of free space quantum cryptography at the surface of the Earth, we propose in this
survey different new idea and analysis about quantum transmission between Handover satellites
and ground station in order not to lose the information, and to secure the information during
the communications between the users. Our future aim is to elaborate an algorithm capable of
detecting and correcting errors in quantum satellites cryptography.
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Statistical Modelling of the Polarization Mode Dispersion in the
Single Mode Optical Fiber Links
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Abstract— In this work, we propose a second method of modelling of the PMD in a single mode
optical fiber links with strong coupling, based on the formalism of Jones and the model of Dal
Farno. We compared the results gotten to those of the first method that we already proposed in
our previous works while comparing them with measured ones. A very good agreement between
theory and experience is reported, confirming the validity of the proposed method.

1. INTRODUCTION

The PMD is a property of the optical fiber in which the energy of the signal for a given wavelength
decomposes to two orthogonal polarization modes possessing two different propagation speeds.
The difference between the times of propagation of the two polarization modes is called differential
Group delay (DGD). The PMD leads to widening of the pulses propagated in the fiber as well as
a limitation of the transmission performances. The main reason of the PMD in the optical fiber
is the birefringence. The description of the PMD in a fiber is complicated because the two modes
of polarization can exchange the energy between them; this phenomenon is linked to the uncertain
modes coupling. The PMD in a fiber varies uncertainly with the wavelength and also with its
environmental conditions. There is not exact mathematical model which permits to calculate its
value, what leads us to look for the statistical models permitting to value this phenomenon. In
this work, we propose a second method of modelling of the PMD in a single mode optical fiber
links with strong coupling, based on the formalism of Jones and the model of Dal Farno, while
dividing the link in a set of birefringent elements of different lengths, for which their birefringence
is calculated with a given method according to used material in the fiber, and which are oriented in
an random direction in relation to the other. We compared the results gotten to those of the first
method that we already proposed in our previous works [1] while comparing them with measured
ones when using the Jones Matrix Eigen values Method (JME) [2]. A very good agreement between
theory and experience is reported, confirming the validity of the proposed method.

2. THE MODEL OF SIMULATION FOR THE CALCULATION OF THE PMD OF A
FIBER

All optical wave of arbitrary polarization can be represented as the linear superposition of two
orthogonal vectors of the HE11 modes in the monomode optical fiber [3, 4].

In the ideal case where the waveguide has the cylindrical symmetry, these two modes are de-
generate in terms of their properties of propagations. The loss of degeneration of the polarization
modes can be called as birefringence where one can express it as a difference of effective indices
of the two modes. In order to calculate the PMD of a fiber, we started by implementation of an
algorithm to calculate its birefringence.

2.1. The Calculation of the Birefringence

In the monomode optical fiber, there is only one mode witch propagates LP01 or HE11 in the core,
this mode composed of two components of orthogonal electrical fields for which the amplitude and
the frequency vary, one of its components is in direction of the axis x (cos θ) and the other is in
direction of the axis y (sin θ). The rays (ax, ay) and refraction index (nx, ny) of the core according
respectively to the axes x, y are slightly different, this difference is due to the birefringence that is
given by the relation:

∆B = Bx−By (1)

We calculated ∆β while determining the two propagation constants Bx and By, solutions of the
propagation equations of the modes LP01x and LP01y by the method of Dichotomy.
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Figure 1: Blade of the birefringence model.

2.2. Calculation of the PMD in the Short Regime

The model that we used in our simulation is called “blade of birefringence” [5], it permits the
modelling of a fiber of L length by a concatenation of N small different length sections oriented in
an random manner. Each section possesses a set of birefringence’s axes. This model is schematized
by the Figure 1.

Jones’ matrix that describes a concatenation of sections of different lengths of a birefringent
fiber can be given by [5]:

T (V, e) =
N∏

i=1

R(−θi)Mi(V, e)R(θi) (2)

T (V, e) =
N∏

i=1

(
cos θi − sin θi

sin θi cos θi

) 
 exp

(
i
Bhi

2

)
0

0 exp
(−iBhi

2

)




(
cos θi sin θi

− sin θi cos θi

)
(3)

where N is the number of sections of the fiber, B represents the value of “i” birefringent segment
that we determined with the method given in the Section 2.1. θi represents the angle of polarization
of “i” segment witch is a random quantity distributed in [0, π]. “hi” is the length of “i” segment
that one generated by a gauss distribution around a mean length Lmoy = L/N , with a standard
deviation of 25% of Lmoy.

The DGD can be calculated from the eigen values ρ1 and ρ2 of the matrix product T (V 1+dV ).
T−1(V 1), T (V 1 + dV ) and T−1(V 1) are Jones’ matrixes for two values closes to the normalized
frequency V 1 and V 1 + dV , the DGD for a wavelength is determined while using the following
relation:

∆τ(V 1) =
∣∣∣∣
arg(ρ1/ρ2)

d$

∣∣∣∣ (4)

d$is the variation of the angular frequency and it is given by:

d$ =
C · dV

a · √n12 − n22
(5)

where ‘a’ is the ray of core, C is the speed of light. The PMD is calculated from the average of the
DGD according to the following relation

PMD =
〈∆τ〉λ

L
(6)

where 〈∆τ〉λ is the average of the DGD calculated according to wavelength.

2.3. Calculation of PMD in the Long Regime

Dal Forno [6] describes a numerical simulation model founded on Jones’ formalism without neglect-
ing the effect of coupling that is very important in the case of the long regime what gives a strong
variation of the DGD according to wavelength. We applied this model by considering a monomode
fiber like a concatenation of unequal lengths of segments and random angles of orientation of the
axes on which decompose every time the modes of polarization, we calculated the birefringence
like described in Section 2.1. The mathematical description of this model is given by the matrix
T (w) witch describes a concatenation of unequal sections of the fiber, and witch is expressed by
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the following formalism:

T (ω) =
N∏

n=1

Bn(ω)R(αn) (7)

=
N∏

n=1


e

j
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3

∏
8
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√
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)

0
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−j

(√
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∏
8

bω

√
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2+Φn

)




[
cosαn sinαn

− sinαn cosαn

]
(8)

where N is the number of segments, Bn is the matrix of the birefringence of segment i that we
already calculated by the method given in the Section 2.1. R(αn) is the randomly variation of
the coupling angle between the axes of the segment and witch is an uniformly distributed random
quantity in [0 π]. hn is the length of segment i generated by a Gauss distribution around a mean
length Lmoy = L/N , with standard deviation ∆h of 25% of Lmoy.

3. RESULTS AND INTERPRETATION

The values of the DGD calculated for only one step of wavelength (DGD (λ)), can be displayed in
histogram as it is shown on (Figure 3). The comparison of this DGD distribution (λ), to the one
of Maxwell indicates if the fiber presents a strong coupling and also the conformity of the method
used for the calculation of these DGD. If the function of Maxwell constitutes a good smoothing for
the calculated or measured DGD values distribution, the fiber is characterized then appropriately
and the average (or the square mean root RMS) is calculated with precision. In order to test the
validity of the modelling methods that one used, one compared the obtained results with those
measured in [1], done on the same type of fiber.
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Figure 2: The histogram giving the variation of the
calculated DGD by the method [1] in a single mode
fiber of length 2716 m.
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Figure 3: The histogram giving the variation of the
calculated DGD by the method of blade of birefrin-
gence for a fiber of 2716 m length.
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Figure 4: The histogram giving the variation of the measured DGD for a fiber’s length of 2716m.
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We used the model of “blade of birefringence” for the calculation of PMD of the two fibers of
lengths of 2716 m and 4231 m with the same characteristics taken in the measures (a step’s wave
length of 10 nm, rays of the core: ax = 4.14 nm, ay = 4.13 nm and refractive index nx = 1.4503,
ny = 1.4502).

From the Figure 3, one sees that the average of the calculated DGD is 〈∆τ〉 = 0.17 ps, a value
that is not very close to the values found in the measures done with the method of JME in [1]
where 〈∆τ〉 = 0.098 ps (Figure 4) and to those of the first proposed method in [1] (Figure 2). The
Figure 2 shows the variation of the DGD for a fiber of 2716m length that we determined by another
method described in [1]. One notices that there is not a big variation of the DGD according to
wavelength in the three cases of calculated and measured results but the shape of smoothing in the
method of “blade of birefringence” is more close to a Maxwell distribution (Figure 3) that in the
case of the DGD deducted by the method of [1] and those measured. What confirms that the fiber
doesn’t present a strong coupling for this length.

According to the Figure 6, one notices that the DGD don’t vary meaningfully with the wave-
length what means that the coupling is weak for this length (L = 10 km); for L = 80 km one notices
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Figure 5: The histogram of the variation of the calculated DGD by blade of birefringence model for (a)
L = 4231m, (b) L = 10 km, (c) L = 80 km.
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Figure 6: (a) The histogram of the calculated DGD with the method of Dal Forno. (b) Variation of the
measured DGD according to wavelength for L = 10 km.
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Figure 7: (a) The histogram of the calculated DGD with the method Dal Forno. (b) Variation of the
measured DGD according to wavelength for L = 80 km.
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Figure 8: (a) The histogram of the calculated DGD with the method of Dal Forno. (b) Variation of the
measured DGD according to wavelength for L = 200 km.

the random variation of the DGD according to wavelength as well as the shape of their distribution
that comes closer of the one of the Maxwell function (Figure 7). We applied the model of “blade
of birefringence for different lengths of fibers and one noted according to the presented histograms
in Figure 5 that their smoothing by the Maxwell function is bad what means that this method is
not really reliable for distances superior to 10 km. What lead us to use another method for these
lengths that is the Dal Forno Method.

For a fiber length of 200 km, the model of ‘Dal forno’ confirms the real results that show a strong
coupling from 200 km where one clearly see the random variation of the DGD and the smoothing
of their distribution that has the perfect shape of a Maxwell (Figure 8).

4. CONCLUSION

We notice that the two methods (blade of birefringence and Dal forno) give the good results closer
to the real ones and the DGD vary according to the nature of the modes coupling present in the
length of used fiber. This coupling is not important until the length (L = 10 km) where one notices
that beyond this length, it becomes more important.

For the long regime (more than 10 km), we took the same features of fiber, but of different length
(L = 10 km, L = 80 km, L = 200 km) where we applied the two models, and one noticed that the
method of blade of birefringence doesn’t give good results for the long distances.

For the method of Dal Forno, we noted that the DGD vary meaningfully according to the
wavelength and the smoothing of its distribution function is smoothed better with the Maxwell
function. We compared our results with those of [1], we arrived to the same conclusion for the
same lengths of fibers, what confirms that this method agrees better for the long distances where
the coupling of the modes is strong.
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Abstract— Wireless technology has reached a significant success and diffusion in healthcare:
several wireless technology applications have been developed to improve patient care (medical
device and patient traceability, immediate access and exchange of diagnostic and therapeutic
information, etc . . . ). Given the potential diffusion of RFID technology, care must be paid on
the potential risks deriving from the use of RFID device in healthcare, among which one of the
most important is the electromagnetic interference with medical devices. Particularly important
is the analysis of the regulatory issues concerning the electromagnetic compatibility of medical
devices, to analyze if and how the application of the current standards allow an effective control
of the possible risks associated to the electromagnetic interference with medical devices.

1. INTRODUCTION

RFID (radio frequency identification) is a technology which uses electromagnetic coupling in the
radio frequency (RF) portion of the electromagnetic spectrum to uniquely identify an object, an-
imal, or person. An RFID system consists of a reader (an antenna which acts as the transceiver)
and a transponder (the tag). The antenna uses RF waves to transmit a signal that activates the
transponder. When activated, the tag transmits data back to the antenna. The data is used to
notify a programmable logic controller that an action should occur. The action could be as simple
as raising an access gate or as complicated as interfacing with a database. RFID readers can be
either fixed (e.g., a doorway) or portable hand-held devices. RFID tags can be passive or active,
i.e., without or with intrinsic power source, respectively. RFID is a technology which permeates
into many application fields, and has notably increased its diffusion and rate of adoption in the last
decades. One of the area where RFID could potentially introduce many benefits is the healthcare:
numerous applications using RFID technology have been developed to improve patient care (by
tracking medical devices, drugs, patients etc . . . ). Although several advantages come from the
introduction of such a technology in healthcare, there is one important potential risk: the electro-
magnetic interference with medical devices [1], since RFID systems emit electromagnetic waves.
In this manuscript we analyze the regulatory framework concerning this issue. We present both
standards regarding electromagnetic immunity of medical devices and standards for electromag-
netic compatibility (EMC) of RFID systems and we analyze whether and how the application of
these standards addresses all potential risks associated to electromagnetic interference to medical
devices.

2. RFID REGULATIONS

RFID operates in unlicensed spectrum space, sometimes referred to as ISM (Industrial, Scientific
and Medical) but the exact frequencies that constitute ISM may vary depending on the regulations
in different countries. Typical RFID operating frequency bands are reported in Table 1, together
with the corresponding maximum transmission power. Indeed, from a regulatory point of view,
since RFID systems are intentional radiators of radio wave, they are controlled under local radio
laws and regulations. In Europe, the radio and telecommunication equipments are regulated by the
European Radio and Telecommunications Terminal Equipment Directive. The main objective of the
Directive is to establish a regulatory framework for the placing on the market, free movement and
putting into service of radio equipment and telecommunications terminal equipment in the territory
of the European Union. The applications, frequency bands and power-levels relating to the use
of short range devices, like RFID systems, are defined in the recommendation CEPT REC 70-03
of the European Conference of Postal and Telecommunications Administrations. The European
Telecommunications Standards Institute (ETSI) has developed harmonised standards for many
short range devices. Electromagnetic compatibility of RFID is regulated by three ETSI standards,
which cover the frequency range from 9 kHz to 40 GHz [2–4]. In USA RFID systems, as devices that
transmit RF energy, are subject to Federal Communications Commission (FCC) regulation. FCC
rules are located in Title 47 of the Code of Federal Regulations. Part 15 of Title 47 concerns radio
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Table 1: Frequency ranges and associated maximum allowed field strengths/transmission powers for RFID
technology.

RFID systems
Frequency ranges Maximum field strengths/transmission powers
125 e 134.5 kHz ∼ 64 dBµA/m at 10 m

13.56MHz 42–60 dBµA/m at 10 m
865–956MHz 2 W

2.45 GHz 2W, 4 W (USA, Canada)
5.8 GHz 2W, 4 W (USA,Canada)

frequency devices and covers the regulations under which an intentional, unintentional, or incidental
radiator can be operated, as well as the technical specifications, administrative requirements and
other conditions relating to the marketing of these devices. The pertinent FCC rules for RFID
concern RF emissions limits, power restrictions and uses of certain frequencies. Table 1 shows
the maximum allowed field strengths/transmission powers for the RFID systems. The limits are
referred to the regulations operating in USA and Europe. For some frequency ranges, power limits
are similar in both regions; when limits differ, it is clearly indicated in the table.

3. MEDICAL DEVICES REGULATIONS

In the European Union, medical devices are regulated by the EC directives, which define the
“essential requirements”, e.g., protection of health and safety that goods must meet when they are
placed on the market. Electromagnetic immunity is an essential requirements for medical devices,
and the harmonised standard EN 60601-1-2: Medical electrical equipment — Part 1: General
requirements for safety. 2. Collateral Standard: Electromagnetic compatibility — Requirements
and tests — covers this topic.

In USA, the Food and Drug Administration (FDA) regulates medical equipments differently
from European union. As far as electromagnetic compatibility is concerned, the FDA is becoming
increasingly concerned about the EMC aspects of medical devices, and FDA inspectors are requiring
assurance from manufacturers that they have addressed EMC concerns during the design process,
and that the device will operate properly in its intended electromagnetic environment. FDA refers
to reviewers guideline to assure that medical devices are properly designed to be immune to EMI.
The document “Guide to Inspections of Electromagnetic Compatibility Aspects of Medical Devices
Quality Systems,” encourages manufacturers to use IEC 60601-1-2 Medical Equipment, Electro-
magnetic Compatibility Requirements and Tests as the EMC standard. As a result, in most cases,
IEC 60601-1-2 has effectively become the unofficial, de facto, EMC standard that has to be met
for medical equipment. Since the harmonized standard EN 60601-1-2 does not substantially differ
from IEC 60601-1-2, in the following we will refer to IEC/EN 60601-1-2 as the standard concerning
the electromagnetic compatibility of medical devices. The most important issues established by
the up-to-date revision of the IEC/EN 60601-1-2:2007 are the following:

1) the manufacturers must specify the levels of immunity of medical devices in the accompanying
documents (e.g., user manual), providing sufficient technical justification if the declared immunity
levels are different from those specified by the standards (indicated in Table 2);

Table 2: Minimum immunity levels according to the IEC/EN 60601-1-2.

Immunity level
Frequency range Life-supporting device Not life-supporting device

Conducted RF (150 kHz–80MHz) 10V (rms) 3V (rms)
Radiated RF (80 MHz–2.5GHz) 10V/m 3V/m

2) the manufacturer must provide in the accompanying documents a declaration about the
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Figure 1: Guidance tables reported in the IEC/EN 60601-1-2 for the computation of the recommended
separation distance between portable and mobile RF communications equipment and the medical device,
according to the immunity level of the device, and to the power and operating frequency of the portable
RF equipment. These tables must be filled according to the indicated formulas, considering the immunity
level of the medical device (V or E) and the maximum output power of the portable RF transmitter. Note
that for the lowest acceptable immunity level of medical devices (10 V and 10 V/m for life support, 3 V and
3V/m for the not life support) the tables give the same safety distances.

electromagnetic immunity of the medical device, including information about the electromagnetic
environment where the medical device works as intended (e.g., recommended separation distances
between the medical device and portable/mobile RF communication equipments, see Figure 1);

3) manufacturers, responsible organizations and operators have a shared responsibility to ensure
that medical devices are used in a compatible electromagnetic environment where the medical
devices performs as intended.

4. RFID AND MEDICAL DEVICES

When mobile RFID readers are brought to operate in hospital setting, they must be considered as
portable RF communication equipments. Thus, in order to provide the electromagnetic environ-
ment where the performance of the medical device would be expected to be normal, a separation
distance between the RFID system and the medical devices must be assured. In other words, elec-
tromagnetic interference caused by RFID to medical devices can be avoided if the RFID reader is
far enough from medical devices. How far depends on the level of electromagnetic immunity of the
medical device, and on the emitted power and operating frequency of the RFID reader, according
to the formulas included in the IEC/EN 60601-1-2:2007 (Figure 1). Considering the minimum
level of immunity of a life-support medical device (10 V rms from 150 kHz and 80 MHz and 10 V/m
from 80 MHz to 2.5GHz), the minimum separation distance (in cm) from RFID reader and medical
devices is reported in Table 3, for the typical RFID operating frequencies and emitted powers (see
Table 1). In Table 3 the columns associated to the frequencies 125 kHz/134.5 kHz, 13.56 MHz and
5.8GHz are empty. As far as the frequencies 125 kHz/134.5 kHz and 5.8 GH are concerned, the
standard does not take into account potable RF equipment operating at frequencies below 150 kHz
and above 2.5 GHz, although RFID systems (as well as other wireless systems) operating in these
frequency bands are or will be soon used in healthcare facilities. At 13.56 MHz there is a misalign-
ment between the standard IEC/EN 60601-1-2 and the RFID regulations concerning the expression
of the transmission power of the portable RF equipment: in RFID regulations, the power limit is
expressed in terms of the maximum magnetic field generated by the antenna at a distance of 10 m
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(in Ampere/meter), while in the standard IEC/EN 60601-1-2 the power limit is expressed in terms
of antenna’s effective radiated power (in Watt). Since the relationship between the magnetic field
generated by the antenna and the effective radiated power depends, at these frequencies, from the
physical characteristics of the antenna and requires electromagnetic expertise, the computation
of the recommended separation distance from a RFID systems operating at 13.56MHz is neither
immediate nor general.

Table 3: Minimum recommended separation distances between portable RFID equipment and a life-support
medical device, having the minimum level of immunity according to the IEC/EN 60601-1-2. Frequency
ranges 125 kHz, 134.5 kHz, and 5.8 GHz are not contemplated in the standard. At 13.56 MHz there is a
misalignment between the standard IEC/EN 60601-1-2 and the standard on RFID respect to the modality
in which portable equipment transmission power is expressed.

Rated maximum
output power of
transmitter (W)

Recommended separation distances between
portable and mobile RF communications equipment

and the medical device (cm)
Sistemi RFID

125 kHz 13.56MHz 865–956 MHz 2.45GHz 5.8GHz
134.5 kHz

0.01 23 23
0.1 73 73
0.2 103 103
0.5 163 163
1 230 230
2 325 325

4 (USA, CANADA) - 460 (USA, CANADA)

5. CONCLUSIONS

According to the standard IEC 60601-1-2, to assure an electromagnetic environment where the med-
ical device performs as intended, portable RFID transmitters cannot be used in close proximity to
the medical device (but those emitting less than few mW). The recommended separation distances
shall be provided by the medical device’s manufacturer, at least for RFID operating at 800MHz
and 2.4GHz. The responsible healthcare organization must assure that these separation distances
are respected, i.e., that there is an adequate electromagnetic environment. The responsible orga-
nization can obtain additional information on the potential risk of electromagnetic interference by
performing ad hoc tests [12].
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Three Dimensional Safety Distance Analysis around a Cellular Base
Station

F. Üstüner
TÜBİTAK BİLGEM UEKAE, Turkey

Abstract— The safety distance concept is widely used in the installation of cellular base
stations to define a radiation hazard zone around the periphery of the base station. In this
paper, three dimensional safety distance analysis around a specific cellular base station is carried
out using ray optic techniques with the diffraction theory included. The calculated electric field
equivalent to health limit is plotted in a contour line form to illustrate the safety distance around
the base station. The resulting plots illustrate the radiation hazard areas.

1. INTRODUCTION

The safety distance concept is widely used in the installation of cellular base stations to define a
radiation hazard zone around the periphery of the base station. The safety distance around base
stations is usually determined using basic antenna gain and RF output power level parameters with
the application of free space electromagnetic wave attenuation formulas. A widely used formula
giving a first order engineering approximation is:

E =
√

30 · Pt ·Gt

d
(1)

where E is the electric field in free space at far-field in V/m, Pt is the RF transmitter power output
in Watts, Gt is the numerical gain of the RF transmitter antenna and d is the distance between the
observation point and RF transmitter antenna in meters. However such an approach gives usually
worst case results and sometimes alarms the people in the surrounding area unnecessarily.

In order to solve a lawsuit between a local resident and a cellular phone operator, a national
court requested the expert view on the safety distance around the base station based on ICNIRP
Guidelines [1]. To give the correct answer for this appeal, it is decided to carry out a more realistic
calculation of the safety distance around the base station. In this paper, three dimensional safety
distance analysis around a specific cellular base station is carried out using ray optic techniques
with the diffraction theory included. To carry out this analysis, NEC Basic Scattering Code (NEC
BSC) [2] from Ohio State University is chosen as the ray optic calculation tool.

The base station antennas are modeled with array antennas giving the same radiation patterns
of the real antennas in both elevation and azimuth planes. All details of the antennas such as
their +45◦/ − 45◦ polarization, tilt angles, directions are included in the electromagnetic model.
The residential house on which the base station antennas are mounted is modeled with the same
geometry and material properties. The RF parameters of the base station’s radio equipment are
taken into account in the calculations. The calculated electric field equivalent to health limit is
plotted in a contour line form to illustrate the safety distance around the base station.

2. PROBLEM DEFINITION

The base station under consideration is located in a rural area. The residential house on which the
base station is located is a two-storey house having a roof terrace instead of a classical roof with tiles.
The base station communication shelter and the antennas are located in the terrace. The antennas
are mounted on a small mast. The building has a concrete frame and the walls are constructed
from bricks covered by thin layers of concrete in both sides. The base station under consideration
is operated as part of a GSM 1800 Mobile Phone Operator Network. The base station antenna
system comprises three antennas oriented towards different sectors. Antennas are of array type
antennas. They are X-polarized to have polarization diversity. X-polarized antennas use radiators
which are arranged in +45◦ and −45◦ to the vertical axis of the antenna. X-polarized antennas are
used to provide polarization diversity, a technique which uses 2 orthogonally polarized antennas
and compares the resulting signals. The gain of each antenna in the base station is 17.7 dBi. The
elevation plane half power beam width is 7.1◦, and the azimuth plane half power beam width is 68◦.
The first antenna is oriented towards 95◦ with respect to True North. Second antenna and third
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antenna are looking to 195◦, and 330◦ respectively. Antennas are adjustable down-tilt antennas.
First antenna is tilted down by 2◦, second antenna by 4◦ and the third antenna by 2◦. The height of
the antenna from the ground is 12 m. The radiation patterns of the antenna are given in Figure 1.

The antennas have two inputs for two polarizations; +45◦ and −45◦. Each antenna input is
supplied from a combiner/divider unit having 28 W (44.5 dBm) power output. In the computations,
it is assumed that the each polarization is fed in-phase by 14W RF power output (28W for each
antenna).

3. MODELING AND COMPUTATIONS

For simulations, each antenna is modeled as an antenna array in order to have the similar gain and
radiation patterns. 28 radiating elements are arranged as an array of 14 × 2, 14 elements being
in the elevation plane. All radiating elements are fed with equal amplitude and in-phase inputs.
A spacing of 10 cm is left between array elements in vertical direction and 9 cm in horizontal
direction. This array structure is replicated for the other polarization. A reflector metal plate
having a dimension of 140 × 20 cm is placed at 4.1 cm in the back side of the array elements (See
Figure 2(a)). The modeled antenna azimuth and elevation patterns are shown in Figure 2(b) and
Figure 2(c) respectively. As seen the model antenna approximates the response of the base station
antenna closely, especially in the main lobes.

Afterwards, the building on which the antennas are mounted is modeled. The building is
modeled by using plates as dictated by the NEC BSC code. In order to include the effects of
the building material’s (the concrete) electrical parameters, the following parameters are used
for modeling (relative dielectric permittivity εr = 3, conductivity σ = 4.8e − 2 S/m and relative
magnetic permeability µr = 1). The base station communication shelter located in the terrace of

(a) (b) (c)

Figure 1: (a) Antenna, and (b) its azimuth plane and (c) elevation plane radiation patterns.
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Figure 2: (a) Antenna model, and (b) its azimuth plane and (c) elevation plane radiation patterns.



1772 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

the building is modeled using perfect conductor plates. The ground level of the building is modeled
via an infinitely large ground plane having the rocky soil earth parameters (relative dielectric
permittivity εr = 5, conductivity σ = 2e− 3 S/m and relative magnetic permeability µr = 1). The
geometry of the house with the antennas is given in Figure 3.

The electric field is calculated at X-Y grid points around the periphery of the house at 1 meter
spacing in both directions forming a 50 × 50m. calculation area with the antennas being in the

x y

z

(a) (b)

Figure 3: Base station building model (a) isometric view, (b) side view.
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Figure 4: Analysis Results for Different Heights. (a) 9.6 m, (b) 10.0 m, (c) 10.4m, (d) 10.8 m, (e) 11.2 m,
(f) 11.6m, (g) 12.0 and (h) 12.4 m.

center. This calculation is repeated for every 0.2 m height from 7.0 m to 12.6 m. All antennas with
their double polarizations are kept active during the simulation and the calculated electric field is
the complex result of the radiation coming from all antennas.

4. ANALYSIS RESULTS

The resulting electric field at every height is plotted in a contour line whose limit level is determined
by the “Information and Communication Technologies Authority (BTK)”, a body governing all
communication issues in Turkey. Although the ICNIRP Guidelines’ maximum permissible exposure
limit for general public safety for 1800MHz is 58.34 V/m (1.375·f1/2), the Turkish Authority lowers
this to 14.47 V/m by adopting a lower factor (0.341 ·f1/2) [3]. The contour line plots for 14.47V/m
are given for all heights from 9.6 to 12.4 m at every 0.4m height in Figure 4. The contour line
actually demonstrates the safety distance around the base station. Below 9.6 m and above 12.4 m,
no safety distance contour line is given because the electric field is under the limit level at all
locations at these heights. As seen from the figures, the safety distance increases at the heights at
which the main lobes of the antennas illuminate the surroundings.

5. CONCLUSIONS

Although the health limit levels are well established and the cellular base station RF infrastructures
are well known, there is still continuing debate about the radiation hazard level of the base sta-
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tions. In this work, the problem is taken from the analysis point of view and the change in safety
distance around a specific base station is analyzed by using ray optic techniques. The analysis
result emphasizes the effect of the antenna pattern in the resulting safety distances.
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Abstract— The equivalent impedance of a system consisting of a uniform current density placed
between two multilayered planar media is derived by using the Green’s function. The impedance
is posed in terms of a semi-analytical expression in which the different physical and geometric
parameters of the system are taken into account. Both media consist of several layers of homoge-
neous materials which are characterized by means of their physical properties. This system is the
basis of many practical applications, such as non-destructive sensing devices, induction heating
or electromagnetic field shielding. Considering these applications, the magnetoquasistatic (MQS)
regime is adopted in this analysis. The analysis also shows that the impedance comprises two
contributions: the first one is dependent of the sources of the fields; the second one is defined
by the effect of the media. According to this analysis, a Green’s function solution is obtained
for each contribution and the total impedance is obtained by adding the two solutions. The
convolution of the Green’s function solutions with the current density is required to obtain the
equivalent impedance of the system; in this case such convolution is reduced to a product in a
transformed version of the problem. Taking advantage of the axial symmetry of the problem, a
spectral transform like the Hankel Transform is used. Some experimental results are provided in
order to verify the developed impedance expression. These results show the dependence of the
complex impedance with respect to the frequency, which is measured by means of conventional
impedance analyzers.

1. INTRODUCTION

The case study is represented in Fig. 1. The uniform current density is represented by a coil
carrying a constant current density of amplitude Je at angular frequency ω. The multilayered
upper and lower media consists of N and M layers of homogeneous material, respectively. The kth
layer is characterized by its electrical conductivity σk and relative magnetic permeability µr k. The
thickness of each layer is dk and other relevant geometrical dimensions of both the coil and the
media are also presented in the Fig. 1. The system exhibits axial symmetry.

This model results of practical interest in different areas, such as magnetic devices for power
electronics, non-destructive sensing, induction heating, wireless power transference and electromag-
netic field shielding. This interest has fostered the appearing of several studies dealing with the
considered system. However, such studies have often been tackled by means of a model of the
coil consisting of adding the effect of several circular filamentary currents [1–3]. Other approaches
include the effect of some materials surrounding the coil [4, 5]; moreover some models carried out
by Finite Element Analysis (FEA) tools have also been proposed [6, 7].

The use of filamentary currents to model the system shown in Fig. 1 gives rise to some con-
vergence problems in calculating the self inductance of the coil, due to the filamentary current
models a singularity. In order to avoid these problems, in this paper the equivalent impedance is
obtained by using the Green’s function. The obtained model is verified by means of impedance
measurements.

2. GREENŚ FUNCTION OF THE INTEREST SYSTEM

In the mentioned areas of interest the quasi-static approximation could be assumed considering the
small dimensions of the typical systems with respect to the involved wavelengths. Thus, a vector
potential A such that the magnetic flux density is B = ∇ ×A and ∇ ·A = 0, satisfies Poisson’s
equation

∇2A− jωσµA = −µJe. (1)

where Je is the current in the coil, and current with harmonic-time dependence has also been
considered.

The solution of the last equation can be derived by means of the Green’s function g(r, r′),
where the vector positions r and r′ refers to the coordinate of the source and the coordinate of the
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Figure 1: Representation of a system consisting of constant current density between two half spaces.

interest point, respectively. The function g(r, r′) is the solution of a diffusion equation which is
similar to (1). This equation is the following

∇2g(r, r′)− jωµσg(r, r′) = −δ(r− r′). (2)

Therefore, the vector potential generated by a current density Je occupying the r′ coordinates
is

A (r) =
∫

µJe

(
r′

)
g(r, r′)dr′. (3)

Considering that the system of Fig. 1 is invariant under translational displacements according
to parallel directions with respect to the boundaries, and also considering the axial symmetry of
the system, it could take advantage of a spectral transformation, like the Fourier-Bessel Transform.
This couple of considerations allows reducing (3) to the following one:

A (β, z) =
∫

µJe

(
β, z′

)
g(β, z, z′)dz′, (4)

where Je (β, z′) and g(β, z, z′) represents the Fourier-Bessel Transform of Je(r′) and g(r, r′), respec-
tively, and β is the integral kernel of the Fourier-Bessel Transform.

The function g(β, z, z′), belonging to the transformed domain, has to be a solution of (2), when
the corresponding inverse transform is applied. Performing this operation and also defining the
following parameter η =

√
β2 + jωµσ, it results

∂2
zg(β, z, z′)− η2g(β, z, z′) = −δ(z − z′). (5)

The solution of the homogeneous equation corresponding to he last one is the following

g(β, z, z′) = A (β) eη(z−z′) + B (β) e−η(z−z′). (6)

Assuming linearity of the media, the Green’s function for a punctual excitation current between
the two multilayered media can be calculated adding the Green’s function of the excitation in the
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air and the Green’s function that considers the multilayered structure. These functions are named
gair(β, z, z′) and gu l(β, z, z′), respectively. Thus, the whole Green’s function is given by

g(β, z, z′) = gair(β, z, z′) + gu l(β, z, z′), (7)

where the notation u l refers to the upper and lower media. The function gair(β, z, z′) is obtained
through the general solution (6) and considering the properties of the air. In that case, the trans-
formed Green’s function in the air reduces to the following expression

gair(β, z, z′) =
e−β|z−z′|

2β
. (8)

The function gu l(β, z, z′) can be calculated by means of the general solution (6) applied to each
layer of the structure because current densities Je do not take place at these positions. Moreover
a couple of additional considerations must be taken into account. First, the Green’s function must
be finite, thus coefficients BM− and AN+ must be equal to zero. Second, the coefficients for the
kth layer can be obtained applying the boundary conditions between contiguous layers. These
conditions, expressed in terms of transformed Green’s functions, are the following

gk−1(β, zk, z
′) = gk(β, zk, z

′), (9)
1

µk−1
∂zgk−1(β, zk, z

′) =
1
µk

∂zgk(β, zk, z
′). (10)

The coefficients Ak and Bk for the different layers, i.e., k ∈ [M− . . . N+], can be calculated
by applying (10) and (10) in each layer recursively. Thus, the Green’s function representing the
contribution of the media is

gu l(β, z, z′) =
1
2β

(
e−βd′u + φle

−β(d′u+2d′l)
)
φue−βdu +

(
e−βd′l + φue−β(d′u+2d′l)

)
φle

−βdl

1− φuφle−2β(d′u+d′l)
. (11)

where distances d′u, d′l, du and dl corresponds to z+
1 − z′, z′ − z−1 , z+

1 − z and z − z−1 respectively,
and coefficients φu and φl can be found in some references [8].

3. IMPEDANCE OF THE COIL

In order to apply (4), the Fourier transform [9], of the excitation current, Je (β, z′), is required. It
can be demonstrated that such transform is given by the following expression

Je (β, z) = jJϕΠ(β, rint, rext) ϕ, (12)

where

Π (β, rint, rext) =
π

2β
rext [J1 (βrext) H0 (βrext)− J0 (βrext) H1 (βrext)]

−rint [J1 (βrint) H0 (βrint)− J0 (βrint) H1 (βrint)] , (13)

being H0 and H1 Struve functions [9]. Considering (3), (4), (8), (12) and (13), the vector potential
at the positions of the coil (zinf ≤ z ≤ zsup) due to the excitation current is

Aair(ρ,z)=
µ0

2
n

h2
(
r2
ext−r2

int

)I ·
∫ ∞

0

Π(β, rint, rext)
β

(
2−e−β(z−zinf)−e−β(zsup−z)

)
J1 (βρ) dβϕ̂, (14)

similarly, the vector potential at (zinf ≤ z ≤ zsup) due to the contribution of the media results

Au l (ρ, z) =
µ

2
n

h2
(
r2
ext − r2

int

)I

∫ ∞

0

Π(β, rint, rext)
β

(
1− e−βh

)

1− φuφle−2β(duc+h+dlc)

·
(
φue−2βduceβ(z−zsup) + φuφle

−2β(duc+h+dlc)
(
eβ(z−zinf ) + e−β(z−zsup)

)

+φle
−2βdule−β(z−zinf )

)
J1 (βρ) dβϕ̂, (15)
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where n is the number of turns of the coil, I is the total current of the coil, and duc, dlc are defined
as z+

1 − zsup, z− inf − z−1 , i.e., duc, dlc corresponds to the distance between the coil and the upper
and lower multilayer, respectively.

Considering that the electric field is related with the vector potential trough E = −jωA, an
electromotive force (emf) can be obtained integrating this field along the path of the coil. Given
the relationship between the emf and the impedance, and also considering (14) and (15), the
impedances for the coil in the air and the contribution of the media results

Zair = 2jωπµ0
n2

h2
(
r2
ext − r2

int

)
∫ ∞

0

Π2 (β, rint, rext)
β2

(
βh + e−βh − 1

)
dβ, (16)

Zu l =
jωπµ0n

2

h2
(
r2
ext − r2

int

)
∫ ∞

0

Π2 (β, rint, rext)
β2

(
1− φuφle−2β(duc+h+dlc)

)
(
1− e−βh

)2

·
(
φue−2βduc + φle

−2βdul + 2φuφle
−2β(duc+dlc)e−2βh

)
dβ. (17)

It should be noted that Zair is purely imaginary and, therefore, it corresponds to an inductance
independent of the frequency, which is in accordance with the adopted constant current model.

4. EXPERIMENTAL RESULTS

An experimental setup according the system shown in the Fig. 1 has been built to verify the
impedance model. Frequency dependent impedances have been measured by means of a precision
LCR meter (Agilent E4980A). The tested coils consist of 24 turns of multistranded wire (Litz wire).
Litz wires having fine strands spread effectively the current over the cross section of the cables,
thus, the assumption of constant currents density is almost fulfilled. The used Litz wire consists
of 35 strands with diameter 150µm. The height of the coil is h = 4 mm. The lower medium was
made with ferrite bars of finite thickness of 3.5mm. A relative permeability of 2000 was and a
null electrical conductivity was assumed for the ferrite. On the other hand, the upper medium
consists of a copper disk with 10 mm of thickness. The explored frequency range was comprised
between 1 kHz to 1MHz. In these experiments the distance from the coil to upper medium varies
from 4 mm to 8 mm, whereas the distance from the coil to the lower medium was fixed at 1.5 mm.
Figs. 2(a) and 2(b) show the comparison between calculated and measured results, both resistance
and inductance. As it can be seen, when the distance between the upper medium and the coil
is increased, the resistance is reduced and the inductance is increased. The reason is that the
conductive media used in the upper medium effectively shields the magnetic field generated by the
coil. At the considered frequency range (from 1 kHz to 1 Mhz) the agreement between the model
and the measurements is enough to consider acceptable the model.

(a) (b)

Figure 2: Comparison between calculated and measured impedance of the coil between the media. (a) Resis-
tances. (b) Inductances.

5. CONCLUSIONS

Integral expressions for calculating the equivalent impedance of a coil between two multilayered
media have been developed. This system has several practical applications. The impedance model
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was derived by means of the Green’s function, which implies a more general frame than others
whose developments are based on filamentary currents Moreover, the convergence of the model
is improved with respect to the mentioned methods and also the computation time is reduced.
The model has been experimentally validated through impedance measurements of a coil with the
additional media. The results points that analytical studies based on Green’s functions permit to
model with remarkably accuracy systems involving constant current densities and several media.
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Abstract— The paper studies the acceleration mechanism of heavy ions of the solar wind in
the interplanetary magnetic field. By means of the octonions, we can draw out the forces in
the electromagnetic and gravitational fields, and rephrase the Lorentz force, gravity, and inertial
force etc. The study claims that there are some new force terms besides the known force terms,
and one new force term can cause the electrons trammel the ions. The contrary motion between
the ion and the electron offers the resistance against the movement of ions. Consequently the
heavy ions keep going forward, while the light ions hobble and alter the directions frequently.
Associating with the ion velocity, the resistance limits the maximum velocity of ions, especially
in the space far from the sun, although the ions are accelerated in the magnetic field.

1. INTRODUCTION

The solar wind [1] mostly consists of the electrons and protons, and about 10% helium ions, and
about 0.1% ions of other elements including the carbon, nitrogen, and oxygen etc. The observational
facts state that the velocities of helium ions are higher than that of the protons [2]. Similarly the
oxygen ions move more rapidly than the helium ions. It activates to suppose there may be one
mechanism to accelerate heavy ions preferentially. By means of the octonion field theory the paper
attempts to explain why the heavy ions displace faster in the solar wind.

In 1861 J. C. Maxwell [3] first represented the electromagnetic theory with the quaternion, which
was invented by W. R. Hamilton in 1843 [4]. Nowadays the gravitational field can be described
by the quaternion as well, although the quaternion space for gravitational field is quite different to
that for electromagnetic field. Simultaneously the electromagnetic field and gravitational field can
be depicted in the octonion space, which comprises the electromagnetic quaternion space and the
gravitational quaternion space [5].

In the octonion space we can define the field strength, field source, linear momentum, angular
momentum, torque, and force of electromagnetic and gravitational fields. The force involves the
known force terms such as Coulomb electric force, Lorentz force, Newtonian gravity [6], and inertial
force etc. And this force definition encompasses some new force terms. One new force term will
cause the charged particles move along the lines of magnetic force.

Due to the existence of magnetic strength, the higher charge ions move quicker, as well as
the heavier ions displace more steadily. Contrastively the electrons transfer slowly to the contrary
direction for their negative charges. The electrons form the resistance medium to slow down positive
ions, so that the ions with various charges have different maximum velocity in the solar wind. For
the same one ion the acceleration effect may be different in solar surfaces for different magnetic
strengths, especially in the solar open field regions.

2. GRAVITATIONAL AND ELECTROMAGNETIC FIELDS

The gravitational field and electromagnetic field both can be illustrated by the quaternion, and their
quaternion spaces will be combined together to become the octonion space [7]. In other words, the
characteristics of gravitational field and electromagnetic field can be described with the octonion
space simultaneously.
2.1. Octonion space
In the quaternion space for gravitational field, the basis vector Eg = (1, i1, i2, i3), and the radius
vector Rg = (r0, r1, r2, r3), with the velocity Vg = (v0, v1, v2, v3). In the quaternion space for
electromagnetic field, the basis vector Ee = (I0, I1, I2, I3), the radius vector Re = (R0, R1, R2,
R3), and the velocity Ve = (V0, V1, V2, V3), with Ee = Eg ◦ I0.

The Ee is independent of the Eg. Both of them can be combined together to become the basis
vector E of the octonion space, that is, E = (1, i1, i2, i3, I0, I1, I2, I3). The octonion radius vector is
R = Σ(iiri + kegIiRi), and the velocity is V = Σ(iivi + kegIiVi). Herein r0 = v0t, t is the time, v0 is
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the speed of gravitational intermediate boson, and V0 is the speed of electromagnetic intermediate
boson; the symbol ◦ denotes the octonion multiplication; keg is the coefficient.

Sometimes the electric charge may be combined with the mass to become the electron or the
proton etc, we obtain the kegRiIi = riii◦I0 and kegViIi = viii◦I0, with i0 = 1. In the same way, the
gravitational intermediate boson and electromagnetic intermediate boson can be combined together
to become the photon etc in some cases.

Table 1: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

2.2. Field Equations
In the octonion space, the gravitational potential is Ag = (a0, a1, a2, a3), while the electromagnetic
potential is Ae = (A0, A1, A2, A3), with Ae = Aq ◦ I0. They can be combined together to become
the octonion field potential A = Ag + kegAe.

The octonion field strength B = Σ(iibi + kegIiBi) is defined as B = ♦ ◦ A = Bg + kegBe, and
consists of gravitational strength Bg and electromagnetic strength Be, with the gauge equations
b0 = 0 and B0 = 0. Herein ♦ = ∂0 + Σ(ij∂j); ∂i = ∂/∂ri; ∇ = Σ(ij∂j).

The gravitational strength Bg includes two components, g = (g01, g02, g03) and b = (g23, g31, g12),

g/v0 = i1(∂0a1 + ∂1a0) + i2(∂0a2 + ∂2a0) + i3(∂0a3 + ∂3a0), (1)
b = i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1), (2)

while the electromagnetic strength Be consists of E = (B01, B02, B03) and B = (B23, B31, B12),

E/v0 = I1(∂0A1 + ∂1A0) + I2(∂0A2 + ∂2A0) + I3(∂0A3 + ∂3A0), (3)
B = I1(∂3A2 − ∂2A3) + I2(∂1A3 − ∂3A1) + I3(∂2A1 − ∂1A2). (4)

In the octonion space, the electric current density Se = qVg ◦I0 is the source for electromagnetic
field, and the linear momentum density Sg = mVg for gravitational field. The octonion field source
S satisfies

µS = −(B/v0 + ♦)∗ ◦ B = µgSg + kegµeSe − B∗ ◦ B/v0, (5)

where q is the electric charge density; m is the mass density; µ is one coefficient, and µg is the
gravitational constant, and µe is the electromagnetic constant; k2

eg = µg/µe; ∗ denotes the conjugate
of octonion.

The octonion field energy density is B∗ ◦B/µg = B∗g ◦Bg/µg +B∗e ◦Be/µe. And B∗g ◦Bg/(2µg) is
the energy density of gravitational field, while B∗e ◦ Be/(2µe) is that of electromagnetic field.

3. GRAVITATIONAL AND ELECTROMAGNETIC FORCES

The electromagnetic and gravitational forces can be defined from the octonion energy. The force
terms include the inertial force, gravitational force, electric force, magnetic force, gradient of energy,
and interacting force between the magnetic strength with magnetic moment, etc.

In the case for coexistence of electromagnetic field and gravitational field, the octonionic angular
momentum density L = l0 +Σ(ljij)+L0I0 +Σ(LjIj) is defined from the octonion linear momentum
density P = µS/µg and octonion radius vector R.

L = (R+ krxX) ◦ P, (6)
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where P = Σ(piii + PiIi); X = Σ(xiii)+ kegΣ(XiIi), with krxX¿ R and krx = 1. The derivation of
octonion physics quantity X is similar to the Hertz vector, and will yield the gravitational potential
as well as the electromagnetic potential. The angular momentum density L includes the scalar part
l0, orbital angular momentum density Σ(ljij), and some other omissible terms etc.

Table 2: The multiplication of the physical quantity in the octonion space.

definition meaning
∇ ·w −(∂1w1 + ∂2w2 + ∂3w3)
∇×w i1(∂2w3 − ∂3w2) + i2(∂3w1 − ∂1w3) + i3(∂1w2 − ∂2w1)
∇w0 i1∂1w0 + i2∂2w0 + i3∂3w0

∂0w i1∂0w1 + i2∂0w2 + i3∂0w3

∇ ·W −(∂1W1 + ∂2W2 + ∂3W3)I0

∇×W −I1(∂2W3 − ∂3W2)− I2(∂3W1 − ∂1W3)− I3(∂1W2 − ∂2W1)
∇ ◦W0 I1∂1W0 + I2∂2W0 + I3∂3W0

∂0W I1∂0W1 + I2∂0W2 + I3∂0W3

3.1. Energy and Torque

In the case for coexistence of electromagnetic field and gravitational field, the octonion energy
density W = w0 + Σ(wjij) + Σ(WiIi) is defined from the octonion angular momentum density L
and octonion field strength B,

W = v0(B/v0 + ♦) ◦ L, (7)

where the −w0/2 is the energy density, which includes the kinetic energy, potential energy, field
energy, and work etc; the w/2 = Σ(wjij)/2 is the torque density.

In the electromagnetic field and gravitational field, the energy density and torque density can
be detected in the space Eg, while the other vectorial parts W0 = W0I0 and W = Σ(WjIj) can
not be currently, although the latter two have an effect on the power and force also.

3.2. Power and Force

In the presence of electromagnetic and gravitational fields, the octonion power density N = n0 +
Σ(njij) + Σ(NiIi) is defined from the octonion energy density W and field strength B,

N = v0(B/v0 + ♦)∗ ◦W, (8)

where −n0/(2v0) is the power density, and the n = Σ(njij) is the function of forces. But the
other vectorial parts N0 = N0I0 and N = Σ(NjIj) may not be detected in the space Eg at present.

The octonion force f of gravitational and electromagnetic fields is defined as f = −n/(2v0),

− 2v0f = v0∇∗w0 + v0∂0w + v0∇∗ ×w + (g/v0 + b)∗ ×w + w0(g/v0 + b)∗

+keg(E/v0 + B)∗ ×W + keg(E/v0 + B)∗ ◦W0, (9)

where the force f includes the inertial force, gravity, Lorentz force, gradient of energy, and interacting
force between dipole moment with magnetic strength etc.

In the gravitational and electromagnetic fields, the above means that the force definition is much
more complicated than before, and encompasses some new force terms. One of them can be used
to explain the acceleration phenomena of heavy ions in the solar wind.

4. ACCELERATION OF HEAVY IONS

Study of the solar wind revealed the velocities of helium ions are higher than that of the protons,
as well as the oxygen ions move more rapidly than the helium ions. The researchers speculate that
there exist one mechanism to accelerate heavy ions preferentially. By means of the octonion force
the paper narrates why the heavy ions shift faster than the light ions in the solar wind.
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Figure 1: The outflow speeds of protons (red) and
O+5 ions (green) in the solar wind detecting by
UVCS are compared with the speeds of blobs from
LASCO (open circles). (Cranmer, 2009).
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Figure 2: As one part of the Sun’s magnetic field,
the interplanetary magnetic field travels outward in
a spiral pattern of a gigantic pinwheel due to the
Sun’s rotation from IMP-1.

4.1. Interplanetary Magnetic Field

The interplanetary magnetic field is one part of the Sun’s magnetic field that is stretched into
the interplanetary space. Because of the Sun’s rotation, the interplanetary magnetic field travels
outward in a spiral pattern of a gigantic pinwheel. The interplanetary magnetic field originates in
the open regions of solar magnetic field. And the field lines emerging from one region do not return
to a conjugate region. The direction of magnetic field in the Sun’s northern hemisphere is opposite
to that in the southern hemisphere.

Along the plane of the Sun’s magnetic equator, the oppositely directed open field lines run
parallel to each other and are separated by the heliospheric current sheet. The current sheet is
tilted and warped, and it has a wavy structure as it extends into interplanetary space. Because the
Earth is located sometimes above and sometimes below the rotating current sheet, it experiences
regular and periodic changes in the polarity of the interplanetary magnetic field. These periods of
alternating positive or negative polarity are known as magnetic sectors. In each magnetic sector,
the solar magnetic fields possess same one polarity.

4.2. Ions’ Movements

In the magnetic sector, the ions of solar wind will be affected by the new force term qv0Σ(Bjij),
besides the inertial force, Lorentz force, gravity, and gradient of energy etc.

Because of the term qv0Σ(Bjij), the ions will move along the lines of magnetic force in the
interplanetary magnetic field, while the electrons along the opposite direction. Therefore the latter
forms the resistance medium to counterwork the ions locomotion by means of a small quantity
of collisions between the ion and electron. The case is quite similar to the air to impose the
atmospheric drag to cumber the movement of the stone and of the paper in the earth’s aerosphere.

When the ion is much heavier than the electron in the solar wind, the heavy ion loses only a
tiny kinetic energy in the course of collision, and will keep the same movement direction almost. If
the mass of ion is small, the case will be quite other, the light ion may lose a lot of kinetic energy
sometimes and change the movement direction after some collisions. In the result, the heavy ions
keep going forward, while the light ions hobble and alter the directions frequently, in the case of
the same average frequency of the ion-electron collisions.

The contrary motion between the ion and the electron will offer the resistance against the ions of
the solar wind shift in the interplanetary magnetic field. And the resistance may be associated with
the ion velocity, and then will limit the maximum velocity of the ion, especially in the interplanetary
space far from the sun. For each kind of ion there is its own magnitude of maximum velocity in
the solar wind.

As an inference, the ion and the electron will be accelerated continuingly on anywhere of the
interplanetary magnetic field when the Bj 6= 0, even in the place quite far from the sun.
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Figure 3: The heavy ions move along the lines of
magnetic force, while the electrons along the op-
posite direction. The heavy ion only loses a tiny
kinetic energy in the course of collision, and keeps
the same movement direction almost.
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Figure 4: The interacting scheme of a light ion with
the electrons in the interplanetary magnetic field.
The light ions lose part of kinetic energy after some
collisions, and then slow down and alter the direc-
tions frequently.

5. CONCLUSIONS

In the electromagnetic and gravitational fields, the field equations and the force can be rephrased
with the algebra of octonions. The related conclusions include the field equation and the force, and
their applications on the mechanism of heavy ion acceleration in the solar wind.

Making use of the algebra of octonions, we can deduce the field equation and the force definition,
and find that one new electromagnetic force term can impose the charge particles to move along
the lines of magnetic force. Consequently the ions in the solar wind will be accelerated along the
lines of magnetic force, while the electrons move along the opposite direction. The electrons will
be combined together to become the resistance medium to cumber the ions movements. The drag
coming from the ion-electron collisions has an impact on the movements of the light ions obviously.
Because of associating with the velocity, the drag force will limit the maximum velocity of ions of
the solar wind in the interplanetary magnetic field.

It should be noted that the study for the acceleration mechanism of heavy ions in the electro-
magnetic and gravitational fields examined only one simple case in the octonion space. Despite
its preliminary characteristics, this study can clearly indicate that the acceleration mechanism of
heavy ions in the interplanetary magnetic field can be deduced from the force definition with the
algebra of octonions, and obtain some inferences such as the continuingly acceleration of ions in the
interplanetary space far away from the sun. For the future studies, the research will concentrate
on only the different acceleration features of various kinds of heavy ions in the solar wind.
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Abstract— The magneto-optic effects and electro-optic effects are the essential optic effects,
although their theoretical explanations are not unified in the classical electromagnetic theory.
Describing with the algebra of octonions, the electromagnetic theory can derive the magneto-
optic effects and the electro-optic effects from the same one force definition in the paper. The
magneto-optic effect is deduced from the known force term, while the electro-optic effect is from
the new force term in the octonion space. This description method is different to that in the
quantum theory as well as the index ellipsoid approach. The study claims that the magneto-optic
and electro-optic effects will be impacted by not only the refractive index and field energy but
also the field strength and other physical quantities.

1. INTRODUCTION

The magneto-optic and electro-optic effects can be used to explain the birefringent phenomenons
and the rotation of polarized plane in the optical medium. The magneto-optic effect includes
the Larmor precession, Zeeman effect, and Faraday effect in the magnetic field. The Faraday
effect is an interaction between the light and magnetic field in a medium. The electro-optic effect
involves the Stark effect, Pockels effect [1], and Kerr effect in the electric field. The Pockels effect
produces birefringence in an optical medium, and the birefringence is proportional to the electric
field, whereas in the Kerr effect it is quadratic in the field.

At present two theoretical methods have been proposed to explain the above optic effects. The
theoretical basis of the magneto-optic effects was developed by J. MacCullagh [2], G. B. Airy,
J. C. Maxwell, and H. A. Rowlland [3] etc.. While the refringent index ellipsoid approach [4] was
presented to describe the electro-optic effects. In the magnetic field, the Faraday effect corrobo-
rates that the light and electromagnetism are related. In the electric field, the Pockels effect can
explain some birefringent phenomenons in the crystals and noncentrosymmetric media, including
the lithium niobate, gallium arsenide, electric-field poled polymers, and glasses etc..

In the electromagnetic field and gravitational field described with the algebra of octonion [5],
the magneto-optic effects, the electro-optic effects, and some new optic effects can be deduced from
the same one force definition. Especially the electro-optic effects can be derived from the new force
terms, including the Stark effect, Pockels effect, and Kerr effect etc..

2. FORCE IN ELECTROMAGNETIC AND GRAVITATIONAL FIELDS

The algebra of quaternions was first used by J. C. Maxwell [6] to describe the electromagnetic theory.
At present the gravitational theory can be depicted with the quaternion also. But the quaternion
space for gravitational field is independent to that for electromagnetic field [7], and these two
quaternion spaces are perpendicular to each other. Two quaternion spaces can be combined together
to become one octonion space, consequently the properties of gravitational field and electromagnetic
field can be described with the algebra of octonions simultaneously.

The force terms of electromagnetic field and gravitational field can be defined from the torque
and energy in the octonion space. This force definition covers all known force terms in the classical
theories, including the inertial force, Newtonian gravitational force, Coulomb electric force, Lorentz
magnetic force, gradient of energy, and the interacting force between the magnetic strength with
magnetic moment, etc..

2.1. Linear Momentum

In the octonion space, we can define the linear momentum from the field source. In the quaternion
space for the gravitational field, the basis vector is Eg = (1, i1, i2, i3), the radius vector is Rg =
Σ(riii), and the velocity is Vg = Σ(viii). In that for the electromagnetic field, the basis vector is
Ee = (I0, I1, I2, I3), the radius vector is Re = Σ(RiIi), and the velocity is Ve = Σ(ViIi), with the
relation Ee = Eg ◦ I0. The Ee is independent of the Eg, and that they can combine together to
become the basis vector E of octonion space, that is E = (1, i1, i2, i3, I0, I1, I2, I3). i = 0, 1, 2, 3.
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The octonion radius vector is R = Σ(riii + kegRiIi), and the velocity is V = Σ(viii + kegViIi).
Herein r0 = v0t, t is the time; v0 is the speed of gravitational intermediate boson, V0 is the speed
of electromagnetic intermediate boson; the ◦ denotes the octonion multiplication.

The gravitational potential Ag = Σ(aiii) combines with electromagnetic potential Ae = Σ(AiIi)
to become the octonion field potential A = Ag + kegAe. The field strength B = ♦ ◦A = Bg + kegBe

consists of the gravitational strength Bg = Σ(biii) and electromagnetic strength Be = Σ(BiIi). The
gravitational strength Bg includes two parts, g/v0 = ∂0a +∇a0, and b = ∇ × a. Meanwhile the
electromagnetic strength Be involves two components, E/v0 = ∂0A + ∇ ◦ A0, and B = ∇ × A.
The gauge equations are b0 = 0 and B0 = 0. Herein keg is one coefficient for the dimensional
homogeneity. The operator ∂i = ∂/∂ri, ∇ = Σ(ij∂j), and ♦ = Σ(ii∂i), with j = 1, 2, 3.

In the octonion space, the electric current density Se = qVe is the source for the electromagnetic
field, and the linear momentum density Sg = mVg for the gravitational field.

The octonion field source S satisfies

µS = −(B/v0 + ♦)∗ ◦ B = µgSg + kegµeSe − B∗ ◦ B/v0, (1)

where B∗ ◦ B/µg = B∗g ◦ Bg/µg + B∗e ◦ Be/µe; k2
eg = µg/µe; µg and µe are the gravitational constant

and electromagnetic constant respectively; q is the electric charge density; m is the mass density;
∗ denotes the conjugate of octonion.

From the linear momentum density P = µS/µg = Σ(piii) + Σ(PiIi), we can define the octonion
angular momentum density L = (R + krxX) ◦ P = Σ(liii + LiIi) in the electromagnetic field and
gravitational field. Herein krx is a coefficient for the dimensional homogeneity; l = Σ(ljij), L0 =
L0I0, L = Σ(LjIj); X = Σ(xiii) + kegΣ(XiIi). The derivation of physics quantity X yields the
gravitational potential and the electromagnetic potential simultaneously.

Table 1: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

2.2. Forces
In the case for coexistence of electromagnetic field and gravitational field, the octonion energy
density W = v0(B/v0 + ♦) ◦ L is defined from the octonion angular momentum density L and
octonion field strength B. Herein W = Σ(wiii) + Σ(WiIi); the −w0/2 is the energy density, the
w/2 = Σ(wjij)/2 is the torque density.

In the octonion space, the octonion power density N is defined as follows,

N = v0(B/v0 + ♦)∗ ◦W, (2)

where N = Σ(niii) + Σ(NiIi). The f0 = −n0/(2v0) is the power density, and the f = −n/(2v0)
is the force density, with the vectorial part n = Σ(njij) in the Eg. The other two vectorial parts
N0 = N0I0 and N = Σ(NjIj) both are in the Ee, and may not be detected at present.

The force density f in the gravitational and electromagnetic fields is,

− 2f = ∇∗w0 + ∂0w + (g/v0 + b)∗ ×w/v0 +∇∗ ×w + w0(g/v0 + b)∗/v0

+keg(E/v0 + B)∗ ×W/v0 + keg(E/v0 + B)∗ ◦W0/v0, (3)

where the force density f includes that of the inertial force, gravity, Lorentz force, gradient of energy,
and interacting force between dipole moment with magnetic strength etc.. This force definition is
much more complicated than that in the classical field theories, and encompasses some new force
terms about the gradient of energy etc..
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Table 2: The multiplication of the physical quantity in the octonion space.

definitions meanings

∇ · p −(∂1p1 + ∂2p2 + ∂3p3)
∇× p i1(∂2p3 − ∂3p2) + i2(∂3p1 − ∂1p3) + i3(∂1p2 − ∂2p1)
∇p0 i1∂1p0 + i2∂2p0 + i3∂3p0

∂0p i1∂0p1 + i2∂0p2 + i3∂0p3

∇ ·P −(∂1P1 + ∂2P2 + ∂3P3)I0

∇×P −I1(∂2P3 − ∂3P2)− I2(∂3P1 − ∂1P3)− I3(∂1P2 − ∂2P1)
∇ ◦P0 I1∂1P0 + I2∂2P0 + I3∂3P0

∂0P I1∂0P1 + I2∂0P2 + I3∂0P3

3. FARADAY MAGNETO-OPTIC EFFECT

In the gravitational field and electromagnetic field, the definition of the force density can draw out
Rowlland’s equation for the magneto-optic effect. Further the Rowlland’s equation can be used to
explain the Faraday effect in the glass, crystal, and liquid etc..

In case the physical system is on the torque steady state, the torque density of the charged
particle, w, will be a constant vector in the magnetic field, that is, (∂0w + ∇∗ × w) = 0. When
(g/v0 + b) = 0 and x0 = 0, Eq. (3) will be reduced to

− 2f ≈ ∇∗w0 ≈ keg(∇∗ ◦A0) ◦P0 + keg P× (∇∗ ×A). (4)

When f = 0, the above can be reduced further as follows,

∂tE ◦ I0 = ∂2
t A ◦ I0 + σ∂t(∂tD×H∗), (5)

where H = B/µe, D = εE, ∂t = ∂/∂t, σ = (qV0)−1. For a tiny volume-distribution region of the
optical medium, H, D, and σ are all mean values.

Considering the following relation obtained from Maxwell equation,

∂tE = v2
0∇×B = −v2

0∇2A,

Eq. (5) can be rewritten as

v2
0∇2A ◦ I0 = ∂2

t A ◦ I0 + εσ∂t

{
(−v2

0∇2A)×H∗} . (6)

Setting the linearly polarized light transmits along the z-axis in the coordinate system (r0, r1, r2, r3),
the above can be reduced to Rowlland’s equation for magneto-optic effect,

v2
0∂

2
3A1 − ∂2

t A1 + MH3∂t(∂2
3A2) = 0, v2

0∂
2
3A2 − ∂2

t A2 −MH3∂t(∂2
3A1) = 0,

where H3 is the z-axis component of H, and M = −v2
0εσ.

According to the form of above equations, we can suppose that one solution is

A1 = A cos(αt− βr3) cos(γt), A2 = A cos(αt− βr3) sin(γt), (7)

and making the substitution we find

v2 = (α/β)2 = v2
0 + MH3(1−Mλ2H3/8πn2), (8)

where v and v0 are the speed of light in the medium and the vacuum respectively. α is the angular
frequency of the transmitted light. γ is the rotation angular velocity of linearly polarized light
transmitted along the optical axis. β is the reciprocal of the speed of light.

The total angle of rotation of the linearly polarized light will evidently be, θ = γD/v. Combining
with the dispersion formula, dβ/dα = (n/v){n− λ(dn/dλ)}, the rotation angle is,

θ = M ′(n/λ0)2 {n− λ(dn/dλ)}H3D, (9)

where M ′ is a constant coefficient. n is the refractive index, λ is the wavelength, and D is the
length of substance. βλ0 = 2πn, αλ0 = 2πv, λ = λ0/n, and v = v0/n. λ0 is the wavelength in the
vacuum.
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The inference is accordant to the existing results from M. E. Verdet, M. Faraday, J. B. Biot,
J. MacCullagh, G. B. Airy, H. A. Rowlland, and J. C. Maxwell etc.. When the A and H in Eq. (6)
are both 3-dimensional quantities, the obtained rotation angle of linearly polarized light will be
more complex than the above. In the magnetic field, the first-order Faraday effect is linear in the
applied magnetic field, while the second-order Faraday effect is quadratic in the magnetic field.
Taking account of the contribution from the force term (∂0w + ∇∗ × w) in the force definition
Eq. (3), we can deal with the second-order Faraday effect.

Table 3: The optic effects and related equations of electromagnetic field.

optic effects equations

Faraday effect 0 = ∇∗w0

magneto-optic Kerr effect 0 = ∇∗w0

Voigt and Cotton-Mouton effects 0 = ∇∗w0 + kegB∗ ×W/v0

self-focusing in the magnetic field 0 = ∇∗w0

Stark effect 0 = ∂0w +∇∗ ×w + keg(E/v0)∗ ×W/v0

Pockels effect 0 = ∇∗w0 + ∂0w +∇∗ ×w
Kerr effect 0 = ∇∗w0 + ∂0w +∇∗ ×w + keg(E/v0)∗ ×W/v0

self-focusing in the electric field 0 = ∇∗w0 + ∂0w +∇∗ ×w

4. POCKELS ELECTRO-OPTIC EFFECT

In the gravitational field and electromagnetic field, the definition of force density can conclude some
equations, which can be used to explain the Pockels electro-optic effect in the glass, crystal, and
liquid etc.. The Pockels electro-optic effect was discovered in 1893 to cause the refractive index to
vary approximately in proportion to the electric strength.

In case the physical system is on one general case, and has to be considered the effect of the w
besides of the w0. When (g/v0 + b) = 0 and x0 = 0, Eq. (3) will be reduced to

− 2f ≈ ∇∗w0 + ∂0w +∇∗ ×w ≈ keg(∇∗ ◦X0) ◦ Z0 + keg(∂0X0 +∇ ◦X0)× Z, (10)

where Z0 = ∂0P0 +∇ ·P, and Z = ∂0P +∇ ◦P0 +∇×P.
When f = 0, the above can be reduced further as follows,

∂tAE ◦ I0 = ∂2
t X ◦ I0 + σ∂t(AE × Z), (11)

where ∂t = ∂/∂t, σ = v0/Z0, AE = ∂0X + ∇ ◦ X0, AB = ∇ × X, Z0 = Z0I0. For a tiny
volume-distribution of the optical medium, P, AE , AB, and σ are all mean values.

Considering the A = ♦ ◦ X and X = ♦∗ ◦ Y, with Y being an octonion, we get

∂tAE = v2
0∇×AB = −v2

0∇2X,

Eq. (11) can be rewritten as

v2
0∇2X ◦ I0 = ∂2

t X ◦ I0 + σ∂t

{
(−v2

0∇2X)× Z
}

. (12)

In the coordinate system (r0, r1, r2, r3), setting the linearly polarized light transmit along the
z-axis, which is the optical axis in the longitudinal Pockels effect, the above can be reduced to,

v2
0∂

2
3X1 − ∂2

t X1 + MZ3∂t(∂2
3X2) = 0, v2

0∂
2
3X2 − ∂2

t X2 −MZ3∂t(∂2
3X1) = 0,

where Z3 is the z-axis component of Z, M = −v2
0σ.

According to the form of above equations, we can suppose that one solution is

X1 = X cos(αt− βr3) cos(γt), X2 = X cos(αt− βr3) sin(γt), (13)

and making the substitution we find

v2 = (α/β)2 = v2
0 + MZ3

(
1−Mλ2Z3/8πn2

)
, (14)
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where v is the speed of light in the medium. βλ = 2πn, and αλ = 2πv.
Therefore, the total rotation angle of the linearly polarized light will evidently be, θ = γD/v.

Combining with the dispersion formula, dβ/dα = (n/v){n− λ(dn/dλ)}, the rotation angle will be
reduced to, θ = M ′(n/λ0)2{n − λ(dn/dλ)}Z3D. Further considering the Ohm’s law J = σ′E and
the condition formula Z = k′J, we obtain the result Z3 ≈ k′(∂tσ

′)E3 when ∂tE3 ≈ 0. And the
angle θ can be written as follows

θ = M ′′(n/λ0)2 {n− λ(dn/dλ)}E3D,

where M ′′, k′, and σ′ are coefficients. E3 is the z-axis component of E. J is the current density.
M ′ is a constant coefficient. n is the refractive index, λ is the wavelength, and D is the length of
substance. βλ0 = 2πn, αλ0 = 2πv, λ = λ0/n, and v = v0/n. λ0 and v0 are the wavelength and the
speed of light in the vacuum respectively.

This inference is accordant to the existing results from F. C. A. Pockels etc.. The above can
be considered as one kind of theoretical explanations, besides the index ellipsoid theory as well
as the quantum theory. And that the angle θ can be affected by some force terms in the electric
field. When X and Z in Eq. (12) are both 3-dimensional quantities, the obtained rotation angle of
linearly polarized light will be more complex than the above. In the electric field, the Pockels effect
is linear in the applied electric field, while the Kerr electro-optic effect is quadratic in the electric
field. Taking account of the contribution of force terms regarding keg(E/v0)∗ ×W in Eq. (3), we
may deal with the Kerr electro-optic effect.

5. CONCLUSIONS

In the electromagnetic field and gravitational field described with the algebra of octonions, the
magneto-optic effect and electro-optic effect are derived from the same one force definition formula.
In the octonion space, the Faraday effect is from the term ∇∗w0, while the Pockels effect from the
terms (∇∗w0 + ∂0w +∇∗ ×w). And that the rotation angle is affected by other force terms.

The theoretical explanation in this paper is different to the classical index ellipsoid approach as
well as the quantum theory. This work indicates that the optic effects will be impacted by not only
the refractive index and field energy but also the field strength and other factors.

It should be noted that the study for the optic effects impacted by the force terms examined only
some simple cases under the octonion force definition deducing from the torque and energy. Despite
its preliminary character, this study can clearly indicate that the magneto-optic effect and electro-
optic effect both can be derived from the same one force definition in the electromagnetic field and
gravitational field. For the future studies, the research will focus on the theoretical explanations
about the birefringent phenomenon in the optical medium as well as the experimental validations
of the self-focusing in the electromagnetic fields.
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Abstract— This paper presents the synthesis of an experimental investigation concerning con-
crete corrosivity and delamination effects on electromagnetic wave propagation in reinforced con-
crete. It demonstrates that the data analysis procedure, proposed in the ASTM D6087 “Standard
Test Method for Evaluating Asphalt-Covered Concrete Bridge Decks Using Ground Penetrating
Radar (GPR)”, is not always valid. A novel methodology of GPR data processing that allows
the detection of areas of high probability of rebar corrosion in concrete is presented.

1. INTRODUCTION

In North America, corrosion of steel rebar is the greatest factor in limiting the life expectancy
of reinforced concrete bridge decks [1]. The corrosion products (rust) cause the creation of cracks
(delamination) at or just above the level of the reinforcement and this affects the structural capacity
of theses structures.

The use of ground-penetrating radar (GPR) technique as a non-destructive testing tool for
assessing the condition of reinforced concrete bridge decks has become a topic of great interest
since the 1970’s [2–5]. In 1997, the Amercian Society for Testing and Material (ASTM) published
the first standard on this topic: ASTM-D6087 “Standard Test Method for Evaluating Asphalt-
Covered Concrete Bridge Decks Using Ground Penetrating Radar (GPR)”.

There are two different GPR data processing methodologies described in the latest version of
the ASTM-D6087 (08). Both methods employ reflection amplitudes. The fist one is relative to the
detection of delamination (concrete deterioration), and the second one relates to the assessment of
rebar corrosion (rebar deterioration).

In 1999, a research project was undertaken by the research group on NDT and instrumentation
(Université de Sherbrooke, Canada) concerning the evaluation of reinforced concrete bridge decks
by the GPR technique. Up to now, GPR surveys have been carried out on approximately 30 bridge
decks [6]. The results of these surveys were compared with the result of the half-cell potential
(HCP) tests and core data. The main results of this project are discussed in the following sections.

2. DETECTION OF DELAMINATION

The first data processing method in the ASTM D6097, the attenuation technique, predicts the
presence of delamination at or above the level of the top layer of reinforcing bar on the basis of
the following condition: Vb < 0.385Vbs, where Vb is reflection amplitudes from the bridge deck
bottom, each scan, Vbs is maximum reflection amplitudes from the bridge deck bottom (all scans),
and 0.385 is a constant derived from research data.

Figure 1 shows a GPR profile collected on a reinforced concrete bridge deck. The horizontal
axis represents the distance along the deck (m), and the vertical axis is depth (cm). This profile
indicates that the reflection amplitude from the bridge deck bottom is almost zero between 1–4m,
around 5m and around 7 m. According to ASTM D6097, the concrete is delaminated in these
areas. The core from the position 5, 6m (Figure 1) shows effectively a delamination in concrete.

 

Figure 1: GPR profile showing delamination in concrete.
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Figure 2 is another GPR profile which shows that the reflection amplitude from the bottom
between 7 and 9 m is similar to that observed elsewhere in this profile. However, hammer sounding
of the deck according to the ASTM D4580 “Standard Practice for Measuring Delaminations in
Concrete Bridge Decks by Sounding” showed that the concrete is delaminated in this area. This
indicates that the ASTM criterion for delamination detection is not always valid.

 

Figure 2: GPR profile showing that delamination has little effect on the reflection amplitude from the
bottom.

3. DETECTION OF CORROSION ACTIVITY

The second data processing method described in the ASTM D6087 standard, the top reinforcing
reflection technique, was added to the standard in 2005. It utilizes the relative reflection amplitudes
from the top layer of reinforcing to assess rebar corrosion. In this method, rebar corrosion is active
if: A < Amax −B dB, where A is reflection amplitudes from the top layer of reinforcing, each scan
(in dB), Amax is maximum reflection amplitudes from the top layer of reinforcing (in dB) and B is
a factor between 6 to 8 dB derived from other deterioration assessment techniques such as bridge
deck bottom inspection and core data.

Figure 3 illustrates the limitation of this approach. It shows a GPR profile and the half-cell
potential (HCP) data collected at the same location on a bridge deck. According to the ASTM
C876 “Standard Test Method for Half-Cell Potentials of Uncoated Reinforcing Steel in Concrete”,
the corrosion probability of rebar is greater than 90% if the HCP value is lower than −350mV and
the corrosion probability is lower than 10% if the HCP value is greater than −200mV.

Figure 3 shows that the HCP values are, in general, lower that −350mV, except in areas around
10m and 24 m. Between 12 m and 22 m, the probability of corrosion is high and the reflection
amplitude at the top rebar is effectively low. However, between 4 and 9 m, the probability of rebar
corrosion is also high but the reflection amplitude at the top rebar is similar to that observed at
about 10 m where the corrosion probability is low (potential = −116mV). This result show that
the ASTM approach concerning the evaluation of rebars corrosion is also not always valid.

4. THE PROPOSED APPROACH

Our experimental work shows that the attenuation of radar waves in reinforced concrete is low in
areas where the HPC value is high (> −200mV), and that this attenuation is high in areas where
the HPC value is low (< −350mV). Figure 3 shows this correlation which was observed on most
of the bridge decks investigated. It was found that the reflection amplitudes from the bridge deck
bottom give more reliable information on the corrosion activity than the reflection amplitudes from
the top layer of reinforcing.

The explanation of the correlation between the HCP data and radar wave attenuation can be
based on the electrical resistivity of the concrete.

Figure 4 gives the variation of the HCP data with electrical resistivity of concrete. This correla-
tion was obtained upon more than 400 measurements on structures in service. Electrical resistivity
measurements were done at the same locations as the HCP measurements with a Wenner probe [7].
The dispersion of the data is notable because electrical resistivity of concrete varies in a large
manner in concrete. However, globally, electrical resistivity values increase when the HCP values
increase, which is in agreement with previously published results on this subject [7]. The approx-
imation of the correlation by an exponential curve is also presented in Figure 4. It can be shown
that the HPC value of −350 mV corresponds approximately to the resistivity value of 100 Ω·m.
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Figure 3: Variation of rebar reflection amplitude as a function of corrosion activity.

 

Figure 4: Experimental correlation between the HCP and electrical resistivity of concrete.

 

Figure 5: Radar wave attenuation vs electrical resistivity of concrete.

Hence, areas of reinforced concrete bridge decks with high corrosion probability of rebar (HCP
< −350 mV) have electrical resistivity lower that 100Ω·m.

Figure 5 gives the correlation between the attenuation of radar waves in concrete and the
electrical resistivity of concrete. This correlation is obtained from the equation of electromagnetic
wave propagation in concrete with a relative permittivity (ε′r) of 9 and for a wave frequency of
1GHz. As shown in this figure, the attenuation is negligible for high electrical resistivity and its
effect on wave propagation becomes, at a resistivity value, lower than 100Ω·m.

5. CONCLUSION

In the light of the results presented in this paper, it appears possible to characterise the corrosion
activity in reinforced concrete bridge decks by means of electromagnetic waves attenuation in the
whole thickness of concrete deck. This approach appears more reliable than that relating to rebar
reflection amplitude.
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Abstract— The electromagnetic (EM) surface wave is defined as a part of the volume wave
propagating along the interface between to different mediums. This kind of EM waves may be
used to assess geological or construction mediums. They are especially needed when no echoes are
detected from nearly bottom interfaces. In this purpose, we proceed to the characterization of the
surface wave by modeling electromagnetic waves centred at 400 MHz frequency. It is visualised
in the time domain as a trace on a radargramme, so its travel time and attenuation are obtained
from the isolated wave impulse. From different travel times in different mediums, the depth of the
propagation layer is deduced approximately and shown to be sufficient for non destructive testing
in civil engineering. In addition, we observed that this layer depth increases with distance from
the source. This propagation layer depth values are found same as that calculated by attenuation,
where we obtained close values for the entire frequency spectrum. The frequency variation of the
propagation depth is also observed and explained.

1. INTRODUCTION

The ground penetrating radar (GPR) is a commonly used technic for non destructive testing (NDT)
in civil engineering [1]. Many applications exist to assess materials by GPR technics in geophysics [2]
and civil engineering [3]. Radar waves are widely affected by concrete properties, giving us many
information about this material state [4]. As a GPR assessment technic, the use of the radar
surface wave (RSW) is shown to be useful for the surface layer concrete [3]. Nevertheless, the
surface propagation layer of this wave kind is not determined, so the depth of the probed layer
is unknown. We cite an important research work evaluating this depth at 20 cm minimum for
frequencies between 100MHz and 450 MHz [5]. Accurate values and behavior of this propagation
layer depth are found in this purpose by calculus based on an explained approach. The calculation
is done on simulation data of models with the finite elements method (FEM) using the COMSOL
software.

2. GPR SURFACE WAVE DEFINITION

The radar surface wave (RSW) are always generated at the interface between to mediums with
different refractive indexes n. This wave is defined as a surface propagating part of the volume
wave in the medium with higher n. It can be detected at contact with the surface or closely
over it. Physical studies of this wave kind is made in several works since late fifties [2, 6–8]. In
these studies, we can find the propagation expression of the RSW including its amplitude variation
during propagation and its travel speed. A wavefronts model is illustrated to explain this wave
propagation.

3. CHARACTERIZATION OF THE RSW IN THE TIME DOMAIN BY FEM MODELING

In this section, antenna radiation is simulated in a bi-dimensional model in order to calculate the
depth of the RSW propagation layer. In this model, an interface is required between two mediums
simulating air and concrete, so the RSW propagates on the concrete surface. RSW propagation
speed is related to the global refraction index n of the overall layer under the surface. So imposing
an in-depth gradient on the concrete refraction index makes possible the calculation of the RSW
propagation depth.

The in-depth gradient of n is defined as a linear variation from n =
√

6 at the surface to n = 3
at 10 cm depth (from a dried state of concrete to its common state [4]). The propagation depth
of RSW can be deduced from the calculation of the overall propagation index probed by the wave
speed. In fact, the propagation speed gives a refraction index value higher than that purely on the
surface.
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The depth probed by the RSW propagation is considered equivalent to that of a TDR probe [5].
In this work, to deduce the overall layer depth, the RSW propagation is modeled as a set of travels.
These travels are equivalents to reflections on an infinitely thin multiple layers, at different depthes
y under the surface. Superposition of theses reflections to the pure surface wave affects the overall
travel time by making it longer due to the higher n at deeper thin pseudo layers. This superposition
gives one single travel equivalent to reflection on a layer situated at Pn depth. We have an overall
wave travel along a total distance D =

√
P 2

n + x2, where x is the surface travel distance. The depth
Pn is considered equals about half that of the total propagation layer PRSW .

So to get the propagation depth, a mean formula based on the CRIM model (mixing relation-
ship [9]) can be used. The geometrical consideration of a pseudo reflection model lead to the
following expression.

T =
nRSW D

c
=

∫ Pn

0

Dn(y)
cPn

dy (1)

where T is the taken time to travel along D. Pn is the equivalent overall reflection depth, nRSW

is the mean refraction index probed during the propagation, n(y) =
√

6 + 10(3 −√6)y is the real
refraction index as expressed in vertical positions y, and c is the speed of light.

The function n(y) being linear, we have an easy to solve integral in (1). We can obtain the
following formula expressing the propagation depth:

Pn = 0.2
nRSW −√6

3−√6
(2)

The RSW speed is calculated from its trace curve tangent (curve of distance versus its arrival
time). From the model, we can extract the radiation signal on the surface at 10 cm distance from
the antenna up to 1m in steps of 1 cm. The RSW picks are easily identified on each radar signal. In
the following figure the RSW trace is represented for two comparative cases: concrete with constant
refraction index, and an other with refraction index as function n(y).

In the Figure 1(a), we show the RSW trace for the two mediums: the homogenous one, and the
n-gradient one. For each trace curve, the tangent at any point equals the punctual wave speed. As a
comparison, we can see that the wave speed (tangent) of the n-gradient medium is less than that of
the homogenous medium. However, this tangent becomes slightly close to that of the homogenous
medium at the higher distance from the antenna (the two curves become nearly parallel). This
means that the probed refraction index increases with the distance, and doesn’t equal the surface
n value everywhere.

This curve characteristic leads to the conclusion that the propagation layer is deeper when
increasing the distance. Moreover, the pseudo reflection depth Pn is calculated and shown in the
Figure 1(b). Its value equals about 10 cm at 20 cm distance distance from antenna , increasing to
nearly 20 cm at 80 cm distance. The depth value uncertainty is due to that of the travel time value
equals 4.4 ps. From the relationship (2), we found ∆Pn = 1 cm.

The RSW gives an interesting characterization depth for construction materials in civil engi-
neering assessment applications. It can be varied from 20±2 cm up to nearly 40±2 cm by changing

(a) (b)

Figure 1: The RSW analysis in time domain. (a) The RSW trace of extrated wave signals for the two
medium cases. (b) The propagation depth versus distance.
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the distance from the antenna between 20 cm and 80 cm. This distance effect may be explained
theoretically by the geometry of the Fresnel zones implied in the RSW ray [10].

4. FREQUENCY DOMAIN CHARACTERIZATION OF THE RSW BY THE FEM
MODELING

In the frequency domain, the RSW is characterized by its amplitude spectrum at frequencies be-
tween 200MHz and 600 MHz. The medium’s main property affecting the amplitude is its atten-
uation factor. So, a complex refraction index n∗ = n′ − jn′′ should be introduced in a medium
to distinguish the RSW behavior in frequency domain. As we used the real n gradient at the
time domain characterization section, in the frequency domain, an in-depth gradient of n′′ will be
introduced in the propagation medium in order to calculate the RSW probed depth.

The RSW propagation is simulated successively in three medium cases: the first is without
attenuation, the second having homogeneous attenuation (n′′ = 0.5 constant), and the third having
an in-depth constant gradient such as n′′ varies from 0 at the surface to 0.5 at 10 cm depth. In all
the three cases, the complex refractive index is n∗ = 3− jn′′.

The RSW propagation depth calculation is based on the same model as the previous section.
So we consider the same layer at depth Pn of the overall pseudo reflection. The mixing relationship
leads to the following attenuation expression:

log An =
2πfD

c
n′′RSW =

2πf

c

∫ Pn

0

D

Pn
n′′(y)dy (3)

where An is the total attenuation, Pn is the propagation depth, n′′RSW is the overall n′′ probed
during propagation, n′′(y) is the imaginary refraction index as expressed in vertical positions y,
and c is the speed of light.

As we used the property n′′(y) = −0.05y, the TDR model and geometrical considerations lead
to the following propagation depth relationship:

Pn = 40n′′RSW (4)

The attenuation is calculated from the amplitudes of the extracted RSW signal on the surface
at positions between 10 cm and 1m from the antenna in steps of 1 cm. These amplitudes are first
normalized to that extracted from the non attenuating medium in order to remove geometrical and
undulatory attenuation effects. So only the absorption attenuation is considered.

In order to calculate a local n′′RSW at positions X, we consider the relative amplitude Ar which
is the ratio An(X+10)

An(X−10) . This is the attenuation along segments 20 cm length giving us the mean
n′′RSW value at positions 20 cm, 40 cm, 60 cm and 80 cm for each frequency. This is shown in the
Figures 2(a) and 2(b) for the homogenous medium and the gradient medium. We can see in the
homogenous medium case that the relative attenuation remains same for all positions, while it
increases with distance in the gradient medium case. Such behavior shows that the gradient makes
the distinction between the different RSW propagation zones for different wave travel distances.
We have higher attenuation, therefore higher probed depth for farther reception positions.

(a) (b)

Figure 2: Relative attenuation in the two mediums at different positions. (a) Homogenous medium. (b)
Gradient medium.
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(a) (b)

Figure 3: Calculated propagation depth in the two mediums at different frequencies. (a) Homogenous
medium. (b) Gradient medium

Figure 4: Propagation depth presentation versus positions.

Using the relationship (4), the propagation depth is deduced at the four positions for all the
frequency and wavelength band (Figure 3(a)). We observe clearly the depth’s increase at lower
frequencies, in addition to that at farther positions. This important frequency effect makes possible
the distinction of deeper propagation zones by increasing the signal wavelength. The depth variation
in wavelengthes is practically linear as shown in the Figure 3(b). We can therefore make accurate
interpolation and extrapolation.

Finally, the depth representation versus positions is shown in Figure 4 for five different fre-
quencies. The depth calculated by the travel time method is very close to that of the attenuation
method at higher frequencies, confirming the accuracy of our calculation approach.

This analysis method gives useful values of the propagation depth. However, the more accurate
depth value will be higher, when we consider that the deeper propagation layers’ contribution on
the RSW amplitude is less then that of the higher layers.

5. CONCLUSION

In this research work, data given from FEM simulation are used to characterize the RSW propa-
gation zone and its probed depth. By the time domain method, we found depth values from 20 cm
to 40 cm, when the distance from the antenna is increased from 20 cm to 80 cm. According to an
independent different method based on the attenuation property, the same values of the depth are
found with more accuracy. In addition, more values are given for different frequencies which show
an increase of depth up to nearly 70 cm with higher wavelengths near 50 cm. We can therefore
control the depth extend whether by changing wavelength or increasing distance from the antenna.
This leads to an interesting technic of assessment in civil engineering and geophysics domains. Some
explanations are made about the depth behavior, but more theoretical treatise is recommended to
predict general formulation instead of an empirical tendency. Laboratory tests on real soil surface
is strongly recommended in order to confirm the simulated characteristics of the RSW propagation
and define technical limits.
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Abstract— The objective of this work is to use Ground Penetrating Radar for the inspection of
brick masonry structures and, in particular, to look for deep unfilled joint defects by developing
a specific signals processing algorithm that facilitate interpretation of GPR profils and improve
its accuracy. This will help the manager to quantify the volume of mortar to be re-injected in
case of reinforcing work.

As a first approach, to better understanding propagation of EM waves in a complex medium as
brick masonry structures, a numerical modeling of a GPR antenna with a central frequency of
1.5GHz is used to simulate the propagation of EM waves in brick masonry structure including
different size of deep unfilled joint defects. The simulations are carried out in a separated bistatic
configuration. For each transmitter position, several signal acquisitions are implemented using a
regularly spaced crescent pattern for the receivers.

The developed signal processing algorithm is based on inverse methods applied in the time do-
main, it analyzes the travel times of the reflected signals by making the assumption that each
point of the modeled space is a reflector. The calculation of the travel time, which helps to
identify the signal corresponding to each point of space, is made by using an estimated speed
of the direct wave between transmitter and receivers in the material, which is then regarded as
representative of the whole of the simulated environment.

Finally, the developed signal processing algorithm is applied on different simulated signals; the
goal is to define its detection limits in terms of size, spacing and depth of the unfilled joint defects.
Therefore highlight the improvements that could make the algorithm for the interpretation and
the accuracy of GPR signals from brick masonry structures.

1. INTRODUCTION

In the framework of a project supported by the Midi Pyrenees Region for the conservation of built
heritage we focused our study on brick masonry structures. In such structures, the degradation of
mortar jointing creates a weakening which can lead to considerable mechanical damage. The mortar
acts as a binder and ensures continuity between the bricks, so the deterioration of this continuity
is a risk for the integrity of the masonry structure [1]. Several Non Destructive Testing Methods
are currently used on masonry structures, their purpose being to determine the geometry and
the internal structure [2]. Some of these techniques are commonly used for masonry investigation
and are the subject of RILEM recommendations [3]. These techniques are: Radar, Microseismic,
Impact-echo (reflection and transmission), Sonic (direct and indirect), Ultrasonic (impulse-echo
and tomography) and Conductivity measurements [1, 2].

The principle of the GPR technique is the emission of an electromagnetic wave by a transmitting
antenna on the surface of a structure. Changes in the propagation medium, such the presence of
reinforcement or unfilled joints (air voids) send back part of these waves towards the surface, where
they are recorded by a receiving antenna. The applications of GPR to civil engineering structures
relate mainly to void, steel rebar or pipe detection and location, and also to the estimation of
the thickness of slabs [4, 5]. Other studies also show the ability of the technique to estimate the
water content of concrete [6, 7]. The main difficulty remains the interpretation of the recorded
radar echoes. Some experience is required to exploit all the information, as is the case for masonry
structures [8], where studies show that it is difficult to obtain quantitative data with the use of
GRP for the control of grouting of unfilled joints [9]. For this reason, many methods of inversion
and data migration have been developed to refocus the scattered signals in the image space at
their real position [10]. Many of the imaging algorithms used for GPR were developed with seismic
applications provided by the geophysical community [11, 12], and a RILEM recommendation has
been edited for NDT of masonry structures [13].
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The present study focuses on the limits of GPR for the detection of air voids in term of dimension
and horizontal resolution. This by applying specific GPR measurement procedures and processing
on simulated signals.

2. DETAILS OF THE RESEARCH

In this study, using a numerical model of a 1.5 GHz GPR antenna (Model 5100) from GSSI R© de-
veloped and validated by Klysz et al. [14, 15]. First we simulate the propagation of electromagnetic
waves in an environment that represents the heterogeneous structure of a masonry structure. Dif-
ferent positions and sizes of air voids are integrated in the structure. Secondly, a specific algorithm
for image processing is applied on the simulated signals to enhance the detection of air voids.

3. DESCRIPTION OF THE ALGORITHM

The algorithm proposed to image the internal condition of the material assumes that, on the studied
area, (a) all points that make up the area are potentially reflecting, and (b) the propagation velocity
is constant and the travel paths are linear (Figure 1).

The algorithm does not need the velocity or geometric models that are generally used in the
migration and inversion of data respectively [16]. It is based on two essential points: The deter-
mination of time zero and the estimation of wave velocity by using the direct wave. The WARR
technique (Wide Angle Reflection Refraction) [17, 18] is used to obtain the direct wave velocity.
The propagation velocity and the correction of time zero are deduced from the slope of the linear
regression computed on these experimental points (Time zero = −offset/velocity). Then it is as-
sumed that all the points of the investigated area are reflectors. Using the calculated time zero
and velocity, it is possible to accurately estimate the time required for the EM wave to go from
the transmitter to each supposed reflecting point then return to the receivers. These times allow
the potential echo corresponding to each point of the investigated space to be located in the whole
signal recorded for each receiver position. Then a time window is applied to the signal to extract
this potential echo. The time window is defined to be the same as the duration of the emitted
signal. The n windowing signals corresponding to n receiver positions are summed. The result is
placed in a matrix according to the spatial coordinates of the assumed reflector. Once all the points
have been processed, the matrix is displayed as an image.

4. NUMERICAL SIMULATIONS

2D simulations of the propagation of electromagnetic waves in heterogeneous walls (327 cm long
and 58 cm thick) were carried out. In the heterogeneous walls (masonry structures), the size of the
bricks was 48× 28× 5 cm and the thickness of the lime mortar joint was 2 cm, the electromagnetic
properties of bricks and joints were estimated at ε′r = 3 and σ = 0.02 S/m for brick and ε′r = 6
and σ = 0.065 S/m for the joints in lime mortar [19]. During the measurements, the position of the
transmitter was fixed in the middle of a brick, and the receiver took 10 positions separated by one
centimeter, the first one being at 13.9 cm from the transmitter. The voids were introduced in the
wall parallel to the measurement surface (Figure 2).

Figure 1: The assumed constant velocity propagation and linear travel.

To estimate the limit of detection in heterogeneous medium, two air voids with dimensions of
0.5 × 0.5 cm and 2 × 2 cm were separately simulated at a depth of 28 cm below the measurement
surface.



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1801

Figure 2: Air void parallel to the measurement surface.

(a) (b)

Figure 3: (a) B-scan with air void (0.5× 0.5 cm). (b) B-scan with air void (2× 2 cm).

The case of the heterogeneous wall is very complex because of the multitude of interfaces between
brick and mortar, which makes the signal difficult to interpret. On the simulated B-scans obtained
on the heterogeneous wall (Figure 3), a multitude of reflections can be seen.

The image reconstructed by means of the processing algorithm is presented in Figure 4. Several
remarks can be made:

- The interface between the bricks and the mortar is clearly visible at about 30 cm depth on
the image.

- The rear face of the wall can be detected even if it is not as clear as the interface.
- The defect 0.5× 0.5 cm in Figure 4(a) is undetectable.
- Finally, the defect 2 × 2 cm Figure 4(b) along the mortar joint is represented by a clearly

visible localized color contrast.

We can distinguish the defect and its position is close to the real position in the structure (beginning
at 28 cm below the measurement surface, 24 cm in the horizontal direction from the first transmitter
position of the first acquisition).

To estimate the limit of horizontal resolution in heterogeneous medium, a pair of two air voids
with same dimensions of 5 × 2 cm were simulated simultaneously at a depth of 28 cm below the
measurement surface and spaced by 5 then 10 cm for the heterogeneous medium.

The corresponding B-scans obtained on the heterogeneous walls are shown in Figure 5.
In the results from the algorithm (Figure 6), the two voids spaced by 5 cm are seen on Figure 6(a)

as one defect; the 5 cm of mortar between the two voids are undetectable. In Figure 6(b) we can
distinguish the two voids spaced by 10 cm of mortar and represented with dimensions close to the
real dimensions of the voids, as well as its real position beginning at 28 cm deep and 24 cm in the
horizontal direction from the first transmitter position.
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(a) (b)

Figure 4: (a) Result given by the algorithm (0.5× 0.5 cm). (b) Result given by the algorithm (2× 2 cm).

(a) (b)

Figure 5: (a) B-scan with two air voids spaced by 5 cm. (b) B-scan with two air voids spaced by 10 cm.

(a) (b)

Figure 6: (a) Result given by the algorithm (5 cm spacing). (b) Result given by the algorithm (10 cm
spacing).

Concerning computer time, one construction image takes less than 1 minute on a very basic
computer.

5. CONCLUSIONS

The purpose of this study was to enhance the use of GPR for the detection of unfilled joints in
masonry structures and, more specifically, to optimization and develop better signal processing
methods. A signal processing algorithm based on velocity and time zero estimation was developed
and its application to simulated signals provided encouraging results as it permitted good location
of unfilled joints. The validation of this process on a full-scale wall provided very promising results
with satisfactory precision and a very low cost in calculation time, results will be published soon.

Still the estimation of wave velocity requires the development of procedures to correct the
estimation error especially for heterogeneous medium and so to increase the accuracy of results.
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An improvement of the algorithm is needed to characterize the size of the defect because, currently,
the result gives only the location of the upper part of the defect.
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ticapteurs. Méthodes directes et inverses en temporel, 2009, http://www.unilim.fr-
/theses/2009/sciences/2009limo4003/notice.htm.

12. Leparoux, D., D. Gibert, and P. Cote, “Adaptation of prestack migration to multi-offset
ground-penetrating radar (GPR) data,” Geophys. Prospect., Vol. 49, 374–386, 2001.

13. “RILEM TC 177-MDT recommendations of RILEM TC177-MDT: Masonry durability and on-
site testing MD.E.1 determination of moisture distribution and level using radar in masonry
built with regular units,” Mater. Struct., Vol. 38, 283–288, 2005.

14. Klysz, G., X. Ferrieres, J. Balayssac, and S. Laurens, “Simulation of direct wave propagation
by numerical FDTD for a GPR coupled antenna,” NDT & E International, Vol. 39, 338–347,
2006.

15. Ferrieres, X., G. Klysz, P. Mazet, and J. Balayssac, “Evaluation of the concrete electromagnet-
ics properties by using radar measurements in a context of building sustainability,” Computer
Physics Communications, Vol. 180, 1277–1281, 2009.

16. Daniels, D. J., Ground Penetrating Radar, 2nd Edition, Institution of Engineering and Tech-
nology, 2004.

17. Viriyametanont, K., S. Laurens, G. Klysz, J. Balayssac, and G. Arliguie, “Radar survey of
concrete elements: Effect of concrete properties on propagation velocity and time zero,” NDT
& E International, Vol. 41, 198–207, 2008.

18. Klysz, G., J. Balayssac, and X. Ferrières, “Evaluation of dielectric properties of concrete
by a numerical FDTD model of a GPR coupled antenna — Parametric study,” NDT & E
International, Vol. 41, 621–631, 2008.

19. Hamrouche, R., et al., “Numerical modeling of ground-penetrating radar (GPR) for the in-
vestigation of jointing defects in brick masonry structures,” Non-Destructive Testing in Civil
Engineering, NDTCE, 2009.



1804 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

GPR Limits for Thin Layers in Concrete Detection: Numerical and
Experimental Evaluation

A. Van der Wielen, L. Courard, and F. Nguyen
University of Liege, Belgium

Abstract— The Ground Penetrating Radar (GPR) is a nondestructive technique increasingly
used in civil structures inspection. In those structures, thin layers, presenting a relatively small
thickness compared to their area, are common and induce a complex multiple reflection scheme of
the GPR waves on the two interfaces limiting the layer. The theoretical relationships predicting
the reflected amplitude are based on multiple simplifying assumptions that are not matched
by most commercial GPR impulse machines. In the first part of this study, we confronted the
theoretical curves with numerical finite difference simulations performed with GprMax2D, with
both a continuous sine wave and a realistic pulse derived from measurements. In the second
part, we performed experiments on two concrete slabs, separated with an air space of variable
thickness. The measured amplitude appeared to be different from the predictions, probably due
to surface noise.

1. INTRODUCTION

1.1. The Ground Penetrating Radar
The Ground Penetrating Radar is an impulse device, often functioning with two bowtie antennas.
It is increasingly used in the civil engineering structures inspection, due to the apparition of new
commercial antennas with frequencies rising up to 3 GHz.
1.2. Thin Layers Detection
The exact equation for reflection from a single embedded layer and considering simple harmonic
waves was reported by Rayleigh [1]. The extension of this theory to seismic wavelets was then
proposed by Widess [2], who set the limit of thin layers to λ/8 and observed a linearity between
the layer thickness and the reflection amplitude.

More recently, different authors [3–5] proposed to perform CMPs and use the amplitude (and
phase) versus offset (A(P)VO) curves to extract more information from the thin layer measurements
with GPR, for geological applications.

2. THEORETICAL BACKGROUND FOR THIN LAYERS DETECTION WITH GPR

The reflection of radar waves on an interface is described by the reflection coefficient R, equal to
the quotient of the amplitude of the incident wave I, and the amplitude of the reflected wave (Fig-
ure 1(a)). In transverse electric mode (the most commonly used in GPR), the reflection coefficient
is governed by Eq. (1), in which εr1 and εr2 are the dielectric permittivities of the layers and θ1 is
the incident angle:

R =
cos θ1 −

√
εr2
εr1
− sin2 θ1

cos θ1 +
√

εr2
εr1
− sin2 θ1

(1)

Figure 1(b) shows the resulting reflection coefficient for various dielectric permittivity contrasts
as a function of the incident angle. We observe that when the deepest layer is faster (i.e., when the
ratio is lower than 1), the reflection coefficient grows smoothly to reach the value of one whereas
when it is slower (ratio greater than 1), the reflection coefficient reaches the value of one as soon
as it reaches the critical angle (from which there is theoretically no more transmission).

When a signal meets a thin layer, it undergoes multiple reflections between the two interfaces
limiting this layer (Figure 2(a)). The amplitude of the resulting wave is dependent on the inter-
ferences between the reflected waves, which can be constructive or destructive in function of the
transfer time into the layer, itself dependant on the thickness and filling material of the layer.

If both geometric and intrinsic attenuations can be neglected, and if the signal is a continuous
plane sinusoid, the resulting reflection coefficient swings between 0 for purely destructive interfer-
ences to, for constructive interferences:

R121 =
2R12

1 + R2
12

(2)
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(a) (b)

Figure 1: (a) Reflection of a wave on an interface. (b) Evolution of the reflection coefficient in function of
the permittivity contrast and incidence angle.

(a) (b)

Figure 2: (a) Multiple reflexion scheme on a thin layer. (b) Evolution of the reflection coefficient in function
of the permittivity contrast and incidence angle.

(a)

(b)

Figure 3: (a) Experimental setup. (b) Reflection coefficient in function of the thickness/wavelength ratio.

In Eq. (2), R121 is the reflection coefficient for a thin layer, while R12 is the coefficient corre-
sponding to the reflection on a simple interface between the two media (Eq. (1)). The reflection
occurring on the thin layer has then a greater amplitude than a reflection that would occur on a
simple interface. The evolution of R121 with the ratio of the layer thickness on the wavelength in
the thin layer is drawn in Figure 3(b).

When the thickness of the layer can be considered as low compared to the wavelength (ratio up
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to 0.09), the reflection coefficient becomes directly proportional to the layer thickness [2, 6]. The
parameters influencing theoretically the visibility of the layer are then the frequency of the antenna
(influencing the wavelength), the layer thickness and its filling (which influences the wave speed
and thus the wavelength). In a lesser extent, the attenuation in the medium, the depth of the layer,
the roughness of the interfaces or the measurement noise can also have an influence.

3. NUMERICAL EVALUATION OF THIN LAYERS DETECTION LIMIT

In the first simulations, performed with the finite differences program GprMax2D [7], a continuous
sinusoidal wave (2.3 GHz) was introduced to match the theoretical results. All the simulations
were performed for an air layer placed at a depth of 10 cm into concrete (εr2

εr1
= 10) and a 4 cm

antenna separation. The reflection coefficient was obtained by comparing the maximum peak-
to-peak amplitude (after suppression of the direct wave) to the amplitude of a wave reflected on
a metallic plane. Doing this way, the contributions of the geometric and intrinsic attenuations
are suppressed, as well as the radiation pattern effects. Those parameters decrease globally the
measured amplitude, but are independent of the reflection coefficient.

Two parameters that werent corrected are the geometric attenuation into the thin layer (which
is different for each ray, depending on the number of reflections) and the fact that the simulated
wave is not plane but cylindrical due to the proximity and frequency of the source. The numerical
results, displayed in Figure 2(b), appeared to be in a relatively good concordance with the analytical
predictions. The best concordance between numerical and analytical predictions was obtained for
vertically incident analytical rays while the angle for the numerical rays is 11.5◦.

In a second set of simulations, a realistic pulse derived from measurements performed with
our radar (a Mala 2.3 GHz antenna) was introduced into GprMax2D instead of a continuous sine.
The reflection coefficient of the realistic pulse is rapidly attenuated, because the two wavelets get
separated from each other. Nevertheless, we can observe that for layers thinner than λ/11, the
reflection coefficient depends linearly on the thickness/wavelength ratio, with a linearity coefficient
equal to [1]:

4π
R12

(1−R2
12)

(3)

4. COMPARISON WITH EXPERIMENTAL RESULTS

In reality, a key point that should be considered is the signal noise. Indeed, no wavelet will be
detected if its amplitude is inferior to the global noise. The amplitude ratio of the direct wave in
the air to the permanent noise of the signal is evaluated to 1.5 10−3. This is theoretical lowest
reflection coefficient detected by radar, will never be detected in reality, as geometric and intrinsic
attenuation decrease the amplitude with the propagation distance, respectively proportionally and
with a negative exponential factor. Another parameter that can modify the amplitude is the
presence of the interface air-concrete just below the radar. Surprisingly, in numerical simulation,
this tends to increase the amplitude of the measured wavelet. This increase hasn’t be observed yet
in laboratory.

The first experimental study was performed on two 10 cm thick concrete slabs. They were cast
vertically in order to present very smooth and parallel surfaces. Between the slabs, a variable
air gap was introduced (Figure 3(a)). As for the computations, the direct wave was subtracted
from the resulting signal, and the amplitude was compared to the amplitude obtained with a
metallic sheet instead of the air gap. Results are shown in Figure 4b, in which they are compared
to a theoretical curve calculated for a reflection coefficient air-concrete of 0.45. This coefficient
was derived from experimental wave speed evaluation and confirmed by comparing the measured
amplitudes of air-concrete and air-metal reflections.

The results show a quasi-linear behavior, but shifted towards lower reflection coefficients, com-
pared to the theoretical curve. This could be explained by the difficulty to remove the direct wave
from the measurements, which could be explained by two phenomena. The first one is the presence
of numerous air bubbles appearing beneath the entire concrete surface, which create very different
traces influencing the mean trace measured on the slabs. Moreover, both the direct wave and the
signal mean amplitude revealed to be affected by a time drift during the radar first minutes of
operation. A global error may then have occurred into the direct wave subtraction or into the total
reflection comparison.
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5. CONCLUSION

When the excitation signal is sinusoidal, FDTD simulation results are close to theory. This is also
the case for realistic pulses if the thickness remains inferior to λ/11 (for a 10% error). For those
thicknesses, we have a linear dependence, which was confirmed by the experimental tests. However,
probably due to the presence of surface imperfections, the measured reflection coefficients didn’t
match the theoretical ones very well. In the future, the same tests will be performed on very smooth
and homogeneous slabs to avoid this difficulty.
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Abstract— Insulated concrete form (ICF) construction consists of interlocking polystyrene
forms and poured-in-place concrete. The forms are left in place after the concrete is poured
to form an efficient insulation barrier. Consequently, it is difficult to ascertain the presence of
flaws in the concrete, such as voids at the boundary between the form and the concrete, using
traditional inspection methods without removing, and thus damaging the polystyrene forms. In
a research investigation, it was found that ground penetrating radar (GPR) utilizing a 1.6 GHz
center-frequency antenna is useful for locating voids at the concrete-form boundary and voids
buried in the concrete The highest quality data were obtained from vertical profile lines. The
detection of the voids was possible by performing a background-removal process to the data
that stripped the direct-coupling between the transmit and receive antennas, which effectively
isolated the concrete surface reflection. Mapping the change in arrival time and amplitude of
the concrete surface reflection was useful in characterizing, to some extent, the dimensions and
depths of the voids. The detection of voids buried 2.5 to 10.8 cm (1.0 to 4.3 in.) in the concrete
was also achieved after 3 days of curing. Additional data processing was required to enhance
the detectability of the buried voids. The generation of a 3-D dataset and subsequently viewing
thin depth slices of data was useful in distinguishing the void reflections from the reinforcing
reflections.

1. INTRODUCTION

Ground penetrating radar (GPR) is a non-destructive testing methodology that employs the trans-
mission and reception of radio waves to detect inhomogeneities in many different media. The
method has been used for over 40 years for a wide range of imaging purposes. In the past 10 years
the method has been used extensively for concrete imaging applications. Examples abound in pub-
lished literature of its use for the detection of reinforcing in concrete and concrete deterioration.
[1] presents a thorough review of research performed in this area.

There does not appear to be much work done in the area of using GPR for assessment of insulated
concrete form (ICF) construction. Insulated concrete form construction consists of interlocking
polystyrene forms and poured-in-place concrete. The forms are left in place after the concrete is
poured to form an efficient insulation and sound barrier. The construction method first appeared
in the late 1960s (see web address reference at end of paper) and has steadily grown in popularity.
It is difficult to ascertain the presence of flaws in the concrete, such as voids at the boundary
between the form and the concrete using traditional inspection methods without removing, and
thus damaging the polystyrene forms. It has been observed in a study conducted by the Portland
Concrete Association (PCA) that proper procedures must be followed when pouring concrete in
ICFs or voids readily develop [3]. Ground Penetrating Radar (GPR) was implemented in the PCA
study and did successfully locate a number of voids.

It is already known that GPR can be used to detect voids in ICF forms. However, there are
a number of things that are not apparent such as: (1) how difficult it is to detect these voids
(i.e., does it require an expert user); (2) what are the range of void sizes that can be detected; (3)
can voids buried in the concrete be detected — and if so, how soon after the concrete is poured?
The investigation presented in this paper was conducted to answer these questions. The following
sections of this paper detail the construction of 2 ICF sections with voids and the application of
GPR to detect and characterize the voids.

2. ICF FORMS WITH VOIDS

Two flat panel ICF forms with dimensions 1.2×1.2m (4×4 ft) were procured for the investigation.
The forms consist of 5.4 cm (2.125 in.) thick polystyrene walls separated by 18.1 cm (7.125 in.). The
walls are connected using 0.6 cm (0.25 in.) diameter steel ties as shown in Fig. 1(a).

In typical construction, horizontal and vertical reinforcing bars are tied to the steel ties. In this
investigation 13 mm (0.5 in.) diameter reinforcing bars were used. Vertical reinforcing bars were
placed at a 30 cm (12 in.) interval. Horizontal reinforcing was also spaced at 30 cm (12 in.) intervals.
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(a) (b)

Figure 1: (a) Insulated concrete form. This picture shows the steel ties connecting the two 5.4 cm (2.1 in.)
thick polystyrene forms. (b) Two 1.2 × 1.2m (4 × 4 ft) ICF forms with outline of voids drawn on surface.
All the voids in Block A are flush to the backside of the form and all the voids in Block B are buried. The
red lines denote the location of horizontal reinforcing bars.

The numerous photos in the ICF paper [3] reveal voids forming beneath the horizontal reinforcing.
Consequently, the voids emplaced in the ICF forms for this investigation were all located below the
horizontal reinforcing. The voids were created using closed-cell styrofoam sealed in thin plastic and
taped to either the side of a form for flush mounting, or to one or more reinforcing bars and steel
ties for cases where the void was buried in the concrete. Fig. 1(b) shows the location and (x, y)
dimensions of the voids on the two 1.2 × 1.2m (4 × 4 ft) ICF sections. The red lines in Fig. 1(b)
denote the position of the horizontal reinforcing. All the voids in ICF Section A are flush to the
polystyrene form. Three different void (x, y) sizes were used: (1) 4.5 × 4.5 cm (1.8 × 1.8 in.); (2)
9.0× 9.0 cm (3.6× 3.6 in); and (3) 18.1× 18.1 cm (7.1× 7.1 in.). The top row of voids in Section A
were all 1.3 cm (0.5 in.) in thickness and the middle and bottom rows were 2.7 and 5.4 cm (1.0 and
2.1 in.) in thickness, respectively. The width of the largest void was chosen to match the spacing
between the clips in the forms for steel tie attachment. The fractional areas of the mid-size and
smallest voids relative to the largest void were 1/4 and 1/16, respectively.

All the voids in Section B, except for the largest void in Section B, were buried between 2.5 and
5.1 cm (1.0 and 2.0 in.) in depth. The largest void was buried 10.8 cm (4.3 in.) in the concrete. The
thicknesses of the buried voids were between 2.7 and 5.4 cm (1.0 and 2.1 in.).

A 3000 PSI pea gravel concrete was poured in two lifts. Each lift was vibrated using a 1.5 HP
electric concrete vibrator with a 5.1 cm (2 in.) head. The vibrator was inserted into the sections of
concrete that were clear of voids or sections that contained thin voids (so as to avoid the possibility
of the vibrator knocking the voids off their taped locations) and lifted at a rate of about 2.5 cm
(1.0 in.) per second.

3. DATA COLLECTION

A GSSI StructureScan Mini handheld GPR unit was used for data collection. The unit, shown in
Fig. 2, has 1.6 GHz center-frequency transmit and receive antennas separated by 6 cm (2.4 in.).

Data were collected on the concrete over a number of days starting one day following pouring.
As expected, the voids flush to the form were immediately apparent in the data that was only
minimally processed using vertical FIR filters and automatic gain. Fig. 3 shows the minimally
processed data obtained from vertical lines centered over the different size targets. The vertical
axis in the images is depth relative to the surface of the polystyrene, using the radar wave velocity
in free space in the depth calculation. The top of the voids therefore correspond to the back side
of the polystyrene at 5.4 cm (2.1 in.) depth in the figures. The backside arrival time and the
direct-coupling arrival time interfere to create the thick white-black-white band in the data.

The arrival times from the voids in the minimally processed data presented in Fig. 3 are not
sufficiently isolated from the direct coupling to allow void size estimation.

Data were also obtained over horizontal lines. The voids were also detected in data obtained
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Figure 2: GSSI StructureScan Mini handheld GPR unit used for data collection.

(a) Vertical profile line centered over 4.5 x 4.5 cm (1.8 x 1.8 in.) voids 

(b) Vertical profile line centered over 9.0 x 9.0 cm (3.6 x 3.6 in.) voids 

   
(c) Vertical profile line centered over 18.1 x 18.1 cm (7.1 x 7.1 in.) voids 

1.3 cm (0.5 in.) thick void 

2.7 cm (1.0 in.) thick void 

5.4 cm (2.1 in.) thick void 

1.3 cm (0.5 in.) thick void 

2.7 cm (1.0 in.) thick void 

5.4 cm (2.1 in.) thick void 

1.3 cm (0.5 in.) thick void 

2.7 cm (1.0 in.) thick void 

5.4 cm (2.1 in.) thick void 

Figure 3: Minimally processed data obtained from vertical profile lines centered over 1.3, 2.7, and 5.4 cm
(0.5, 1.0, and 2.1 in.) thick voids flush to the backside of one of the ICF forms.

(a) Horizontal line data obtained in an area free of voids 

(b) Vertical line data obtained in an area free of voids. 

Figure 4: Comparison of (a) horizontal profile line data and (b) vertical profile line data in areas free of
voids.
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along horizontal lines. However, the horizontal line data were negatively impacted by reflections
from the plastic backing behind the sockets in which the metal ties fit. These reflections, although
weak, interfere with the reflections from the voids. The interference was even more significant when
attempting to detect the buried voids. In Fig. 4, data obtained by vertical and horizontal profile
lines away from known void locations are compared. All subsequent figures and discussion focus
on data obtained from vertical profile lines.

Subsequent to the profile line data obtained over the centers of the voids in day 1, additional
data were obtained in Day 8 along vertical profiles spaced approximately 5.1 cm (2 in.) apart. The
3D images generated from the data were useful in the detection of the buried voids.

4. FLUSH VOID DATA ANALYSIS

Detecting voids flush to the backside of the ICF form using the appropriate GPR equipment is a
straight-forward task that does not require any significant data processing or extensive training. The
gathering of quantitative information, such as the void surface area and thickness requires further
data processing. The fact that the polystyrene form has very similar electromagnetic properties to
air means that a scan of data obtained with the antenna in air can be subtracted from the scans
of data obtained on the form to remove the direct-coupling and therefore isolate the reflection
from the backside of the form. Deviations in the backside arrival time would then be associated
with voids and the magnitude of the time deviation would be assumed to be associated with void
thickness. This methodology was performed on a sequence of vertical profile lines obtained at a
5.1 cm (2.0 in.) spacing over the voids 8 days following pouring. Fig. 5 shows a vertical profile
line over the 9.0 × 9.0 cm (3.6 × 3.6 in.) voids. The yellow line in Fig. 5 tracks the peak of the
concrete surface reflection. The corresponding calculated thickness of the polystyrene is plotted in
the bottom half of Fig. 5. The void surface extents are indicated by the red lines.

Figure 5: Data from vertical profile over centers of 9.0× 9.0 cm (3.6× 3.6 in.) voids flush to backside of the
form. The Yellow line tracks the concrete surface reflection after performing an airwave subtraction. The
backside arrival times converted into polystyrene thickness are plotting on the bottom half of the figure.

Figure 6: Data from vertical profile over centers of 18.1×18.1 cm (7.1×7.1 in.) voids flush to backside of the
form. The Yellow line tracks the concrete surface reflection after performing an airwave subtraction. The
backside arrival times converted into polystyrene thickness are plotted on the bottom half of the figure.

There is a measureable increase in the arrival time from the concrete surface reflection that
generally correlates with the thickness of the 1.3 cm (0.5 in.) void and underestimates the thickness
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(a) (b)

Figure 7: (a) Calculated polystyrene thickness (which is also the concrete surface depth) obtained from
plotting the concrete surface reflection arrival times from a series of vertical profile lines. Black outlines
correspond to the surface extents of voids flush to the backside of the form. (b) Concrete surface reflection
amplitudes from a series of vertical profile lines. Black outlines correspond to the surface extents of voids
flush to the backside of the form.

of the 2.7 cm (1.0 in.) and 5.4 cm (2.1 in.) voids. The arrival times from the bottom of the largest
surface area voids, shown in Fig. 7, overestimate the true thickness of the voids.

Diffractions from the top edges of the voids and the reflections from the nearby horizontal
reinforcing constructively and/or destructively interfere with the reflections from the bottom of the
voids, which result the variations in calculated void thickness obtained by tracking the positive
peak of the reflection waveform. The impact of the nearby reinforcing is particularly evident in
the surface reflection arrival from the right side of the 1.3 cm (0.5 in.) thick void in Fig. 6. Close
examination of Fig. 6 also reveals that the increase in time doesn’t necessarily relate to the lateral
extents of the voids. A clearer picture of the relationship between increasing concrete surface
reflection arrival times and the size and thickness of voids emerges when the surface reflection is
tracked for vertical profile line data obtained at 5.1 cm (2 in.) increments over the form. The
calculated polystyrene thickness from the surface reflection associated with a sequence of profile
lines is presented in Fig. 7(a). The black outlines correlated to the surface extents of the voids.

All of the voids are detectable in Fig. 7(a). The maximum calculated void thickness for voids
with extents 9.0 × 9.0 cm (3.6 × 3.6 in.) or greater with thicknesses of up to 2.5 cm (1 in.) are
generally related to the actual void thickness. The surface extents of the voids are more difficult
to accurately assess. The vertical bands in Fig. 7(a) are associated with the plastic anchor that is
embedded in the polystyrene at approximately 20 cm (8 in.) intervals. One out of every 4 vertical
profile lines crossed directly over the anchor.

The amplitude of the delayed surface reflection was also plotted and is shown in Fig. 7(b).
Interestingly, there is very good correlation between the surface extents of the 18.1 × 18.1 cm
(7.1× 7.1 in.) voids, and somewhat less correlation with the 9.0× 9.0 cm (3.6× 3.6 in.) voids. The
4.5× 4.5 cm (1.8× 1.8 in.) voids also create a 1–3 dB amplitude anomaly.

5. BURIED VOIDS DATA ANALYSIS

The vertical profile line data were found to be the most useful for buried target detection because
they contained less clutter from the vertical plastic supports and metal ties. The clutter that was
present in the data from these objects appeared as horizontal bands.

Additional data processing was performed on the buried void data to remove all the continu-
ous horizontal reflections and clutter bands. An average scan was obtained for each profile and
subtracted from the data. The data were then bandpass filtered and a 2-point 10–48 dB gain was
applied to the data to accommodate for propagation loss.

The processed data from a vertical profile line over three 9.0 × 9.0 cm (3.6 × 3.6 in.) voids
buried 2.5 to 5.1 cm (1.0 to 2.0 in.) deep are shown in Fig. 8. The three images in the figure were
obtained after 3, 8, and 14 days of curing. To the trained eye, the targets buried 2.5 cm (1 in.) were
detectable and distinguishable from the reinforcing reflections after 3 days of curing. The center
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(a) 3 days of curing. 

(b) 8 days of curing. 

(c) 14 days of curing 

5.4 cm thick 

2.5 cm depth 
2.7 cm thick 

2.5 cm depth

5.4 cm thick 

5.1cm depth

5.4 cm thick 

2.5 cm depth 
2.7 cm thick 

2.5 cm depth

5.4 cm thick 

5.1cm depth

5.4 cm thick 

2.5 cm depth 
2.7 cm thick 

2.5 cm depth

5.4 cm thick 

5.1cm depth

1.3 cm (0.5 in.)

diameter reinforcing

bars

1.3 cm (0.5 in.) 

diameter reinforcing

bars

1.3 cm (0.5 in.)

diameter reinforcing

bars

Figure 8: Comparison of data obtained from vertical profile over 9.0× 9.0 cm (3.6× 3.6 in.) voids buried 2.5
and 5.1 cm (1 and 2 in.) depths in the concrete following 3, 8, and 14 days of curing.

(a)  3 Days of curing

(b) 8 Days of curing

5.4 cm (2.1 in.) thick 

10.8 cm (4.3 in.) depth

Figure 9: Comparison of data obtained from vertical profile over 9.0× 9.0 cm (3.6× 3.6 in.) voids buried 2.5
and 5.1 cm (1 and 2 in.) depths in the concrete following 3, 8, and 14 days of curing..
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(a) 1.25 cm (0.50 in.) slice depth (b)  3.9 cm (1.53 in.) slice depth 

(c)  5.0 cm (1.97 in.) slice depth  (d) 5.7 cm (2.24 in.) slice depth 

(e)  9.7 cm (3.80 in.) slice depth 

Horizontal

reinforcing

2.5 cm depth

voids

5.1 cm 

depth void

5.1 cm depth

voids

10.8 cm 

depth void

Figure 10: Thin, 0.1 cm (0.04 in.), depth slices from vertical line data after 8 days of curing over buried voids.

target, buried at a 5.1 cm (2.0 in.) depth is not easily isolated from the surrounding clutter. After
8 days of curing, this reflection is noticeable.

Figure 9 shows that the 18.1 × 18.1 cm (7.1 × 7.1 in.) target buried 10.9 cm (4.3 in.) in the
concrete is detectable in both the 3 and 8 day data obtained from vertical profile lines over the
center of the void. Again, to the trained eye, the presence of this void is evident, but to the
unpracticed observer, it is far from clear that this is a void. It may be necessary in some cases to
obtain a better understanding of the locations of the reinforcing and enhance the detectability of
the buried voids by collecting a series of vertical profiles and creating a 3-D data cube.

Then horizontal slices of the data can be viewed in a 3-D rendering graphics program to image
the voids. Fig. 10 shows 0.1 cm (0.04 in.) thick depth slices from vertical profiles obtained over the
buried targets after 8 days of curing.

The thin slices capture the portion of the reflection waveform at the particular arrival time,
which is converted to depth in Fig. 10. Therefore, the voids appear as light or dark anomalies,
depending on the portion of the reflection waveform the slice intersects. The locations of the
horizontal reinforcing are depicted in Fig. 10 at a slice depth of 1.25 cm (0.50 in.) The 2.5 cm (1 in.)
deep voids are observed in a 3.9 cm (1.53 in.) depth slice. Both 5.1 cm (2 in.) deep voids are shown
in the 5.7 cm (2.24 in.) depth slice. The void buried 10.9 cm (4.3 in.) is the dominant feature in the
9.7 cm (3.8 in.) depth slice.

6. DISCUSSION

It is a straight-forward task to detect, and to some degree characterize, voids flush to the backside of
the ICF forms using appropriate GPR equipment, data collection, and data processing techniques.
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The detection of these voids could conceivably be performed during pouring to locate sections of
concrete that require additional vibration.

Alternatively, after the concrete is consolidated, GPR can be used as a quality control tool to
assess the extent of voids flush to the back side of the form. The data collection methodology
could consist of either a random set of vertical profile lines of data in which the percentage of voids
detected per linear meter of data could be extrapolated to estimate the percentage of voids in the
entire concrete structure. A second, more detailed, approach is to obtain data at a regular spacing
and map the void extents in 3D coordinates so as to reconstruct the void surface area and provide
an estimate of void depth as shown in Figs. 8(a) and 9.

The detection and characterization of voids buried in the concrete is limited by the clutter in
the data caused by steel reinforcing, steel ties, plastic anchors embedded in the polystyrene forms,
and the attenuation rate of the radar waves. Obtaining data from vertical profile lines minimizes
the clutter from the regularly-spaced construction materials. The additional data processing steps
yielded data that contained mostly reflections from the horizontal reinforcing and the voids. The
main challenge after a minimum amount of curing, which will vary depending on the concrete mix,
is to distinguish the reflections from the reinforcing from reflections from voids. The fact that the
horizontal reinforcing are truly horizontal and must be placed at regular intervals because they
are tied to the steel ties is significant in terms of distinguishing reinforcing reflections from void
reflections. An experienced GPR operator could collect a number of vertical profiles, taking care
to start the profile at the same vertical location, and mark out the reinforcing locations on the ICF
surface. Then, any anomalies that appear in the data between the reinforcing reflections would
necessarily be associated with voids. The alternative is to obtain data along a series of vertical
parallel profile lines and construct 3-D depth slices, which were very useful in detecting all the
buried voids 9.0× 9.0 cm (3.6× 3.6 in.) in dimensions after 8 days of curing in this study.

7. CONCLUSIONS

This investigation of the detectability of surface and buried voids in ICF concrete construction
using GPR reveals that GPR, when appropriate equipment, data collection, and data processing
techniques are employed, is very useful for detecting and characterizing surface voids. In terms
of data collection, vertical profile line data contained less clutter from the metal ties and plastic
anchors than horizontal profile line data. It was also found that buried voids can be detected after
as little as 3 days of curing, depending on the concrete. The detectability of the buried voids
increases as the concrete cures. Care must be exercised in interpreting data to locate buried voids
as there can be confusion between void reflections and similar appearing reinforcing reflections. In
some cases it may be beneficial to construct a 3-D data volume from a series of parallel lines of data
and view depth slices to isolate the void reflections from the reinforcing reflections, which appear
as continuous horizontal bands in the depth-slice data.
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Abstract— Medical applications of microwaves (i.e., a possibility to use microwave energy
and/or microwave technique and technology for therapeutical purposes) are a quite new and a
very rapidly developing field. Microwave thermotherapy is being used in medicine for the cancer
treatment and treatment of some other diseases since early eighties. In this contribution we would
like to offer general overview of present activities in the Czech Republic, i.e., clinical applications
and results, technical aspects of thermo therapeutic equipment and last but not least, prospective
diagnostics based on microwave principals ant technology and instrumentation.

1. INTRODUCTION

In this paper we would like to outline scope and new trends in medical applications of microwaves
(i.e., microwave energy, microwave technique and technology), see Refs. [1–4]. We can divide these
results and new trends into two major groups:

- clinical results and trends,
- technical results and trends.

2. CLINICAL RESULTS AND TRENDS

Applications of microwaves in medicine is a quite a new field of a high interest in the world (since
early 80’s). It is necessary to mention one of the most important trends in the research of medical
applications of microwaves, i.e., the thermal effects of EM field (since early 80’s a microwave
thermotherapy is used for cancer treatment, for urology in BPH treatment and for some other
areas of medicine; it can be used also in combination with other complementary treatment methods,
eventually).

To give a basic overview, we can divide medical applications of microwaves in following three
basic groups according to purpose, how are microwaves used:

- Microwave energy and/or technique used for the treatment of patients (with the use of
either thermal or non-thermal effects — sometimes both of these types of effects can play its
role).

- Microwave energy and/or technique used for diagnostics of diseases (e.g., by aid of permit-
tivity measurements, attenuation measurements and very prospective in the near future can
be a microwave tomography).

- Microwave energy and/or technique used as a part of a treatment or diagnostic system
(e.g., linear accelerator).

As is given above, until now medical applications of microwaves are above all represented by
the treatment methods based on thermal effect — i.e., we can speak about the Microwave ther-
motherapy, which can be further divided into three different modalities distinguished according to
the goal temperature level or interval:

- diathermia: heating up to 41◦C (applications in physiotherapy)
- hyperthermia: heating into the interval of 41–45◦C (applications in oncology)
- thermodestruction/thermoablation: over 45◦C (applications in urology)

First three of the following list of thermotherapeutical applications are just largely used in many
countries around the world, last three instead are in this moment in the phase of very promissing
projects:

- Oncology — cancer treatment.
- Physiotherapy — treatment of rheumatic diseases.
- Urology — BPH tratment.
- Cardiology — heart stimulations.
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- Surgery — growing implants.
- Opthalmology — retina corrections.

e.g., in cancer treatment is thermotherapy usually used in the combination with some of other
modalities used in the clinical oncology (e.g., radiotherapy, chemotherapy, immunotherapy or
chirurgical treatment). It is used in USA, Japan and in many countries in Europe, including
Czech Republic, from early 80s. Up to now local microwave hyperthermia for cancer treatment and
thermotherapy of BPH are the most significant medical application of microwaves here In Czech
Republic we have treated more than 500 patients. Results of the treatment of one of our patients
group is given the following table:

Table 1: Clinical results of cancer treatment by radiotherapy.

Complete response of the tumor 52.4 %
Partial response of the tumor 31.7 %
Without response 15.9 %

Successful treatment thus has been indicated in the case of 84% of patients. This corresponds
very well to the results published in EU and USA. Actual informations about microwave thermother-
apy and its new developments is possible to get from “International Journal of Hyperthermia” issued
by European Society for Hyperthermia Oncology (ESHO) together with North American Hyper-
thermia Society (NAHS) and Asian Society of Hyperthermia Oncology (ASHO). On the following
photography, one of our patient represents typical results of the treatment.

before the trea tment    at the end of the treatment 

 2 months after the treatment 1 year after the treatment 

Photo 1: Patient treated at the Institute of Radiation Oncology in Prague (combination of hyperthermia
and radiotherapy).

Very interesting results for the future can give the research of microwave medical applications
based on non-thermal effects. In the literature it is possible just now to identify research projects
on:

- pain “reduction” (analogicaly to analgetics),
- possibility to increase of reaction capabilities of a human being,
- to examine the teaching capabilities, etc.

3. TECHNICAL RESULTS AND TRENDS

Our work is since 1981 focused on the design, optimization and tests of the microwave applicators
for medical applications, above all for hyperthermia cancer and/or prostate treatment. This means
to design a microwave structure capable:
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- to transfer electromagnetic energy into the biological tissue,
- to get the best approximation of the area to be treated by the 3D distribution of SAR.

During last years we were interested in the local external applicators working at 434 MHz and
2450MHz. These applicators were used for the treatment of more then 500 patients with superficial
or subcutaneous tumors (up to the depth approx. 4–6 cm). Now, following new trends in this field,
we continue our research in the important directions of deep local and regional applicators.

Most important technical fields of microwave thermotherapy development (covered also in our
activities) can be specified as:

- Applicators: development and optimization of new applicators for more effective local, intra-
cavitary and regional treatment.

- Treatment planning: mathematical and experimental modeling of the effective treatment.
- Noninvasive temperature measurement: research of the possibilities of new techniques (like

NMR and US) for exact noninvasive measurements.
- Microwave medical diagnostics (e.g., Microwave Tomography).

4. DEEP LOCAL APPLICATORS

For the deep local thermotherapy treatment are very suitable waveguide type applicators based on
the principle of either dielectric filled waveguide or on the principle of evanescent modes (i.e., waveg-
uides excited below its cut-off frequency) — which is our specific solution and original contribution
to the theory of microwave hyperthermia applicatorsTechnology of evanescent mode applicators
enable us to design applicators with as small aperture as necessary also for relatively low frequen-
cies, e.g., from 10 to 100 MHz, needed for deep penetration into the biological tissue (i.e., up to 10
centimetres under the body surface).

5. APPLICATORS COMPATIBLE WITH NON-INVASIVE TEMPERATURE
MEASUREMENTS

As compatibility with non-invasive temperature measurements (ultrasound or NMR) is asked, it
is important to minimize the metallic mass of the applicator. Therefore the applicator itself can
be created by two inductive loops tuned to resonance by capacitive elements. Dimensions of the
inductive elements are to be designed by our software, developed for this purpose. Optimum
coupling between resonating loops is adjusted by microwave network analyzer. The position of the
loops is fixed by perplex holder. As the heated tissue has high dielectric losses, both loops are
very well separated and no resonance in heated area can occur. From this follows, that either the
position of the loops with respect to heated area or the distance between the loops is not critical.

As an excellent compatibility of the applicator with non-invasive temperature measurement
system (ultrasound or MR) is a fundamental condition for our project, we should have to use
non-magnetic metallic sheets of minimized dimensions to create the conductive elements of the
applicator. Therefore the applicator itself (see Fig. 1) is created by two inductive loops tuned
to resonance by capacitive elements. Dimensions of these resonant loops were designed by our
software, developed for this purpose. Coupling between coaxial feeder and resonant loops (not
shown in Fig. 1) as well as a mutual coupling between resonating loops could be adjusted to
optimum by microwave network analyzer.

The position of the loops is fixed by Perspex holder. There is a special cylindrical space for
experimental animal in lower part of this holder. As the heated tissue has high dielectric losses,
both loops are very well separated and so no significant resonance in heated area can occur. From
this follows, that either the position of the loops with respect to heated area or the distance between
the loops is not very critical. Evaluation of the discussed applicator:

First measurements to evaluate the basic properties of the discussed applicator were done on
agar phantom of muscle tissue:

- evaluation of basic microwave properties (transfer of EM energy to the tissue, reflections),
- evaluation of compatibility with US and MR,
- calculation and measurement of SAR and temperature distribution and its homogeneity.

Exact tuning of the resonant loops to frequency 915 MHz has been easy and we could optimize
the coupling between the coaxial feeder and resonant loops as well, reflection coefficient less than



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1819

Treatment area

Area for experimental animal
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Figure 1: Arrangement of discussed microwave hyperthermia applicator.

Figure 2: Photograph of the discussed applicator. Figure 3: MR images of the discussed applicator
for different levels of excited power.

0.1. We have tested the power to be delivered to the applicator to obtain sufficient temperature
increase (approximately 4◦C in less than 5 minutes is required). With power 10 W delivered to each
loop for period of 2 minutes we succeeded to obtain the temperature increase of approximately 7◦C.
To keep the increased temperature for a long time, 2 W in each loops were sufficient. Similar values
were obtained during first experiments on rats also. Even with higher level of delivered microwave
power we did not observe the change of resonant frequency (caused by increased temperature of
the loops).

We have tested the influence of the applicators on US diagnostics and MR imaging and the
result of this evaluation shows very good compatibility. Only a negligible deterioration of the US
images has been observed when the incident power was kept under 100 W.

Details about influence of microwave power on MR imaging are given in Fig. 3. We can see here
a sequence of images of the discussed applicator made by MR unit for four different cases. First
case (upper left) is image for the case without power excitation of the applicator. Second case (left
down) a power of 10 W has been delivered to each loop. We can see quite clear configuration of
the applicator set-up. Third case (upper right) gives situation when 20 W has been delivered to
each loop. Slight noise but still quite a clear configuration of the applicator set-up can be observed.
Fourth case (right down) gives situation when 40 W has been delivered to each loop. In this case
noise disturbed the possibility to observe the configuration of the applicator.

6. CALCULATION AND MEASUREMENT OF THE TEMPERATURE DISTRIBUTION

In theoretical and experimental evaluation, the grade of homogeneity of the temperature distribu-
tion in the target area has been tested, see the Fig. 4. Our mathematical approach is based on idea
of waveguide TM01 mode excited in the agar phantom under the given conditions (see the dashed
lines). Measurement of SAR (full lines) has been done on agar phantom of the muscle tissue. Very
good agreement has been obtained when verifying these results numerically (Fig. 5).
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Figure 4: Normalized SAR distribution (both calculated and measured) in the heated agar phantom.

Figure 5: Numerical SAR analysis made by software product FEMLAB.

phantom  35

35 

44 

Figure 6: Set up of proposed regional applicator (4 evanescent mode waveguides applicators).

7. NEW PRINCIPLES FOR THE REGIONAL APPLICATORS

Goal of this work is the development of the new applicators with higher treatment effects. Method-
ological approach for the solution of the problem will be theoretical and experimental study of the
new types of regional applicators. Our aim is to improve the present theoretical model to optimize
the temperature distribution in the treated area.

We can design the regional applicators on the basis of the analytical description of the excited
electromagnetic field for the case of simplified homogeneous model of the treated biological tissue.
For a more realistic case of the non-homogeneous dielectric composition of the biological tissue the
analytical calculation does not guarantee enough exact results. Therefore we would need to build
the equipment for experimental tests of the applicators and we will study the possibilities of its
numerical mathematical modeling.

8. CONCLUSIONS

Goal of this paper was to present basic overview of present state in the field of medical applications
of microwaves plus to mention the basic trends for the near future. That has been done both
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from clinical and technical points of view. Further new type of microwave applicator for cancer
treatment has been described.
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Abstract— Research of interactions between EM field and biological systems is of growing
interests elsewhere. Also here in czech republic there are several groups working in this field,
often in international co-operations. We will describe here mainly basic technical equipment
developed for 5 different research projects in the discussed area of interactions of EM field and
biological systems.

1. INTRODUCTION

In present time, four research institutions here in the Czech Republic run research projects focused
on studies of interactions between EM field and biological systems. These institutions are technically
supported by Dept. of EM Field of the Czech Technical University in Prague. In this contribution,
we would like to give more details about that projects and obtained technical results (i.e., description
of developed exposition systems).

Three of discussed projects (1 in Germany and 2 here in Czech Republic) are basic research for
simulation of the microwave hyperthermia treatment. Other two projects (both in Czech Republic
are focused on simulation of the case of exposition by mobile phone.

In the modern view, cancer is intended as a complex illness, involving the cells that undergo to
transformation, their environment, and the general responses at biochemical and biological levels
induced in the host. Consequently, the anti-cancer btreatment protocols need to be multi-modal
to reach curative effects. Especially after the technical improvements achieved in the last 15 years
by bio-medical engineering, microscopy devices, and molecular biology methods, the combinations
of therapeutic procedures are growing in interest in basic and clinical research.

The combination of applied biological research together to the physical sciences can offer im-
portant perspectives in anticancer therapy (e.g., different methodologies and technical devices for
application of energies to pathological tissues).

The modern bioengineering knowledge applied to traditional tools, as the microscopy, has largely
renewed and expanded the fields of their applications (e.g., in vivo imaging), pushing the interest
for direct morpho-functional investigations of the biomedical problems.

2. WAVEGUIDE APPLICATOR

Very good results of EM field expositions in biological experiments can be obtained by simple but
efficient waveguide applicators, see example in Fig. 1.

Waveguide offer a very big advantage — in approximately of fifty percents of its aperture the
irradiated electromagnetic field is very near to a plane wave, which is basic assumption for good
homogeneity of the heating and optimal treatment penetration.

Here described system is being used (shared) for research projects by two two institutions
(Institure of Radiation Oncology in Prague and Institute of Microbiology of the Czech Academy of
Sciences).

Figure 1: Waveguide applicator for biological exper-
iments.

Figure 2: Waveguide applicator for biological exper-
iments.
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Treatment area              

                            Area for experimental animal

              Resonant loops

Figure 3: Arrangement of discussed microwave hy-
perthermia applicator.

Figure 4: Photograph of the discussed applicator.

Aperture of this waveguide is 4.8 × 2.4 cm and it is excited at frequency 2.45 GHz. Effective
heating is in the middle of the real aperture — its size is approximately 2.4 × 2.4 cm. Waveguide
is filled by teflon to reduce its cut-off frequency. Power from generator is possible to control from
10 to 180 W, in these experiments we work between 10 and 20W mostly.

3. EVALUATION OF WAVEGUIDE APPLICATOR

To evaluate this applicator from technical point of view we made a series of experiments, see, e.g.,
Fig. 2, where you can see example of measurement of temperature distribution by IR camera.

Here, you can see temperature distribution obtained on surface of a model of mouse made from
agar — with a simulated tumour on mouse back. Experiment has been done by heating phantom
during 2 minutes delivering a power of 10W. Maximum of temperature increase has been found
approximately 10◦C. Similar results with different increase in temperature we have got also in other
technical experiments on phantom or live mouse when power or heating time was changed.

4. ARRAY APPLICATOR

The main goal of the planned biological experiment is a hyperthermia treatment of the experi-
mentally induced pedicle tumours of the rat to verify the feasibility of ultrasound diagnostics and
magnetic resonance imaging respectively to map the temperature distribution in the target area of
the treatment. That means to heat effective volume of approximately cylindrical shape (diameter
approx. 2 cm, height approx. 3 cm). Temperature to be reached is 41◦C or more (i.e., temperature
increase of at least 4◦C from starting point 37◦C), time period of heating is 45 minutes.

Considering the necessary effective heating depth for the planned experiments, we have found
915MHz to be suitable frequency. As an excellent compatibility of the applicator with non-invasive
temperature measurement system (ultrasound or NMR) is a fundamental condition for our project,
we should have to use non-magnetic metallic sheets of minimised dimensions to create the conduc-
tive elements of the applicator. Therefore the applicator itself (see Figs. 3 and 4) is created by
two inductive loops tuned to resonance by capacitive elements [4, 5]. Dimensions of these resonant
loops were designed by our software, developed for this purpose. Coupling between coaxial feeder
and resonant loops (not shown in Fig. 3) as well as a mutual coupling between resonating loops
could be adjusted to optimum by microwave network analyser.

This applicator has been developed for German Cancer Research Institute in Heidelberg. And
it is being used there for a series of animal experiments to study effect of hyperthermia on tumours
and possibility to combine hyperthermia with chemotherapy etc.

Compatibility of this applicator with a Magnetic resonance unit (MR) has been studied and it
has been demonstrated.
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Microwave Applicators for Industrial Purposes
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Abstract— In this paper, we describe our new results dealing with microwave industrial appli-
cators used for drying of textile materials. We have designed and evaluated two different types of
these applicators: open-resonator-type and waveguide-type one. We describe here basic models
of the discussed applicators, results of numerical modelling and experimental evaluation as well.
Prototype of microwave drying machine working at frequency 2.45 GHz is reported.

1. INTRODUCTION

We work in the field of medical and industrial applications of microwave technique and technology
more than thirty years. In this contribution, we will describe our new microwave industrial applica-
tors used for drying of textile materials, which means a very thin layers with not very well defined
position in the applicator. Moreover complex permittivity of dried textile is not constant during
the procedure — it is changing through the time with respect to decrease content of moisture.

We have designed and evaluated two different types of these applicators: open-resonator-type
and waveguide-type one. We would like to present theoretical models of the discussed applicators,
results of EM field and SAR numerical modeling and experimental evaluation as well. Prototype
of microwave drying machine working at frequency 2.45 GHz will be reported.

2. OPEN RESONATOR TYPE APPLICATOR

Further reported microwave drying machine consists of many drying cells (17 in our prototype
machine) — each of them is based on the idea of open resonator (i.e., Fabry-Perrot resonator),
see Fig. 1(a). Each of these cells has its own magnetron placed in waveguide holder. Dried textile
material is in the middle plane between parallel conductive plates, distance between these plates
is equal to (3/2)λ. In the Fig. 1(b), there is a calculated 2D distribution of electric field strength.
Plane of the textile material is in this 2D model given by an abscissa in the middle of the resonator
— in the same plane there is an expected maximum of electric field strength.

Optimization of the cells in longitudinal direction of drying machine is given by criteria to create
maximum of electric field strength in the plane of dried textile (E field vector parallel to the textile
plane), see diagrams in Figs. 2 and 3. We can describe each of the discussed cells by a simple
schematic sketch (Fig. 2 upper part) and from it we can create oriented graph of this structure
(Fig. 2-down).

(a) (b)

Figure 1: (a) Schematics of 6 cells of open resonator type applicator for drying of textile materials. (b) E
field strength 2D distribution in each one of that cells.
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Figure 2: Tools for optimization of microwave dryer
in longitudinal direction: oriented graph.

Figure 3: Tools for optimization of microwave dryer
in longitudinal direction: graph of waves inside dis-
cussed applicator and resulting E field strength in
textile plane.

Figure 4: Measurement of S11 parameter. Figure 5: Measurement of S21 parameter.

Alternatively, we can create diagram of EM waves inside this structure (Fig. 3-middle) and we
will arrive to the resulting expression (Fig. 3-down) to be used for calculation of either E field
strength or SAR distribution in the discussed applicator.

Figure 4 gives an example of measured S11 scattering parameter with respect to frequency.
Resonance at 2.45GHz has been easily obtained by tuning of the applicator by changing its length.

Figure 5 gives an example of possibility to map H or E field strength inside discussed applicator
by aid of electric or magnetic dipole (elementary dipole or a small loop) via measurements of S21

scattering parameter with respect to frequency. Resonance at 2.45GHz has been approved.
For our experiments we have built a prototype of discussed apparatus with 17 heating cells: a

matrix of 6 cells in first raw, next 5 cells in the second raw and again 6 cells in the third raw - see
apertures in the upper conductive plate in Fig. 6.

Optimization of overall microwave dryer means to approach to the best possible homogeneity
of absorbed microwave energy (SAR) respectively homogeneity of the temperature in the textile
material.
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Figure 6: Microwave drying machine 3D schematics and SAR distribution in the plane of the wet textile
material (6 cells in first raw, next 5 cells in the second raw and again 6 cells in third raw — calculated by
SEMCAD).

Figure 7: SAR calculated for one cell of drying machine and lower part gives an example of drying experiment.

  
10

Textile material 
moving through the waveguide

Waveguide

TE

Figure 8: Waveguide-type applicator (example of one cell) for drying of textile materials.

Quite a good homogeneity of SAR can be observed and further improvement of its homogeneity
is obtained thanks to the movement of textile material through microwave drying machine.

In upper part of Fig. 7, we can see SAR characteristics calculated for one cell of drying machine
and lower part gives an example of drying experiment. Both process are not identical from physical
point of view, even though there can be seen a very good agreement in its results.

3. WAVEGUIDE TYPE APPLICATOR

Waveguide applicator is waveguide with a longitudinal slot in wider side of waveguide. This slot is
situated in the middle of this side, because maximum of electric field strength is here. Waveguide
proportions choose so as to dominant mode TE10 could spread only inside to waveguide on working
frequency. Waveguide applicator is displayed on next Fig. 8. Working frequency of waveguide is
2.45GHz, so we can chose between two waveguides type R22 and R26. Our choice was waveguide
R22, because working frequency is in upper bandwith section of dominant mode, and therefore
waveguide R22 should have lower attenuation constant in comparison with the waveguide R26.
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(a) (b)

Figure 9: SAR calculated (a) and measured (b) for the waveguide type applicator.

Figure 10: Typical drying characteristics of here described microwave drying systems (moisture in percents
on vertical axis).

Figure 11: A prototype of microwave drying ma-
chine built in Cooperation of Czech Technical Uni-
versity in Prague and Research Institute of Textile
Machines in Liberec.

Figure 12: Microwave part of the microwave drying
machine.

Next figure gives an idea about SAR distribution, both simulated (A) and measured (B —
lower strip is result of 6.5 s drying, the upper one belongs to 13 s.). In both cases, we can see a
maximum of absorbed power from the side microwave input. But with decreasing moisture also
SAR/temperature goes down and so we can create SAR maximum traveling along dried material.

4. RESULTS OF TEXTILE DRYING

Next figure shows results of measurements of the moisture content in the dried textile material with
respect to time. We can observe, that microwave drying is very effective for moisture level above
approximately 30%. Efficiency of microwave drying during our experiments was between 50 and
80% (it goes down when level of moisture inside dried textile material is decreased during drying
process).

5. PROTOTYPE OF MICROWAVE MACHINE FOR TEXTILE DRYING

Based on theoretical considerations a prototype of microwave drying machine has been built by
Research Institute of Textile Machines and Technical University in Liberec, see Fig. 11. Following
Fig. 12 gives a look inside microwave part of the system. Waveguide horn apertures of several cells
can be seen here (together with holes used to withdraw of the moisture).
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6. CONCLUSION

As novel results of our work we would like to mention description and basic evaluation of two
different microwave industrial applicators to be used for drying of textile materials: open-resonator-
type and waveguide-type one. Principle of prototype of microwave drying machine working at
frequency 2.45 GHz has been reported in details.
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Abstract— The spatial-domain Green’s functions for electric and magnetic fields are cast
into closed forms with two-level approximation of the spectral-domain Green’s functions in the
stratified uniaxial anisotropic medium. The spectral-domain Green’s functions for general source
and observation points are derived by the wave iterative algorithm. The explicit formulations
reduced to the isotropic case agrees well with the existing results corresponding to the isotropic
medium. By using the discrete complex image method, the closed-form Green’s functions are
obtained in the spatial domain. Numerical examples show that the closed-form Green’s functions
in the stratified uniaxial anisotropic medium have good accuracy and efficiency.

1. INTRODUCTION

The dyadic Green’s function in the stratified uniaxial anisotropic medium has attracted much at-
tention because of its wide range of practical applications, ranging from geophysics to microwave in-
tegrated circuits [1–4]. For the last decades, several methods have been employed for the derivation
of the spectral-domain Green’s functions in the stratified uniaxial anisotropic medium, including
wave iterative technique [5] and cylindrical vector eigenfunction expansion method [6]. The wave
iterative technique uses the kDB system of coordinates and the Fourier transform to derive the
unbounded Green’s function formulation and then the dyadic Green’s function in any arbitrary
layer is obtained in terms of the global upward and downward reflection and transmission matri-
ces. The cylindrical vector eigenfunction expansion technique uses the Ohm-Rayleigh method and
a set of solenoidal vector wave functions to derive the unbounded Green’s function and then the
general scattering dyadic Green’s function in any arbitrary layer is obtained by using the scattering
superposition. Due to the sufficiently complicated formulations in terms of the defined dyadic or
matrix, the closed-form Green’s functions in the spatial domain are quite difficult to obtain by the
two methods.

It is the purpose of this paper to present a complete set of formulations for the dyadic Green’s
function in the stratified uniaxial anisotropic medium and to calculate the closed-form Green’s
functions in the spatial domain. The electromagnetic fields are obtained in terms of dyadic Green’s
functions of electric or magnetic type represented in the spatial domain. Section 2 deals with the
formulations of the dyadic Green’s functions for arbitrary locations of the source and observation
point. By using the discrete complex image method (DCIM), the closed-form Green’s function can
be successfully obtained [7]. In Section 3, in order to verify the accuracy of the present formulations,
they are compared with existing results corresponding to isotropic medium which have been well-
documented [8, 9]. Then, several numerical results are presented to show the efficiency and accuracy
of the closed-form Green’s function, compared with the exact Green’s function obtained by the
numerical integration.

Figure 1: Geometry of the stratied uniaxial anisotropic medium.
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2. FORMULATION

For the sake of illustration, we consider a stratified uniaxial anisotropic medium with optic axis
in the ẑ direction, as shown in Fig. 1. The wave iterative method presented in [5] is employed
to construct the dyadic Green’s functions in the spectral domain. In the presence of an arbitrary
oriented electric current point source, the Green’s functions can be represented as (1), (8), (13),
corresponding to the relatively different locations between the source point and the observation
point. The source and observation point is located at the layer m and n, respectively. The formu-
lations related with the magnetic field Green’s functions and the magnetic sources have the similar
forms, which are not detailed here. The fields are assumed to vary harmonically as e−iωt in this
work.

When m = n,
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1
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d (zn = −Dn + Dn−1) ·RUn,n−1

]−1
(6)

Nn =
[
I−G(n)

d (zn = −Dn + Dn−1) ·RUn,n−1 ·G(n)
u (zn = −Dn−1 + Dn) ·RDn,n+1

]−1
(7)

When the source point z′ is located above the observation point z, α is equal to d. Otherwise, α is
equal to u.

When m > n,

Gnm(r, r′) = −ωµm

4π

∫ ∞

0
dkρ kρ · J0(kρρ) ·

[
eiγ

(n)
Iu (zn+Dn)+iγ

(m)
Iu (−z′m−Dm−1)B

(1,1)
1 e(n)

Iu u(m)
Iu

+eiγ
(n)
Iu (zn+Dn)+iγ

(m)
IIu (−z′m−Dm−1)B

(1,2)
1 e(n)

Iu u(m)
IIu + eiγ

(n)
IIu (zn+Dn)+iγ

(m)
Iu (−z′m−Dm−1)B

(2,1)
1 e(n)

IIuu(m)
Iu

+eiγ
(n)
IIu (zn+Dn)+iγ

(m)
IIu (−z′m−Dm−1)B

(2,2)
1 e(n)

IIuu(m)
IIu + eiγ

(n)
Iu (zn+Dn)+iγ

(m)
Id (−z′m−Dm)B

(1,1)
2 e(n)

Iu u(m)
Id

+eiγ(n)
Iu (zn+Dn)+iγ(m)

IId (−z′m−Dm)B
(1,2)
2 e(n)

Iu u(m)
IId + eiγ(n)

IIu (zn+Dn)+iγ(m)
Id (−z′m−Dm)B

(2,1)
2 e(n)

IIuu(m)
Id

+eiγ
(n)
IIu (zn+Dn)+iγ

(m)
IId (−z′m−Dm)B
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2 e(n)

IIuu(m)
IId + eiγ

(n)
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(m)
Iu (−z′m−Dm−1)B

(1,1)
3 e(n)

Id u(m)
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+eiγ
(n)
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3 e(n)
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(n)
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IIdu
(m)
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(m)
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4 e(n)

Id u(m)
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+eiγ
(n)
Id (zn+Dn+1)+iγ

(m)
IId (−z′m−Dm)B

(1,2)
4 e(n)

Id u(m)
IId + eiγ

(n)
IId (zn+Dn+1)+iγ

(m)
Id (−z′m−Dm)B

(2,1)
4 e(n)

IIdu
(m)
Id

+eiγ(n)
IId (zn+Dn+1)+iγ(m)

IId (−z′m−Dm)B
(2,2)
4 e(n)

IIdu(m)
IId

]
(8)
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where

B1 = Y(u)
mn ·Mm (9)

B2 = B1 ·G(m)
u (zm = −Dm−1 + Dm) ·RDm,m+1 (10)

B3 = RUn,n−1 ·G(n)
u (zn = −Dn−1 + Dn) ·B1 (11)

B4 = B3 ·G(m)
u (zm = −Dm−1 + Dm) ·RDm,m+1 (12)

When m < n,

Gnm(r, r′) = −ωµm

4π

∫ ∞

0
dkρ kρ · J0(kρρ) ·

[
eiγ

(n)
Iu (zn+Dn)+iγ

(m)
Iu (−z′m−Dm−1)C

(1,1)
1 e(n)

Iu u(m)
Iu

+eiγ
(n)
Iu (zn+Dn)+iγ

(m)
IIu (−z′m−Dm−1)C

(1,2)
1 e(n)

Iu u(m)
IIu + eiγ

(n)
IIu (zn+Dn)+iγ

(m)
Iu (−z′m−Dm−1)C

(2,1)
1 e(n)

IIuu
(m)
Iu

+eiγ
(n)
IIu (zn+Dn)+iγ

(m)
IIu (−z′m−Dm−1)C

(2,2)
1 e(n)

IIuu(m)
IIu + eiγ

(n)
Iu (zn+Dn)+iγ

(m)
Id (−z′m−Dm)C

(1,1)
2 e(n)

Iu u(m)
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+eiγ
(n)
Iu (zn+Dn)+iγ

(m)
IId (−z′m−Dm)C

(1,2)
2 e(n)

Iu u(m)
IId + eiγ

(n)
IIu (zn+Dn)+iγ

(m)
Id (−z′m−Dm)C

(2,1)
2 e(n)

IIuu(m)
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+eiγ(n)
IIu (zn+Dn)+iγ(m)
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(2,2)
2 e(n)

IIuu
(m)
IId + eiγ(n)
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Iu (−z′m−Dm−1)C

(1,1)
3 e(n)

Id u(m)
Iu

+eiγ
(n)
Id (zn+Dn−1)+iγ

(m)
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(1,2)
3 e(n)

Id u(m)
IIu + eiγ

(n)
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(m)
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(2,1)
3 e(n)

IIdu
(m)
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+eiγ
(n)
IId (zn+Dn−1)+iγ

(m)
IIu (−z′m−Dm−1)C

(2,2)
3 e(n)

IIdu
(m)
IIu + eiγ

(n)
Id (zn+Dn−1)+iγ

(m)
Id (−z′m−Dm)C

(1,1)
4 e(n)

Id u(m)
Id

+eiγ
(n)
Id (zn+Dn−1)+iγ

(m)
IId (−z′m−Dm)C

(1,2)
4 e(n)

Id u(m)
IId + eiγ

(n)
IId (zn+Dn−1)+iγ

(m)
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(2,1)
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(m)
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(n)
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(m)
IId (−z′m−Dm)C

(2,2)
4 e(n)

IIdu(m)
IId

]
(13)

where

C4 = Y(d)
mn ·Nm (14)

C3 = C4 ·G(m)
d (zm = −Dm + Dm−1) ·RDm,m−1 (15)

C2 = RDn,n+1 ·G(n)
d (zn = −Dn + Dn−1) ·C4 (16)

C1 = C2 ·G(m)
d (zm = −Dm + Dm−1) ·RUm,m−1 (17)

It is illustrated that the dyadic Green’s functions in the spatial domain are expressed in terms
of Sommerfeld integrals in the spectral domain. Among those acceleration techniques for the calcu-
lation of the spatial-domain Green’s functions, DCIM has been proven to have excellent accuracy
and efficiency [10, 11]. In this work, the two-level DCIM is employed to calculate the closed-form
Green’s functions.

3. NUMERICAL EXAMPLES

This section is to investigate the accuracy and efficiency of the proposed algorithm. Firstly, one
element of the field Green’s function in the spectral domain is compared with the corresponding
portion from the potential Green’s function which has been well-documented [9], in the case of
the isotropic medium. The relationship between the Green’s function in the electric field integral
equation (EFIE) and that in the mixed-potential integral equation (MPIE) is as follows,

G
EJ

= iωµ0G
AJ

+
1

iωε0
∇∇′GV J (18)

where, G
AJ

represents the dyadic Green’s functions for magnetic vector potential and GV J repre-
sents the Green’s function for electric scalar potential. Fig. 2 shows that the magnitude of G̃EJ

zz
obtained by the present algorithm agrees very well with that from the MPIE.

Secondly, the algorithm is applied to the approximation of the closed-form Green’s functions for
a four-layer planar uniaxial anisotropic medium. The reference solution, used for the assessment of
the accuracy of the closed-form approximation, is obtained through the numerical integration of the
spectrum on deformed paths parallel to the real axis [8]. The number of samples is N = 1024 for the
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Figure 2: Magnitude of G̃EJ
zz versus kρ for a four-

layer isotropic medium. The solid lines correspond
to results obtained by the present algorithm while
the dots correspond to results from MPIE.

 
Figure 3: Values of GEJ

zz versus ρ for m = n. The
solid lines correspond to results obtained by the
DCIM method while the dots correspond to results
obtained by the numerical integration.

Figure 4: Values of GEJ
zz versus ρ for m < n. The

solid lines correspond to results obtained by the
DCIM method while the dots correspond to results
obtained by the numerical integration.

Figure 5: Values of GEJ
zz versus ρ for m > n. The

solid lines correspond to results obtained by the
DCIM method while the dots correspond to results
obtained by the numerical integration.

path of each level and the operating frequency is 3 GHz. Fig. 3 shows the magnitude of the spatial-
domain Green’s fucntion GEJ

zz evaluated in the case of the source point and the observation point in
the same layer (where m = n = 2, z′ = −1.2mm and z = −0.2mm). The permittivity tensors for
the four layers are ε1 =ε0I, ε2 = {2.1, 0, 0; 0, 2.1, 0; 0, 0, 2.121}·ε0, ε3 = {9.8, 0, 0; 0, 9.8, 0; 0, 0, 9.898}·
ε0 and ε4 = ε0I. Fig. 4, shows the magnitude of GEJ

zz in the case of m = 1, n = 3, z′ = 0 mm and
z = −1.5mm. The permittivity tensors are ε1 = ε0I, ε2 = {2.1, 0, 0; 0, 2.1, 0; 0, 0, 2.31} · ε0, ε3 =
{9.8, 0, 0; 0, 9.8, 0; 0, 0, 10.78} ·ε0 and ε4 = ε0I. For the magnitude of GEJ

zz in Fig. 5, the permittivity
tensors are ε1 = ε0I, ε2 = {2.1, 0, 0; 0, 2.1, 0; 0, 0, 4.2} · ε0, ε3 = {9.8, 0, 0; 0, 9.8, 0; 0, 0, 19.6} · ε0

and ε4 = ε0I. The source point, z′ = −2.5mm, is in the layer m = 3 and the observation
point z = −0.2 mm is in the layer n = 2. It is demonstrated that the DCIM-based results have
an excellent agreement with the numerical integration results in the three cases for ρ < 15.9λ0.
Here, ρ represents the horizontal distance between the source point and observation point and λ0

represents the wavelength in the free space. The accuracy could be improved with the extraction
of singularity’s contribution when ρ ≥ 15.9λ0. The computational time used for DCIM is less than
60 s for each case, while the computational time for numerical integration method is 137 s per point.
It can be inferred from the numerical results that the closed-form Green’s function for the stratified
uniaxial anisotropic medium can be calculated accurately and efficiently by the present algorithm,
compared with the numerical integration results.
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4. CONCLUSION

In this paper, a complete set of closed-form Green’s functions are provided for the stratified uniaxial
anisotropic medium with an arbitrary distribution of electric current sources. The spectral-domain
Green’s functions in the electric field form are derived by using the wave iterative algorithm.
The magnitude of the spectral-domain Green’s function based on this algorithm is compared with
that obtained from the potential Green’s function in isotropic medium and a good agreement is
observed. The closed-form Green’s functions are calculated by using the 2-level DCIM. Finally,
numerical results demonstrate the accuracy and efficiency of the algorithm.
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Abstract— Offset feed antennas are most commonly used for satellite applications, where
very high gain is needed. The benefit of the offset configuration is that it positions the feed
horn away from the dish itself so that it does not cast a shadow on the dish. However, this
yields to bigger sidelobes which results in a significant interference problem especially between
adjacent antennas. Adding metallic scatters (strips) to the antenna at specific positions and with
specific dimensions and shapes would significantly minimize the sidelobe level and consequently
enhance its directional characteristics. A detailed analysis of the suggested design was performed
based on a huge series of electromagnetic simulations and testing experiments, which have clearly
demonstrated a sidelobe reduction of about 10 dB.

1. INTRODUCTION

Offset parabolic reflectors are in widespread use, because of their low aperture blockage and simplic-
ity. Despite this fact, offset parabolic reflectors suffer from high level of sidelobes (SLL) compared
to center-fed parabolic reflector antennas which makes them vulnerable to interference and which
also reduces their directivity and gain [1]. It is well known that conventional offset reflector anten-
nas have asymmetrical sidelobes with respect to the main lobe, therefore, for many applications, it
is highly advantageous to minimize their sidelobes, thereby increasing their directivity and gain.

The demand for wireless communication systems of increasing sophistication and ubiquity has
led to the need for more efficient systems design [2]. In order to improve the wireless systems; one
of the major tasks to start with is to improve the antenna; which is a major key element in today’s
and future wireless communication system. Now to improve an antenna one important challenge to
achieve is reducing side lobe level. This reduction should not of course, affect the main or the back
lobe. Reducing side lobe level is desirable because for antennas used as receivers, sidelobes make
the antenna much more exposed to noise from any other signal coming from any other source. For
transmitting antennas sidelobes represent security weakness, as an unintended receiver may pick
up the classified communication. One major difficulty is that the higher the sidelobe level, the
more likely an antenna is to interfere with or be interfered with by a receiver in the direction of
the largest sidelobe. In addition, the increase of sidelobes means that the power is being lost and
spread in undesired directions as waste.

Several studies have been proposed and conducted for minimizing SLL and enhancing directional
characteristics of offset parabolic reflectors and results have shown a significant decrease in the
level of sidelobes but the proposed approaches required a great change in the configuration and
geometry of the antenna [7–10] which makes these methods not competitive compared to the
proposed technique.

The proposed technique of reducing sidelobe level in offset parabolic reflectors have been applied
before to center-fed parabolic reflectors and results have shown a decrease of SLL by almost 20 dB
by simply adding conducting strips to the main reflector [11].

The purpose of this paper is to apply the “strip positioning” method to offset reflectors which has
been proven to be simple, efficient and low cost. Any parabolic antenna can be constructed or
even modified using the “strip positioning” method (Fig. 1), to have less sidelobes and consequently
less interference. However the conducting strips should be located specifically to achieve the desired
reduction in sidelobes level.

This paper is organized as follows. In Section 2, we formulate the sidelobe reduction problem.
The method used and various considerations are given in Section 3. In Section 4, simulation results
and optimization process are presented. Concluding remarks are given in Section 5.
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Figure 1: Metallic strips added on an offset dish
parabolic antenna.

Figure 2: Radiation pattern of an offset antenna
without strips.

2. DESCRIPTION OF THE PROBLEM

For a specific offset parabolic antenna, it is known that the far field is nothing but the Fourier
transform of the aperture distribution [1]. Taking into the consideration that the aperture field
is uniform, the plot of Fourier transform of this aperture field gives an idea about the antenna
pattern. The radiation pattern of the offset reflector antenna would have the maximum of the main
lobe shifted from the direction normal to the axis of the antenna by an angle which depends on
the primary source shift. This shift is intentionally introduced in order to scan the pattern along
a specific direction without a physical rotation of the main reflector itself. This would enhance the
mechanical properties of the antenna but unfortunately is accompanied by a significant increase of
the first sidelobes in the direction of the primary source’s shift as shown in Fig. 2.

It is obvious from the above picture that the level of the first sidelobe is significant and may
cause interference problems especially in the receiving mode, and negatively affect the directional
characteristics of the antenna in the transmission mode. So to minimize the SLL several techniques
have been used for such a purpose and have successfully decreased the sidelobe level by tens of
decibels, however these techniques required a great change in the geometry and configuration of
the antenna which makes the proposed methods being incompetent from the practical point of
view. Therefore, and for this reason a new technique of reducing sidelobes has been proposed and
considered in this paper to eliminate the major drawbacks of the already used approaches.

3. STRIP POSITIONING METHOD

The new technique suggests using metallic strips or scatters which are to be added and attached
to the main reflector at a certain specific location and with a specific dimension and shape. In the
next figure (Fig. 3), it is shown that adding a metallic strip to the antenna would constructively
scatter the incoming wave radiated by the primary source in the direction of the main reflector
and consequently reduces the SLL significantly [11]. The position of the strip on the main reflector
is so critical, so the purpose of this article is to find out the optimum position of the strips with
respect to the focal direction as well as to determine the best shape of strips and also the effect of
the numbers of scatters on the directional characteristics of such antennas. Remember that Fig. 3
shows only figurative patterns of the effect of the strips.

For this reason, when using the “strip positioning” method the following should be considered:
first the strips should be made out of a perfect conductor in order to desirably scatter or diffract
the incident wave from the primary source, then the strips position should be well determined. It
is very decisive to find the positions of the strips in order to have the desired reduction of side lobe
level.

Based on results shown in Fig. 2, it is clear that the region of great sidelobes are within the
range of angles between 15 and 30 degrees, therefore the strips are to be placed somewhere within
that range to be considered as a knife-edge diffractor which causes a constructive diffraction loss
that minimizes the sidelobe radiation.
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Figure 3: Effects of strips on the offset antenna’s
radiation pattern.

Figure 4: Offset antenna with 2 strips at −3λ and
−6λ.

Figure 5: Effects of strip’s position on the offset an-
tenna pattern.

Figure 6: Offset antenna with 3 sharp strips at
−4.4λ, −5.2λ and −6λ.

Figure 3 shows that metallic strips surely reduce the sidelobe level in the region adjacent to
the main lobe and which is in the area of primary source’s shift. However this reduction is not
significant and needs for an optimization approach in order to achieve better results. So, the next
step is to find out the best strip position and then study the effects of adding more strips to the
main reflector of the offset antenna.

4. SIMULATION RSULTS OF THE OPTIMIZATION PROCESS

In Fig. 3 one can notice that the region where to place the scatters is ranging from −3λ to −6λ as
shown below in Fig. 4.

Several simulations have been conducted using Method of Moments on rectangular strips of
width w = 0.4λ to provide a detailed prediction of the optimum strip position (Fig. 5).

Results in Fig. 5 show that as the metallic strip approaches the periphery of the main reflector on
which the strips are placed, the reduction in the sidelobe level is more significant. The position at
which a maximum reduction was achieved is around −5.5λ, where this reduction has reached almost
15% or around 4 dB in the direction of the first sidelobe peak. The obtained results are of a great
importance, however, for more enhancements of the antenna’s directional characteristics several
simulations were also conducted by simply changing the orientation of the rectangular conducting
strips with respect to the incident wave radiated from the primary source. Several strips are now
placed on the main reflector and which are seen as knife edge diffractors from the primary source
location and which are expected to better diffract the incoming rays and scatter them in a way that
provides better reduction in the major sidelobes which are adjacent to the main lobe. At this stage
the best position of the knife edge diffractors is selected according to the optimized results shown
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Figure 7.

in Fig. 5 and which is around −5λ. Simulations were conducted on an offset parabolic reflector
antenna with three, four and five knife edge strips located around the above mentioned optimum
position, however, the best results were achieved when three sharp edges were placed on the main
reflector exactly at x = −4.4λ, −5.2λ and −6λ as shown in Fig. 6.

Results have shown a very significant decrease of the first sidelobe, which is considered as the
most dangerous one, by almost 40 to 45% which is equivalent to a reduction of six to seven decibels
in the direction of the first sidelobe peak as shown in Fig. 7.

5. CONCLUSION

The proposed strip positioning method, in comparison with other methods, provides significant
sidelobe reduction in addition to its simplicity and low cost. Furthermore, this technique does not
require a great change in the already existing antennas, but only requires a strip attachment at a
specific location over the parabolic reflector, which makes this technique very practical in real life
applications. For future work, it would be desirable to use different strip configurations such as
cylindrical, blade and others.
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Abstract— The classical Yee FDTD method has become a powerful tool in computational
electromagnetics. Its application to EMC certification of aircrafts, under High Intensity Radiated
Field (HIRF) conditions, is a current topic of interest in aerospace industry in order to reduce
costs at the design stage.
In this work, we present the details of a high performance FDTD-based tool capable of HIRF
simulation of large air vehicles, developed under the EU FP7 HIRF-SE project. The objective
of this project, which joins 44 industrial and academic partners, is the creation of a synthetic
environment where all kind of computational tools (FDTD, MoM, FEM, TDIE, Power Balance,
TLM, . . .) share a common interfacing language based in AMELET HDF, to be able to simulate
totally/partially the behavior of aircrafts and rotorcrafts in a given electromagnetic scenario.
Although the FDTD method is well documented in literature, not all the published ideas are
adequate enough for real life problems. The right choice of robust enhancements to deal with
the specifical situations found in EMC in aeronautics, is critical to yield stable, fast and accurate
simulators. Efficient techniques for the modeling of cables, composites, carbon fibber laminates,
arbitrary dispersive materials, slots, etc., will be described in this work.
Parallel computing techniques for distributed memory architectures, will also be described, in
the context of the development of a high performance computer FDTD simulator.
Finally, an emerging technique, the Discontinuous Galerkin Time Domain method (DGTD), will
be described as a promising alternative to FDTD. The ability of DGTD to use finite element
meshes, combined with its explicit time-domain nature, is proven to provide a superior accuracy,
at a fraction of the CPU and memory time required by FDTD to achieve the same results.

1. INTRODUCTION

The Finite Difference Time Domain (FDTD) method is well-known in the electromagnetic com-
munity [1], where it has become the most popular and powerful general-purpose numerical method
employed in computer simulation. No other method has been successfully employed in such a broad
scope, for almost any type of problem from low frequencies up to optical ones involving almost any
kind of material.

The classical FDTD method employs a second order finite centered approximation to the space
and time derivatives to solve Maxwell’s curl equations in time-domain. It defines an orthogonal
cubic spatial grid based on the Yee unit-cell [2]: each field component of the electromagnetic
field is sampled and evaluated at different space positions and the magnetic and electric fields are
obtained at time instants delayed by half time step. The materials are modeled by specifying their
characteristic constants at every grid point, usually in homogeneous regions, at whose interfaces
proper continuity conditions are needed [3]. The simulation of open problems is carried out by
placing truncation conditions, like Perfectly Matched Layers (PML), in the terminating planes of
the grid.

The time advancing algorithm is conditionally stable and explicit, that is, the fields at each
time instant are obtained as a function of previous values. The Courant stability criterion imposes
an upper limit to the time increment bounded by the minimum space increment employed in the
discretization ∆t ≤ ∆min/(c

√
3).

2. LIMITATIONS OF FDTD

The FDTD method presents two main sources of inaccuracy: the staircased approximation of curved
geometries, and the phase errors, which are anisotropic and can become especially important for
electrically large problems:

• The staircasing errors can be addressed by employing fine space discretizations to handle the
fine geometrical details where needed, while keeping coarser meshes elsewhere. Several tech-
niques are available: uneven meshing, subgridding, conformal, etc. UGRFDTD implements
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the uneven mesh spacing technique for its robustness, stability and ease of mesh generation.
This technique employs a geometrically graded mesh to make the transitions from coarsely to
finely meshed regions.

• The dispersion error requires the reduction of the space step everywhere in the problem. A
common rule of the thumb for the upper bound in the mesh size for a FDTD simulation is
∆max ≤ λ/15, with λ being the free-space wavelength and ∆max the maximum space-step of
the meshing. However, when electrically large problems are present, this bound can become
stricter. The phase error in FDTD actually depends on the space step and increases with the
traveling distance. For instance, a single trip of a plane-wave along a typical distance in a
small aircraft (16 m), can accumulate a phase error as big as 20 degrees at 1 GHz, for cells of
1.5 cm.

In summary, both limitations can be treated by using more space cells and more computer memory.
An hence, more CPU, not only because of the increase of the space cells, but also because of the
reduction of the time step needed for stability.

3. FDTD FOR EMC: UGRFDTD

UGRFDTD is a full-wave 3D parallel solver based in the classical FDTD method developed at
the University of Granada (Spain), in collaboration with the private company EADS-CASA, with
enhancements from the University of La Sapienza (Italy) and the University of York (UK). It has
been designed to handle the specific necessities of EMC assessment in the aeronautical industry, as
part of the HIRF-SE project [4] within the Aeronautics and Air Transport call of 7th Framework
Program.

UGRFDTD allows the user to find the time-domain EM response of a whole air-vehicle geometry,
including dispersive, composite, and anisotropic materials, loaded thin-wires and their junctions,
everything treated with state-of-the-art formulations.

UGRFDTD uses the AMELET HDF [5] specification developed by AxesSim as a standard to
specify any electromagnetic problem, regardless of the numerical engine used for its simulation.
The main advantage AMELET HDF resides in the fact that a single file contains the whole input
data needed by any simulator: geometry, mesh (structured/unstructured), simulation data, etc.
The output results are also plugged into the same input file, so that any postprocessing tool
can perform the requested calculations (power, impedance, etc.) on them. Furthermore multiple
simulators share a common way to communicate among them. For instance, the output fields
calculated along the cable paths can be used by cable modeling tools to accurately simulate their
behavior. Preprocessing modeling tools, like GiD from CIMNE [6], are used to accomplish the task
of AMELET HDF file generation, from the physical models.

4. FDTD IDEAS WHICH WORK FOR EMC

FDTD has been for 20 years a very active field of research with thousands of papers devoted to its
full development. Different approaches to deal with a given extension (e.g., dispersive materials,
ABCs, etc.) can be usually found in the literature, making it often difficult to choose the best one
(in terms of efficiency and accuracy) among them.

In this section, we detail some of the extensions used in UGRFDTD to simulate EMC problems.
We do not intend to be either systematic or categoric by only focusing on these techniques, we
assume that better approaches may exist, however the ones shown below have been thoroughly
tested, and provide reliable, robust and stable algorithms for real EMC problems.

4.1. Thin-wire Modeling
A main need in EMC is the ability to handle multiconductor cables and their junctions. We have
chosen to employ Holland-based algorithms [7–9] to deal with them. In this approach, the wires and
FDTD equations are decoupled, and communicate only at the wire points: a 1D transmission-line
model is used to find the currents and voltages along the wires, and 3D Maxwell curl equations for
the rest of the problem. This technique permits to deal with: junctions of single wires of differ-
ent radii, distributed resistance and inductance/capacitance per unit length, open air or material
termination through lumped resistances, and multiwire cable modeling.

4.2. Material Dispersion Handling
Usually, material parameters are provided by manufacturers as experimental data measured over
a frequency range. The technique based on [10, 11] can be successfully used to model dispersive
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dielectric/magnetic materials, since the complex permittivity/permeability data (in frequency do-
main) can be expanded in terms of complex-conjugate pole-residue fractions, either analytically, or
by vector fitting techniques from the experimental curves [12]. An auxiliary differential equation
formulation is used to couple the polarization currents related with each pole-residue fraction, to
Maxwell curl equations. Lorentz, Drude or Debye dispersions are just particular cases that can also
be handled with this technique.

4.3. Composite Material Modeling

Panels of composite materials have become common in aircraft manufacturing, because of their
low weight and good mechanical properties. Isotropic and anisotropic composite modeling has
been implemented following the Surface Impedance Boundary Condition (SIBC) technique given
in [13, 14]. The behavior of the planar composite is modeled by an impedance matrix, coupling the
electric fields at each side of the panel to the magnetic fields at either side, both in an isotropic
manner (plain composites) or anisotropically (carbon fiber reinforced composites). The impedances
are expressed as the sum of complex-conjugate pole-residue fractions, found by vector fitting tech-
niques either from experimental curves, or from theoretical analysis. A time-domain convolutional
form is chosen to yield the time-domain expressions from the frequency-domain ones.

4.4. Anisotropic Materials

The treatment of anisotropic materials is handled by using both finite differences and averages to
approximate the field components defined at non-existent positions of Yee’s grid [15].

4.5. Absorbing Boundary Conditions

Several flavors of PML technique have appeared in the literature since Berenger’s key publica-
tion [16]. Among them, the complex frequency shifted formulation of PML (CFS-PML) proposed
in [17, 18] to improve the absorption capabilities of PML has been implemented into UGRFDTD. A
main advantage of CFS-PML resides in the fact that it keeps the usual FDTD equations in the main
domain, only requiring the addition of convolutional terms in the PML regions, thus permitting
the truncation of multilayered problems, even involving dispersive materials.

4.6. Parallelization

The technique described in [19] has been employed for the MPI parallelization of UGRFDTD. For
this purpose, we divide the problem in one direction in slices, which are handled by each cluster
node. At the end of each time step, the information of the magnetic fields at the interfaces between
adjacent slices (which is the only one needed for self-consistency) is shared via MPI messages. OMP
directives are used to parallelize the code within each node. At this moment, without cache-specific
optimizations, UGRFDTD is able to reach 200 Mcells/second in dual Xeon X5680 machine.

5. EXAMPLE: AIRCRAFT SIMULATION

A numerical model provided by Evektor of an aircraft 14m long, 16m wingspan (Figure 1) has
been used for cross-validation of UGRFDTD with the commercial software EMA3D [20]. A set of
wires, not shown in the figure, run in its interior. It has been modeled with a uniform mesh of
∆ = 1.5 cm and illuminated with a pulsed Gaussian plane wave with −20 dB decay at 869.79 MHz.
This problem has 340 Mcells and requires 31.3 h and 10.2GB to simulate 1.5µs in a dual Xeon
X5680 machine.

Figure 2 shows the magnetic field computed for a point beneath the cockpit, which is weakly
coupled to rest of the structure. Excellent agreement with the commercial tool is found. As
expected, the solution converges to 0 very slowly, due to the resonant behavior of this kind of
structures.

6. DGTD: AN ALTERNATIVE TO FDTD

As mentioned above, FDTD has drawbacks related to the staircased approximation that it employs
for curved boundaries. A recent alternative to FDTD is given by he Discontinuous Galerkin Time
Domain (DGTD) method which is experimenting an increasing development in computational
electromagnetics [21].

DGTD employs a discontinuous Galerkin weighting procedure to handle the spatial part of time-
domain Maxwell’s curl equations. Like in the finite elements (FETD) method, the space is divided
into M non-overlapping elements (e.g., curvilinear tetrahedra), in each of which the solution is
expanded in a set of nodal or vector [22] basis functions of arbitrary order. The temporal part
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Figure 1: EVEKTOR’S Aircraft model and a snapshot of its simulation with UGRFDTD.

Figure 2: Time-domain results for the magnetic field
in a point beneath the aircraft cockpit.

Figure 3: Time-domain results for the magnetic
field.

of Maxwell curl equations can be handled by finite differences or by any other finite integration
technique.

In DGTD the solution is allowed to be discontinuous at the boundaries between adjacent ele-
ments (unlike in FETD), and continuous numerical fluxes are employed at the interface to connect
the solution between them. The resulting algorithm is quasi-explicit in space, only requiring the
inversion of M square matrices of Q ×Q elements (with Q the number of basis functions) during
the initialization phase. DGTD is as general as FDTD, and easily parallelized.

The UGR has developed a parallel DGTD tool taking profit of the framework of HIRF-SE, which
may become an actual alternative to FDTD. Just a simple figure of merit: to achieve the accuracy
of DGTD we may require FDTD resolutions over 90 cells/λ (for typical problems) [22], which, in
terms of CPU, means that DGTD can be 5 times faster to achieve a given physical time, requiring
5 times less memory. For illustration, Figure 3 shows results for the shielding effectiveness of an
open aluminum box illumined normally with a plane wave, found both by DGTD and UGRFDTD.

7. CONCLUSIONS

In this paper, we have shown in a nutshell a successful approach to build a parallel FDTD simulator
for EMC assessment. The different extensions incorporated into the UGRFDTD simulator have
proven to be stable and robust enough for this kind of problems.

The DGTD method has been briefly described as a promising alternative to FDTD for its
accuracy and computer requirements.
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Abstract— Although the PLC system is being continuously improved, there are still concerns
about issues such as emissions, immunity and standardization. Such issues are important since
PLC operates in an environment already populated by other services operating at the same
frequencies, so that fair co-existence is needed. Simulating the complete PLC network or any
significant part of it using full wave methods or numerical techniques such as the method of
moments proves to be of limited practical use due to the fact that PLC networks extend over
many wavelengths. In this paper we propose an efficient method to compute the near and far
radiated fields of a PLC line. Our study focuses on the radiation phenomenon, which is described
by the electromagnetic field. The radiation can be easily determined if the current distributions
on the lines are known. We note that the determination of currents on the elements will be our
main concern. Thus, the distribution of the current is represented in the form of exponentially
damped sinusoids. Their current values are introduced into a software code that is developed
using the Frequency Domain (FD), on antenna model. This may be very useful for radiated field
computation in the far and near zones, as it is less computationally demanding.

1. INTRODUCTION

In practice, it is hard to measure the radiated field. Moreover, it is hard to install sensors and
to predict the variation of the field in time and space. We may measure the value of the field
in a measurement point. To this end, the principle of the proposed method is based on current
measurement which is much easier than field measurement. From the measured values, the geometry
of the PLC line antenna and the position of observation point, we may evaluate the radiated field
at any point. Later, the known current distribution is extrapolated with Matrix Pencil (MP)
algorithm and introduced into a software code developed here that allows the representation of EM
field radiation at any observation point in free space.

2. FIELD RADIATED EQUATIONS

An integral model based on antenna theory is presented to study the mechanisms of radiation for a
wire system. Knowing the distribution of the current I(s, z), the fields are obtained from integral
Equations (2)–(4) derived from Maxwell’s equations [1].

The integral formulation derived from antenna theory related to a software code developed in [2]
allows the representation of EM field radiation at any observation point in free space. The main
innovation we propose in this model is the integral formulation able to compute the field in the
near zone. A survey of the literature shows that it is almost impossible to find analytical formula
to calculate the field at close range area. Therefore, whatever the mode of propagation in the line,
we consider that the current in the line is known obtained by measurement and extrapolated with
MP algorithm.

For a given current distribution, the proposed model calculates the radiated field by using the
vector potential given by

~Az(p) =
µ0

4π

∫ L

0
I(p, z)

e−γ0R(z)

R (z)
dz~z. (1)

where I(s, z) is the current distribution along the conductor, p = jω is the Laplace variable,
R(z) =

√
ρ2 + (Z − z) is the distance between the elementary dipole and the observation point M ,

γ0 = jβ0 = p
c is the propagation constant in free space and L is the length of the line.
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Later the electromagnetic fields are expressed by:

Hϕ = − 1
µ0

∂Az

∂ρ
(2)

Eρ = −jω

β2
0

∂2Az

∂ρ∂z
(3)

EZ = −jω

β2
0

(
∂2Az

∂z2
+ β2

0Az

)
(4)

3. THE PRINCIPLE OF THE CURRENT-ESTIMATION METHOD

This section details the basis theoretical results of the Matrix Pencil algorithm. Generally, we found
in several articles such as those in [3] and [4], the shape modeling of a signal s(z) from a physical
measurement, observed in space (or time) and containing a noise, as follows:

s (z) = y (z) + n (z) 0 ≤ z ≤ L (5)

where,
s (z) = measured signal y (z) = clean signal n (z) = noise

y (k) =
M∑

i=1

Riq
k
i k = 0, . . . , N − 1 (6)

where
qk
i = epiZek = e(αi+ıωi)Zek (7)

Ri = residue or complex amplitude Ze = represents the sampling period
pi = complex pole αi = attenuation factors of negative values
ωi = angular frequencies

(8)

We use the following discretization in space

y (k) = y (kZe) (9)

finally the complete form of the equation becomes:

s (kZe) = y (kZe) + n (kZe) ≈
M∑

i=1

Riq
k
i + n (kZe) (10)

In formula (9), the M complex poles qi and complex residuesRi are the unknowns to be determined.
This parameter M is very important for the separation of the proper signal from noise. The proper
choice of M will be detailed in [5].

Indeed, Figure 2 proves that the signal reconstruction is possible using MPM. The signal pro-
vided by the software Feko for a given current (original signal) traversing a line of length L/λ can
be successfully reconstructed (reconstructed signal) with a low number of poles.and residues (in
this case, M = 2).

Figure 1: A cross-section of an electric line.
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4. CONVENTIONAL MPM

Starting from an undamped exponential data sequence of length N obtained from the model given
in Equation (9) upon setting the value of n to 1, MPM chooses a free parameter, L, known as the
pencil parameter such as M ≤ L ≤ N . The proper choice of L results in significant robustness
against noise. The next step is to construct a Hankel data matrix:

S =




s(1) · · · s(L + 1)
s(2) s(L + 2)

...
. . .

...
s(N − L) · · · s(N)


 . (11)

Using the above matrix, two matrices are derived which in MATLAB notation are given as follows:

S0 = S(:, 1 : L) (12)
S1 = S(:, 2 : L + 1). (13)

The matrix pencil for the two matrices S0 and S1 is defined as their linear combination S1 − λS0,
with λ a scalar parameter. In the absence of noise and by virtue of the assumed signal model, it is
easily verified that S0 and S1 admit the following Vandermonde decomposition:

S0 = Q1CQ2 (14)
S1 = Q1CQ0Q2 (15)

where

Q1 =




q1 · · · qd

q2
1 q2

d
...

...
q
(N−L)
1 · · · q

(N−L)
d


 (16)

Q2 =




1 q1 qL−1
1

1 q2 qL−1
2

...
1 qd qL−1

d


 (17)

Q0 = diag {q1, q2, · · · , qd} (18)
C = diag {c1, c2, · · · , cd} (19)

revealing the fundamental shift-invariant property in the column and row spaces. The matrix pencil
can then be written as:

S1 − λS0 = Q1C [Q0 − λI]Q2. (20)

Consequently, each value of λ = qm is a rank reducing number of the pencil. The estimates of qm

are therefore the generalized eigenvalues of the matrix pair: [S1,S0].
For noisy data, Total Least Squares Matrix Pencil (TLSMP) is usually preferred in which the

singular value decomposition is used to prefilter the complex signals, and then conventional proce-
dures follow. For more details, the reader can refer to [5].

5. ELECTROMAGNETIC FIELDS

The known current distribution is extrapolated with Matrix Pencil (MP) algorithm and replaced
by a set of poles and residues.

Iz(p) =
M∑

i=1

Riq
k
i k = 0, . . . , N − 1 (21)

~Az(p) =
M∑

i=1

~Ai
z(p) (22)
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Figure 3: (a) Comparison between Feko and our model. (b) Magnitude of electric radiated field. (c) Mag-
nitude of magnetic radiated field.

with
~Ai
z(p) =

µ0

4π
Ri

∫ L

0

epiz−γR(z)

R (z)
dz~z. (23)

In this section, we present a simple example of a line traversed by the current depicted in Fig-
ure 2. To verify the validity of the proposed model we compare the radiated field obtained from
Equation (20) with the radiated field provided by Feko. As shown in Figure 3(a), there is good
agreement between both fields.

6. CONCLUSION

In this paper, we presented a practical model to estimate the radiated field by any electric line.
Our model can analytically express the radiated field by using an analytical current expression
derived from MPM algorithm currents. This model is very useful to derive the electromagnetic
field with less computations. The current distribution is derived from MPM algorithm estimates.
Consequently, direct measurements of currents become sufficient to estimate the radiated field in
near and far zones. In our study, we use a current distribution model. By using antenna theory,
the derived current can be expressed as a sum of complex exponentials [3] and will be the base of
new general formulas.
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Abstract— This paper presents results of an evaluation of a novel multi-GPU OpenCL FDTD
solver. Multi-GPU implementations are necessary, not only to speed up computations but also
to aggregate relatively small GPU memories. The advantage of this solver is its portability
between hardware manufactured by different vendors and also between highly specialized and
parallel computing architectures available on the market, i.e., GPUs and multi-core CPUs. In
our implementation, the computational domain is decomposed along the slowest direction, and
electromagnetic field boundary data is shared between neighboring subdomains allocated on
different GPUs. The communication overhead between GPUs is proportional to the area of the
boundary and represents the rate-limiting step of the method. Portability and efficiency of the
developed code were tested on a double CPU machine supported by four GPUs. For the utilized
hardware devices, the communication overhead can be hidden by computations for sufficiently
large simulation domains, giving scaling efficiency higher than 90%. Porting the OpenCL code
dedicated to GPUs directly to multi-core CPUs gives unsatisfactory performance due to the
application of architecture specific features in the GPU code. OpenCL kernels of the related
FDTD code were therefore optimized to improve performance on multi-core CPUs. Despite this,
OpenCL FDTD implementation on CPUs was up to 1.5 times slower than on a commercially
available FDTD solver developed in the OpenMP standard. Subsequently, this paper presents
an application of the developed multi-GPU OpenCL FDTD code in solving a real-life problem of
computational electromagnetics in order to demonstrate its performance and applicability.

1. INTRODUCTION

Parallelism recently substituted clock frequency as the performance driver for processors. For
years, processing speed has resulted from the clock rate and instruction-level parallelism. Hence,
single-thread (single-process) codes executed faster on newer processors without any modification.
Evolution of processors into multi-core chips has forced multi-threaded (multi-process) software
coding to fully utilize the hardware. Further difficulties in software development have now resulted
from a tremendous number of highly specialized processor architectures being on the market, i.e.,
multi-core central processing units (CPUs), graphics processing units (GPUs) and also devices that
merge both technologies in a single-die chip. Therefore, development of computational electromag-
netics codes that are scalable and portable between available and future hardware architectures
has become a real challenge. These facts motivate us to continue investigations focused on parallel
implementations of the numerical methods of electromagnetics in computing hardware.

Application of Open Computing Language (OpenCL) [1] in computational electromagnetics
might be a solution to the aforementioned problems as it maintains portability between hardware
architectures and efficiency of the low-level programming interface. OpenCL is a framework for
parallel programming of heterogeneous platforms consisting of multi-core CPUs, GPUs, and other
modern processors. This standard opens the way to building heterogeneous computing systems that
may simultaneously deploy the computational power of multi-core CPUs and GPUs for the tasks
best suited to them. OpenCL unifies the process of code development for heterogeneous computing
systems using one programming environment (compiler) to target substantially different processing
elements.

We recently reported the results of an OpenCL implementation of the finite-difference time-
domain (FDTD) [2] method on a single computing device [3]. In this contribution we report
an extension of that method, allowing execution on either multi-GPU or multi-core multi-CPU
based computing architectures. Multi-GPU implementations are necessary, not only to speed up
computations but also to aggregate relatively small GPU memories. In Section 2, multi-GPU
implementation of the FDTD method in OpenCL is introduced. Evaluation of the developed code
performance is presented in Section 3.
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2. MULTI-GPU FDTD SOLVER

Our research group is focused on bio-electromagnetics and electromagnetic compatibility prob-
lems. FDTD is therefore our method of choice due to straightforward implementation of arbitrarily
shaped structures (consisting of dispersive and non-linear materials) within the computational do-
main, the possibility of a wideband frequency response calculation with a single simulation run,
and easy parallelization. Time evolution of the electromagnetic field is calculated in this method
using central-difference approximations of the partial derivatives in Maxwell’s curl equations [2].
Each step of the electromagnetic field update consists of (i) H-field components update within the
domain, (ii) application of boundary conditions to the H-field, (iii) E-field components update
within the domain, and (iv) application of boundary conditions to the E-field. The FDTD update
equations [2] are omitted here for the sake of brevity.

Let Nx, Ny, Nz denote respectively the number of cells along the x, y, z directions in the
computational domain before decomposition. Let us assume orientation of data in the memory,
i.e., electromagnetic field and material data, with z and x being respectively the fastest and slowest-
varying dimension. In our implementation, decomposition is performed along the slowest-varying
direction, refer to Fig. 1. The size of the subdomain on the kth GPU (GPUk) is equal to Nk

x + 1
where:

Nx =
∑

k

Nk
x (1)

An additional zy-slice of data (Nk
x+1) represents the boundary condition in the local, associated

to a particular GPU, subdomain. This slice is added at the beginning of the transverse H-field data
arrays (Hy, Hz-transverse components at the boundary between subdomains on different GPUs)
and at the end of the transverse E-field components (Ey, Ez) data arrays. The exchange of trans-
verse H- and E-field components between subdomains is performed respectively during applications
of the boundary conditions to the H- and E-fields [steps (ii) and (iv) in the time marching scheme].
When the E-field update is completed on GPUk, the boundary data is sent to GPUk−1 for the
purpose of being used there as a boundary condition in the H-field update. Analogously, when the
H-field update is completed on GPUk, the boundary data is sent to GPUk+1 for the purpose of
being used there as a boundary condition in the E-field update. These communication schemes are
described schematically in Fig. 2, including the special case of the periodic boundary condition in
the x-direction.

Figure 1: Domain decomposition scheme for the multi-GPU OpenCL FDTD solver. Size of the subdomain
on the GPU is increased by one slice to implement the boundary condition for field updates.

(a) (b)

Figure 2: Communication between GPUs. (a) E-field exchange, (b) H-field exchange.
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For each memory copying between GPUs, data is copied first from the sending GPU to the CPU
host memory space. Then from the CPU to the receiving GPU. Unfortunately, the OpenCL driver
did not allow data to be transferred directly between GPUs at the time of this paper preparation.
The communication overhead between GPUs is proportional to the area of the boundary and
represents the rate-limiting step of the method.

Each GPU then executes FDTD updates as presented in the case of single-GPU OpenCL code
[3]. Updates are performed in the loop along the slowest direction. Rectangular zy-tiles of the field
values, being the same size as blocks of threads, are transferred to the low-latency local (shared)
memory using coalesced memory access. A single thread in a rectangular block of threads updates
a single cell per one loop step, using two zy-tiles of data recently downloaded into the local memory.

Although the host machine supports many CPUs placed in different sockets on a motherboard,
they are visible by the OpenCL driver as a single computing device with an aggregated number
of cores (computing units). Decomposition of the domain is therefore not necessary in the case of
code execution on a multi-CPU machine. The developed GPU code is executable on a multi-CPU
machine without any changes, but the obtained simulation throughput is very low. CPU update
kernels were therefore modified to avoid usage of the local memory which is not supported in
hardware by CPU (its function is realized by a cache memory). In this improved implementation,
every thread in the cuboidal group of threads updates a single cell directly using data stored in the
global memory.

3. NUMERICAL RESULTS

Performance of the single-device OpenCL FDTD solver is presented in Fig. 3 for the sake of com-
parison. Simulation results were obtained for the vacuum bounded by Mur ABCs and excited by
a dipole antenna located in its center (multi-material simulation). OpenCL simulations were exe-
cuted on Tesla C1060 (4GB RAM) and Radeon HD5870 (1GB RAM) GPUs and on an Intel i7 920
(4 cores) CPU. CPU simulations performed up to 35% worse in comparison to a highly-optimized
commercial OpenMP FDTD solver for the recently released OpenCL driver. OpenCL code per-
formed on the Tesla device on average 10% worse than CUDA implementation. Porting OpenCL
FDTD code optimized for Tesla architecture to the Radeon GPU (recently released driver) gave a
similar or slightly lower performance (by up to 10%).

In the next test, domain size along the x-direction was varied while the communication over-
head (number of either E- or H-field data to be sent between two GPUs) was fixed at about
1MB (zy-plane: 361 × 361 cells, two transverse components) and 0.25 MB (zy-plane: 181 × 181
cells, two transverse components). The vacuum bounded by Mur ABCs and excited by a dipole
antenna located in its centre (multi-material domain) was simulated on up to four HD5870 GPUs.
Characteristics of the simulation speed vs. domain size are presented in Fig. 4.

The average speed of the single GPU simulations is equal to (a) 426 Mcells/sec, and (b) 406Mcell-
s/sec. For peak speed, equal to 1498Mcells/sec in case (b), the scaling efficiency is better than
90%. This shows that the communication overhead can be hidden by computations for sufficiently
large simulation domains. Both cases show that simulation speed grows with increasing domain
size and decreasing communication overhead. Saturation of the characteristics is visible when
communication time becomes a small part of the computations.

Figure 5 shows runtimes of a realistic simulation of an electromagnetic field interaction with the

Figure 3: Speed of the OpenCL FDTD solver executed on a single GPU/CPU as a function of the side-length
of the cubic domain.
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(a) (b)

Figure 4: Speed of the multi-GPU (HD5870) OpenCL FDTD solver as a function of the domain size for
fixed values of the communication overhead: (a) 1 MB, (b) 0.25 MB of either E- or H-field data.

Figure 5: Runtimes for simulations of the electromagnetic field interaction with the human body (GPUs:
HD5870-1GB RAM, CPUs: 2×Xeon E5620-total 8 cores).

human body (mesh size: 314×326×326 = 33.4Mcells, 88114 iterations). Due to the large number of
material parameters required for human body modeling, material data was not stored in the cached
constant memory on the GPUs, which resulted in a slowdown of GPU simulations. Furthermore,
observation data was very often transferred between the GPUs and the CPU for further processing
and recording, which resulted in additional simulation slowdown. OpenCL code executed on ATI
Radeon HD5870 GPUs was 6 (2×GPU) to 9 (4×GPU) times faster than a commercial OpenMP
solver executed on two CPUs (2×Intel Xeon E5620). In this test OpenCL code executed on two
CPUs required a 40% longer runtime than a highly optimized commercial solver parallelized using
OpenMP standard.

4. CONCLUSIONS

We conclude that although OpenCL FDTD simulations perform at a slightly lower speed than
either CUDA or OpenMP implementations, it allows the development of multi-GPU code that is
portable between devices manufactured by different vendors and executable on modern multi-core
CPUs. Therefore, it is anticipated that the OpenCL framework will increase in popularity in coming
years, and might become the standard with respect to parallel programming.
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Abstract— The work handles with the application of artificial neural networks (ANN) in
modeling of the synchronous reluctance motor. Motor geometry, used materials and excitation
level dictate the motor performance. Mutual relations between these parameters were investigated
due to some simplifications of model multidimensionality. To overcome the model complexity a
proper ANN topology and data presentation to ANN were established. Final form of the non-
linear model was achieved by joining all trained ANN. Model output results define the magnetic
flux density distribution along the air-gap for both d- and q-mode excitations and specific motor
geometry. The comparison between ANN model results and finite element calculations confirms
the feasibility of use of established non-linear model for further investigation of SRM performance.

1. INTRODUCTION

Traditional motor design is in general composed of an iterative process where the engineer creates a
basic design by applying engineering experience and skills into particular technical solutions of the
motor. At each stage of the design, the device can be recalculated and the results are fed back to
modify the previous motor design. The process using 2D or 3D finite element analyzes (FEA) has
many advantages over conventional “calculate-built-test-recalculate” design. On the other hand
the FEA process takes a lot of computational time for specific simulation. Owing to disadvantages
of FEA the request to improve the design process was initiated and theresults are presented in the
continuation of the paper.

In general, the SRM rotor is cross-laminated, with flux barriers placed around the air gap
(Fig. 1(a)). They are mostly made of aluminum and are used to both diminish the q-axis flux
flowing between poles and to permit the d-axis flux to flow largely unimpeded directly through the
poles. This makes SRM to be, in its essence, an unexcited synchronous machine with its stator
and stator windings like any other induction machine.As the flux barriers together with their two
end rings form some kind of a squirrel cage, during the on-line start SRM shows its asynchronous
character.

Most of the authors [1] study SRM with its rotor rotating synchronized with the resultant stator
magnetic field. In such case, the effect of the rotor cage can be neglected. The same applies also for
the case with the flux barriers are made of an electrically nonconductive material. In practice, the
rotor cage is made of an electrically conductive material, such as aluminum, making phenomena in
the rotor cage very intensive. For example, it permits SRM to start on-line and in the synchronous
regime, it serves as a rotor dumping winding.

The paper focuses on the application of ANN in modeling of the synchronous reluctance motor
in order to easethe design and performance evaluation of SRM.

2. CIRCUIT EQUATIONS GOVERNING SYNCHRONOUS RELUCTANCE MOTOR

The d-q voltage circuit equations in the rotor reference frame describing SRM with a squirrel cage
by d- and q-axis rotor winding are [2]:

usd = Rsisd +
dΨsd

dt
− ωeΨsq usq = Rsisq +

dΨsq

dt
− ωeΨsd

0 = Rrdird +
dΨrd

dt
0 = Rrqirq +

dΨrq

dt
(1)

In the above equations indices s and r refer to the stator and rotor magnitudes, respectively, and d
and q for the d- and q-axis values, respectively. Magnetic flux linkages Ψ shown in (1) are defined
by:

Ψsd = Lsdisd + Mdird Ψsq = Lsqisq + Mqirq Ψrd = Lrdird + Mdisd Ψrq = Lrqirq + Mqisq (2)
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Figure 1: (a) SRM cross-section with a segmented rotor. (b) Idealized model of SRM.

where Md represents the mutual inductance between the stator and rotor direct inductances and Mq

is the mutual inductance between the stator and rotor q-axis inductances. Based on the definitions
above, the expression for the electromagnetic torque is (m is the number of phases and P is the
number of poles):

Tem =
m

2
P

2
(Ψsdisq −Ψsqisd) (3)

3. NON-LINEAR MODEL OF SRM WITH NEURAL NETWORKS

All electric and magnetic performances of synchronous reluctance motor depend on its geometric
construction, used materials and on excitation level. It is almost impossible to express exact
mathematical equations which would take into account all these influential parameters. The main
idea is to develop such a model that will incorporate the influence of key parameters for specific
desired SRM design. Or in other words, for desired input parameters (motor geometry, material and
excitation level) the model should give the results usable to calculate motor output performance.

The model of SRM used in this analysis was idealized for the purposes of studying of artificial
neural network application in such a problem (Fig. 1(b)). The main idealization was in slot-less
stator geometry and in motor excitation. The current sheet placed on the stator side of the air
gap represents the ideal excitation. These two changes in respect to real motor were also used to
investigate the effect of different rotor geometry on magnetic flux density distribution in the air
gap.

The m-phase stator winding may be in a form of d- and q-winding, each being identical to the
original m-phase winding, except that their axes lie respectively along the d and q axis. The values
of current sheets on the stator inner surface at any space angle θ from d-axis in d and q modes are:

Ad =
π

τp

4
π

m

2
kw

p

√
2IdN sin

(
P

2
θ

)
= Adm sin

(
P

2
θ

)
, (4)

Aq =
π

τp

4
π

m

2
kw

p

√
2IqN cos

(
P

2
θ

)
= Aqm cos

(
P

2
θ

)
. (5)

where τp is the pole pitch and kw is the winding factor. This is a fairly accurate approximation,
ignoring space harmonics in the MMF wave caused by stator currents being located at discrete
points instead of being sinusoidally distributed around the stator.

To set-up a non-linear model of SRM with neural networks it was necessary to investigate
the dependence between magnetic flux density, excitation level, rotor inner geometry and rotor
radius (at the same time idealized stator outer diameter). Magnetic flux density distribution was
calculated using FLUX 2D [3]. The model was excited with different constant values of both current
sheets (4, 5). The geometry changes were achieved by variation of rotor inner radii r1, r2, r3, r4

(Fig. 1(b)) and by variation of rotor radius R (or pole pitch). At any geometry change and for
specific excitation level Adm and Aqm the magnetic flux density distributions Bd and Bq along the
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(a) (b)

Figure 2: (a) Bd at different excitation levels Adm. (b) Bq at different excitation levels Aqm.

 
(a) (b)

Figure 3: (a) Bd distribution for different rotor radii R (pole pitches). (b) Bq distribution for different rotor
radii R.

air gap were calculated. Meanwhile, the effective width of the air gap including the effect of stator
slotting (Carter’s coefficient) remains constant all the time. The distance between sampled points
along the air gap was at every one third of air gap width. This value was chosen due to necessity of
a good approximation of the flux density distribution between sampled points. The distribution of
Bd along the air gap for certain rotor geometry in function of different excitation levels Ad is shown
in Fig. 2(a). The distribution of Bq was calculated for the same motor geometry with excitation
levels Aqm = Adm and it is presented in Fig. 2(b). The distributions of Bd and Bq in function of
rotor radius R at certain excitation level Adm and Aqm are shown in Fig. 3(a) and Fig. 3(b).

Knowing the dependence of these magnetic field distributions (Figs. 2 and 3) the neural net-
work training data set can be reduced. For example, the shape of surface from Fig. 2(a) can be
described with five magnetic flux density distributions calculated at different excitation levels Adm

and then interpolated with each other. All other surfaces (Figs. 2(b), 3(a), 3(b)) can be described
by calculating field distributions at both extremities and then interpolated with each other due to
their linear dependence. In this way the training data set for specific rotor geometry was reduced
from twenty to nine calculated field distributions. In other words, required training data set to
describe all training geometries at different excitations was reduced for more than 50%.

4. APPLICATION OF ARTIFICIAL NEURAL NETWORKS

The suitability of applying ANN to find the magnetic flux density distribution for desired design
of SRM was explored. Conventional types of feed-forward ANN were used. They are commonly
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known as multilayer back-propagation ANN. The MATLAB with Neural Network toolbox [4] was
used to program the ANN. The basic ANN system is composed of input data {x}, corresponding
target data {y} and artificial neural network. Using given data pairs ({x}, {y}) the ANN learns the
mapping {x} → {y}. In the process of training, the ANN merely computes the mapping function.
The ANN has input layer, hidden layers with number of neurons and output layer. Each neuron
has weight (w) and bias (b). The mapping from one layer to next one is done with transfer function
σ. The capability of approximation mainly depends on ANN topology, number of used neurons
in hidden layer and on proper presentation of learning data set to the ANN. During the learning
process the ANN is trying to reduce sum-square-error (SSE) between presented target data and
calculated output ANN results.

Input data and corresponding target data form a training data set and they are used to train
network until it can associate input data with specific target data. The trained back-propagation
network tends to give reasonable answer when presented with inputs that it has never seen (test-
ing data set). This means that ANN doesn’t need to be trained on all possible combination of
input/target data combinations to give correct output on given input data set. This advantage of
ANN generalization can also be used to diminish the number of training data calculated with finite
element method.

A pair of data set for each mode (d and q) of model excitation was prepared. Each pair consists
of training and testing data. First data set used to train the ANN include the magnetic flux density
distribution along the air gap from d to q axis for d mode excitation as target data matrix. Input
data r1, r2, r3, r4, R (τp), Ad and Aq were in vector form. During this study, the number of different
training geometries at specific excitation levels was 200.

During training process different ANN topology, number of used neurons, transfer functions
and presentations of training data set to the neural network were investigated. Magnetic field
distributions as output results of trained ANN for the training geometry were very satisfactory.
Meanwhile, the results carried out from the same trained ANN for rotor geometry from testing data
set were completely unusable. We tried to overcome this problem by applying more hidden neurons,
using different transfer functions such as “logsig” and “radbas” [4], changing ANN topology to two
hidden layers, reducing SSE and increasing the number of training epoch. The results were all the
time quite the same, unusable. It was found out that the main problem is in the presentation of
training data set to ANN.

New and different preparation of training and testing data set was inevitable. The form of each
input vector changed to matrix form. The number of these new matrices became the same as the
number of training geometries. Each matrix is so composed of five rows in which first four elements
present rotor geometry and fifth one is an index of sampled point. So, the number of columns
is equal to number of sampled points. Target data matrix has rows equal to number of sampled
points and columns equal to number of input data matrix.

First column of first input matrix is presented to ANN atthe same time as first element of first
target matrix column. Then, second column of first input matrix and second element of first target
matrix column. This is repeated until all input and target matrices are submitted to ANN in
training process.

(a) (b)

Figure 4: (a) Bd distribution comparison between FEM and ANN. (b) Bq distribution comparison.
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To take into account the magnetic non-linearity of Bd (Fig. 2(a)) for all two hundred training
geometries, five ANN were trained each one for each excitation level. Another two ANN for q-mode
excitation extremities (Fig. 2(b)), two ANN for Bd in function of R (τp), and two for Bq in function
of R (τp). The non-linear model of SRM is then established by joining of all eleven trained ANN.

During the training process the number of hidden neurons changed. The best results were
achieved using twelve hidden neurons with “tansig” transfer function and an output neuron with
linear transfer function (6),

σ1 (z) =
ez − e−z

ez + e−z
σ2 (z) = z, (6)

where z is formed as the sum of weighted inputs and bias value of neuron. The results for testing
data set for one d-mode excitation level are shown in Fig. 4(a) and for q-mode in Fig. 4(b), compared
with the FEM results.

5. CONCLUSIONS

Non-linear model of SRM with ANN was established. The model input parameters are: rotor
geometry defined with inner radii (Fig. 1b), rotor semi-diameter and excitation levels. Output
model results are: direct Bd and quadrature Bq magnetic flux density distribution along the air-
gap. During the study it was necessary to reduce the model complexity, develop proper ANN
topology and data presentation to ANN. Results from the non-linear model were compared with
finite element modeling results. The similarity between them confirms the use of artificial neural
networks in these kinds of problems. Proposed method can be also applied in a field of special
electric machines and in condition monitoring of electric machines.
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Abstract— Magnetoclaoric proprieties of AMn1−xGaxO3 (A= La0.75Ca0.08Sr0.17 and x =
0.175) compound have been investigated. Isothermal measurements of magnetization allow us,
through thermodynamic Maxwell relations, to determine the magnetic entropy change. We have
discovered a large magnetic entropy change (−∆SM ) at Curie temperature. The ∆SM increases
from 0.45 to 2.91 J/kg·K when the applied magnetic increasing from 0.5 to 5 T respectively. The
discrepancy between theoretical and experimental values of (−∆SM ) was explained by the fact
that Landau model does not take the exchange interactions and Jahn-Teller effect on the magnetic
properties. This result shows that this compound can be considered as potential candidate for
magnetic refrigerants.

1. INTRODUCTION

Numerous studies have been devoted to the manganites such as the magnetoelectric (ME), the
magnetocaloric effect (MCE). . . . The ME effect belongs to an entirely new class called as ferro-
electromagnetics. These materials are also used in high speed power and signal distribution, mi-
crowave field and current measurements. The magnetocaloric effect (MCE) has been a subject
of intense research owing to its possible application in magnetic refrigeration. This application is
becoming a promising technology to replace the conventional gas-compression refrigeration due to
its high efficiency, low noise, softer vibration and longer using time [1, 2].

Recently, an increase interest has been observed in this field due to efforts in developing novel
materials with large magnetic entropy. The recent researches one carried out with the aim of
optimizing the physical properties of the manganites for the magnetic refrigeration application [3].
Perovskite based manganese oxide with the general formula R1−xAxMnO3 (R= trivalent rare
earth, A = divalent ion) [4] display a variety of physical proprieties such as the paramagnetic to
ferromagnetic transition. The mixed state valence of manganese ions plays a paramount role of
double exchange (DE) and super exchange (SE) mechanisms [4, 5], which is at the base of the metal
behavior and the ferromagnetic properties. The basic processes of the DE mechanism, proposed
by Zener in 1951 [5], was the hopping of eg electron from Mn3+ (t32g e1

g) to Mn4+ (t32g e0
g) ions

via O2− one. In manganites is possible to substitute both at A and Mn site. A-site doping is
known to control the Mn3+/Mn4+ ratio. Compared to A-site doping, Mn-site doping is more
important because it not only modifies the Mn3+-O2−-Mn4+ network but also brings about many
new exchange interactions between the Mn ions and the doped transition metal ions.

The aim of this work is to provide a through understanding of Ga substitution influence at Mn
site on the magnetic and magnetocaloric properties in AMn0.825Ga0.175O3 compound.

2. EXPERIMENTAL

The AMn0.825Ga0.175O3 compound was prepared by a standard solid ceramic method at high tem-
peratures. Stoichiometric amounts of La2O3, SrCO3, MnO2, CaCO3 and Ga2O3 precursors were
mixed and then heated at 673 K for 12 hours to achieve decarbonation. Finally, the compound
was sintered at 1273K for 2 days in air. The magnetic properties were explored with a vibrating
sample BS2 magnetometer developed in Louis Neel Laboratory of Grenoble. Isothermal magneti-
zation (M) versus applied magnetic field (µ0H) curves were collected by temperature step every
5K under an applied magnetic field varying from 0 to 5 T.
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Figure 1: Magnetization and its derivative deduced from (dM/dT ) for AMn0.825Ga0.175O3 sample. The inset
shows the temperature dependence of magnetization for AMn0.825Ga0.175O3 sample measured at different
applied magnetic field.

3. RESULTS AND DISCUSSIONS

To investigate the doping effect of the Mn magnetic ion by non magnetic d10 Ga3+ one [6] on the
magnetic properties of AMn0.825Ga0.175O3 compound, the temperature dependence of magnetiza-
tion was measured at applied magnetic field 0.05T. The M(T ) curve reveals that sample exhibits a
single transition from a ferromagnetic to a paramagnetic phase at the Curie temperature of 168K
defined by the peak of dM/dT (T) curve (Figure 1(a)).

Figure 1(b) shows the temperature dependence of magnetization for AMn0.825Ga0.175O3 sam-
ple measured at different applied magnetic field (µ0H). Indeed, the M(T, µ0H) curves reveal the
presence of ferromagnetic-paramagnetic transition qualified from the second order, where magne-
tization varies continuously in range transition temperature. Also, we can conclude that there is
broad magnetic entropy associated with a ferromagnetic-paramagnetic transition at Curie temper-
ature.

The magnetocaloric effect (MCE) was estimated, in terms of isothermal magnetic entropy change
(−∆SM ), using the M(T, µ0H) data and employing the thermodynamic Maxwell equation [7–11]:

(
∂S

∂ (µ0H)

)

T

=
(

∂M

∂T

)

µ0H

(1)

From Eq. (1), the isothermal entropy change can be calculated by means of magnetic measure-
ments:

∆SM
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0

)
= SM

(
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0

)−SM (T, 0) =

µH
0∫

0

(
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(
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0

)
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)
d

(
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0

)
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Numerical evaluation of (−∆SM ) by the variation of external applied field was carried out by
approximating the above equation to the following relation:

∆SM

(
T+

1 T2

2

)
=

1
T2 − T1

[∫ µ0H

0
M (T2, µ0H) d (µ0H)−

∫ µ0H

0
M (T1, µ0H) d (µ0H)

]
(3)

By using a program carried out in our laboratory by Pr. N. Fourati and E. Dhahri based on
Eq. (3), we have determined (−∆SM ) variation. We have plotted the variation of the magnetic
entropy changes (−∆SM ) as a function of temperature at several applied magnetic fields (a-inset
of Figure 2). It is noted that this variation is very significant with the vicinity of the Curie
temperature, which is towards 165K. The application of a magnetic field varying from 0.5 to 5 T
induces a variation of (−∆SM ) from 0.45 to 2.91 J/kg·K, respectively.

The large magnetic entropy change in manganites is caused by the spin-lattice coupling in the
magnetic ordering process. The strong spin-lattice coupling arising from a reasonable variation in



Progress In Electromagnetics Research Symposium Proceedings, Marrakesh,Morocco, Mar. 20–23, 2011 1861

(a)

(b)

Figure 2: Isothermal magnetization for AMn0.825Ga0.175O3 sample measured vs. magnetic field around TC .
The inset (a) Temperature dependence of the magnetic entropy change under different magnetic fields, (b)
represents the maximum entropy change and RCP values vs. applied magnetic field.

d(Mn/Ga)-O bond length and (Mn/Ga)-O-(Mn/Ga) bond angle at TC may also contribute to the
enhancement of the observed magnetic entropy change.

Figure 2 shows isothermal magnetization (M) curves for AMn0.825Ga0.175O3 sample measured
in the magnetic field range of 0–5T at various temperatures. From these curves, we can conclude
that the magnetization increases sharply with applied magnetic field.

The maximum of magnetic entropy changes (−∆Smax
M ) upon the magnetic applied field changes

of 0.5 and 5T are about 0.45 and 2.91 J/kg·K, respectively. This maximum was found to exhibit a
linear rise with increasing field (b-inset of Figure 2). The magnetic cooling efficiency of a magne-
tocaloric material can be evaluated by considering the magnitude of (−∆SM ) and its Full-Width
at Half Maximum (δTFWHM ) [12, 13].

The Relative Cooling Power (RCP) factor was calculated, using the following equation:

RCP = |∆Smax
M | × δTFWHM (4)

The RCP factor represents a good way for comparing and selecting potential substances for
the magnetic refrigerant application. The inset b of Figure 2 presents the RCP data plotted as
a function of magnetic applied field. We can mention that RCP increases from 27 to 261 J/kg
when µ0H increasing from 0.5 to 5T, respectively. For comparison, the maximum of (−∆SM )
and the RCP values for other samples are summarized in Table 1. We can deduce that our com-
pound presents comparable values and could be considered as a potential and a good candidate for
magnetic refrigeration.

It is well known that the magnetic Gibbs free energy for the magnetic systems G(T,M), in
general, can be expressed as a Landau expansion in magnetization as [15, 16]:

G (T,M) = G0 +
(

1
2

)
A (T ) M2 +

(
1
4

)
B (T ) M4 +

(
1
6

)
C (T ) M6−M (µ0H) (5)

Using the equilibrium condition, ( ∂G
∂M = 0), we obtain the equation below, which describes the total

magnetization in the vicinity of the Curie temperature:

µ0H

M
= A (T ) + B (T ) M2 + C (T )M4 (6)

where A, B and C coefficients are temperature dependent parameters obtained from Eq. (2) [12–17].
The corresponding magnetic entropy can be obtained by a differentiation of the magnetic part

of the Gibbs free energy with respect to temperature:
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6
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C
′
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Table 1: (−∆SM ) and RCP values at TC under a magnetic field for several typical magnetic refrigeration
materials.

Materials µ0H (T) TC (K) −∆SM (J/kg·K) RCP (J/kg) Reference

Gd 2 299 4.2 [16]

La0.70Ca0.15Sr0.15Mn0.975Fe0.025O3 2 336.4 115.75 [17]

La2/3(Ca0.50Sr0.50)1/3MnO3 1 337 1.7 38 [19]

La0.75Ca0.125Sr0.125MnO3 1.5 282 1.5 108 [18]

La0.75Ca0.1Sr0.15MnO3 1.5 325 2.85 72 [18]

La2/3(Ca0.75Sr0.25)1/3MnO3 1 300 1.8 54 [19]

La0.75Ca0.08Sr0.17Mn0.825Ga0.175O3 2 168 1.71 127.5 Our work

Figure 3: Theoretical and experimental magnetic entropy change for AMn0.825Ga0.175O3 compound at mag-
netic field variation 0–2 T. Inset: temperature dependence of Landau coefficients. The units for A(T ), B(T )
and C(T ) are T2 kg/J; T4 kg3/J3 and T6 kg5/J5, respectively.

where A′, B′ and C ′ are the temperature derivatives of the Landau coefficients.
The temperature dependence of the parameters A and B is obtained from the linear region of

the Arrott plot of µ0H
M versus M2. The variations of A(T ), B(T ) and C(T ) values are shown in the

inset of Figure 3. Using parameters A and B, determined from the experimental data, the magnetic
entropy change is calculated from Eq. (7). Figure 3 shows the Landau theoretical and experimental
magnetic entropy change (−∆SM ) values. It is clear from the results that there is a discrepancy
between the two (−∆SM ) values, except above Curie temperature TC . This discrepancy may be due
to the fact that this Landau model does not take into account the influence of exchange interactions
and the Jahn-Teller effect on the magnetic properties.

4. CONCLUSION

In this work, we have discussed the magnetic and magnetocaloric properties of AMn0.825Ga0.175O3

compound. We have found that this sample displays a large maximum entropy change (−∆SM =
1.71 J/kg·K) value at an applied magnetic field of 2 T with a relatively large RCP value (127.5 J/kg),
which is well comparablewith the commercialmagnetic refrigerant materials. So, the AMn0.825Ga0.175

O3 compound could be considered as a potential and a good candidate for magnetic refrigeration.
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effect in (La0.55Bi0.15)Ca0.3MnO3 perovskites,” Sensors and Actuators A, Vol. 142, 549–553,
2008.

9. Dhahri, J., A. Dhahri, M. Oumezzine, and E. Dhahri, “Effect of Sn-doping on the structural,
magnetic and magnetocaloric properties of La0.67Ba0.33Mn1 xSnxO3compounds,” J. Magn.
Magn. Mater., Vol. 320, 2613–2617, 2008.

10. Das, S. and T. K. Dey, “Magnetic entropy change in polycrystalline La1−xKxMnO3 per-
ovskites,” J. of Alloys and Compd., Vol. 440, 30–35, 2007.

11. Nisha, P., S. S. Pillai, A. Darbandi, A. Misra, K. G. Suresh, M. R. Varma, and H. Hahn,
“Magnetism and magnetocaloric effect in nanocrystalline La0.67Ca0.33Mn0.9V0.1O3 synthesized
by nebulized spray pyrolysis,” J. Phys. D Appl. Phys., Vol. 43, 135001, 2010.

12. Kallel, S., N. Kallel, O. Peña, and M. Oumezzine, “Large magnetocaloric effect in Ti-modified
La0.70Sr0.30MnO3 perovskite,” Materials Letters, Vol. 64, 1045–1048, 2010.

13. Tang, W., W. Lu, X. Luo, B. Wang. X. Zhu, W. Song, Z. Yang, and Y. Sun, “Particle
size effects on La0.7Ca0.3MnO3: Size-induced changes of magnetic phase transition order and
magnetocaloric study,” J. Magn. Magn. Mater., Vol. 322, 2360–2368, 2010.

14. Dhahri, J., A. Dhahri, M. Oumezzine, E. Dhahri, M. Said, and H. Vincent, “Magnetocaloric
properties of Cd-substituted perovskite-type manganese oxides,” J. of Alloys and Compd.,
Vol. 467, 44–47, 2009.

15. Mahato, R. N., K. Sethupathi, V. Sankaranarayanan, and R. Nirmala, “Co-existence of giant
magnetoresistance and large magnetocaloric effect near room temperature in nanocrystalline
La0.7Te0.3MnO3,” J. Magn. Magn. Mater., Vol. 322, No. 17, 2537–2540, 2010.

16. Xu, Y., M. Meier, P. Das, M. R. Koblischka, and U. Hartmann, “Perovskite manganites:
Potential materials for magnetic cooling at or near room temperature,” Crystal Engineering,
Vol. 5, No. 3–4, 383–389, 2002.

17. Tozri, A., E. Dhahri, and E. K. Hlil, “Magnetic transition and magnetic entropy changes of
La0.8Pb0.1MnO3 and La0.8Pb0.1Na0.1MnO3,” Materials Letters, Vol. 64, 2138–2141, 2010.

18. Guo, Z. B., W. Yang, Y. T. Shen, and Y. W. Du, “Magnetic entropy change in
La0.75Ca0.25−xSrxMnO3 perovskites,” Solid State Commun., Vol. 105, No. 2, 89–92, 1998.

19. Mira, J., J. Rivas, L. E. Hueso, F. Rivadulla, and M. A. Lopez Quintela, “Drop of magne-
tocaloric effect related to the change from first- to second-order magnetic phase transition in
La2/3(Ca1−xSrx)1/3MnO3,” J. Appl. Phys., Vol. 91, No. 10, 8903–8905, 2002.



1864 PIERS Proceedings, Marrakesh, MOROCCO, March 20–23, 2011

The Design of a GPR Test Site for Underground Utilities
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14300 Nibong Tebal, Penang, Malaysia

Abstract— This paper proposes a design for GPR test site for underground utilities. A test
site with the following parameters: 8 meters in width, 17 meters in length, and 4 meters in depth
is the design proposed for construction in Malaysia. Differing samples of pipe sizes and materials
are represented as buried objects for GPR survey. The site is designed to meet the changing
needs of researchers so as to eliminate most of the commonly known GPR limitations.

1. INTRODUCTION

An Actual Field-based physical model or ‘laboratory’ is the best way to improve and best under-
stand data interpretation. In ground penetrating radar (GPR), a closed laboratory is not suitable
due to the high degree of clutter that occurs subsequent to wall and ceiling interference. A field
model (test site) is therefore the most suitable strategy for actual GPR experiments. Although
test sites are often costly and not easy to build, it provides significant advantages for purposes of
GPR data interpretation through 1) the homogeneity of host materials; 2) clear interface contrast
between buried objects and host materials; 3) the absence of moisture, and/or of any potential
bodies that may reflect radar waves causing clutter; and 4) known sizes and materials of buried
objects.

To determine the best approach for GPR image reconstruction in a real environment and com-
pare different inversion techniques, simulations can be applied in a straightforwardly simple and
distinct environment [1]. The underground is usually not homogenous so that GPR data is affected
by varied factors such as: radio wave frequency; antenna beam width; velocity of propagation;
dielectric properties of host material; contrast of the dielectric constant of host material and buried
object; ratio of existing moisture; wave propagation depth or attenuation; congestion of buried
objects; and varying clutter due to unwanted reflected signals. Some of these factors can be con-
trolled by human effort while others cannot. Signal propagation loss due to imaginary components
of dielectric ground permittivity depends on the characteristics of the materials which constitute
the soil. Changes in the dielectric are constant with depth and any loss in material is because of
the presence of moisture [2].

Images acquired from reflected signals are data, and do not constitute photographs of buried
objects beneath the surface under investigation. In reality, any radar image represents amplitudes of
reflected signals from the interfaces while exhibiting different dielectric properties [3]. While many
problems face GPR, if a researcher attempts to solve problem, other extant GPR limitations often
do not allow the achievement of good results. In view of this, a good test site can filter out most of
these GPR limitations after which the research may focus on the problem to be solved. Furthermore,
real time calibration for GPR is costly and is not available in most developed countries; therefore,
test sites offer reliable calibrations for GPR using synthetically buried objects.

GPR data interpretation can be difficult because of uncertainty about buried objects. To reduce
ambiguity in data interpretation, a better designed GPR test site is vital. The test site is actually
not for simulation of the real world but rather for the solving of specific problems. Colla, et al. [4]
claimed that: “It is expected that simulation will allow the interpretation of actual surveys to be
more readily understood, which will in turn allow a better engineering assessment to be made of a
structure under investigation.”

There exist many GPR test sites and that differ with regards to purpose. For example, a test
site at Laboratoire Central des Ponts et Chaussees (LCPC) in Nantes, France, was built in 1996
and comprises a pit of 26 meters by 20 meters with a depth of 4 meters. The test site is divided
into five sections with different types of object buried in different host materials [5]. Another test
site has been constructed in Azienda Agraria at La Tuscia University in Viterbo. It consists of a
pit filled with sand and gravel with dimensions of 4 meters and 6 meters and a depth of 1.2 meters
and is isolated with a PVC sheath [6]. Applied Research Associates, Inc. (ARA) has established a
test site in South Royalton, Vermont [7]. A geophysical test site of IAG/USP located in São Paulo
City in Brazil, has an area of 1500 square meters. Buried objects with different geometries and
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Figure 1: Location of the test site.

types of targets are buried at depths varying from 0.5 to 2 m [8]. Two archaeological tests sites
are also established in Illinois and Washington. The one in Illinois uses moist clay and silt to bury
features ranging in depth from 30 to 60 cm below the ground surface, and the site in Washington
uses dry wind-blown sand to bury objects of varied features ranging in depth from 50 to 150 cm [9].
Elena, et al. [1] constructed a GPR test site at the Canadian Forces Base in Borden where the water
table at the site was 3 to 4m. Empty pipes with different types and diameters were buried about
5 meters apart at a depth of 1.25 meters in which the host material used was the same excavated
soil.

This paper proposes a design for a test site for the purpose of GPR calibration. This test site:
8 meters wide, 17 meters long and 4 meters deep is designed for construction at the Universiti
Sains Malaysia Engineering Campus in Pulau Pinang, Malaysia. Different samples of underground
utilities of variable sizes and materials are presented as buried objects.

2. DESIGN METHODOLOGY

The location of the test site is chosen precisely with the aid of GIS for optimum site selection (see
Figure 1). Existing digital maps including technical information of the Engineering Campus were
used and a buffer zone analysis depending on criteria set was decided.

2.1. Criteria for Test Site Location

1. The location should be inside the Engineering Campus.
2. The site should be positioned at least 25 meters away from buildings, metal constructions,

electric poles, trees, car parks and water bodies to decrease noise as much as possible.
3. The site should be easily accessible through a paved road.
4. No buried utility should exist at the proposed site.
5. A Dimension of 8 by 17 meters is considered reasonable to save costs.
6. The bottom level of the site should be higher than the water table by at least one and half

metes to avoid soil dent.

2.2. Criteria Considered for the Design

1. The depth is 4 meters.
2. Length of samples: 4 meters and closed at both ends.
3. Dry sand is used for the host material covered with PVC instead of asphalt or concrete.
4. It can be affixed by small hooks in existing concrete walls.
5. PVC sheath is used to host the sand and isolate it from water table and rain water.
6. Objects should be buried one meter apart to avoid intense hyperbolic overlapping.
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Figure 2: Interfaces detection distance results of antenna cone beam angle of 90 and 60 degrees.

Figure 3: Design plan view.

Figure 4: Section A-A.

7. The experimental site’s borders were determined at 2 meters from either border width-wise
and 3.5 meters from either border length-wise. Calculations depend on the angle of the
beam from the antenna cone, and the design supposes maximum angles of 90 and 60 degrees
respectively for perpendicular survey. Therefore, a distance of two meters from the interface
wall was decided as the interface detection over a distance of 3.43 m (Figure 2), while targets
are designed to be buried with a maximum depth of 3 m. Thus, any feature or noise shown in
the radar image having a depth greater than 3 meters should be ignored.

8. The purpose of the design is for underground utility, specifically pipes (Figures 3–5).

3. ADVANTAGES OF THE PROPOSED SITE

1. There exists no such site in Malaysia. The test site at the Department of Survey and Mapping
Malaysian Headquarters in Kuala Lumpur has many restrictions and was designed to simulate
the real world which is full of noises and distracting clutter.
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Figure 5: Section B-B.

2. It is always raining in Malaysia, so the land has a high ratio of moisture, thus using dry sand
with PVC sheath and cover will prevent moisture and isolate it from the water table.

3. The site is designed to be able to replace targets because no hard upper layer (asphalt or
concrete) was used thus making digging of sand easier and cost efficient.

4. No additional clutter is present due to the absence of a hard upper layer.
5. No intensive clutter emanates from the interface between sand and soil which sometimes create

confusing interpretation as it appears as target in the radar image. By reducing the site size
area, this problem is minimized.

6. It eliminates most of the common limitations encountered by the GPR process which have led
researchers to focus on problems under investigation.

4. CONCLUSIONS

The proposed design is considered to address most of common problems facing radar image inter-
pretation in order to have a better understanding of buried objects. The proposed design does not
simulate the real world literally but allows researchers to obtain better outcomes comfortably.
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Abstract— This paper presents a new algorithm to extract the diameter of a buried utility
from a GPR image depending on its hyperbolic shape. To know the exact size of a buried utility
would be a great achievement as size sometimes indicates the type and purpose of a utility. The
algorithm does not depend on wave velocity or electric properties as these factors are already
calculated via GPR software. This algorithm can be used ‘on-site’ to determine the diameter of
any buried object.

1. INTRODUCTION

Ground penetrating radar is currently one of the most efficient tools used for locating underground
utilities [1]. Though its ability is to detect metal and non-metal buried objects, underground utility
sizing is more difficult and there is very little evidence of this utilization in industrial practice.
Images obtained from the reflected signals are not photographs of objects beneath the surface
being investigated [2]. As GPR cannot determine the exact shape or utility material, consequently,
the type and purpose of the utility remains unknown. To know the exact size of the buried utility
would be a great achievement as size sometimes indicates the type and purpose of utility. This
paper presents a new algorithm for the extraction of the diameter of buried utilities using GPR
imaging depending on hyperbolic shapes.

Buried objects have a number of important characteristics for civil engineering applications
such as size estimation, material recognition and shape estimation. Pasolli et al. [3] provides a
good review about the measurement of buried sizes and he claims that most of research activities
are focused on buried object detection, location and depth, but works on object sizing are few. A
method to estimate cylindrical object sizes using hyperbolic signatures was developed and the result
indicate that the method is fully capable of estimating the radius and depth of buried objects to
within 10% [4]. Another study has reported that the introduction of a weighting factor in Hough’s
transformation has shown that there is a correlation between radius, depth and velocity for given
experimental uncertainties [5]. Yet another study carried out to estimate an 18 cm radius concrete
pipe at 1 m depth, used an antenna at 600MHz based on the generalized Hough transformation
resulted with an estimated radius of 17.4 cm± 5.9 cm [6]. Estimating the depth, size and dielectric
characteristics of buried cylindrical objects is also proposed based on neural networks [7]. Xian-
Qi et al. [8] provided a good review regarding the measurement of buried size. Varied methods and
algorithms utilizing artificial neural network techniques and Hough’s transformation to estimate
the diameter of underground utilities and/or reinforcement bar sizes in concrete have also been
reported [9–13].

2. METHODOLOGY

GPR has both an antenna transmitter and receiver. The first transmits radio waves into the ground
and the second receives the reflected radar waves from any buried object under the surface. For
the purpose of this investigation, a shielded dipole antenna with a cone that has a 90 degree spouse
opening is considered. The pulse transmitted from the antenna has an elliptical footprint area
underneath, and the long axis of the elliptical footprint is oriented in the direction of the dragging
antenna.

While the antenna’s drag and elliptical footprint’s edge touches the buried object, a hyperbola
is automatically shaped on the radar image based on the travel time of the signal’s return between
the buried object and dynamic antenna. In other words, no hyperbola will appear if the radar wave
does not touch an object. As the wave line creates a tangent with the buried object, a hyperbola
is produced exactly beneath the antenna at a distance equals to the tangent line (Figure 1). When
the antenna is at the top of the same object, half of the hyperbola is completed (Figure 2). From
here, it is concluded that half of the hyperbola is shaped when a quarter of the object’s perimeter
is revealed by the GPR.
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From Figures 1 and 2, ∆T is added to obtain a complete triangle (Figure 3). It is evident that:

X2 + Y 2 = (∆T + T )2 (1)

It is well known that a triangle has an interior angle of 180 degrees; therefore the third angle of
this triangle should be 45 degrees, and the two angles of the same measure indicate that the two
sides should be equal in length. Thus, X should be equal Y .

Manipulating the Equation (1):
∆T =

√
(2X2)− T (2)

Manipulating the Equation (2):
∆T = 1.4142136 ∗X − T (3)

The circle’s radius is the distance from the circle’s center and is perpendicular to the tangent or ∆T .
Thus, the radius is drawn and a triangle is produced as shown in Figure 4. Therefore, ∆T = R.

Manipulating the Equation (3):

D = 2.8284271 ∗X − 2T (4)

Actually using two parameters X and T may not give good result during image accuracy, therefore
the third factor y should be involved.

Manipulating above equations:
R =

√
2T −X − y (5)

Manipulating the Equation (4):

D = 2.8284271 ∗ T − 2X − 2y (6)

where D is the diameter of the buried object; X is the horizontal distance between the beginning
and the top of the hyperbola; T is the vertical distance to the beginning of the hyperbola, and y is
the pipe depth.

Figure 1: Radar wave is tangential to the buried
object.

Figure 2: Half of hyperbola is completed.

Figure 3: Relationship between ∆T and T . Figure 4: Relationship between radius R, ∆T , y and
Y .
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3. OTHER CONTRIBUTING FACTORS

There are however, several factors that can affect the hyperbolic shape in the process of estimat-
ing a buried object’s size. Factors such as the dielectric proprieties of soil and pipes, frequency
used, wave velocity, presence of moisture, and the speed of the dragging antenna are some of the
major variables. However, these factors are already taken into consideration with the use of the
software while the proposed algorithm is applied to the displayed GPR image that is processed.
The calibration process carried out prior to detection work has, in fact, considered these factors as
mentioned above. The proposed algorithm proves mathematically correct as well and as presented
in the hyperbola above in Figures 3 and 4.

4. CONCLUSIONS

This algorithm does not depend on wave velocity or electric properties as these factors are already
calculated via GPR software. This algorithm can be used ‘on-site’ to determine the diameter of
any buried object. The values of D and T can be determined from the GPR software or through
a simple program using Excel software, whereby interpreters then use the values of ‘X’ and ‘T ’ as
inputs to obtain the required information on the diameter of the buried object.
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Abstract— This paper proposes a new method of combining multiple radar images from differ-
ent frequencies to form a composite. The method uses MatLab software to automatically combine
GPR images. The basic image combination depends on the depth of radar wave penetration and
frequency resolution. This paper also proposes and establishes a new algorithm to determine the
exact depth and location of small non-linier objects.

1. INTRODUCTION

Recently, there has been a huge interest in detecting and imaging shallow surface targets in a
wide variety of areas. Many researchers have attempted to improve the quality of GPR images
and portray better extractions for buried objects representing the real world. Ground penetrating
radar is an efficient sub-surface imaging tool using a low-cost, nondestructive methodology that
is capable of detecting metal and non-metal objects [1]. Radar imaging represents a cross section
view of the underground and is not like other images which represent a topical view. The GPR
image shows buried objects in a hyperbolic shape; the top of the hyperbola represents the exact
location of buried object. It is a well known fact that GPR images are obtained by using a single
radio-wave frequency. Presently, the GPR technique is not capable of producing images using more
than one radio-wave frequency for the same image. GPR signals suffer from attenuation via the loss
of energy over increasing travel distance of signals between transmitter and receiver [2]. This limits
the GPR mechanism with regard to resolution and penetration [3]. Besides this factor, a good
understanding antennas depth ranges is also required because penetrating radar waves depend on
wave length; hence, the higher the antenna frequencies → the higher the attenuation. This means
that lower frequencies have a higher probability for the GPR to differentiate the object utility from
background noise (clutter) [2]. In other words, although higher radar-signal frequencies produce
better resolution and quality GPR images, they also lead to lesser penetration of depth in the host
medium. To the contrary, lower radar signal frequencies have higher penetration at greater depth
but with lower resolution.

Therefore, GPR operators have to use different frequencies to ensure better results. As a re-
sult, interpreters often encounter multiple radar images of the same object, each from different
frequencies that require separate interpretations. This large amount of data obtained from GPR
techniques in a measurement campaign presents a great challenge from the perspective of GPR
data interpreters [4], and the volume of raw data that need interpretation also causes more of a
challenge [5]. This extensive amount of data is one of GPR’s limitations and relates mainly to in-
terpreting the results [6]. There are at present and for example, many methods and algorithms for
routine interpretation that feature extracting certain portions of this data pool such as hyperbolic
rogation, pattern recognition and others. However, in real time good interpreters do not depend
completely on such automatic methods because such potentially dangerous interpretations can cost
the loss of both lives and property. Locating gas pipes and electric cables before digging should be
as precise as possible and the potential dangers of an incorrect mechanized interpretation imposes
the restriction of manual interpretation and human judgment. On other hand, this manual inter-
pretation of radar images of huge amount of data with data redundancy often leads to confusion,
difficulties and/or perhaps wrong interpretation.

Such limitations may prevent GPR from being widely used. This paper proposes a new method
of combining all radar images reaped from different frequencies on the same foci into one. There-
fore, the interpreter does not encounter same object more than once. Thus, the problem of data
redundancy is treated with this method. In addition, a 3D model is generated by using only one
set of radar images from the same frequency. Hence, building 3D models utilizing high frequen-
cies will definitely not show a deeply buried pipe or cable. Thus, this new method contributes
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towards getting an optimum 3D model, by constructing a single set of radar images for objects
under investigation from all frequencies.

2. METHODOLOGY OF COMBINATION

This study uses different frequencies with the intent of obtaining one good image of foci under
investigating with maximum resolution at maximum depth. Three phases are used that combine
multi-frequency GPR images, data collection, image processing and mat-lab software to automati-
cally merge radar images for the final result (Figure 1).

2.1. Data Collection
Data is collected from an artificial site using four different frequency antennas ranging from 250MHz
to 900 MHz are used to measure the foci. This obtains four different images or bands whose
resolutions and penetrating depth are dissimilar. The main data for this study is raw data and such
raw data as extracted from these radar images represents a cross-sectional view of the underground
with a unique feature of the radar image being the hyperbola. The horizontal coordinates on the
radar image represent successive radar positions and the vertical coordinates represents depth.

2.2. Image Processing
This phase is completed with the aid of the GPR software. In order to get clear visualizing and
explanation of the hyperbolic shapes, image processing is applied to the raw data such as moving
to Start Time to correct the zero-point of the surface in order to determine the real depth; also
Filtering is applied to delete noise and clutter, and the Gain is adjusted to maximally equalize the
radar signals. After the radar image is ready for interpretation, the images are saved in JPEG
format according to their respective frequencies; e.g., an image from 250 MHz is saved by using 250
and so on.

2.3. MATLAB Software
A small program was designed by mat-lab that works with any number of images and is designed
to deal with JPEG formatted images. The program should be saved in a folder that contains

Figure 1: Methodology of combination chart.
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all radar images and be ready for run. The ‘Basic Image Combination’ depends on radar-wave
depth penetration and resolution. Therefore, each image will be subdivided and equalized to three
horizontal slices with each slice at around 130 cm in depth all along the image’s length no matter
the slice’s length. This is based on the fact that depth in radar imaging is represented from the
top downwards. In this study, the division into three slices from three images is used, but if more
images arise the division will also rise according to the number of images. A completed depth survey
as shown by image is almost four meters, so that each slice represents about a 1.30m component.
Also, a decision to utilize three slices is because 900MHz radio waves do not penetrate more than
1.30m under normal conditions and 250 MHz radio waves penetrate to four meters. However,
the best slices (bands) will finally be combined to obtain one image. The high frequency band
widths are automatically apportioned to the top of the final image, and those from low frequencies
automatically go to the bottom of the image. Remaining bands with medium frequencies lie in-
between. The program is designed to take file names in descending order and after their division
and will compile them in one file.

3. A NEW ALGORITHM TO DETERMINE THE LOCATION OF LINEAR OBJECTS

Regular radar image interpreters decide the exact location and depth of targets depending on a
direct distance measurement from the top of the hyperbola in B-scan (Figure 2). However, in
actuality that is not always the case due to a wide range of footprint from the antenna; especially
those from the perpendicular axis of the survey’s direction. Usually, a grid method is used to
construct a 3D model, but for the two scans (Figure 3) conducted close enough to non-linear small
buried objects, pipes or cables; a new algorithm is developed to help locate its exact location and
depth.

Figure 2: Direct distance measure to top of hyperbola in B-scans.

Figure 3: Two scans above non-linear target.

Comparing Figures 2 and 3, it is concluded that B-scans obviously don not represent the exact
location and depth as shown in Figures 4(a) and (b).
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(a) (b)

Figure 4: Relationship between two scans and antenna positions.

To obtain the exact location and depth from (Figure 4(b)), the distance (d) represents exact
depth, and (a) represents the distance from the antenna’s position in scan 2, and that should be
an exact location.

It is evident that:

α = arccos
(

B2 + A2 − C2

2AB

)
(1)

And
sinα =

d

B
(2)

And
cosα =

a

B
(3)

Therefore

a =
(

B2 + A2 − C2

2A

)
(4)

And

d = B sin arccos
(

B2 + A2 − C2

2AB

)
(5)

4. CONCLUSIONS

The new method will contribute towards obtaining an optimum 3D model through the use of only
one set of radar images of objects under investigation utilizing all frequencies. In addition, data
redundancy is treated in this paper. The new combination of a multi-frequency GPR image is not
an alternate radar image, but represents an extremely useful pilot study for ongoing underground
utilities and highway studies, and also allows for GPR to be a helpful tool in disaster management
when needed. The proposed algorithm for exact location and depth is proven and it can be used
on-site. The calculation is also very simple and it can be done either manually or via Excel software.
The distance (A) between the two scans is decided already by the operator.
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Abstract— This paper is focused on the derivation of equations for a full-wave dipole antenna
based on feeding techniques. The current distribution was measured, followed by the measure-
ment of parameters of antenna like gain, radiation patterns and input impedance. Based on these
observations four equations for current distribution were eventually formulated. These equations
were then used to compute the values of the same parameters of the antenna. Finally, the values
of parameters obtained practically and theoretically were compared to analyse the validity of the
developed equations.

1. INTRODUCTION

In this paper, it was found that the full-wave antenna offers a high gain by devising the feeding and
applying multi feeding instead of one. Novel design methodologies and implementation techniques
for full wave antennas with dual and triple feeding are studied.

For a true harmonic operation, it is necessary that power is to be fed into the antenna is at an
appropriate point. A full wave dipole antenna was to be fed by various methods. These methods
can be classified into three categories; namely, symmetrical dual feeding, asymmetrical dual feeding
and symmetrical trouble feeding. The analysis of the parameters of asymmetrical dual feeding full
wave dipole antenna was discussed at Microwave Radar and Remote Sensing conference MRRS
2008 [1].

The current distributions were measured using a shielded loop [2] and [3] protruding through
a slit in the antenna surface along its axis that gave exact and accurate measurement rather than
sinusoidal distribution. The sinusoidal distributions of current and voltage are approximations
rather than exact descriptions [4] and [5].

Next, the current distributions were modeled and formulated whose parameters were deduced
from the measured current distribution by applying the current distribution data in models as
derived by IEEE standard. According to [6], it is difficult to apply directly measured data in the
forms derived by same authors.

2. DEVELOPMENT OF EQUATION FOR CURRENT DISTRIBUTION

This section presents results from an experimental investigation of current distribution test. This
investigation serves to experimentally find the current distribution wave form, and to obtain for-
mulas by using curve fitting and trial and error methods. The relative magnitude of the current
distribution along the antennas was measured and normalized with respect to maximum amplitude.
The measurements were conducted on half-wave dipole which is well known in its characteristics,
on center-tap full-wave and on off-center full-wave dipole. Figure 1 shows the current distribution
for Symmetrical dual feeding in-phase.

Curve fitting, trial and error were used to obtain formulated four equations that expressed in
the following sections. Equations (1), (2), (3) and (4) represent the mathematical expression of the
current distribution for Symmetrical dual feeding in-phase, Symmetrical dual feeding out-of-phase,
asymmetrical dual feeding in-phase, and asymmetrical dual feeding out-of-phase respectively.

I(z) = sinβ

(
L

2
− /z/

)
(1)
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Figure 1: Measured current distribution for symmetrical dual feeding in-phase.

3. DERIVATION OF EQUATIONS FOR RADIATION PATTERN, GAIN, AND
RADIATION RESISTANCE

According to the thin wire approximation and Maxwell Equations, the z-component of the radiated
electric field for infinitesimal dipole is shown in Figure 2 and depicted in Equation (5) [7].

dEθ =
j60πejω(t− r

c
)I(z) sin θejk(z cos θ)

λr
dz (2)

In the pervious section the current distribution model obtained is presented in Equation (1). This
Equations is used to derive the radiation pattern of antenna.

Referring to pervious section, the predicated Equation for the current distribution is:

I(z) = Imax sinβ

(
L

2
− /z/

)

where β = 2π/λ. Expressions of the current distribution are as given below:

I = Imax sinβ

(
L

2
− z

)
, z ≥ 0 (3)

I = Imax sinβ

(
L

2
+ z

)
, z ≤ 0 (4)

Substituting Equations (3) and (4) in Equation (2), yields

Eθ =

0∫

−l

2

sin
[
k

(
l

2
+ z

)]
ejkz cos θdz +

1
2∫

0

sin
[
k

(
l

2
− z

)]
ejkz cos θdz (5)

Using Equation (6) to solve the Equation (5) gives Equation (7) [7]
∫

eαx sin(βx + γ)dx =
eαx

α2 + β2
[α sin(βx + γ)− β cos(βx + γ)] (6)

Eθ =
jπ60I0e

−jω(t− r

c )
r


cos

(
βl
2 cos θ

)
− cos

(
βl
2

)

sin θ


 (7)

In this study L = λ = 1. Substituting λ = 1 and simplifying Equation (7), yields

Eθ =
j60I0e

jω(t− r

c
)

r

[
cos(π cos θ) + 1

sin θ

]
(8)

Hϕ =
j60I0e

jω(t− r

c
)

2πr

[
cos(π cos θ) + 1

sin θ

]
(9)
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Equations (8) and (9) represent the radiation pattern of Eθ and Hϕ respectively for antenna A1.
The total radiated power is:

1
2
Re

∫ 2π

0

∫ π

0
EθH

∗
ϕr2 sin θdθdϕ (10)

Hϕ =
Eθ

ηo
(11)

Substituting Equations (8) and (9) in Equation (10), yields

p = 60I2
o

∫ 2π

0

[
cos(π cosϑ) + 1

sin θ

]2

sin θdθ (12)

For numerical analysis and calculation, Matlab and MathCAD software were used to simplify
Equation (12) and the derivation of the gain is

Emax =
120Io

r
(13)

P =
∫

E2

120π
da (14)

where da = 2πr2 sin θdθ

p =

2π∫

0

602I2
o

120πr2

[
cos(π cos θ) + 1

sin θ

]2

2π · r2 sin θdθ (15)

p = 60I2
o

∫ 2π

0

[
cos(π cosϑ) + 1

sin θ

]2

sin θdθ (16)

Let cos θ = u, sin2 θ = 1− u2, and sin θdθ = du

P = 60I2
o

∫ 1

−1

(cos(πu) + 1)2

1− u2
du (17)

= 60I2
o

∫ 1

−1

[
cos2(πu)2

1− u2
+

2 cos(πu)
1− u2

+
1

1− u2

]
du (18)

Let 1 + u = v
π , du = dv/π, 1− u = v′

π , du = dv′/π

= 60I2
o

∫ 2π

0

[
cos2(v − π)

v
+

2 cos(v − π)
v

+
1
v

]
dv (19)

= 60I2
o

∫ 2π

0

[
1
2(1 + cos 2v)

v
− 2 cos(v)

v
+

1
v

]
dv (20)

P = 60I2
o


2

∫ 2π

0

(
(1− cos v)

v

)
dv − 1

2

2π∫

0

(
1− cos(2v)

v

)
dv


 (21)

P = 60I2
o


2

∫ 2π

0

(
(1− cos v)

v

)
dv − 1

2

2π∫

0

(
1− cos(2v)

v

)
dv


 (22)

P = 60I2
o


2

∫ 2π

0

(
(1− cos v)

v

)
dv − 1

2

4π∫

0

(
1− cos(y)

y

)
dy


 (23)

P = 60I2
o

[
2(0.557 + ln(2π)− Ci(2π))− 1

2
(0.577 + ln(4π)− Ci(4π))

]
(24)
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P = 60I2
o

[
2(0.557 + 1.837− 0.023)− 1

2
(0.577 + 2.531− 0.006)

]
(25)

P = 60I2
o [3.319] = 199.1I2

o (26)
P = 199.1I2

o = I2
oRrad (27)

Rrad = 199.1Ω (28)

To determine Emax, the function [ cos(π cos θ)+1
sin θ ] approaches its maximum as θ → π/2 and ap-

proaches zero as θ → 0 and π, thus

Emax =
j60Ioe

−jω(t− r

c )

r

[
cos

(
π cos π

2

)
+ 1

sin π
2

]
(29)

Emax =
j60Ioe

−jω(t− r

c )

r

[
1 + 1

1

]
(30)

Emax =
120Io

r
(31)

Equation (32) can be used to calculate the gain [8, 9].

G =
E2

maxr
2

30P
(32)

Substituting Equations (27) and (31) in Equation (32), yields

G =
E2r2

30P
=

120I2
o r2

30I2
o199.1

= 2.41 (33)

G = 10 log(2.41) = 3.82 dBi (34)

Half-power beam width is the angle between two solutions of Equation (8) [10].
[
cos(π cos θ) + 1

sin θ

]
=

1√
2
; 0 ≤ θ ≤ π

Solving Equation (35) for θ and the numerical solution gives θ ≈ 124◦ and 66◦ and the half-power
beam width of 124◦ − 66◦ = 48◦.

4. CONCLUSIONS

Expressions for the current distribution, gain, and radiation patterns of full-wave dipole antennas
were developed. The relation of the current distribution with the feeding modifications and the
polarity of feeding were numerically and experimentally investigated. The expressions for current
distribution were developed, and validated, and compared with the experimental results.

For symmetrical dual feeding in-phase, the equation of the current distribution is found to be
similar to the conventional full-wave antenna Equation. For symmetrical dual feeding out-of-phase,
the Equation follows the theoretical concept of the full-wave antenna (off-center fed). However, the
Symmetrical feeding in-phase achieved 3.82 dBi gains.
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Abstract— Multipath fading and Multiple Access Interference (MAI) are the major constraints
on the performance of wireless communication systems. Antenna arrays have been considered to
increase the system capacity through mitigation of such impairments. In this paper, we focused
our research on the performance of two kinds of smart antenna receivers in order to gain from
the enhancements of both: multiuser detection and adaptive antenna.

1. INTRODUCTION

The use of adaptive antennas dates back to the 50’s with their applications to radar and anti-jam
problems. The primary goal of adaptive antennas is the automatic generation of beams (beamform-
ing) that track e desired signal and possibly reject (or “null”) interfering sources through linear
combining of the signals captured by the different antennas.

Besides beamforming, another application of antenna arrays in Direction-of-arrival (DOA) es-
timation for source or target localization purposes. The leading DOA estimation methods are the
MUSIC and ESPRIT algorithms [1].

In our paper, we propose a novel approach to evaluate the average probability of error (BER)
formula in the context of asynchronous transmission for two types of receivers: the BPSK smart
antenna receiver and the OQPSK smart antenna receiver. The proposed model is shown to provide
the performance of the complex smart antenna receivers in Rayleigh as well as Ricean fading
channels under different conditions [2–4].

Simulation results presented for the two types of receivers, under varying a variety of user,
antenna and channel scenarios, confirm the validity and accuracy of the analytical results.

Our analysis is based on modeling the angular gain of the spatial filter that approximates the
pass-band (or in-beam) and the stop-band (or out-beam) with an equivalent attenuation. The
proposed model confirms the benefits of adaptive antennas in reducing the overall interference level
(intercell/intracell) and to find an accurate approximation of the error probability.

In the two kinds of receivers, we assessed the impact of smart antenna systems and we considered
the case of conventional single antenna receiver model as reference (single user/single antenna).

The outline of the paper is as follows: In Section 2, we introduce the system model followed by
the channel models for the two types of receivers in Section 3. The average probability analysis
and computation results are provided in Section 4, we conclude in Section 5.

2. SYSTEM MODEL

2.1. Signal Model with BPSK Modulation
The base band equivalent model is considered for asynchronous modulation waveforms S1(t), S2(t),
. . . , SK(t). The transmitted signal of the Kth user is:

xk(t) =
∑

i
bi
kSk(t− iT ) (1)

bi
k ∈ {−1,+1} is the ith transmitted BPSK symbol and T is the symbol interval. The user’s signal

xk(t) propagates through a multipath channel, θk is the DoA of the kth user. The impulse response
can be written as:

hk(t) =
∑L

m=1
αk,mδ(t− τk,m) (2)

wherein αk,m and τk,m are the complex gain and delay of the mth path. We assume that all the
users have the same number of paths L, the delay τk,m ∈ [0, T ] have increasing values: 0 ≤ τk,1 ≤
τk,2 ≤ . . . ≤ τk,L < T , for ∀k.

Wherein a(θk) is the M × 1 vector that describes the array response to the DoAθk, and the nth
element for a linear of half-wavelength spaced antennas is:

[a(θk)]n = exp(−j(n− 1)π sin θk) (3)
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At the receivers, the M × 1 vector of that received signal for the kth user.

rk(t) = a(θk)hk(t) ∗ xk(t) (4)

rk(t) = a(θk)
∑

i
bi
k

∑L

m=1
αk,mSk(t− iT − τk,m) (5)

The received signal of the K users’ signal can be written as:

r(t) =
∑K

k=1
rk(t) + σn(t) (6)

The noise n(t) is assumed to be a zero-mean temporally and spatially uncorrelated Gaussian
process, with E[n · n∗] = I · δ(τ), σ2 is the power of the AWGN. We assume that the spatial
correlation of noise arising from intercell interference is not considered.

2.2. Signal Model with OQPSK Modulation

We assume that the MS transmitter of each user employs Offset Quadrature Phase Shift Keying
(OQPSK) M -ary orthogonal modulation. The OQPSK modulation can be viewed as two indepen-
dent BPSK signals.

The resultant signal goes into the in-phase (I) and quadrature (Q) channels simultaneously.
The transmitted signal sk of the kth user can be written as [5]:

sk(t) = W
(q)
k (t)a(I)

k (t) cos(ωct) + W
(q)
k (t− T0)a

(Q)
k (t− T0) sin(ωct) (7)

where q = 1, 2, . . . , Q, W
(q)
k (t) is a Hadamard-Walsh function of dimension Q which represents

the qth orthogonal signal of the kth user’s long code sequence, ak(t) is the kth user’s long code
sequence, a

(I)
k (t) and a

(Q)
k (t) are the in-phase and quadrature phase pseudo-noise (PN) sequences,

T0 = T/2 is the delay for OQPSK signals. The power of each user is assumed unity (perfect power
control). To simplify our study the PN codes are presented as follows:

a
(I)
k (t) =

∑
r

a
(I)
k,r(t)p(t− TC) (8)

a
(Q)
k (t) =

∑
r

a
(Q)
k,r (t)p(t− TC) (9)

where a
(I)
k,r and a

(Q)
k,r are i.i.d variables taking the values ±1 with equal probability and p(t) is the

chip pulse shape which is assumed to be rectangular. The Equation (7) can be written as follows:

sk(t) = R
{[

W
(q)
k (t)a(I)

k (t) + jW
(q)
k (t− T0)a

(Q)
k (t− T0)

]
e−jωct

}

sk(t) = R{
s̃k(t)e−jωct

} (10)

where s̃k(t) = S
(I)
k (t) + jS

(Q)
k (t) is the complex low pass equivalent of the transmitted signal.

The kth user propagates through a multipath channel with (AoA) θk. The complex equivalent
representation of the channel impulse response between the lth multipath of the kth user and the
nth element of array antenna is presented as follows:

h̃k,l,n(t) = βk,le
−j(Φk,l+2π d

λ
(n−1) sin θk)δ(t− τ̄k,l)

h̃k,l,n(t) = βk,le
−jϕk,l,nδ(t− τ̄k,l)

(11)

where βk,l, Φk,l and τ̄k,l are the path gain, phase and delay respectively, ϕk,l,n is the overall phase
which includes the path phase and the difference in propagation delays between the antennas. In
this case of transmitter we assume that path gains follow the Rayleigh and Ricean distributions
respectively.

To simplify our work, we assume that multipath channel parameters βk,l(t) and ϕk,l,n(t) remain
constant in the duration of Walsh symbol [6], so βk,l(t) = βk,l and ϕk,l,n(t) = ϕk,l,n for t ∈ [0, TW ],
where TW is the Walsh symbol period.
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3. ACCURATE ERROR PROBABILITY ANALYSIS

3.1. Error Probability for BPSK Receiver Model
In CDMA system with adaptive antenna array of antennas, the effect of spatial filter is to enhance
the differences in the power of interfering users. The average error probability of a generic adaptive
antenna receiver is given by [3]

P (2−D)
e (E) =

K−1∑

KI=0

ηKI χ(η,K, KI)
(

K − 1
KI

)
P (1−D)

e (E) (12)

where KI denotes the number of in-beam interferers, (K − KI − 1) is the number of out-beam
interferers, P

(1−D)
b is the probability of bit error for the scalar (single) antenna receiver, depends

on the Beamforming criterion exploited and χ are defined as [3]

η =
2θBW

∆θ
(13)

χ = (1− η)K−KI−1 (14)

3.1.1. Error Probability in No-fading Channels
The average error probability for asynchronous CDMA systems has been widely investigated. A
simple but accurate approximation was derived under the Gaussian approximation (for random
spreading sequence of length N) with M = 1 is given by [3]:

P (1−D)
e (E) = Q

[(
σ2

A2
+

KI

3N

)−1/2
]

=
1
2


1− 1√

1 + σ2

A2 + KI

3N


 (15)

The error probability for an adaptive array of M antennas can be obtained by substituting (15) in
(12) gives an approximation for the error probability for an adaptive antenna array receiver.

P (2−D)
e (E) =

K−1∑

KI=0

ηKI χ(η, K, KI)
(

K − 1
KI

)
Q

[(
σ2

MA2
+ γ(KI)

)−1/2
]

(16)

where γ(KI) = KI

4N + α0
K−KI−1

3N denotes the equivalent noise increasing due to the multi-access
interference.
3.1.2. Error Probability in Rayleigh Fading Channels
In this section, we extend the concepts discussed above to the Rayleigh fading case.

The error probability of BPSK for propagation over Rayleigh faded channel (K = 1 and M = 1)
is given by [7, 8]:

P (1−D)
e (E) =

1
2


1− 1√

1 + σ2

σA2


 (17)

The overall impairment is the superposition of the AWGN and KI interferers.
The error probability for asynchronous CDMA with KI interferers is equivalent to the error

probability for two fictitious interferers per actual interferer [9], thus doubling the overall number
of interferers. The power of the interference (for random spreading sequence of length N) is
σI

2 = 2σA
2KI/3N . The error probability of the asynchronous CDMA system for Rayleigh fading

channel and with one antenna becomes:

P (1−D)
e (E) =

1
2


1− 1√

1 + σ2

σ2
A

+ 2KI

3N


 (18)

The error probability for an adaptive array of M antennas can be obtained by substituting (18) to
(12) and increasing the overall noise to signal ratio accordingly:

P (2−D)
e (E) =

K−1∑

KI=0

ηKI χ(η,K, KI)
(

K − 1
KI

)
Q

[(
σ2

MσA
2

+ γ(KI)
)−1/2

]
(19)
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Figure 1: Average BER versus the number of users
K for no-fading and Rayleigh fading channels for
L = 1 path, M = 8, 16 antennas.

Figure 2: Average BER versus the number of users
K in multipath L = 1, 2, 4 for Rayleigh fading chan-
nels M = 8 and 16 antennas

Figure 3: Average BER versus Eb/N0 for M = 6 antennas, K = 1 with L = 1 path for Ricean and Rayleigh
fading channels (for Ricean fading KR = 1, 5, 7, 10 dB).

where γ(KI) = KI

2N + 2α0
K−KI−1

3N .

4. COMPUTATION RESULTS AND DISCUSSION

4.1. Simulation Results for BPSK Receiver

Figure 1 illustrates the average BER versus the number of users K for no-fading and Rayleigh
fading channels (L = 1 path), for M = 8, 16 antennas. It can be noticed that the same average
BER can be obtained by doubling the number of antennas M and the number of users K either
for no-fading or fading channels.

Figure 2 shows the average BER versus the number of users K for propagation over L paths
frequency selective Rayleigh fading channel (for L = 1, 2, 4). The figures demonstrate either for
varying SNR (previous section) or increasing number of users that multipath channels (large L)
and angular diversity can significantly improve the performance when exploited jointly.

Figures 1 and 2, illustrate both the effect of varying the number of users and the number of
antennas by doubling the number of antennas in each case (M = 8 and 16). Also, it can be noticed
that the same average BER can be obtained by doubling the number of antennas M and the number
of users K either for no-fading or Rayleigh fading channels (for L = 1). Therefore, as a rule of
thumb, the average performance (or the level of the in-beam interference) remains the same as far
as the ratio M/K remains constant.
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4.2. Simulation Results for OQPSK Receiver in Ricean Fading Channels
Figure 3 shows the average BER versus Eb/N0 for M = 8 antennas, K = 1 user with single path
assuming Ricean fading with Rice factor KR = 1, 5, 7, 10 dB respectively. We also show as reference
the performance in Rayleigh fading (corresponding to KR = −∞dB) and conventional receiver
(M = 1 with no Beamforming).

From Figure 3, it can be noticed that Beamforming improves the performance of the system.
We realize that for low values of Rice factor, the performance is very close to the performance
in Rayleigh fading. However for larger Rice factors, there is a tremendous improvement in the
average BER. The simulation results show good agreements with analytical results for different
Ricean factors.

5. CONCLUSIONS

This paper focused on the performance of smart antenna receiver with two types of modulation
in the transmitted model (BPSK modulation and non-coherent M -ary orthogonal modulation) in
Rayleigh and Ricean fading environments.

A simple analytical model has been proposed which evaluates merely the BER performance using
a closed-form expression. The results obtained using this analytical model show good agreements
with the simulation results.

An important parameter of the Adaptive antenna receiver with regards to quality and capacity
of reducing interference is the number of users. That’s why; we focused our work in varying the
number of users and also to compare the BER performance. In the two cases, we assessed the
impact of smart antenna systems, we considered the case of conventional single antenna receiver
model as reference (single user/single antenna lower band for AWGN).

Also, we showed in simulations that we can influence in the number of antennas to evaluate
BER. The BER is expected to fall well below the optimum when more number of antennas is
used, but with a trade-off of increased cost and complexity. Besides, we noticed that the average
performance (or the level of the in-beam interference) remains the same as far as the ratio M/K
remains constant.

A continuation of the study, which we have already started, is to evaluate the average BER in
forward link (base to mobiles) where each user experience the same temporal channel for all the
received signals. In this case, the beamforming at the base station is decoupled from the receiver
at the mobile terminals. In addition, the beamforming design could be synergic with the MUD
receiver at mobiles.
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