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Abstract— A new sensitive measurement method for the human micro-vibration (MV) is
presented using a pico-Tesla resolution magneto-impedance sensor (pT-MI sensor). Various MV
such as for the spinal-cord, the heart beat and following blood flow pulsation, and muscle tremors
are stably detected by touching the skin position directly or indirectly via any solid transmission
media to the sensor head which is dynamically rotated with more than 1.8 micro angular degree
in the geomagnetic field. A blood flow promotion effect is detected using the MV sensing at the
shoulder and the back of subjects after application of 6 Hz, 1 µT pulse magnetic field in 10min.

1. INTRODUCTION

Since a finding by H. Rohracher in 1946 [1], the micro-vibration (MV) of the human skin have been
widely investigated up to now comparing with the electroencephalogram (EEG) and electrocardio-
gram (ECG) with aspects of the physiology [2], the clinical application to the central nervous system
(CNS) diseases [3], and the psychological application [4]. In the psychiatric clinical application, the
frequency spectrum of MV is considered corresponding to that of the EEG such that normal sub-
jects show the highest 8–13 Hz components as the α wave comparing with neurosis patients showing
the highest 3–7 Hz components (θ wave) and schizophrenia patients showing the highest 14–40 Hz
(β wave), respectively [3]. Recently, the MV attracts attention for measurements of bio signals at
the spinal-cord and other various position of the human body such as the thenar and the parietal
for the CNS diagnosis and personal monitoring of physiological and psychiatric conditions at the
peripheral nervous system (PNS) such as median, ulnar, ischiatic and tibial nerves for dairy health
in which application of the ECG and EEG is difficult in the sensitivity and instrument usability.

For measurement of the MV, the piezo-electric element acceleration sensor (PZA sensor) has
conventionally been used which is adhered on the skin and detects the MV stress (force). Therefore,
a signal to noise ratio (S/N) of the PZA sensor decreases when the MV displacement is measured
by double time integration of the PZA output using analog integrator circuits with a low accuracy
for ultra-low frequency range. On the contrary, we constructed a highly sensitive magnetic field
sensor having 1 pico-Tesla (0.01µG) resolution using the amorphous wire & CMOS IC Magneto-
Impedance sensor (“pT-MI sensor”) [5] for detection of the MV displacement. The MV displacement
is measured when the skin displacement rotates the pT-MI sensor head with more than 1.8 micro
angular degree in the geomagnetic field.

2. SPINE MICRO-VIBRATION MEASUREMENT

A spinal cord bio signal reflects the consciousness activity for control of four limbs motion with the
voluntary muscle and the motion state of four limbs. The autonomous motion of inner organs with
the smooth muscle also generates a bio signal at the spinal cord. However, measurement of the
spinal cord bio signal is rather difficult using an electric method such as the ECG and EEG due to
unmeasurable level of the electric signal. Figure 1 represents measured results of the spinal cord
MV signal for a 68 aged healthy man quietly sitting on a stool using the pT-MI sensor in which
a center position of the spinal column of the subject touches perpendicularly to the pT-MI sensor
amorphous wire head via his cloths. The upper part is at the eyes open state and the lower part
is at the eyes closed state, respectively. Sensor output represents as a magnitude of the magnetic
field Hz due to a change of the sensor head rotation in the geomagnetic field of around ±50µT,
where 1 nT corresponds to a dynamic change of 1.8× 10−3 angular degree.
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Figure 1: Measured MV time series of a 68 aged man at the center position of his spinal column by attaching
perpendicularly to the pT-MI sensor head: the upper part is at eyes open state, and the lower part is at
eyes closed state, respectively.

(a)

(b)

Figure 2: FFT frequency spectrum for the spinal cord MV time series at eyes open and eyes closed states:
for 68 aged man in (a), and for 48 aged man in (b).

Figure 2 illustrates FFT frequency spectrum of the spinal cord MV time series for the 68 aged
man shown in Figure 1 in (a), and for 48 aged man quietly sitting on a stool in (b). Both cases
showed a remarkable change in the frequency spectrum while almost no change was observed in the
amplitude of the MV time series. The magnitude of 3–7 Hz components increased with more than 2
times when eyes closed, which corresponds to the increase of the θ wave (4–6 Hz components) in the
EEG when eyes closed due to decrease of the consciousness. Measured results suggest a possibility
of detection of the consciousness degree at the spinal column position even on the cloths.

3. BLOOD-FLOW MICRO-VIBRATION MEASUREMENT

The MV originated by the blood flow pulsation is also detected using the pT-MI sensor as illustrated
in Figure 3. A MV time series of a 68 aged man quietly sitting on a chair at his right-side shoulder
on the cloths after a hard writing work showed a highest frequency spectrum component of around
6 ∼ 7Hz in (a) in which his blood pressure was around 140 mmHg in the maximum and around
90mmHg in the minimum. The MV time series changed as shown in (b) after sitting quietly in a
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(a) (b)

(c) (d)

Figure 3: MV waveforms on the cloths of 68 aged man and 69 aged woman before and after exposure of 6Hz,
1 µT magnetic field for 10 min showing the blood flow promotion. (a) MV at the right-side shoulder of 68
aged man: 10 nT/div, 0.5 s/div. (b) MV after exposure of 6Hz, 1µT magnetic field for 10min: 10 nT/div,
0.5 s/div. (c) MV at the right-side back of 69 aged woman: 10 nT/div, 0.5 s/div. (d) MV after exposure of
6Hz, 1µT magnetic field for 10 min: 10 nT/div, 0.5 s/div.

1m diameter coil generating 6 Hz, 1µT magnetic field in 10min which reveals a highest frequency
spectrum component of around 1.2Hz due to promotion of the blood flow possibly due to increase
of the vascular softness. The blood pressure decreased to around 116mmHg in the maximum and
74mmHg in the minimum, respectively. Similar change of the MV was obtained for a 69 aged
woman quietly sitting on a stool at her right-side back on the cloths showing the highest frequency
spectrum component of around 4 Hz in (c). The MV time series changed as illustrated in (d)
after sitting quietly in the same coil magnetic field in 10 min with the highest frequency spectrum
component of around 1.1Hz due to promotion of the blood flow. These measured results are
estimated as a possible evidence of the Magneto-Protonics in which a ultra low frequency magnetic
field promotes the bio-cell energy ATP production with activated proton in the cell water [5].

The effect of the magneto-protonics using 6 Hz, 1µT in 10 min continued around 20 min, after
that the MV time series returned from (b) and (d) to (a) and (c), respectively.

4. DISCUSSIONS

The origin of the MV has been widely discussed up to now with the cardio ballistic vibration and
some automatic oscillation of muscles. Both cases seems to be appeared in Figure 3, where a cardiac
ballistic accompanied tremor in (a), and an autonomic vibration in (b). Recently, mechanisms of
automatic oscillation of the smooth muscle is clarified with a series of cell operations such that (1)
a pacemaker neuron in the local neural network triggers to open Ca2+ channels with the active
electric potential in the cell membrane, (2) Ca2+ connects with the protein Troponin-C, and then
(3) smooth muscle tension starts [6]. The pacemaker neuron operation is modulated with the
autonomous nervous system with the sympathetic and parasympathetic nervous system which is
controlled with the brain function. The whole body surface is covered with the smooth muscle
including the blood vessel muscle resulting the MV at arbitrary position of the whole body skin.
We measured the MV at various positions of the skin of a 68 aged man confirming the highest
frequency spectrum component changed from around 3 ∼ 4Hz to 6 ∼ 8 Hz with tension at the
voluntary muscle surface, while no change at the little muscle surfaces such as the glabellar with
2Hz due to the eyeball oscillation, the elbow, the knee, the nose, and the malleolus with around
3Hz. The MV is transmitted via any solid such as thin wood bars up to 4 m long, alloy rods and
pipes, ceramics, cloths, plastics, and ice while no transmission in water and gases.

5. CONCLUSIONS

(1) The MV is stably detected using the pT-MI sensor in the geomagnetic field by touching a
human skin position directly or indirectly via any solid to the sensor head.
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(2) The spinal cord perpendicular MV time series changed its FFT frequency spectrum increasing
the θ-wave component with eyes closed.

(3) The MV is transmitted along any solid but not in water and gases.
(4) Origin of the MV of smooth muscle is discussed considering Ca2+ oscillation.

Further MV measurements are needed for larger number normal and patient subjects for MV
application to medical diagnosis.
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Abstract— Wireless personal communication is a rapidly expanding sector, particularly in the
field of wireless local area networks. In an indoor wireless network system, an user can be close
to the radiating antenna. Therefore, it is important to consider possible health hazards due
to this type of exposure. This paper presents an approach to estimate and evaluate the main
characteristics, i.e., Specific Absorption Rate and temperature rise, related to human exposure
to electromagnetic field radiated by common wireless devices such as Wireless Access Points
or Hot-Spot. The assessment is done numerically using two different approaches, respectively
Ray-Tracing model and Finite Element Method. The general goal is to provide an efficient
and sufficiently accurate method to assess human head exposure to electromagnetic fields at a
frequency of 2.45 [GHz] and for different types of exposure conditions.

1. INTRODUCTION

In the recent years, wireless personal communications have registered a rapidly expansion in par-
ticularly in the field of wireless local area networks (WLANs). The existing applications of WLANs
are spread spectrum systems operating at the Industrial Scientific Medical (ISM) frequency (2.45
[GHz]) and the Unlicensed National Information Infrastructure (U-NII) (5.5 [GHz]) [1]. Although
this framework has given numerously advantages to people, the steadily increasing use of these
new technologies may result in greater radio-frequency (RF) exposure in homes and work places.
Health agencies have expressed their concern about cumulative exposure [2]. In this paper we fo-
cus our attention on the risks of human head exposure to such devices evaluating some important
parameters, i.e., Specific Absorption Rate (SAR) and superficial temperature increasing. In this
analysis, it is important to underline that WLAN systems use almost omni-directional antennas.
The user can be close to the radiating antenna, where the ElectroMagnetic (EM) field assumes its
highest values. As a consequence, it is important to consider the possible health hazard due to
such systems and, in particular, to define criteria and thresholds for human safety [3]. Our goal
is to verify if actual standards in wireless devices respect the Institute of Electrical and Electronic
Engineers (IEEE), International Commission on Non-Ionozing Radiation Protection (ICNRIP) and
European Committee for Electrotechnical Standardization (CENELEC) standards. Thus, our goal
is to quantify the absorbed power by a biological organism exposed to a EM field and determine
its distribution. For our purposes, we approached the problem in two steps. Firstly, we realized
the indoor environment and set antenna specifications to evaluate EM field that propagates in-
side several scenarios. Afterward, retaining previously results, we exploited a FEM approach for
simulating the EM absorption of a human head.

2. APPROACH TO THE IN-STUDY PROBLEM

Human tissues exposed to EM field absorb its energy and are subjected to different effects depend-
ing principally on its frequency. We focus our attention on effects produced by high frequency
radiations, particularly at 2.45 [GHz] because of our interest in WLAN applications. The analysis
can be consequentially reduced to the determination of SAR = σ‖E‖2/ρ, expressing the power ab-
sorbed per unit of mass, where σ is the conductivity of human brain tissue, ρ the density, and ‖E‖
is the norm of the electric field. Studies about the interaction of EM field with human bodies were
investigated since ’80s when WLAN technology did not exist yet. Advances started in ’90s with
more performing computers and softwares [1]. Studies were focused on single parts of human body
(e.g., the head) and not to the whole body since high frequency radiations. The main advantages
of actual tools is the precise modeling of human head by importing MRI images and setting the pa-
rameters of different tissues. In addition, it has to model not only the direct radiation, but also the
effects of scattering. FEM approach retrieve accurate results and can be exploited for multiphysics
analysis, i.e., for studying the effects of EM field on the SAR and temperature of human heads.
But, in presence of large scenarios, FEM is affected by high computational complexity. In order
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Table 1: Parameters imposed for WLAN antenna.

Parameter

Omnidirectional Unidirectional
Gain 5.0 (dBi) 6.0 (dBi)
Polarization Vertical Vertical
E-Plane half-power beamwidth 100.00 105.00
E-Plane first null beamwidth 170.00 165.00
H-Plane half-power beamwidth 90.00 90.00
H-Plane first null beamwidth 180.00 180.00

to decrease the computational load of FEM, we reduced the in-study environment, reproducing
indoor scenarios in a Ray Tracing [4, 5] based environment, evaluating the EM field propagation
and retaining the results for the subsequent FEM based step. Within Ray Tracing based soft-
ware, we realized wireless antennas by referring to common commercial antennas. Moreover, we
evaluated the EM field by placing different fictitious receivers, delimitating a volumetric area in
which is supposed to stay the human head. In this way, we consider as much common situations as
possible and provided a variety of results (see Table 1). Subsequently, we introduced our results in
a FEM based software, where the human head has been imported by SAM Phantom provided by
IEEE and IEC in their studies about SAR measurements [6–10]. Here, a cube has been modeled,
containing the human head. Suitable boundary conditions have been applied to cube’s surfaces,
satisfying the theorem of equivalence [11] and exploiting the Ray Tracing numerical results. In this
way, we have the same EM effects on the head without modeling the whole large scenarios within
the FEM software. Thus, Maxwell equations have been exploited to calculate energy filed that
invests the head model. Particularly, our model solves the vector Helmholtz equation everywhere
in the domain for an imposed frequency:

∇× 1
µr
∇×E− k2

0εrE = 0 (1)

where µr is the relative permeability (1.35 [S/m]), k0 is the free-space wave vector, and εr is the
permittivity for a vacuum (56). Constant values of brain tissues have been taken from Schmid
studies [12, 13]. With this approach, we are able not only to evaluate EM field that invests the
head model, but also the EM field inside the head. In this way we can determine also how radiation
energy is absorbed by head tissues, thus calculating the SAR values for the head subdomain. The
SAR value is an average over a region of either 10 [g] or 1 [g] of brain tissue, depending on national
rules. This model does not calculate the average value and so it refers to the local SAR value.
The maximum local SAR value is always higher than the maximum SAR value. In our case, we
calculate SAR distribution in the head both on the surface and in depth. To evaluate temperature
increases, instead, Bio-heat equation has been exploited [14]:

∇ · (−k∇T ) = ρbcbωb(Tb − T ) + Qmet + Qext (2)

where ρb is the blood density, cb the specific heat of blood, ωb the perfusion rate of blood, Tb

the blood temperature, Qmet the metabolic thermic source and Qext the spatial thermic source.
Constant values were previously set referring to Schmid’s works [12, 13]. Since our multiphysic
approach, it has been possible to calculated directly the Qext within the FEM software package
by referring to the Joule effect inside the head, exposed to EM radiation. The Bio-heat equation
models the heating of the head with a heating loss due to the blood flow. This heat loss depends
on the heat capacity and density of the blood, and on the blood perfusion rate. The perfusion rate
varies significantly in different parts of the human body, and the Table 2 presents the values used
in the present work. In order to numerically solve the approached problem, different meshes have
been generated with different degrees of accuracy, depending on head sections we were interested
in. But, for wave-propagation problem such ours, it is necessary to limit the mesh size according to
the problem’s minimum wavelength (typically five elements per wavelength to properly resolve the
wave). Our main goal is to verify that the SAR values respect the international ICNRIP standards
of 2 [W/kg] for head and body. Then, we want to establish the temperature increase respect to
the measured SAR values. Post processing of data consists in plotting the different variables of
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Table 2: Parts of human body and relatively perfusion rates.

Part Perfusion Rate

Brain 2 · 10−3 [(ml/s)/ml]
Bone 3 · 10−4 [(ml/s)/ml]
Skin 3 · 10−4 [(ml/s)/ml]

 

(a) Surface plot

 

(b) Slice view

Figure 1: SAR distribution calculated within the FEM based software.

interest using slice plot or surface plot. Fig. 1(a) depicts a surface plot of temperature increase for a
wireless antenna positioned at 50 [cm] at the right of the head, whist Fig. 1(b) shows the slice plot
of the correspondent logarithmic value of SAR distribution in head model. Temperature plots draw
the areas where the increase of temperature is concentrated and where the peak value is reached.
SAR distribution, instead, allow to verify that limits are respected and study how the radiation
penetrate in the model. For example, it is possible to see that the radiation penetrate mostly from
the right (where the antenna is positioned), but other areas are interested in temperature increasing
due to the presence of reflected radiations. Different simulations were carried out for analyzing the
EM effects with the distance between the antenna and the head model. As we expected, both
temperature and SAR decrease with the distance, and calculated values are influenced by reflected
radiation. Particularly, there is a decrement of 5∗10−4 [◦C] for temperature and 17.5∗10−4 [W/kg]
for SAR. Now, we present results by varying the height of the antenna from the floor, with a
fixed position of the head phantom, in order to study the variation of our parameters of interest
according the height of the antenna. Figure 3 shows how values increase with the height of the
antenna from the floor. This can be explained since the antenna is moving closer to the head model.
But, when the antenna is moved over 175 [cm], the curve of temperature increases in spite of the
increasing distance between the head and the antenna itself. In this case, please consider scattering
phenomena due to the presence of roof. After, we focused our attention on the effect of 7 [cm]-thick
brick wall, positioned between the antenna and the head model, in order to simulate the case of
two rooms close each other. The presence of the wall causes a decrement of values of 4.5∗10−4 [◦C]
for temperature and 1.5 ∗ 10−3 [W/kg] for SAR, according to the fact that quite part of radiation
is absorbed by the wall. Other cases with antenna positioned in different placed were examined,
but never registering values higher than the standard limit. For instance, we examined the case
of antenna positioning on a desk close to a user: in this case, simulations showed a temperature
increment at the bottom part of the head near the chin, but values do not exceed standard limits.
All these cases are referred to an omni-directional antenna. Considering directive antennas, peaks
values of temperature and SAR are positioned in correspondence of axis of maximal directivity.
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(a) Temperature (b) SAR

Figure 2: Trends of in-study quantities respect to the distance of analysis.

(a) Temperature (b) SAR

Figure 3: Trend of in-study quantities respect to the height of the antenna.

(a) Temperature (b) SAR

Figure 4: Trend of in-study quantities in presence of obstacles.

We considered also these cases, showing that calculated values were a little bit higher than the case
of omni-directional antenna, and temperature increments are more concentrated in the areas of
direct exposure. On the contrary, when user is not positioned in correspondence of the maximum
directivity axis, omni-directional antennas have registered values higher than directive ones. For
instance, in this last case, at a distance of 2.0 [m], the increment of temperature is 4 ∗ 10−6 [◦C]
with a directive antenna and 10−5 [◦C] with an omni-directional antenna.

3. CONCLUSIONS

In this study, we analyzed the effects of EM field exposure to human head from WLAN instrumenta-
tions like Access-Point or Hot-Spot. Our interest was focused on SAR evaluation and temperature
increase due to EM-wave propagation. Based on numerical simulations carried out with a joint
Ray-Tracing and FEM based approach, interaction between EM field and head model has been
investigated. For this reason, different scenarios have been implemented. The proposed method
provides a good overall accuracy in determining these effects, as our simulations demonstrate.
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Numerical models remarked that the distance between antenna and user is the most important
parameter for determining the intensity of SAR and temperature increments as well as the exposed
area of the human head. Within this framework, we have analyzed field penetration: the radiation
penetrates till 1 [cm] of deepness, specially when the antenna is positioned in front of the user
(in this case, the eyes, for their composition, are the organs that absorb most part of radiation).
Anyway, results of our simulations never overcame the thresholds imposed by international laws.
The proposed study shows preliminary results, since we consider general cases. Further improve-
ments could analyze particular situations and investigate other wireless technologies using different
frequency ranges, in order to establish the impact on human safety.
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Abstract— In this article we deal with feasibility study of microwave cancer treatment by array
of waveguide based applicators. Paper brings description of design, realization and evaluation
of two, three or four microwave waveguide-based applicators set-up intended to treat malignant
tumors, which are located on the surface of biological tissue. This tissue is in our work simu-
lated by homogeneous agar phantom, which has similar dielectric and thermal characteristics as
the biological tissue. In this article we use a composition of several applicators to enlarge the
irradiated surface and to observe shapes of SAR distribution on a planar and cylindrical agar
phantom.

1. INTRODUCTION

Hyperthermia is a thermotherapeutical method used for fulguration of cancerous cells by artificially
increased temperatures due to electromagnetic field exposure [1]. Cancerous cells are less resistant
to temperature load than healthy cells. When increasing temperature of treated area up to 45◦C
then the self protective mechanism of a cell increases the blood flow to create refrigeration of given
tissue area and to prevent further warm up and damage of the tissue. The destruction of tumor
cell with more than 2 cm in diameter occurs at 41◦C, when the blood flow decreases by further
temperature elevation. Thereafter the temperature in the tumor cells increases faster which leads
to its destruction. Also the lack of nutrients in capillaries inside the tumors and its insufficient
oxidation contributes to cell destruction. The size of hyperthermic dosage is given by conjunction
temperature and time. The duration of a single treatment should not exceed 50 minutes [1]. One of
the disadvantages is the generation of blisters and particularly the limitation of the area of effective
treatment.

The hyperthermic system consists of high-performance generator controlled by a computer [2].
There is a high-frequency electromagnetic wave leading from the generator to the applicator by
microwave coaxial feeder. A water bolus is placed between the applicator aperture and the tissue
to prevent the formation of hot spots. The temperature of the tissue is measured by a thermo camera
and by a system of thermal sensors. Biological tissue represents a lossy media for electromagnetic
waves, that means that electromagnetic energy can create the temperature increase in the cancer
tissue. The spatial configuration of the tissue temperature depends on the type of microwave
applicator, on frequency of the electromagnetic wave and then on both dielectric and thermal
parameters of the tissue in treated area. In our work we use frequency of 434MHz, dedicated for
medical purposes.

Technical purpose of this article is to describe the design, realization and evaluation of microwave
applicators. There are different types of applicators generally known, however, this article focuses
on two types for local thermotherapy — the microwave strip-line applicator with TEM mode and
the microwave horn antenna applicator with TE10 mode. Both applicators are made from highly
conductible material — copper.

2. DESCRIPTION OF HYPERTHERMIA TREATMENT APPLICATOR

Applicator is generally used for transition of high-frequency electromagnetic energy from generator
through its aperture into the biological tissue (in our case using the frequency of 434 MHz) and
ensures by medical doctors required distribution of temperature in given treated area. The electro-
magnetic energy enters into the applicator through co-axial feeding structure via N type connector.
The applicator is filled with suitable dielectric material to prevent the reflection of energy back to
generator.

Applicator this paper deals with consists of two parts/sections — firstly either waveguide section
or stripline transmission line section and then follows stripline horn section. Coaxial feeder brings
electromagnetic power firstly to either waveguide section or stripline transmission line section, from
it then the power goes to stripline horn, which then provides very good impedance matching to
biological tissue. It enables to adjust dimension of effective treatment area as well.
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2.1. Microwave Stripline Applicator with TEM Wave
Dimensions of the discussed applicator have to be suitably chosen for radiation of TEM wave from
stripline horn aperture at given working frequency 434MHz. The upper and bottom plates of the
horn aperture are made from highly conductible material (copper in our case) which is also used
for the short-circuited part of stripline section. This ensures the excitation of TEM wave in our
applicator. Whole stripline structure is made from one piece of material (copper, 1.5 mm thick).

The lateral sides of the applicator have to be made from dielectric materials, which are parallel
with the electric field strength lines (E-field plane). Lateral sides of applicators are made of acrylic
glass, which is 2mm thick. The important parameter in waveguide design is the wave length of the
applicator, which is dependent on dielectric permittivity:

λv =
c0

f
√

εr
=

3× 108

434× 106
√

78
= 0.078m (1)

where εr(H2O) = 78.
The dimensions (width and heights) of stripline transmission structure are 50 × 30 mm and

the length of both stripline and horn part of the applicator equals to wave length. The final
dimensions [3] of horn aperture are 120× 80mm.
2.2. Microwave Waveguide Applicator with TE10 Mode
The dimensions of rectangular waveguide applicator are chosen suitably to create only the dominant
TE10 mode. Cut-off frequency of TE10 mode has to be lower than the working frequency of the
hyperthermia system and working frequency has to be lower than the cut-off frequency of the
following TE20 mode.

In our case the width of waveguide is a = 5 cm and the height of waveguide is b = 2.2 cm. The
elementary length of the applicator [4] has been chosen as d = 6 cm. For verification of creation of
TE10 wave in the applicator with the above mentioned chosen parameters on a working frequency
of 434 MHz we can use the following calculations:

fc,TE10 =
c0

2a
√

εrµr
=

3× 108

2.0.05
√

1.81
= 333.3MHz. (2)

From b < a
2 following TE20 will be created:

fc,TE20 =
kcc0

2π
√

εrµr
=

c0

2π
√

εrµr

2π

a
=

3× 108

0.05
√

1.81
= 666.6MHz. (3)

The previous calculations prove that at a working frequency of 434 MHz there will be only the
dominant TE10 mode travelling along the waveguide. For this type of applicator we can calculate
another important parameter — the wavelength:

λv =
λ0

√
εrµr

√
1−

(
fc

f

)2
=

3× 103

434× 106

√
1.81

√
1−

(
333.3× 106

434× 106

)2
= 0.12m. (4)

3. SIMULATIONS

The stripline applicator has been simulated by the SEMCAD X EM Field simulator and the mi-
crowave waveguide applicator with TE10 mode in CST MICROWAVE STUDIO program.
3.1. The Impendant Adjustment of Applicators
For the ideal transition of electromagnetic energy from the generator to the applied load this
transition has to be reflection-free. The length of stripline excitation probe has been by simulations
chosen to be 27 mm and the distance from the short circuit plane 15 mm. The microwave waveguide
applicator with TE10 mode has the same distance from the short circuit plane as the waveguide,
however its length of excitation probe is 11mm. The excitation probe of both applicators is made
of copper wire with 2 mm in diameter. The stripline applicator has been tuned [3] to reflection
parameter S11 = −32.3 dB in the SEMCAD program. Microwave waveguide applicator has been
tuned [4] to S11 = −26.92 dB in CST program. The effective treatment depth 2 cm under the
surface of agar phantom has been determined by these simulations.
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4. MATRIX OF SEVERAL APPLICATORS

When the tumors cover large area of the human body, e.g., on the arm, leg, back or stomach area,
we can use applicators with bigger dimensions or to create a matrix of several smaller applicators.

In our case we have concentrated on the second possibility — the matrix. In the following
chapters we have concentrated on exposure of the planar and cylindrical agar phantom with a
matrix of several applicators of the same type.

4.1. Composition of Several Applicators on Planar Phantom

In this article we focus on the matrix layout with 4 applicators of the same kind side by side on a
planar agar phantom (Figure 1). For greater exposure area we used case of 4 microwave stripline
applicators spaced into a 2× 2 matrix placed on a planar agar phantom.

On the next picture is the layout of SAR distribution for microwave stripline applicator with
TEM wave (Figure 2 left) and on next figure (Figure 2 right) we can observe the shape of the SAR
distribution in the effective depth of about 2 cm below the surface of agar phantom.

In both cases, the spatial distribution of SAR distribution creates 2 maxima at the central
vertical using 4 applicators. The applicator effective area is 40%, which was computed using the
automatical script based on histogram fuzzification and k-means clustering [5].

4.2. Composition of Several Applicators on a Cylindrical Phantom

Cylindrical agar phantom was used to simulate the hand of the human body. Four microwave strip
applicators were used to positioned within the cylindrical phantom with angular distance each
from other 90◦ (Figure 3). Diameter of cylindrical agar phantom is 8 cm. Applicators are placed
to cylindrical agar phantom, so that the electric field intensity vector is parallel to the longitudinal
axis of the phantom.

In the middle of such a cylindrical phantom then there is a rounded shape SAR distribution,
which is about half the diameter smaller than the phantom, and that is 4 cm as seen in the following
figure (Figure 4).

Figure 1: Matrix of four applicators.

Figure 2: SAR distribution at a depth of 1 cm (left); SAR distribution at effective depth (right).

Composition of four applicators on a cylindrical phantom could be used in medical practice
to treat tumors located in the hand. The change in amplitude or phase of individual applicators
determines the shape of the SAR distribution in the place to be treated.
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Figure 3: Composition of four applicators on cylin-
drical agar phantom.

Figure 4: SAR distribution of four applicators.

5. CONCLUSION

The applicators used have been tuned to the suitable level of parameter S11. Microwave stripline
applicator reached the value of S11 = −33.4 dB and waveguide applicator has been tuned to the
value of S11 = −23.23 dB.

The applicators have been tested by thermo vision and their effective depth of effective heating
remained at 2 cm under the tissue surface. Therefore the applicators are suitable for treatment of
tumors located immediately under the surface of biological tissue.
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The Absorption Capability Measurements of the Free Space
Absorbers
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Abstract— The article refers to problems related to the absorption measurements of materials
absorbing electromagnetic waves (Radar Absorbing Materials — RAM). The methodology of
measurements, description of the original laboratory stand for measuring the absorption charac-
teristics of the examined materials as a function of the testing signal angle of incidence and for
measuring radar cross section (RCS) were introduced. Results of the above mentioned measure-
ments for a metal plate covered with a sample absorbing material were also published.

1. INTRODUCTION

The article introduces the original methods of measurement and results of the measurement of the
electromagnetic waves absorption level of the sample absorbing material. A metal plate (50×54) cm
covered with absorbing material formed by a sponge saturated with graphite compounds was an
object of research. As a reference material for evaluating absorption of the respective materials
a metal plate not covered with absorbing material was used. Fig. 1 shows the appearance of the
respective samples.

2. DESCRIPTION OF THE MEASURING METHOD

The article introduces two methods for measuring absorption level of the tested materials. One of
them is based on a parameter, in the radar technique defined as a Radar Cross Section (RCS), which
is a measure of the signal level refracted by an object at a given testing signal level. The second
method is based on measuring absorption characteristics of the tested materials as a function of
the testing signal angle of incidence.
2.1. The Measurement of the Characteristics of Tested Materials as a Function of the Testing
Signal Angle of Incidence
The measurement of the characteristics of tested materials as a function of the testing signal angle
of incidence is divided into two stages. The first stage is a reference measurement where a signal
reflected from a reference plate, which wasn’t covered by the absorbing material, is measured.
In the second stage, the measurement of the signal level reflected from a plate covered with an
absorbing material is performed. In the processed methods of measurement a relative difference
between signals measured in these two stages is the measure of the material electromagnetic waves
absorption.

The absorption level of different absorbing materials placed on the metal plate is evaluated
comparing to the level of the signal reflected from a metal plate not covered with the absorbing
material. The absorption level is heavily dependent on the angle of the plate surface covered with
the absorbing material in relation to the transmitting (receiving) antenna aperture and the obtained
results allow to estimate at which angle the maximum absorption value of the tested material can
be achieved. Block scheme of the laboratory stand is shown in Fig. 2.

The measurement methodology is based on measuring the signal reflected from the surface
covered with the tested absorbing material. The testing signal is generated by a microwave generator

Figure 1: An appearance of the respective testing samples. Sample No 1 — a metal plate not covered with
absorbing material (reference material). Sample No 2 — a metal plate covered with absorbing material
(RAM).
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Figure 2: The block scheme of the laboratory stand.

Figure 3: The view of the laboratory stand with a metal plate not covered (reference material) and covered
with absorbing material.

with a horn transmitting antenna. The signal reflected from the surface covered with the absorbing
material is measured with a horn reception antenna and a microwave receiver. Measurements are
performed in an anechoic chamber covered with absorbers to avoid reflecting from the floor and
walls (Fig. 3). Measurements involved the following equipment:

- high frequency signal source — HP 8362 series generator,
- high frequency amplifier, operating at the testing frequency (the frequency at which the ab-

sorbing material is tested),
- two horn antennas,
- Agilent 8511A frequency converter,
- HP 8530 microwave receiver,
- rotary head for measuring absorbing characteristics.

2.2. Radar Cross Section Measurement

The measurement of radar cross section of absorbing materials placed on the metal plate (50×54) cm
was executed in a measuring arrangement shown in Fig. 2. In contrast to measuring the absorption
characteristics of examined materials as a function of the testing signal angle of incidence, in case
of the RCS measurement no change of the plate angle is performed.

A precise arrangement of the plate with absorbing material in relation to the testing signal source
was performed by means of a laser beam placed on the transmitting (receiving) antenna aperture
and a mirror placed on the plate with tested material. The arrangement of the transmitting
(receiving) antenna in such a way that the generated laser beam reflects from the mirror and covers
the point where it was originally generated, proves that the aperture of the transmitting (receiving)
antenna is parallel to the surface of the metal plate covered with absorbing material.

The radar cross section defines a measure of the electromagnetic wave reflection from a given
object. A theoretical value of RCS for a flat, rectangular and perfectly reflecting surface can be
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evaluated with the following equation [2]:

σ =
4π a2 b2

λ2
, (1)

where:

σ — radar cross section in [m2],
λ — wavelength in [m],
a, b — height and width of the rectangular reflecting surface in [m].

σ value for a metal plate reflecting the incident electromagnetic wave can be calculated with the
following equation [2]:

PRX

PTX
= σ

G2λ2

(4π)2 R4
, (2)

where:

PRX — power of the signal reflected from a metal plate in [W],
PTX — power of the transmitted signal in [W],
G — antenna gain (transmitting and receiving antenna have the same value of gain),
R — antennas distance from the metal plate in [m].

In order to evaluate σ value, PRX value of the signal refracted from the metal plate should be
measured as well as PTX power of the transmitted signal value. For evaluating σ value also K
coefficient is necessary:

K =
G2λ2

(4π)2 R4
, (3)

The above dependency is a component part of Eq. (2). K value defines parameters of the measuring
system and depends on the testing signal wavelength. Having a reference object with a known σ
value, K coefficient value can be evaluated with the following dependency:

PRX

PTX
= σ ·K, (4)

In the above dependency PRX and PTX values are obtained as a result of measuring the reference
object. In this case a metal plate (50× 54) cm not covered with RAM (radar absorbing materials)
was used as a reference object. σ parameter value for the tested metal plate should be evaluated
with Eq. (1).

K coefficient value describing the laboratory stand with the metal reference plate with σ value
as well as PRX and PTX values obtained from measurements, should be evaluated from Eq. (4)
after executing the following transformations:

PRX

PTX
= σ ·K/10 log

10 log
PRX

PTX
= 10 log σ + 10 log K

10 log K = 10 log
PRX

PTX
− 10 log σ

K = 10
10 log

PRX
PT X

−10 log σ

10

(5)

K values, characteristic for the measuring system, were used to count σRAM parameter value for
the metal plate (50× 54) cm covered with RAM. Eq. (4) should be used to count σRAM parameter
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after executing the following transformations:

PRX

PTX
= σRAM ·K/10 log

10 log
PRX

PTX
= 10 log σRAM + 10 log K

10 log σRAM = 10 log
PRX

PTX
− 10 log K

σRAM = 10
10 log

PRX
PT X

−10 log K

10

(6)

In the above equation the value calculated with Eq. (5) should be taken for K. σRAM parameter
values obtained for the metal plate (50 × 54) cm, covered with RAM are given in the table with
measurement results in the next point.

3. MEASURING RESULTS

3.1. The Absorption Characteristics of the Examined Materials as a Function of the Testing
Signal Angle of Incidence

The results of the absorption characteristics measurements of the tested material as a function of the
testing signal angle of incidence and its frequency are presented below. The following characteristics
are presented in polar coordinates (Fig. 4).

Because of the laboratory stand construction, the tested material was illuminated by the trans-
mitting antenna only in range of the rotary head turning angle (−90◦ ÷ 90◦). On the basis of the
obtained measuring results it should be found that the bigger the testing signal angle of incidence
on the plate covered with a tested material is, the bigger refraction it proves. The phenomenon of
absorption is dominating for parallel angles of the transmitting (receiving) antennas aperture and
the surface covered with the tested material. For this value of the angle the absorption phenomenon
is dominating. In relation to the above, the absorption readings taken are representative results,
which can be used for comparative analyzing using other materials. The value of absorption de-
scribes the difference between two signals: reflected from the tested material and the metal plate.
For the signal’s frequency of 3 GHz it is 12 dB, while it’s 11 dB for 4GHz.

Figure 4: The absorption characteristics of the examined materials as a function of the testing signal angle
of incidence in polar coordinates.

Table 1: 1: The value σRAM and indirect parameters for sample No. 2 and the measurement distance
R = 2 m.

Testing signal frequency f [MHz] 2000 2500 3000 3500 4000 4200
Radar cross section σ of a rectangular,

perfectly reflecting surface
[m2] 40.69 63.59 91.56 124.62 162.78 179.46

Radar cross section σRAM

for a metal plate covered with RAM
[m2] 5.62 2.11 1.53 1.50 1.45 1.24
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3.2. Radar Cross Section Measurement
The results of the radar cross section measurements are presented in Table 1. The measures were
taken for the rotary head angle where the phenomenon of absorption dominates. The presented
results allow to conclude that RCS decreases along with the tested signals frequency increase.

4. CONCLUSIONS

The standpoint for measuring material absorption described in this article can be efficiently used
for comparative testing of different materials. The presented measures of absorption fairly define
electromagnetic waves absorption of varying materials.
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The Expanded Uncertainty for Radio Frequency Immunity Testing
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Abstract— This paper is concerned with the problems of electromagnetic compatibility for RF
(Radio Frequency) immunity testing according to the EN 61000-4-3 standard. The measurement
uncertainty budget calculation techniques recommended in standardizing documents are barely
described and very often they are not adapted to the specific needs of tests performed within
the scope of EMC (Electromagnetic Compatibility). The authors focused attention on presen-
tation of the measurement uncertainty budget calculation algorithm. The information related
to measurement uncertainty of RF signal test level setting during the RF immunity test in an
anechoic chamber are presented. The example of uncertainty budget for laboratory stand used
by accredited EMC laboratory for RF immunity testing of information technology equipment is
precisely described too.

1. INTRODUCTION

EMC (Electromagnetic Compatibility) testing is a process of taking measurement. Whenever you
measure a quantity, the result is never an exactly correct value: The value you report will inevitably
differ from the true value by some amount, hopefully small. This applies whether you are measuring
length, voltage, time or any other parameter, complex or simple. EMC measurement are no different
in this respect. But the subject of measurement uncertainty in EMC tests is more complex than
most.

EMC test standards include a specification of what has to be measured and define a method
for measuring it. For any given electromagnetic field strength measurement method, there are
usually several sources of measurement uncertainty, although only one or two may dominate. Each
individual source has to be analysed. A values to each of these sources have to be assigned and
then summed using an appropriate manner to give the total measurement uncertainty.

2. IMMUNITY TEST ACCORDING THE EN 61000-4-3 STANDARD

The EN 61000-4-3 standard is applicable to the immunity requirements of electrical and electronic
equipment to radiated electromagnetic energy. It establishes test levels and the required test
procedures.

Above standard requires a radiated RF field generated by an antenna in a shielded anechoic
chamber enclosure using a pre-calibrated field, swept from 80MHz to 1000 MHz with the step size
not exceeding 1% previous frequency and dwell time sufficient to allow the EUT (Equipment Under
Test) to respond. The antenna faces each of the four sides of the EUT in each polarization, hence
there are minimum 8 tests in all. In order to assure of the generated field uniformity the anechoic
chamber is required or another alternative test sites. Severity levels are unmodulated and has to
be level 1, 3 or 10 V/m. The actual applied signals is modulated to 80% with a 1 kHz sine wave.

3. MEASUREMENT UNCERTAINTY COMPONENTS OF THE MEASURAND

The measurand is the hypothetical test field strength (without an EUT) at the point of the UFA
(Uniform Field Area) selected according to the field calibration process. The diagram shown in
Figure 1 describes the measurement uncertainty components on the resultant uncertainty in level
setting.

The diagram applies to calibration and test processes and it is not exhaustive. The most
important measurement uncertainty components have to be selected for the uncertainty budget.
As a minimum, the components listed in the example uncertainty budget (see Chapter 5) shall be
used for the calculation of the uncertainty budgets in order to get comparable budgets for different
test sites or laboratories. It is noted that a laboratory may include additional components in the
calculation of the measurement uncertainty, on the basic of its particular circumstances.

4. UNCERTAINTY BUDGET

An uncertainty budget lists the most likely error sources and individually estimates their limits
of uncertainty and probability distribution. To establish this list you need a reasonable degree of
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Figure 1: Measurement uncertainty components for immunity test.

familiarity with the test method and the test instrumentation. When creating the list, it is better
to be inclusive rather than exclusive of the components — if a particular component turns out to
be negligible, it is still better to acknowledge its presence and include it at a low value than to
ignore a component that may increase of the resultant uncertainty significantly. Once you have
analyzed each component, the individual components are summed to produce the final result for
the measurement. Un during the analysis, sources of uncertainty can be grouped into one of two
categories A or B based on their method of evaluation.

4.1. Type a Method
Type A method evaluation is done by calculation from a series of repeated observations, using
statistical methods, and resulting in a probability distribution that is assumed to be normal. For
any measurement method, you should make a type A evaluation on that procedure and configuration
that is typically involved in the test. This will give a measure of the likely contribution due to
random fluctuations, for instance uncontrolled variations in antenna position, the test environment,
or losses through cable re-connection.

In general case, you will be testing many different types EUT and it is rarely practical to perform
many repeat measurements on each type. Therefore the Type A method that is analyzed in this
way does not include a contribution for random variation due to EUT, but such variations from
all other sources in the measurement set-up can be determined. On the other hand, if you will
always be testing one type of EUT — for instance in the production control environment — then
the repeated measurements can be done on this EUT and the evaluation then does include this
source. A determination of the uncertainty due to random contributions is given by the standard
deviation s(qk) of a series of n measurements qk:

(qk) =

√√√√ 1
n− 1

n∑

k=1

(qk −Q)2 (1)

where Q is the mean value of the n measurements. The s(qk) value is used directly for the uncer-
tainty budget calculations due to random contributions, excluding the effects of the EUT, when
only one measurement is made on the EUT. But if the result of the measurement is close to the
limit, it is advisable to perform several measurements on the EUT itself, at least for frequencies
that are critical. In this case, the uncertainty is reduced in the way described by the following
formula:

s(Q) =
s(qk)√

n
(2)

So that four repeat measurement on the EUT, will halve the uncertainty due to random effects.
Note that this has no effect on other contributions, which are analyzed as Type B factors. If these
dominate the uncertainty budget, then it is questionable whether making repeat measurements on
the EUT, to reduce the random contribution, is worthwhile.

4.2. Type B Method
Type B evaluation is done by means other that used for Type A, for example, data from cali-
bration certificates, previous measurements, manufacturers specifications or an understanding of
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instrument behavior, or other relevant information. It applies to systematic effects which remain
constant during the measurement but which may change if the measurement conditions, method or
equipment are altered. Equipment calibration, mismatch errors, and due to constant deviations in
the physical set-up are examples of these effects. If possible and practical, corrections for systematic
effects should be applied.

A typical example of such a case would be where the measuring equipment calibration certificate
gives a value for the correct reading for a given indication. You could then add this correction to the
result so that only the uncertainty of the calibration itself would be left to account for. In practice,
it is usually simpler to leave such errors uncorrected and use an overall value either from the
manufacturer’s specification — or take a maximum error from the calibration certificate, extended
by the calibration uncertainty, and apply that.

Other Type B contributions, not derived from calibration data or similar, have to be calculated
from a knowledge of the nature of the test, often stated in simplified form. For instance, deviations
in field strength due to errors in antenna separation are normally assumed to follow a 1/r law, and
so you can calculate a contribution based on the degree of control exercised over the separation
distance. Strictly, the 1/r assumption is not properly justified, but many such simplifications are
necessary to keep uncertainty calculations in the realm of practicability.

4.3. Summation of Two Methods
Type A contributions are already in the form of a standard uncertainty and need no further treat-
ment. Type B contributions need a further step before they can be summed. This involves deter-
mining the appropriate probability distribution for each contribution.

For EMC tests, the relevant probability distributions are: Normal: Uncertainties derived from
multiple contributions, for example calibration uncertainties with a statement of confidence; rect-
angular: Equal probability of the true value lying anywhere between two limits, for example
manufacturer’s specifications; U-shaped: Applicable to mismatch uncertainty, where the proba-
bility of the true value being close to the measured value is low; triangular: The probability of the
true value lying at the point between two limits increases uniformly from zero at the extremities
to the maximum at the center; should be assigned where the majority of the values between the
limits lie around the central point.

The distributions describes the variation in probability of the true value lying at any particular
difference from the measured result. It’s actual form will often be unknown, and an assumption
has to be made, based on prior knowledge or theory, that it approximates to one of the common
forms. You can then calculate the standard uncertainty u(xi), for the assigned form from simple
expressions (see Figure 2). If a particular uncertainty contribution is not in the same units as
the required total uncertainty then strictly speaking the contribution should be converted using a

Figure 2: Probability distribution.
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“sensitive coefficient” ci. This then gives a series of output contributions ui(y). Practically, it is
easier to leave the sensitive coefficients at unity and quote all uncertainty contributions in the same
units, so that summation becomes straightforward. A rigorous approach would in many cases need
a non-linear sensitivity coefficient, for which the computational effort is rarely justified. Once each
contribution has been converted as above to a standard uncertainty, the combined uncertainty ui(y),
is obtained for m contributions by taking the square root of the sum of squares of the individual
standard uncertainties:

uc(y) =

√√√√
m∑

i=1

u2
i (y) (3)

Finally, you have to calculate the expanded uncertainty U . This defines an interval about the
measured result that will include the true value with a specified level of confidence. The interval is
greater than the standard uncertainty so there is a higher probability that it encompasses the value
of the measurand. The expanded uncertainty is obtained by multiplying the combined standard
uncertainty by a coverage factor k, which is set to 2 for a level of confidence of 95%. Other
confidence levels can be obtained with different values of k, but the value 95% is usual for industrial
and commercial measurement.

5. CALCULATION EXAMPLES FOR EXPANDED UNCERTAINTY

In this chapter is described example of how to set up an uncertainty budget for EMC immunity tests.
It must be recognized that the contributions that apply for UFA calibration and for immunity test
process may not be the same. This leads to different uncertainty budget for each process. Tables 1
and 2 give examples of an uncertainty budget for level setting. The uncertainty budget consist of
two parts, the uncertainty for calibration and the uncertainty for test.

In above tables are used fallows symbols: FP is a combination of calibration uncertainty, field
probe unbalance (anisotropy), field probe frequency response and temperature sensitivity. Normally
this data can be obtained from the probe data sheet or calibration certificate. PMcal and PMtest

are the uncertainty of the power meter, including its sensor, taken from either the manufacturer’s
specification (and treated as a rectangular contribution) or a calibration certificate (and treated

Table 1: Example of uncertainty budget for calibration process.

Table 2: Example of uncertainty budget for level setting.
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Table 3: Example of the test level multiplier for 95% confidence and revised test level.

as a normal contribution). If the same power meter is used for both calibration and test, this
contribution can be reduced to the repeatability and linearity of the power meter. PAcal and
PAtest are including the uncertainty derived from rapid gain variation of the power amplifier after
the steady status has been reached. SWcal and SWtest are the uncertainty derived from the discrete
step size of the frequency generator and software windows for level setting during the calibration
process. The software window can usually be adjusted by the test laboratory. CAL is the expanded
uncertainty of the forward power needed to establish the test field strength for calibration. AL is
the uncertainty derived from removal and replacement of the antenna and absorbers. The antenna
location variation and absorber placement are type A contributions, i.e., their uncertainty can be
evaluated by statistical analysis of series of observation. Type A contributions are normally not
part of the uncertainty of measurement equipment, however these contributions were taken into
account because of their high importance and their close relation to the measurement equipment.
SG is a drift of the signal generator during the dwell time.

6. CONCLUSION

The calculated expanded uncertainty may be applied to tests done in accordance with EN 61000-4-3
in an anechoic chamber. The field strength is calibrated over a uniform area and then the same
forward power is re-played in the presence of the EUT, one face at a time aligned with the uniform
area. The budget assumes that the (0÷6) dB field uniformity requirement has been achieved. There
is disagreement as how the resulting uncertainty value should be used. In the Table 3 is shown
the test level multiplier for 95% confidence and revised test level for described example uncertainty
budget.

If it is not added in, so that, say, the stress level is set to 3 V, then the implication is that there
is no more than 50% confidence that the specification stress level has been applied. If it is added
(stress set to 3.92 V/m in the above example) then is 95% confidence that the EUT has been tested
to at least the specification level. Assuming the distribution within the interval is normal, this sets
the uncertainty interval to a 95% confidence level, which will then result in a 95% confidence of
application of at least the correct stress.
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Abstract— In the paper, a multi-spectral optoelectronic sensor basing on cavity enhanced
absorption spectroscopy (CEAS) is presented. In the sensor a special photoreceiver was used.
The photoreceiver is characterized by wide range of the detected wavelengths. The optical signal
from many laser sources can be measured using the photoreceiver. Thanks to this, in one cavity,
a value of absorption coefficient at a few different wavelengths can be determined parallel. In the
CEAS technique a beam of the laser radiation is injected under a very small angle related to the
optical axis of the cavity. The radiation is reflected inside the optical cavity, similarly as inside
a multipass cell. Through to this, dense structure modes are received. All systems operating on
the basis of CEAS method can work with weak modes structure, and they are of low sensitivity
to instabilities. The CEAS sensors can obtain sensitivity of about 10−9 cm−1.

1. INTRODUCTION

Cavity enhanced absorption spectroscopy is one of the most sensitive methods of gases detection.
The CEAS technique was proposed in 1998 by Engel. It is based on injection a beam of radiation
under the very small angle (ϕ) in relation to the optical axis of cavity (i.e., off axis). The radiation
is reflected inside the optical cavity similarly as inside multipass cell (Fig. 1). Therefore, dense
structure modes are received. The weakly modes structure of the resonance cavity causes that
the all system has the small sensibility on the changes of the cavity and the laser frequency [1, 2].
Sensors using CEAS method attain sensitivity amounting about 10−9 cm−1 [3].

Typical CEAS system, designed for the measurement of a trace gases concentration, consists of
a pulse radiation source, optical cavity, photoreceiver, and a signal processing system [4–6]. In the
experimental setup two lasers and two optical lanes are used (Fig. 2). The setup makes it possible
to detect a trace concentration of two gases with different absorption spectra at the same time.
Using the special constructed photoreceiver the optical signals from the lasers are registered. The
photoreceiver works with telecommunication techniques, well-known as time division multiplexing.
Each of the laser is assigned to the suitable measurement channel — the strictly determined tem-
porary window. In this window, the signal from the exits of the optical cavity is registered. Such
sensor is able to detect trace concentration of two gases at the same time. For the detection of one
gas, developed method provides increase in sensor sensitivity, because one gas can be investigated
at the two different wavelength of its absorption spectra. The presented setup is of the greatest
interest with respect to the possible applications. For example, it can be used in environment
monitoring, luggage monitoring in ports, on airports, entry points, as well as in strategic objects
and rooms also in undertakings connected with the counteraction to terrorist attacks.

Figure 1: Idea of CEAS setup.
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Figure 2: Scheme of multi-spectral CEAS sensor.

Figure 3: Example of the cavity output signal.

The concentration of investigated gas N is determined on the base of time constant of the signal
decay and can be described by the formula

N =
1
cσ

(
1
τ
− 1

τ0

)
, (1)

where τ0 and τ are the time constants of the exponential decay of the output signal for empty
resonator and for the resonator filled with the absorber (investigate gas) respectively, σ is the
absorption cross section of investigate gas, c is the light speed [7, 8].

In the cavity without absorber the decay time τ0 is relative to the light speed, the optical cavity
length and the mirrors reflectivity. For cavity filled with the absorber the decay time τ is addi-
tionally dependent on absorption index of the detected gas. In practice the following dependence
τ0 > τ is observed. Thereby, the main parameter determined duration of the measuring-window is
the decay time τ0 (Fig. 3).

2. EXPERIMENT

The view of the experimental setup is presented in Fig. 4. An essential element of the system is
photoreceiver which registers optical signals from two lasers (red one and blue one). The elaboration
of the special lasers driver was also necessary. Therefore, a digital signal processing system provides
possibility to set the time-windows and to register signals from the cavity. In the spectroscopy of
losses in optical cavity this is unique technique.

The setup consists of two measurement lanes. In the first one, AlGaInP laser emitted at the
wavelength of 630 nm can be used (type HL6312G/13G, Hitachi) [9]. It is a low-cost laser, usually
applied as a light source in bar code readers, laser scribers and various other types of optical
instruments. For example, 414 nm pulsed laser diode (TopGaN) can be mounted in the second
lane. The laser generates radiation pulses with duration of about 50 ns and repetition rate of
1 kHz [10].



1410 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Figure 4: Experimental setup — top view.

Figure 5: Transmittance of beam splitters: (a) SWP-45-R660-T420 and (b) LWP-45-R420-T660.

Figure 6: Transmittance of the cavity mirrors.

Next, the laser beams are formed with lens, diaphragms and diffraction gratings. The broadband
fluorescence of the diode lasers affected the output signal are eliminated by diffraction grating.
Furthermore, the off-axis arrangement allows to avoid influence of the laser radiation reflected from
the cavity front mirror on laser emission. The beams are directed with beam splitters into the
optical cavity. There are used beam splitters (CVI Melles Griot), the transmission characteristics
of which are presented in Fig. 5.

The optical cavity is built up by two spherical mirrors. The mirrors reflectivities reach value of
0.999 at the wavelength of interest (Fig. 6). The distance between the mirrors is 50 cm. The optical
signal from the cavity is detected with a photomultiplier (PMT) Hammamatsu firm type R7518.

PMT can be treated as a current source characterized by high resistance. Therefore, to amplify
signal from PMT in wide dynamic range, transimpedance preamplifier is used. The output signal
form the preamp was recorded with a hi-speed digital oscilloscope.

Moreover, during experiments the signal-to-noise ratio is improved by the use of coherent aver-
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aging procedure according the formula

SC

NC
= SAC

(
NAC√

Np

)−1

, (2)

where SAC/NAC — signal to noise power ratio, Np — number of the averaging samples [11].

3. CONCLUSION

The described setup is characterized by high sensitivity. In case of nitrogen dioxide detection
we obtain sensitivity of about 10−9 cm−1. That is why the sensor can be applied to ambience
monitoring. Furthermore, it could be a significant instrument for national security. This sensor
has real chances to use e.g., for the monitoring of luggage in ports, on airports, at entry points,
in strategic for the state objects and rooms, in undertakings with the counteraction to terrorist
attacks as well. Besides the mentioned applications, the applied CEAS method makes possible the
elaboration of the portable sensor.
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Abstract— The paper presents construction of broadband optical system devoted to free space
optical communication using long wavelength quantum cascade laser and a heterostructural ther-
mally cooled HgCdTe photodetector. This system should characterize with lower sensitivity to
adverse meteorological conditions when compared with the systems operating in the near IR.

1. INTRODUCTION

The development of broadband optical telecommunications in free space — (Free Space Optics —
FSO) is utilizing a long-wave infrared radiation (8–13µm). A significant advantage of the tech-
nology in comparison with currently available optical communications systems is lesser scattering
of radiation by aerosols, clouds and dust. This is particularly important in urban areas and in
conditions of high smoke ex. on the battlefield.

When selecting optical radiation sources and detection systems it should be taken into account:
the radiation power, the range of wavelengths, and the possibility of cooperation with peripheral
circuits, in particular allowing for co-operation of the link with the existing cable networks.

The choice of the wavelength range is mainly conditioned by the transmission properties of the
atmosphere and approaching to provide security for both users and outsiders.

2. FSO SYSTEMS AND ATMOSPHERE INFLUENCE

The atmosphere affects the amplitude of detected optical signals mainly through: selective ab-
sorption, scattering and turbulence. In order to obtain high SNR the radiation of the background
should be also minimized.

In practice, the most important weather factor affecting the performance of optical links is fog.
The analysis of the impact of other atmospheric conditions, which include: dust, rain and snow,
shows that the effectiveness of transmission within the range of wavelengths (8–13µm) is better or
comparable to the already used systems operating in the range of near infrared [1–4].

In Figure 1, the atmosphere transmission received during computer simulation in foggy condi-
tions for visibilities of 700 m (a) and 50 m (b) is presented.

It could be noticed, radiation of the wavelength of 0.8 µm and 1.5 µm is much more attenuated
(several size levels) compared to the wavelength of 10 µm. This represents an important argument
of the choice of the wavelength of 10 µm in the suggested link.

(a) (b)

Figure 1: Atmosphere transmission for visibilities of 700 m (a) and 50 m (b).

3. QUANTUM CASCADE LASERS

The development of quantum cascade lasers technology makes it possible to construct a new wireless
optical link [5–9]. In the normal temperature (from −40◦C + 70◦C) obtained by using the Peltier
cooler, the QCL lasers operate only in a pulse mode with low duty level. It is related to the
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generation of a large amount of heat in the semiconductor structure. Therefore, the current pulses
driving the laser should be characterized by low rise time (around 10 ns) with the pulse duration
of 100 ns. The investigations of QCL lasers were made for two different laser systems. The first
one was purchased in Alpes Lasers with a laser S2008a12. The system consists of a laser structure
emitting radiation at a wavelength of 10.5µm, a bias unit, current driver and control system of
laser temperature (TEC controller). The results showed that for low values of pulse duration, the
laser can operate with a maximum frequency of 1.3 MHz. Along with the increase in the duration
of the pulse it could be observed a frequency threshold. The peak power of the laser decreases
rapidly at the threshold. This phenomenon is caused by the current limit of the laser driver. The
acceptable average value of the laser current is about 0.08 A. The slight increase in temperature of
the laser structure was also observed with increase in pulse frequency. The investigation results also
show that the radiation power is a function of repetition rate, which decreases as the rate increases.
Similar studies were carried out for different values of pulse duration. With the minimum pulse
width of 20 ns, the amplitude rise of 20% was observed. Above this value the amplitude of the
emitted pulses increased sharply to a maximum and remained practically constant (Figure 2).

The second investigated laser was designed by Cascade Technologies. The research results
showed the energy parameters of the laser were changed with the working conditions of the laser
(pulse frequency and duration, laser temperature, bias voltage). Figure 3(a) presents the signals
registered at the output of photoreceiver for a constant value of pulse duration and changing
repetition rate.

It is noticed that the radiation energy is not affected substantially by pulse frequencies. The
observed differences are insubstantial and do not demonstrate any regularities. The studies were
conducted in the frequency range of 5 kHz to 100 kHz.

The investigations of the impact of the pulse duration on the shape of the radiation pulse were
made for a fixed frequency of 100 kHz. The pulse duration was changed between 20 ns to 500 ns.
The results show that the pulse duration affects both the shape of the laser pulse and radiation
energy (Figure 3(b)).

Apart from the threshold value of pulse duration (20 ns), changes were observed in the shape
of the signal. The changes can be described by the Gaussian curve for duration of 30–80 ns, a
rectangular shape (100–180 ns) and by the sawtooth function (above 200 ns). The increase in the
pulse duration above value of 120 ns decreases the amplitude of the pulses.

4. DETECTION MODULE

An important place in the optical link is taken by the detectors. The construction of photodetectors
applied in the presented link is made of Hg1−xCdxTe multilayer structure (consisting of 6–20 layers).

Figure 2: Laser energy for different pulse repetition.

(a) (b)

Figure 3: Laser radiation for different values of pulse repetition (a) and pulse duration (b).
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Figure 4: View of the designed FSO system.

The heterostructures was obtained by a low-temperature epitaxy using the method of pyrolysis of
metal-organic compounds (MOCVD).

Detectivities of photodiodes were determined by the manufacturer, Vigo SA, based on the
measurement of both the current sensitivity and dark current. The dark current measurement
makes it possible to calculate the value of current of the shot noise — a dominant type of noise.

At room temperature the photodiodes are characterized by a long-wavelength range of sensitivity
of λ1/2 = 10 µm. The decrease in the temperature of the detector to 230 K causes a shift λ1/2 to
about 13.5 µm. The photodiode was an important element of the detection module [10].

In the housing of the module there is a radiation detector, a two-stage thermo-electrical cooler
with a temperature sensor, a wideband transimpedance preamp, a miniature fan diffusing heat
emitted by a the cooler, heat pipes taking off the heat from the cooler to a fan and a cooler
controller.

5. DESIGNED FSO SYSTEM

The view of the constructed FSO link is shown in Figure 4. It consists of a transmitter and
photoreceiver. The functional properties of the link is determined by the construction of the
transmitter. The transmitter consists of three main components: a head with the laser and optical
unit, a module control of the laser work and a communication interface (RS232).

The main task of the head is to produce radiation beam of relevant power-spatial parameters.
The control module provides the proper work of the laser. The communication interface with a
computer and software is responsible for processing information into appropriate signals controlling
the laser pulses [11–13].

In the receiver system the above-mentioned detection module and a parabolic mirror were used.
The mirror is characterized by a high brightness (F/# 1.5) and a big active diameter (101.6 mm). In
addition, this element does not introduce spherical aberration and provides small pole aberrations
compared with the size of the detector.

The main aim of the preliminary investigations was to determine the energy of the transmitter
beam in the laboratory conditions. For the maximum distance between the transmitter and receiver
(55m), the preamp of the detection module was still in a saturation point. Therefore, it was decided
to carry out measurements out of the laboratory. The outdoor researches makes it also possible to
determine the impact of weather conditions on the amplitude of the received signal. The maximum
distance between the transmitter and the receiver was 470 m. For the good weather conditions,
the results of the studies have shown that the FSO link works properly. The distance studies on
greater distances were limited by terrain obstacles.

6. CONCLUSIONS

The developed optical link works properly both in laboratory and field conditions. In the event of
bad weather conditions (moderate fog or haze) it can effectively ensure the continuity of a transmis-
sion link. When comparing the data obtained during the computer simulations and experimental
studies for foggy conditions, similar values of decrease in the amplitude of the received signal were
received. The carried out analyses show that in foggy conditions it could provide a transmission
range of about 1 700 meters with a bit error rate 10−12. The disadvantage of the presented link is
too low acceptable transmission speed. This is due to the limitations resulting from the employed
laser (maximum pulse frequency). However, a continuous development of the described technology
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will contribute to improve features and reduce the price. Therefore it could be assumed that in the
near future the QCL lasers generated radiation in the wavelength range of 10 µm will be commonly
used in FSO applications.
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Abstract— Free space optics (FSO) communication in LWIR range is less sensitive to atmo-
sphere features. VIGO System S.A. — company from Poland — develops high performance
detector module optimized for LWIR range. We present new detection module dedicated to open
space optical communication optimized for 10 µm.

Module specification:

- Detector: PVI-2TE-10 photodiode with immersion lens, thermoelectrically cooled.
- Operating temperature range: −30 . . . + 60◦C.
- Detector temperature stabilization precision: 0.01◦C.
- Detector time constant: < 1 ns.
- Preamplifier bandwidth: 100 MHz.
- Input current noise: 5 pA/

√
Hz.

- Detector capacity < 5 pF.

Detection module is based on PVI-2TE-10 HgCdTe photodiode, thermoelectrically cooled by
two stage Peltier cooler. It is optimized for long wavelength — 10 µm. TEC controller stabilizes
detector temperature with high precision in wide ambient temperature range. Immersion lens
enables optimization of the detector physical dimensions, decreasing detector capacity and time
constant.

Module parameters enables maximum transmission speed 100 Mb/s. Low bit error rate requires
correct transmission with low and high signal level. Detector and preamplifier have wide linear
working range, noise optimization provides module high detectivity. DC reverse bias increases
dynamic resistance and improves frequency response.

1. INTRODUCTION

A new trend in the development of broadband free-space optical communication is the application
of long-wave infrared radiation (8–14µm) [1–4]. The main advantage of this solution is decreased
radiation scattering in aerosols and dusts.

Until recently, the lack of suitable radiation sources and detectors constituted the main problem
area. The existing devices were expensive and not user-friendly. It appears that the problem of
radiation sources may soon be solved by the development of quantum cascade lasers [5].

Uncooled photodetectors of long-wave infrared radiation are also currently under development.
The main requirements for long-wave detectors for free-space optical communication are as follows:

High sensitivity. High sensitivity is necessary to achieve low error ratio using low laser beam
power and in small-aperture optics. In practice, performance close to fundamental limits are
required [6].
High operation speed. Subnanosecond response time is typically required for the present optical
links.
Other requirements. Detectors should be convenient in use, reliable, and inexpensive. The
size of the active element should be comparable to the beam spot size in the focal plane of the
optical system. Large variation in the radiation power results in a requirement of adequately
wide range of linear responsivity.

The requirements of high sensitivity and speed were met by HgCdTe photodiodes available as
early as the 1970’s. However, such devices required liquid nitrogen cooling and were expensive,
which in practice prevented their broad application. We report here recent progress in the develop-
ment of broadband detection modules with HgCdTe long-wave (≈ 10µm) photodetectors operating
without cryogenic cooling.
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2. PRACTICAL REALIZATION OF HIGH-SENSITIVITY AND HIGH-SPEED
PHOTODETECTORS OF LONG-WAVE RADIATION OPERATING WITHOUT
CRYOGENIC COOLING

The long-wave infrared radiation detection at near-ambient temperatures have been discussed in
many original papers and reviewed in the recently published monograph [7].
2.1. Device Architecture
Photodetectors are composed of multi-layer (6–20 layers) Hg1−xCdxTe heterostructures obtained
from low-temperature metal organic chemical vapor deposition epitaxy. This technology has been
discussed in detail in study [8].

Figure 1 presents a construction diagram of the device, which has been simplified for reference
purposes. However, the actual architecture is more complex, as the diagram does not show lesser
functional layers, additional layers added to obtain a required composition and doping profile, as
well as transient layers with gradations of composition and doping.

The device architecture has been optimized with the use of computer-aided simulation [9]. The
thicknesses of subsequent layers, bandgap profiles, types and levels of donor and acceptor doping
have been obtained from calculations. The results are as follows:

• optimal relation between absorption of exact wavelength radiation and the thermal generation
rate of carriers in the absorber area,

• minimized thermal generation and recombination of carriers in contact and transient areas,
and on the surface of the heterostructure,

• elimination of short-wave radiation noise by adequate choice of N+ layer composition,
• good and fast collection of optically generated carriers,
• minimized parasitic impedances at the mesa structure base, wide bandgap contact areas and

at the contact between the heterostructure and the metallization,
• minimized RC time constant.

The contact metallization additionally functions as a mirror reflecting low-absorption long-wave
radiation back to the absorber. Buffer, absorber and contact layer thicknesses are chosen to create,
along with the contact metallization, a resonant cavity, which is not particularly perfect but offers
an increase in device quantum efficiency in the long-wave range [7].

Photodiode heterostructure is monolithically integrated with immersion lens which functions as
an effective optical concentrator. In the hemispherical immersion lens, the optical area is increased
n2 times the physical area, where n is the refraction index of lens material. This solution allows for
a radical decrease in the thermal generation and recombination of carriers, also the noise power,
which is decreased proportionally to a decline in absorber volume. A greater (n4) increase is
obtained for a hyperhemispherical lens. For gallium arsenide lens (n = 3.4), the optical area is
increased by approx. 1 and 2 orders of magnitude, for hemispherical and hyperhemispherical lenses
respectively.

Another advantage of immersion lenses is a decrease in electric capacity, which declines propor-
tionately to a decrease in the absorber area. This results in a radical drop in the RC time constant.
However, the use of immersion lens also has its disadvantages, such as increased manufacturing
costs and, in the case of hyperhemispheric lenses, limited field of view and lowered radiation satu-
ration threshold. Such solutions allow for a radical increase of detectivity and operating speed as
compared to conventional, non-immersed detectors.
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Figure 1: Diagram section of photodiode heterostructure for approx. 10 µm wavelength radiation detection
in temperature 200–300 K.
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3. CHARACTERISTICS OF PHOTODETECTORS

Photodiode detectivity is specified on the basis of current sensitivity and dark current measure-
ments, and the latter is used in the calculations of shot noise current, i.e., the dominating noise
type in the device frequency operating band.

The RMS shot noise current can be calculated with the application of the following formula:

In = (2 · g · q · I ·B)1/2 (1)

where q — elementary charge, I — photodiode dark current, g — photodiode electrical gain, B —
noise bandwidth.

Table 1 presents parameters of Hg1−xCdxTe photodiode.

Table 1: Parameters of Hg1−xCdxTe photodiode.

Parameter Units Value
Ambient Temperature K 293
Detector Temperature K 228

Cooler Current A 0.7
Thermistor Resistance kΩ 38
Detector Resistance Ω 40

Optical area mm2 1
Reverse Bias Voltage mV −150

Current Responsivity ±20% (10 µm) A/W 1.7
Current Noise Density pA/Hz1/2 42

Detectivity ±20% (10 µm) cmHz1/2/W 4E+ 09

3.1. Operating Speeds
Figure 2 presents the measured relation between the time constant of the photodiode response and
the bias voltage. The experiment employed pulse quantum cascade lasers and detectors connected to
DC transimpedance preamplifiers of high operating speed. The preamplifiers maintained a constant
voltage level at the photodiode during the measurement of time constant for a given voltage setting.

Photodiodes without bias voltage are characterized by relatively long time constants. In the
case of uncooled photodiodes without bias, the time constants were practically equal to the carrier
lifetime of absorber material. The time constants of photodiodes without bias cooled to 230 K
and 210 K were somewhat greater than for uncooled ones, but significantly lower than the carrier
lifetimes of absorber material. Such relations suggest that in uncooled photodiodes without bias,
signal fadeout is specified mainly by recombination of carriers in the absorber volume. In cooled
photodiodes without reverse bias, the time constant is determined by both the recombination of
carriers in the absorber and diffusion transport to contact areas.

Figure 2: Relations between current responsivity and time constant of photodiode and bias voltage at 210K.
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4. DETECTION MODULE

MIPAC detection module (Figure 3, Table 2) constitutes a modification of the OEM series detec-
tion modules developed and manufactured by Vigo System S.A. The housing features a radiation
detector, one-, up to four-stage thermoelectric cooler with temperature sensor, broadband tran-
simpedance pre-amplifier, and (in certain models) cooler controller. At the moment, the develop-
ment process concentrates on the miniaturization of the detection module for its future placement
inside ceramic flat pack package. The current signal from the detector is received by a broadband
(up to 300 MHz) transimpedance amplifier with resultant transimpedance up to 100 kV/A. The am-
plifier provides an option of DC supply of reverse bias voltage to the detector (100÷600mV), which
constitutes the prerequisite for obtaining maximum signal/noise ratio in a broad frequency band.
Reverse voltage causes low-frequency noise, which have, however, little impact on the total noise
level of the broadband amplifier, as the bandwidth with dominating 1/f noise, i.e., 10 kHz–2MHz,
is significantly smaller than the bandwidth of the detection module.

Figure 3: Integrated broadband detection module ≈ 10 µm.
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Figure 4: Normalized responsivity spectral characteristics of Hg1−xCdxTe photodiode (reverse bias 150 mV).

Table 2: Parameters of broadband detection module ≈ 10 µm.

Parameter Units Value

Transimpedance @ RLOAD = 50Ω V/A 10E+3

Bandwidth (3 dB) MHz 0.001− 150

Output Voltage Swing @ RLOAD = 50Ω V ±1

Output Noise Density @ f0 = 100 kHz nV/
√

Hz 140

Average Total Output Noise Density (averaged over PA bandwidth) nV/
√

Hz 816

Voltage Responsivity ±20% (10 µm) V/W 16900

Detectivity ±20% (10 µm)(averaged over PA bandwidth) cm
√

Hz/W 2E+ 9

Thermistor Resistance kΩ 38

TEC Voltage V 0.7

TEC optimal Current A 0.7

Stability of Temperature K 0.01
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Figure 4 presents the spectral characteristic of responsivity of photodiode cooled with two-stage
thermoelectric cooler, measured in the manner specified above, at reverse voltage.

Table 2 presents parameters of detection module.

5. CONCLUSION

Broadband detection modules for long-wave infrared radiation (8–14µm) have been developed for
their application in second generation optoelectronic free-space communication links.

The analysis covered the sources of optical radiation with wavelength near 10µm and detectors
sensitive to that wavelength. The wavelength was chosen due to lesser attenuation caused by small-
particle fogs and increased eye safety in comparison to the other two bands utilized in optoelectronic
links, i.e., 780–850 nm and 520–1600 nm.

A carried out analysis of the available literature on the subject suggests that the best parameters
of a mobile link can be obtained by the application of cascade lasers as the radiation source. Either
continuous-wave or pulse kind lasers may be used.

Optical radiation receiver should be characterized by very high sensitivity. For that purpose,
a Polish detector manufactured by Vigo System has been used. High sensitivity was obtained
by combining a multi-layer Hg1−xCdxTe heterostructure with an immersion lens that has been
optimized for 10µm wavelength radiation detection. To decrease the noise level the detector was
equipped with a two-stage thermoelectric cooler.

The constructors believe that the use of a quantum cascade laser generating approx. 10µm
wavelength radiation and highly sensitive detector that has been optimized for that wavelength
will allow for the creation of a second generation optoelectronic link, which ensures better range in
adverse weather conditions as compared to the currently available options.
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Abstract— In order to estimate rain rate quantitatively, the parameters measured by a space-
borne precipitation radar are usually assumed to be uniform within the antenna beam. It means
that the rainfall spreads uniformly within a range of a few kilometers. However, in most cases of
convective rain, the footprint size of spaceborne radar may be larger than the rain cell size, then
the reflectivity and the path integrated attenuation are not accurate due to nonuniform beam
filling. As a result, the retrieved rain rate is also biased. In this paper, beam filling effects on
spaceborne precipitation radar are investigated theoretically according to whether rain attenu-
ation can be neglected. Furthermore data from the Airborne Rain Mapping Radar are used to
simulate observations from spaceborne precipitation radar with different beam width.

1. INTRODUCTION

Global precipitation measurement is essential not only for the climate modeling and weather fore-
casting but also for the research of the global change. Since the earth surface is mostly covered by
sea water, it is necessary to observe this important atmospheric variable from space. There is more
attractive to use spaceborne radar to measure precipitation than to use passive techniques, because
it is able to provide the most overall detection of rainfall field that can be thought currently. The
Precipitation Radar (PR) aboard the Tropical Rainfall Measuring Mission (TRMM) satellite is
the first-ever spaceborne instrument [1]. A spaceborne radar like the Dual-frequency Precipitation
Radar (DPR) on the Global Precipitation Measurement (GPM) core satellite [2], which will be in-
stalled on the FengYun-3 Precipitation Measurement Satellite (FY3 PMS), is also being developed
in China.

The horizontal resolution of spaceborne precipitation radar impacts on the precipitation mea-
surement. Firstly, the natural Doppler spectrum of rain is broadened by the antenna beam. Sec-
ondly, the altitude that surface clutter can contaminate the rain echo is proportional to the reso-
lution. The most important is that the measurement accuracy of precipitation also relates to the
horizontal resolution, because the reflectivity measured by spaceborne precipitation radar is the
weighted average of the actual of rain field. The instantaneous fields of view of all the spaceborne
precipitation radar as mentioned above are about 5 km. Therefore only when the rain field is uni-
form within a range of a few kilometers, the measured reflectivity is equal to the actual value. Such
an assumption may be valid for widespread stratiform rain. While in most cases of convective rain,
the rain field is inhomogeneous within the resolution volume, the effects of nonuniform beam filling
(NUBF) occur.

In this paper, beam filling effects on spaceborne precipitation radar are investigated theoretically
according to whether rain attenuation can be neglected. Because the frequency and observing
geometry of the Airborne Rain Mapping Radar (ARMAR) are close to those of the FY3 DPR,
the data with high resolution from ARMAR are used to simulate observations from spaceborne
precipitation radar with different beam width [3].

2. THEORY OF NUBF EFFECTS

The total backscattering power from the precipitation particles in volume cell dV that the space-
borne precipitation radar can receive is expressed as

dPr(R0) = C1Ze(R)Ar(R)GrdRG2
a (θ, ϕ) dΩ/R2

0 (1)

where C1 is a constant determined by system specifications, Ze the radar effective reflectivity factor,
Ar the path attenuation, Gr the range weighting function, Ga the antenna gain pattern, and R0

the range from the radar to the resolution volume.
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Firstly, the case of rain with uniform beam filling (UBF) is considered. For a uniform rain field,
Z(R) = Z(R0) and Ar(R) = Ar(R0), then the received rain power is

Pr(R0) = C1Ze(R0)Ar(R0)
∫

L
GrdR

∫

Ω
G2

adΩ/R2
0 (2)

So the reflectivity measured by a spaceborne precipitation radar can be written as

Zm(R0) = Pr(R0)R2/C1 = Ze(R0)Ar(R0)
∫

L
GrdR

∫

Ω
G2

adΩ (3)

This formulation means that when the attenuation caused by rainfall is weak, the accurate rain
rate I can be estimated from the measured reflectivity by using an appropriate Ze − I relation.

When the rain attenuation is too large to be neglected, the path integrated attenuation (PIA)
measured by spaceborne radar is needed to estimate the rain rate. The received sea surface echo
power in a rain area is given as

Ps1(θ0) = C2

∫∫

s
As (θ, ϕ) σ0G2

a (θ, ϕ)Gr sin θ cos θdθdϕ (4)

where θ0 is the incidence angle at the midpoint of the resolution volume, C2 another constant
determined by system specifications, and As the path attenuation of sea clutter. In general the
sea surface normalized radar backscattering sections σ0 is invariable within the effective radar
resolution volume. UsingGr1 = Gr sin θ cos θ, then (4) can be rewritten as

Ps1(θ0) = C2σ
0(θ0)

∫∫

s
As (θ, ϕ) G2

aGr1dθdϕ (5)

The sea surface echo in the clear area received by the spaceborne radar with the same observing
geometry is

Ps2(θ0) = C2σ
0(θ0)

∫∫

s
G2

aGr1dθdϕ (6)

Therefore the PIA measured by a spaceborne precipitation radar is expressed as

Am(θ0) = Ps1(θ0)/Ps2(θ0) =
∫∫

s
As (θ, ϕ) G2

aGr1dθdϕ/

∫∫

s
G2

aGr1dθdϕ (7)

In the case of UBF, As (θ, ϕ) = As(θ0), so it can obtained from (7) that Am(θ0) = As(θ0). It is
obvious that the rain rate can be accurately estimated from the measured PIA by using the surface
reference technique (SRT) [4].

However, for convective rain, the horizontal resolution of the spaceborne precipitation radar as
mentioned above may be larger than the size of rain cell, so the effect of NUBF will occur. Here
we also firstly analyze the case that the rain attenuation can be neglected. In this case the rain
echo received by spaceborne radar is

Pr(R0) = C1

∫

L

∫

Ω
Ze(R)GrG

2
adRdΩ/R2

0 (8)

Then the measured reflectivity can be expressed as

Zm
a (R0) =

∫

L

∫

Ω
Ze(R)GrG

2
adRdΩ = a

∫

L

∫

Ω
I(R)bGrG

2
adRdΩ (9)

where the subscript a denotes “apparent”. Equation (9) illustrate that the measured reflectivity is
a weighting average of the actual. As a result, the estimated rain rate is erroneous due to NUBF
effects.

Next is the case in which the attenuation is innegligible and the SRT method will be used. The
PIA measured by spaceborne radar is

Am
a (θ0) =

∫∫

s
As (θ, ϕ) Gndθdϕ =

∫∫

s
10−0.2

∫ D

0 αI(s)βdsGndθdϕ (10)

where Gn = G2
aGr1/

∫∫
s G2

aGr1dθdϕ. It can be seen from (10) that the relation between PIA and I
is far away from linearity. There NUBF effects also bring error to the PIA and to the estimated
rain rate in the end.
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3. NUMERICAL SIMULATION

Here we investigate the statistical nature of NUBF effects on spaceborne precipitation radar with
different horizontal resolution using numerical simulation. In the simulation, the high resolution
data measured by ARMAR in two different field experiments are used as the actual value, system
parameters of simulated spaceborne precipitation radar are listed in Table 1. The range resolution
is set to 50 m in order to avoid the effect of weighting average along range direction on the statistical
nature of NUBF. The following precipitation-backscattering relation is used [5]

Z = 189I1.43

k = 0.0222I1.14
(11)

Table 1: System parameters of the spaceborne precipitation radar used in simulation.

Parameter Value
Satellite altitude 400 km

Frequency 13.6GHz

Antenna
Gain pattern Gaussian distribution, PSL (peak sidelobe level) = −35 dB
Resolution PSL beamwidth is equal to 2.5 times the 3 dB beamwidth

Range resolution 50m
System noise 10 dBZ

Table 2: Statistics of rain retrieval error caused by NUBF for rain cases study.

TOGA COARE CAMEX-3 

Reflectivity Rain rate Reflectivity Rain rate 
    Event 

Horizontal

Resolution
 

Relative 

error  

(%)

RMS

error

(dBZ) 

Relative 

error

(%)

RMS

error

(mm/h)

Relative 

error 

(%)

RMS

error

(dBZ) 

Relative 

error

(%)

RMS

error

(mm/h)

2 km 1.95 0.8285 9.61 0.7128 4.91 1.9915 26.08 1.8603

5 km 2.8 1.1395 14.28 1.0042 8.19 3.1129 51.02 2.5651

7 km 3.02 1.2467 15.5 1.1161 10.16 3.7284 66.21 2.8349

(a) True reflectivity (dBZ) 

(b) Measured reflectivity (dBZ, horizontal resolution is 5 km) 

Figure 1: Vertical sections of stratiform event (TOGA COARE).
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(a) True reflectivity (dBZ) 

(b) Measured reflectivity (dBZ, horizontal resolution is 5 km) 

Figure 2: Vertical sections of convective event (CAMEX-3).

The first rain case is the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Re-
sponse Experiment (TOGA COARE) field campaign on 10 February 1993, shown in Fig. 1(a).
The abscissa represents horizontal distance from subsatellite point and the ordinate represents the
height of rain cell. This case was a typical stratiform event. The reflectivity distribution measured
by spaceborne precipitation radar is given in Fig. 1(b). The second rain case study (Figs. 2(a) and
2(b)) comes from observing of the Hurricane Bonnie during the Third Convection and Moisture
Experiment (CAMEX-3), which was a typical convective rainfall. The statistic characterizations
of errors caused by NUBF under different radar resolution for the two rain cases are summarized
in Table 2. This conclusion can be drawn from the statistics that the deviation of the measured
reflectivity from the actual is much more than the measurement accuracy of radar (which is about
1 dB usually) while the antenna beam of spaceborne precipitation radar is nonuniformly filled by
convective rain.

4. CONCLUSION

The effects of nonuinform beam filling under different radar horizontal resolutions on rainfall re-
trieval with the spaceborne precipitation radar have been examined in this paper. We first deduced
the formulations of the measured radar effective reflectivity factor and path integrated attenuation
under the effect of NUBF. Then we presented the simulated results using the high resolution data
from ARMAR. All these analyses indicate that NUBF is a major error source in quantitative rainfall
estimate with a spaceborne precipitation radar when the resolution size of the radar is comparable
or larger than the rain cell size. Therefore some super-resolution methods need to be introduced
to reduce the bias induced by NUBF during the design of the FY3 DPR.
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Abstract— An Ms 7.3 earthquake occurred in Yutian (Mar. 21, 2008 local time in China),
which is located in Xinjiang Province, several hundred kilometers north of the convergent India-
Eurasia plate boundary. Up to 2,200 houses were damaged or flattened and four houses collapsed.
The earthquake cost great direct economic losses. In our research, we use Differential Interfero-
metric Synthetic Aperture Radar (D-InSAR) technology to study the co-seismic deformation of
the Yutian earthquake and get IM/IM interferogram and WS/WS interferogram. The IM/IM
interferogram has fair fringes, showing the deformation clearly in two dimensions. And in the
IM/IM interferogram we can find that 105 km width of the IM mode data is not enough to cover
the northwestern region of the fault. Due to the limited coverage of IM mode data we can not get
the complete co-seismic deformation field. The 405 km width of the WS mode data can overcome
this shortcoming. And in the displacement result using the WS data, we can clearly observe that
the northwestern region falls and the southeastern region rises. The maximum falling amount is
54 cm and the maximum rising amount is 65 cm. Both the IM/IM interferogram and the WS/WS
interferogram can provide useful information about this specific earthquake for the seismological
researchers. By comparing the two modes (IM and WS) in investigating co-seismic deformation
of the earthquake, we can get more reliable conclusion about Yutian Earthquake.

1. INTRODUCTION

An Ms 7.3 earthquake occurred on March 21, 2008 at 06:33:00 Beijing time in Yutian in the Xinjiang-
Xizang border region in China. The epicenter of the earthquake is located at 35.6◦N, 81.6◦E. The
March 21, 2008 event is the first earthquake larger than Ms 7, since the Ms 8.1 earthquake occurred
in November, 2001 in the west of Kunlun Mt. in the Qinghai-Xinjiang border. And the Yutian
earthquake is one of the largest known historical earthquakes to have occurred in the northern
Tibetan Plateau west of the Kunlun Fault System. The earthquake cost great direct economic
losses. Up to 2,200 houses were damaged or flattened and four houses collapsed.

Because there are few ground stations, we can hardly use regular investigating methods to
survey the Yutian earthquake. Differential Interferometric Synthetic Aperture Radar (D-InSAR) is
becoming more and more popular in investigating crustal deformation [3]. In our study, we use the
D-InSAR technology to observe the displacement of the Yutian earthquake, with ENVISAT ASAR
data and the SRTM 3”-DEM data. Two modes of the ASAR data have been applied, including
the Image Mode (IM) and the Wide Swath Mode (WS).

2. STUDY AREA AND DATA USED

2.1. Tectonic Background
The Yutian earthquake took place as a result of normal faulting in the tectonically complex region
of the northern Tibetan Plateau. It occurred several hundred kilometers north of the convergent
India-Eurasia plate boundary, where the Indian Plate is moving northwards with respect to Eurasia
at a rate of approximately 46 mm/yr [1] The uplifted Tibetan Plateau is spreading to the east and,
as a result, is an area of east-west extension and eastward crustal motion within a larger region of
generally north-south convergence. The Yutian earthquake may reflect the interplay amongst these
major tectonic forces. Yutian locates at the intersection of the AltynTagh fault and Kunlun fault
Its situation is so special that we should not miss any chance to study this area.
2.2. Data Description and Data Selection
As Fig. 2 shows, the IM image covers only approximately 100 km, but the WS image covers a 400 km
wide stripe. We can notice that the WS data will be sufficient for large scale deformation study.
Considering the location of Yutian, we found three tracks (track 248, track 477 and track 155)
pass our study area (as in Fig. 3). Track 248 and track 477 are descending pass; track 155 is an
ascending pass. They are all IM data.
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The Yutian earthquake results from the fault dislocation. Taking the spatial distribution of
aftershocks into account, we proposed that the slip direction of the specific fault is NE-SW. So only
a track can cover both the northwestern part and the southeastern part of the fault. According to
Fig. 3, we can know that track 155 is more appropriate than track 248 or track 477. In addition,
in our experiment results we can also find track 155 images can obtain a better interferogram. So
the IM data we choose track 155 to devote a full discussion.

Figure 1: Map of estimated population exposure and shaking intensity (USGS).

Figure 2: Envisat ASAR IM & WS modes.

Figure 3: Coverage of track 248, track 477 and track 155. (Red star represents the epicenter; the red
rectangular is 100 km × 100 km; the green rectangular stands for the coverage of each track).
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Figure 4: Coverage of the WS data. (Red star represents the epicenter; the red rectangular is
100 km × 100 km; the green rectangular stands for the coverage of WS data).

Table 1: Baselines of InSAR pairs of track 155 (Eolisa).

Temporal

Bperp
2007-4-13 2008-5-2

2007-4-13 70 105 140 315 385

2007-6-22 502 35 70 245 315

2007-7-27 394 108 35 210 280

2007-8-31 808 306 414 175 245

2008-2-22 239 263 155 569 70

2008-5-2 284 218 110 524 45

2007-6-22 2007-7-27 2007-8-31 2008-2-22

Table 2: List of the used IM-IM and WS-WS InSAR pairs.

Master Slave track mode Bperp/m
20080222 20080502 155 IM-IM 45
20071129 20080417 434 WS-WS N/A

The WS data covers a larger area, as is shown in Fig. 4.

2.3. Selected Data

In Table 1, we can notice that the 20080222-20080502 will be the best choice for the D-InSAR
processing [2]. This InSAR pair has a smaller normal baseline and a shorter temporal baseline. In
the same way we choose a proper WS InSAR pairs 20071129-20080417. The Table 2 is our selected
result.

3. RESULTS

3.1. Result of IM-IM InSAR Pairs

The IM-IM interferogram has clear fringes. And from the fringe pattern we can distinctly discover
that track 155 does not cover the whole area the Yutian earthquake affected. But in the mean time
it shows a lot of details of the fringe pattern.

3.2. Result of WS-WS InSAR Pairs

The WS-WS interferogram covers 400 km × 400 km. It shows the complete fringe pattern of the
co-seismic deformation filed of the Yutian earthquake, as is shown in Fig. 6. The black rectangular
in Fig. 6 is the coverage of the IM data. And Fig. 7 gives the LOS displacement distribution. This
displacement map will help the earthquake researchers a lot.
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Figure 5: IM-IM Interferogram (actual perpendicular baseline: −28.2m).

Figure 6: Part of WS-WS Interferogram (actual perpendicular baseline: 182.5 m).

Figure 7: Part of WS-WS LOS displacement map. (Negative value stands for falling; Positive value stands
for rising).
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4. CONCLUSION AND DISCUSSION

The IM/IM interferogram has fair fringes, showing the deformation clearly in two dimensions. And
in the IM/IM interferogram we can find that 105 km width of the IM mode data is not enough
to cover the northwestern region of the fault. Due to the limited coverage of IM mode data we
can not get the complete co-seismic deformation field. The 405 km width of the WS mode data
can overcome this shortcoming. And in the displacement result using the WS data, we can clearly
observe that the northwestern region falls and the southeastern region rises. The maximum falling
amount is 54 cm and the maximum rising amount is 65 cm. Both the IM/IM interferogram and
the WS/WS interferogram can provide useful information about this specific earthquake for the
seismological researchers. By comparing the two modes (IM and WS) in investigating co-seismic
deformation of the earthquake, we can get more reliable conclusion about Yutian Earthquake.
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Abstract— It was confirmed that concentration of light air ions has positive influence on human
health. When measuring the concentration of light air ions using aspiration condenser, we meet
problems related to measurement of very low current of order 10−12 A. In this paper we will
analyze possible sources of error, caused by noise, real properties of used operational amplifier
and leakage current. Based on these analysis, a new electrometric amplifier with minimalised
systematic error will be designed.

1. INTRODUCTION

Measurement of concentration of air ions and air ions mobility spectrum is very actual problem [1].
At the DTEEE we have designed a gerdien tube of new construction [2, 3] and we needed to design
high quality electrometric amplifier, which is able to measure current Iion generated by air ions
with sufficient accuracy. Crucial property of this amplifier is low input current, because it must be
capable to measure current of order 10−14 A. Other critical parameters of amplifier are equivalent
input noise current and input noise voltage. If a high value resistor is used as a current-to-voltage
converter, this acts as an additive source of noise. In this paper we will describe several will be
individual potentiality realisation measuring very small current generate gerdien tube.

2. ELECTROMETRIC AMPLIFIER WITH INSTRUMENTAL OPERATIONAL
AMPLIFIER

The circuit diagram of measuring current amplifier is shown in Figure 1. The current flowing thru
the gerdien tube is sensing on resistor R1 and amplified by the instrument electrometric amplifier
INA116. This operational amplifier has very low input current 100 fA, thereby the systematic error
is suppressed. By the relays RE3 and RE4 the gain coefficient can be switched so it is possible to
measure in the wide band of air ions concentration values. INA116 has pins 2/4 and 5/7 connected
to the input buffers which we use to active shielding of aspiration condenser and to eliminate earth-
leakage currents on the PCB. Operational amplifier OPA121 is used as the source with low output
impedance to offset compensation of INA116. During the measurement process the INA116 offset is
firstly set with relays RE1 switched off. Thanks to this compensation we can suppress the residual
influence of the operational amplifier INA116 input currents. After this the capacitor C1 is charged

Figure 1: The circuit diagram of measuring.
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Figure 2: Block circuit diagram measuring system
electrometric amplifier.

Figure 3: The new construction of measurement sys-
tem.

by the voltage UPOL switching the RE2 relay on. In the next step relay RE2 switch off and relay
RE1 switch on and the current from tube is measured. When changing the gain coefficient of OA
INA116 it is necessary to set the offset again.

Electrometric amplifier is equipped by digital unit with microcontroller AVR, which controls
calibrating and measuring process, sets up polarization voltage and communicates with PC. Block
diagram of whole system is in the Figure 2. EEPROM is used as storage for correction constants.
These constants serves for elimination of input bias current and condenser leak current influence
and are set during calibration. The Figure 3 shows final construction of new measurement system.

3. ELECTROMETRIC AMPLIFIER WITH FEEDBACK AMMETER

Feedback ammeter has practically zero input resistance, in contrast to shunt ammeter. Our design
uses the precise operational amplifier LMP7721, with guaranteed bias current smaller than 20 fA
and typical value 3 fA. The LMP7721 is the standard type operational amplifier. Because there isn’t
input for compensation offset voltage, it is necessary to use external compensation, see Figure 4
and Figure 5.

For feedback ammeter based on near ideal amplifier with gain A, input current Ibias and input
offset voltage UOS we can write [4, 5]

Uout =
Uout

A
− (Iion − Ibias) ·Rf + UOS. (1)

We may be neglect first part of the Equation (1), because the gain of used operation amplifier
106. Further from Equation (1) is considerable that we must compensate the offset voltage for
minimal value Uout. Last significant component of (1) is input offset current Ibias. This current
increases two times every 10◦C and causes fluctuation of output voltage with temperature change.

Figure 4: Analog compensation of offset voltage. Figure 5: Application of D/A convertor for compen-
sation of offset voltage.
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If we measure air ions in the wide temperature range, we have to use thermoelectric cooling to
stabilize circuit temperature. When all this requirements are fulfilled, we can write simple equation

Uout = −Iion ·Rf. (2)

The next source of error is noise generated by operational amplifier and feedback resistor. Output
noise voltage is derived in [5]. The UN is noise input voltage operation amplifier, the I−N is inverting
input current noise OA, k is Boltzmann’s constant, T is absolute temperature and ∆f is noise
bandwidth.

UNO =
√

U2
N +

(
IN

− ·Rf

)2 + 4kTRf∆f. (3)

After recalculation to input noise current, we have

INI =

√(
UN

Rf

)2

+
(
I−N

)2 +
4kT∆f

Rf
. (4)

We have optimized the resistance Rf for minimum input noise current INI using the simulator
PSpice. For this simulation we had to prepare noise model of OA LMP7721.

Practically we are limited by produced high-impedance resistors. The stabile resistors with low
additional noise manufactured in Tesla Blatna have maximum value 10 GΩ. For this resistance the
input noise current is about 16 fA.

4. ELECTROMETRIC AMPLIFIER WITH FEEDBACK COULOMBMETER

For very small current is advantageous to measure the charge over time instead of current. Output
voltage of feedback coulombmeter for zero initial condition is

Uout = − 1
Cint

Tint∫

0

iions (t) · dt. (5)

The Cint is feedback integration capacity. If we measure Uout at the end of integration interval
Tint, we can determine average current for this interval

IAVG =
Uout · Cint

Tint
(6)

The coulombmeter theoretically hasn’t Johnson’s noise [6], so the charge method of current
measurement results in lower noise than direct current measurement with feedback ammeter. The
coulombmeter has current noise less than 1 fA peak to peak [6].

Figure 6: The dependence of input noise current on feedback resistance Rf for ∆f = 1 Hz.
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Figure 7: Coulombmeter with automatic zero adjusting.

Time

0s 1.0s 2.0s 3.0s 4.0 s 5. 0s
V(o ut)

-100mV

-50mV

0V

50mV

Figure 8: The output voltage of coulombmeter for Iion = 1 pA, Cint = 20pF and Tint = 1 s.

In the Figure 7 is measuring current amplifier with automatic zero adjusting at the beginning
of measuring interval. Firstly, the relay RE1 is switched off and RE2 is switched on. Consequently
input offset voltage UOS is compensated using D/A convertor. This step is important, because
input offset voltage create additive error. In the next step, the input bias current is measured with
both relays switched off and obtained value is used for correction of current (6).

Output of the coulombmeter is connected to fast 16-bit A/D convertor ADS8519 and data are
processed in AVR microprocessor. The integration condenser Cint must be of high quality. The
best type is polystyrene condenser with insulation resistance of order 1012 Ω and with low dielectric
absorption, which causes non-zero initial conditions. In the Figure 8 is example of output signal of
realized coulombmeter. The most advantage of coulombmeter is in large measuring range without
need of changing integration condenser, we can simply change integration interval. It is possible to
measure thru six decade without capacity switching [7].

5. CONCLUSION

We have designed the new measurement system with automatic calibration and correction of con-
denser leakage current and with digital compensation of offset voltage. For feedback ammeter type
of electrometric amplifier we derived optimal feedback resistance using simulation program. For
this purpose the noise model of LMP7721 was prepared, which respect noise 1/f in the low fre-
quency. The input noise current of suggested amplifier has value 16 fA for 10 GΩ feedback resistor.
It is necessary to use quality measuring resistor with low additional noise. The best result for mea-
surement of low current gives the coulombmeter, which has theoretically zero Johnson’s noise, but
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is very sensitive to offset voltage. This problem was solved with automatic zero adjusting and mea-
suring algorithm which compensate real properties of operational amplifier. The most advantage
of coulombmeter is in large measuring range.
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Abstract— One of the optical properties of nano-size particles in the liquid environment is the
optical thickness. Optical thickness is measure of amount direct light reaching a detector that
respond to a single wavelength of light. It is affected by absorption and scattering. The portion
of optical thickness due to nanoparticles is called nanoparticles optical thickness or nanoparticles
optical depth, τ . In this work, we have shown that τ can be related to percent transmission
of direct light. Moreover, the Angstrom coefficient is defined which express the wavelength
dependence of extinction coefficient, αe. The obtained values of αe can be used in principle to
evaluate particle size and determine the size distribution of the particles.

1. INTRODUCTION

Interest in study and production of nanoscale structures is increased and developed during the last
two decades. The term nanoparticle represents particles that are composed of up to lo6 atoms or less
but confined to size less than 100 nm. Because of small size and high percentage of surface atoms,
their properties differ from those of the same atoms bonded together to form bulk materials and
introduces many size-dependent phenomena. For instance, many of the beautiful colors of stained-
glass windows are a result of the presence of small metal oxide clusters in the glass, having a size
comparable to the wavelength of light. Particles of different sizes scatter different wavelengths and
imparting different colors to the glass. The finite size of the particle confines the spatial distribution
of the electrons, leading to the quantized energy levels due to size effect.

In general, nanoparticles due to their smaller size, interparticle interactions, and a large surface
to volume ratio, exhibit interesting unique properties which include nonlinear optical behavior,
increased mechanical strength, enhanced diffusivity, high specific heat, magnetic behavior and
electric resistivity, etc [1]. They are attracting a great deal of attention because of their applications
in the field of biotechnology [2], sensors [3], medical diagnostics [4], electronics [5], ceramics [6],
catalysis [7], high performance engineering materials, magnetic data storage, optics and conducting
adhesives and nanocomposites [8–10].

During the last decade, while formation of nano-particles under laser ablation of solids in gas
and vacuum has been drastically explored, formation in liquid environment has been much less
investigated. Commonly, nanoparticles of various species of materials such as metals [11–14], metal
oxides [15–17], semiconductors [18–20], and organic materials [21, 22] are obtainable by irradiating
intense laser light onto those materials located in solvents.

The aim of this paper is to describe optical properties of nano-size particles in the liquid en-
vironment based on the optical depth which is altered by absorption and scattering. Moreover,
the wavelength dependence of optical thickness is studied by introducing the Angstrom coefficient
which is suitable for evaluating particle size and determining the size distribution of the particles.

In this work the following assumptions have been considered:

1. The scattering of the monochoromatic or quasi-monohoromatic light that the its amplitude
is either constant or fluctuates with time much more slowly than exp(−ωt), where ω is the
angular frequency and t is time.

2. The elastic scattering in which scattered light has the same frequency as the incident light.
3. The medium surrounding the scatter is homogeneous, linear, isotopic, and nonabsorbing.

2. THE ANGSTROM COEFFICIENT

Optical thickness (or optical depth) is a measure of the amount of direct light reaching a detector
that responds to a single wavelength of light. Optical thickness of nano-particles is affected by both
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scattering and absorption. The portion of optical thickness due to absorption and scattering nano-
particles are called absorption optical thickness (AOT) and scattering optical thickness (SOT),
respectively, which are defined as:

τ = − ln(T ) or T = exp(−τ) (1)

The whole optical depth of nanoparticles, τ is defined as follows:

τ(λ) = τa(λ) + τs(λ) (2)

where τa and τs are absorption and scattering optical depth, respectively, T = I/I0 denotes the
transmittance, I0 is the incident intensity and I is the transmitted intensity received by detector.

The dependence of optical thickness to wavelength can be defined through Angstrom power law:

τ = βλ−α (3)

In this formula, β denotes Angstrom’s coefficient, α denotes the Angstrom’s exponent, and λ
represents the wavelength. α and β are independent of wavelength, and can be used to describe
the size distribution of nano-particles.

3. SINGLE NANOSPHERE SCATTERING

In a group of nanoparticles which are randomly positioned and widely separated, each particle is
excited by the external field and the secondary fields scattered by all other particles. However, if the
number of particles is sufficiently small and their separation is sufficiently large, the contribution
of the secondary waves to the field exciting each particle is much smaller than the external field.
Therefore, the total scattered field can be well approximated by the sum of the fields generated
by the individual particles in response to the external field in isolation from the other particles
so called the single scattering approximation. Under this condition, the optical absorption and
scattering properties of a homogeneous metal nanosphere of volume V embedded in an optically
homogeneous nonabsorbing medium can be calculated using e.g., Mie’s theory [23, 24]. The AOT
and SOT of small spherical metal particles embedded in a nonabsorbing medium can be written as
follows:

τa =
18πNsV ε

3/2
m

λ

ε2

(ε1 + 2εm)2 + ε2
2

(4a)

τs =
24π3NsV

2ε2
m

λ4

(ε1 − εm)2 + ε2
2

(ε1 + 2εm)2 + ε2
2

(4b)

where ε = ε1 + iε2 and εm, are the dielectric constant of the spheres and the medium, respectively,
Ns is the number of spheres per aria perpendicular to the beam direction, and λ is the wavelength
of the incident light.

Comparing these equations with Eq. (3), the Angstrom’s coefficient and Angstrom’s exponent
of absorption and scattering are given by:

βa = 18πNsV ε3/2
m

ε2

(ε1 + 2εm)2 + ε2
2

, αa = 1 (5a)

βs = 24π3NsV
2ε2

m

(ε1 − εm)2 + ε2
2

(ε1 + 2εm)2 + ε2
2

, αs = 4 (5b)

The absorption coefficient is related to the imaginary part of the complex dielectric constant of the
spheres, ε2. The principle of the color changes by small particles lies in minimizing the denominator
of Eq. (8a), that predicts the existence of an absorption peak at wavelength λR when

ε1(λR) = −2εm (6)

This condition is known as resonance or surface plasmon resonance (SPR). The SPR wavelength
λR can be determined by Angstrom’s coefficient based on the particle properties, ε, and its local
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environment, εm. At the condition of SPR or resonance, Eqs. (5a) and (5b) are simplified to

βa =
18πNsV ε

3/2
m

ε2
(7a)

βs = 24π3NsV
2ε2

m

[
9ε2

m

ε2
2

+ 1
]

(7b)

in which in the small size approximation the absorption Angstrom’s coefficient, βa, is much larger
than scattering Angstrom’s coefficient, βs.

On the other hand, according to quantum mechanics theory, we would introduce nanoparticles
by quantized energy as:

E =
n2

xπ2~2

2mL2
x

+
n2

yπ
2~2

2mL2
y

+
n2

zπ
2~2

2mL2
z

(8)

where Li and ni (i = x, y, z) are particle dimension and integer number, respectively. It is interesting
to note that nanoparticle or cluster potential, in comparison to the atom, is not necessarily spherical
symmetric and separation of the discrete energy levels are in order of meV. From Eq. (8), we see
that energy depends inversely to the nanoparticles size. Therefore, clusters of different sizes will
have different electronic structures, and different energy-level separations. With increasing size of
the particles number of discrete energy levels will be increased and shift of the levels decreased
which leads to absorb larger wavelength by larger clusters. This means that clusters with different
sizes have different colors, and hence the size of the clusters can be used to engineer the color of
the materials. Because the clusters have discrete energy levels, they will own a series of peaks
corresponding to the separations of the energy levels of the cluster. SPR wavelength determines
the separation between the lower occupied level and higher unoccupied energy level.

The SOT can be related to the nano-particle size distribution (NPSD) (i.e., the n(x,R)) by
following integral:

βs =
∫ ∞

0
Qe(R)πR2n(x,R)dR (9)

where R is the particle radius and Qe(R, λ) denotes efficiency of scattering can be written as:

Qe(R) =
128π5R6ε2

m

3
(ε1 − εm)2 + ε2

2

(ε1 + 2εm)2 + ε2
2

(10)

Since n(x,R) cannot be written analytically, a numerical approach is followed to separate n(x, R)
into two parts as N(x,R) = h(x,R) · f(x, R), where h(x,R) is rapidly varying function with R and
f(x, R) is slowly varying. Hence the above equation changes to

βs =
∫ ∞

0
Qe(R)πR2f(x,R)h(x,R)dR (11)

If f(x, R) is assumed to be constant, a system of linear equations results, which may be written as:

βs = Af(x,R) + η (12)

where
A =

∫ ∞

0
Qe(R)πR2h(x,R)dR (13)

and η is an error which arises due to deviation between the measured τs and theoretical.

4. DEPENDENT PARTICLE GROUP SCATTERING

When the scattering medium contains very many metal nanoparticles, the single-scattering approxi-
mation and therefore equations above are no longer valid. Now one must explicitly take into account
that each particle is illuminated by light scattered by other particles as well as by the attenuated
incident light. This means that each particle scatters light that has already been scattered by other
particles, so that the light inside the scattering medium and the light leaving the medium have a
diffuse component. On the other hand, the oscillating dipoles of neighboring particles influence the
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frequency of a central particle and this effect must be considered. This effect is called dipole-dipole
interactions between neighboring nanoparticles. In this case, a traditional and simplest approach to
describe the optical response of the system is effective medium theories [25, 26]. These techniques
assume an effective dielectric constant corresponds to the particles and surrounding medium in
which provides us to calculate the absorption and reflection coefficients.

Through the various available effective medium theories, Maxwell-Garnett’s theory is much
suitable to describe these dipole-dipole interactions. The effective dielectric constant comprises the
metal nanoparticles, ε, and surrounding medium, εm, is calculated as:

εav = (nav + ikav)
2 = εm

ε (1 + 2φ) + 2εm (1− φ)
ε (1− φ) + εm (2 + φ)

(14)

where 0 ≤ φ ≤ 1 is the metal nanopartcles volume fraction. The transmittance, T , of radiation
with a wavelength λ through the nanoparticles and surrounding medium can be calculated as:

T = exp (−τ)
(1−R)2 + 4R sin2 ϕ

1 + R2 exp (−2τ)− 2R cos (θ + 2ϕ) exp (−τ)
(15)

where θ = 4πnavl/λ, ϕ = tan−1[2kav/(n2
av + k2

av − 1)] and R is the reflectance at normal incidence

R =
(nav − 1)2 + (ξλ/4π)2

(nav + 1)2 + (ξλ/4π)2
(16)

in which ξ = 4πkav/λ is the absorption coefficient. If the absorption is very small (nav À kav),
Eq. (16) reduces to

R =
(nav − 1)2

(nav + 1)2
(17)

When the absorption coefficient is much larger than 4π/λ, which means a penetration depth of
less than wavelength, the second term in Eq. (16) becomes dominant and the reflectivity becomes
R(α > 4π/λ) = 100%.

5. CONCLUSION

The peak wavelength of the optical absorption, which largely determines the color, depends on the
size, and on the type of metal particle. Single scattering approximation, is credible when the number
of particles is sufficiently small and their separation is sufficiently large, predict the surface plasmon
resonance (SPR) wavelength λR can be determined by Angstrom’s coefficient depend on the particle
properties, ε, and its local environment, εm. The absorption occurs because electrons are induced
by the photons of the incident light to make transitions between the lower occupied levels and higher
unoccupied energy levels of the materials. When the scattering medium contains very many metal
nanoparticles, the single-scattering approximation and therefore single scattering approximation is
no longer valid. In addition dipole-dipole interactions between neighboring nanoparticles must be
considered. Under these conditions, Maxwell-Garnett’s theory is much suitable by definition an
effective dielectric constant comprises the metal nanoparticles, ε, and surrounding medium, εm.

REFERENCES

1. Gleiter, H., “Nanostructured materials: Basic concepts and microstructure,” Acta Materialia,
Vol. 48, 1–29, 2000.

2. Mirkin, C. A., R. L. Letsinger, R. C. Muic, and J. J. Storhoff, “A DNA-based method for
rationally assembling nanoparticles into macroscopic materials,” Nature, Vol. 382, 607–609,
1996.

3. Taton, T. A., C. A. Mirkin, and R. L. Letsinger, “Scanometric DNA array detection with
nanoparticle probes,” Science, Vol. 289, 1757–1760, 2000.

4. Storhoff, J. J., R. Elghanian, R. C. Mucic, C. A. Mirkin, and R. L. Letsinger, “One-pot colori-
metric differentiation of polynucleotides with single base imperfections using gold nanoparticle
probes,” J. Am. Chem. Soc., Vol. 120, 1959–1964, 1998.

5. Kastner, M. A., “Artificial atoms,” Phys. Today, Vol. 46, 24, 1993.
6. Freer, R., “Nanoceramics,” Institute of Materials, London, 1993.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1439

7. Eichhorn, B. W. and S. Alayoglu, “PtRu core-shell nanoparticles for heterogeneous catalysis,”
IPC8 Class: AB01J2340FI, USPC Class: 429 17.

8. Dagani, R., “Fullerenes in nature: C60,” Chem. Eng. News, Vol. 77, 54–63, 1992.
9. Hamillton, J. F. and R. C. Baetzold, “Catalysis by small metal clusters,” Science, Vol. 205,

1213–1220, 1979.
10. Schmid, G., “Large clusters and colloids. metals in the embryonic state,” Chem. Rev., Vol. 92,

1709–1727, 1992.
11. Yang, G. W., “Laser ablation in liquids: Application in the synthesis of nanocrystals,” J. Phys.

Chem. B, Vol. 52, 647–698, 2007.
12. Pyatenko, A., K. Shimokawa, M. Yamaguchi, O. Nishimura, and M. Suzuki, “Synthesis of silver

nanoparticles by laser ablation in pure water,” Appl. Phys. A: Mater. Sci. Process., Vol. 79,
803–806, 2004.

13. Kawasaki, M. and K. Masuda, “Laser fragmentation of suspended gold flakes via spherical
submicroparticles to fine nanoparticles,” J. Phys. Chem. B, Vol. 109, 9379–9388, 2005.

14. Nichols, W. T., T. Sasaki, and N. Koshizaki, “Laser ablation of a platinum target in water. I.
Ablation mechanisms,” J. Appl. Phys., Vol. 100, 114–912, 2006.

15. Tsuji, T., T. Hamagami, T. Kawamura, J. Yamaki, and M. Tsuji, “Laser ablation of cobalt
and cobalt oxides in liquids: Influence of solvent on composition of prepared nanoparticles,”
Appl. Surf. Sci., Vol. 243, 214–219, 2005.

16. Phuoc, T. X., B. H. Howard, D. V. Martello, Y. Soong, and M. K. Chyu, “Synthesis of
Mg(OH)2, MgO, and Mg nanoparticles using laser ablation of magnesium in water and sol-
vents,” Optics and Lasers in Engineering, Vol. 46, 829–834, 2008.

17. Singh, S. C. and R. Gopal, “Synthesis of colloidal zinc oxide nanoparticles by pulsed laser
ablation in aqueous media,” Physica E: Low-dimensional Systems and Nanostructures, Vol. 40,
724–730, 2008.

18. Anikin, K. V., N. N. Melnik, A. V. Simakin, G. A. Shafeev, V. V. Voronov, and A. G. Vi-
tukhnovsky, “Formation of ZnSe and CdS quantum dots via laser ablation in liquids,” Chem.
Phys. Lett., Vol. 366, 357–360, 2002.

19. Asahi, T., T. Sugiyama, and H. Masuhara, “Laser fabrication and spectroscopy of organic
nanoparticles,” Acc. Chem. Res., Vol. 41, 1790–1798, 2008.

20. Chen, Q. H. and W. G. Zhang, “Successive preparation of decorated zinc oxide organic sol
by pulsed laser ablation and their luminescence characteristics,” Appl. Surf. Sci., Vol. 253,
3751–3756, 2007.

21. Sugiyama, T., T. Asahi, and H. Masuhara, “Formation of 10 nm-sized Oxo (phtalocyaninato)
vanadium (IV) particles by femtosecond laser ablation in water,” Chem. Lett., Vol. 33, 724–725,
2004.

22. Semaltianos, N. G., S. Logothetidis, W. Perrie, S. Romani, R. J. Potter, M. Sharp, P. French,
G. Dearden, and K. G. Watkins, “II–VI semiconductor nanoparticles synthesized by laser
ablation,” Applied Physics A: Materials Science & Processing, Vol. 94, 641–647, 2008.

23. Kreibig, U. and M. Vollmer, Optical Properties of Metal Clusters, Springer, Berlin, 1995.
24. Bohren, C. F. and D. R. Huffman, Absorption and Scattering of Light by Small Particles,

Wiley, New-York, 1998.
25. Ung, T., L. M. L. Liz-Marzan, and P. Mulvaney, “Optical properties of thin films of Au@SiO2

particles,” J. Phys. Chem. B, Vol. 105, 3441–3452, 2001.
26. Liz-Marzán, L. M., “Nanometals formation and color,” Materialstoday, 26–31, Fabrary 2004.



1440 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Application of Genetic Algorithm for of a Partially Immersed
Non-uniform Conductivity Cylinder

Wei Chien1, Hua-Pin Chen2, Chi-Hsien Sun3, Chien-Ching Chiu3, and Yi Sun4

1Electronic Engineering Department, De Lin Institute of Technology
Tu-Cheng, Taiwan, R.O.C.

2Department of Electronic Engineering and Institute of Electronic Engineering
Ming Chi University of Technology, Taiwan, R.O.C.

3Electrical Engineering Department, Tamkang University
Tamsui, Taiwan, R.O.C.

4School of Electrical Engineering, Beijing Jiaotong University, Beijing, China

Abstract— We consider the inverse problem of determining both the shape and the conduc-
tivity of a partially immersed non-uniform conductivity cylinder from knowledge of the far-field
pattern of TM waves by solving the ill posed nonlinear equation. Based on the boundary con-
dition and the measured scattered field, a set of nonlinear integral equations is derived and the
imaging problem is reformulated into an optimization problem. The genetic algorithm is then
employed to find out the global extreme solution of the object function. As a result, the shape
and the conductivity of the conductor can be obtained.

1. INTRODUCTION

Microwave imaging of the electromagnetic properties of unknown scatterers by inverting scat-
tered field measurements is of great interest because it is associated with numerous applications
in biomedical imaging, nondestructive testing, geophysical exploration, etc. In general, inverse
scattering is a nonlinear and ill-posed problem [1]. Recently, many methods have been proposed
to reconstruct the shape of a 2-D perfect conductor cylinder. General speaking, two main kinds
of approaches have been developed. The first is based on gradient searching schemes such as the
Newton-Kantorovitch method [2] and the Levenberg-Marguart algorithm [3]. These methods are
highly dependent on the initial guess and tend to get trapped in a local extreme. In contrast, the
second approach is population-based evolutionary algorithms, such as genetic algorithm [4], particle
swarm optimization [5]. Most of the conducing objects are placed in a homogeneous space, while
a buried imperfect conductor is reconstructed using GA by Chiu [6]. In this paper, the scattering
object is not immersed in a single medium, but instead is located right at the interface of two
mediums, the theoretical and numerical analysis of the scattering problem become much more dif-
ficult. To the best of our knowledge, there are no investigations on the electromagnetic imaging of
partially immersed non-uniform conductivity cylinder. In this paper, the electromagnetic imaging
of a partially immersed non-uniform conductivity cylinder is first reported using GA. In Section 2,
the relevant theory and formulation are presented. In Section 3, the details of the improved SSGA
are given. Numerical results for reconstructing objects of different shapes and conductivies are
shown in Section 4. Finally, some conclusions are drawn in Section 4.

2. THEORETICAL FORMULATION

An imperfectly conducting cylinder with conductivity s(q) is partially immersed in a lossy homo-
geneous half-space, as shown in Fig. 1. Media in regions 1 and 2 are characterized by permittivities
and conductivities (e1, s1) and (ε2, σ2) respectively. A non-uniform conductivity cylinder is illu-
minated by a transverse magnetic (TM) plane wave. The cylinder is of an infinite extent in the
z direction, and its cross-section is described in polar coordinates in the x, y plane by the equation
r = F (q), i.e., the object is a star-like shape. We assume that time dependence of the field is
harmonic with the factor exp(jwt). Let Einc denote the incident field from region 1 with incident
angle f1. Owing to the interface between regions 1 and 2, the incident plane wave generates two
waves that would exist in the absence of the conducting object. Thus, the unperturbed field is
given by

Ei(x, y) =

{
Ei

1(x, y) = e−jk1(x sin f1+(y+a) cos f1) + Re−jk1(x sin f1−(y+a) cos f1), y ≤ −a

Ei
2(x, y) = Te−jk2(x sin f2+(y+a) cos f2), y > −a

(1)
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R =
1− n

1 + n
, T =

2
1 + n

, n =
cos f2

cos f1

√
e2 − js2(q)/w

e1 − js1(q)/w

k2
i = w2eim0 − jwm0si(q), Im(ki) ≤ 0, k1 sin f1 = k2 sin f2, i = 1, 2

Since the cylinder is partially immersed, the equivalent current exists both in the upper half space
and the lower half space. As a result, the details of Green’s function are given first as follows:

(1) When the equivalent current exists in the upper half space, the Green’s function for the line
source in the region 1, can be expressed as

G1

(
x, y; x′, y′

)
=

{
G21

(
x, y;x′, y′

)
, y > −a

G11

(
x, y;x′, y′

)
= Gf11

(
x, y; x′, y′

)
+ Gs11

(
x, y; x′, y′

)
, y ≤ −a

(2)

where

G21

(
x, y; x′, y′

)
=

1
2p

∫ ∞

−∞

j

g1 + g2
e−jg2(y+a)ejg1(y′+a)e−ja(x−x′)da (2a)

Gf11

(
x, y; x′, y′

)
=

j

4
H

(2)
0

[
k1

√
(x− x′)2 + (y − y′)2

]
(2b)

Gs11

(
x, y; x′, y′

)
=

1
2p

∫ ∞

−∞

j

2g1

(
g1 − g2

g1 + g2

)
ejg1(y+2a+y′)e−ja(x−x′)da (2c)

g2
i = k2

i − a2, i = 1, 2, Im(gi) ≤ 0, y′ < −a

(2) When the equivalent current exists in the lower half space, the Green’s function for the line
source in the region 2, is

G2

(
x, y; x′, y′

)
=

{
G12

(
x, y;x′, y′

)
, y ≤ −a

G22

(
x, y;x′, y′

)
= Gf22

(
x, y; x′, y′

)
+ Gs22

(
x, y; x′, y′

)
, y > −a

(3)

where

G12

(
x, y; x′, y′

)
=

1
2p

∫ ∞

−∞

j

g1 + g2
ejg1(y+a)e−jg2(y′+a)e−ja(x−x′)da (3a)

Gf22

(
x, y; x′, y′

)
=

j

4
H

(2)
0

[
k2

√
(x− x′)2 + (y − y′)2

]
(3b)

Gs22

(
x, y; x′, y′

)
=

1
2p

∫ ∞

−∞

j

2g2

(
g2 − g1

g2 + g1

)
e−jg2(y+y′+2a)e−ja(x−x′)da (3c)

g2
i = k2

i − a2, i = 1, 2, Im(gi) ≤ 0, y′ > −a

Figure 1: Geometry of the problem in (x, y).
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For the direct scattering problem, the scattered field ES is calculated by assuming that the shape
is known. For the inverse problem, we assume the approximate center of the scatterer, which in fact
can be any point inside the scatterer, is known. Then, the shape function F (q) and conductivity
function s(q) can be expanded as:

F (q) =
N/2∑

n=0

Bn cos(nq) +
N/2∑

n=1

Cn sin(nq) (4)

s(q) =
N/2∑

n=0

Dn cos(nq) +
N/2∑

n=1

En sin(nq) (5)

where Bn, Cn, Dn and En are real numbers to be determined, and 2(N + 1) is the number of
unknowns for the shape function and conductivity function.

3. NUMERICAL RESULTS

Let us consider a non-uniform conductivity cylinder which is partially immersed in a lossless half-
space (S1 = S2 = 0) and the parameter a is set to zero. The permittivity in region 1 and region 2
is characterized by e1 = e0 and e2 = 2.56e0, respectively. The frequency of the incident wave are
chosen to be 1 GHz, with incident angles f1 equal to 45◦ and 315◦, respectively. For each incident
wave 8 measurements are made at the points equally separated on a semi-circle with the radius of
3m in region 1. Therefore, there are totally 16 measurements in each simulation. The number of
unknowns is set to be 18 (i.e., 2(N + 1) = 18), to save the computation time. The population size
of 100 is chosen and rank selection scheme is used with the top 30 individuals being reproduced
accords to the rank. The search range for the unknown coefficient of the shape function is chosen
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Figure 2: (a) Shape function for example 1. The star curve represents the exact shape, while the solid curves
are calculated shape in iteration process. (b) Conductivity function for example 1. The star curve represents
the exact conductivies, while the solid curves are calculated conductivies in iteration process. (c) The shape
and conductivity function errors versus generation.
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to be from 0 to 0.1 and the unknown coefficient of the conductivity is chosen to be from 1 to
200 S/m. The extreme values of the coefficient of the shape function can be determined by the
prior knowledge of the objects. The crossover rate is set to 0.1 such that only 10 iterations are
performed per generation. The mutation probability is set to 0.05 and the value of a in (11) is
chosen to be 0.001. In the examples the size of scatter is about the wavelength, so the frequency is
in the resonance range.

In the first example, the shape and conductivity function are chosen to be F (q) = (0.03 +
0.2 sin 2q) m and s(q) = (100 + 15 cos 2q + 20 sin q) S/m. The reconstructed shape function and
conductivity function for the best population member are plotted in Fig. 2(a) and Fig. 2(b). The
errors for the reconstructed shape DR and the reconstructed conductivity DSIG are shown in
Fig. 2(c), of which DR and DSIG are defined as

DR =

{
1

N ′

N ′∑

i=1

[
F cal(qi)− F (qi)

]2
/F 2(qi)

}1/2

(6)

DSIG =

{
1

N ′

N ′∑

i=1

[
scal(qi)− s(qi)

]2
/s2(qi)

}1/2

(7)

where N ′ is set to 100. Quantities DR and DSIG provide measures of how well F cal(q) approximates
F (q) and scal(q) approximates s(q), respectively. From Fig. 2(a), Fig. 2(b) and Fig. 2(c), it is clear
that the reconstruction of the shape and the conductivity function are quite good.

4. CONCLUSION

We have presented a study of applying the genetic algorithm to reconstruct the shape and conduc-
tivity of a partially immersed metallic object through the measured of scattered E fields. Based
on the boundary condition and the measured scattered fields, we have derived a set of nonlinear
integral equations and reformulated the imaging problem into an optimization one. By using the
genetic algorithm, the shape and conductivity of the object can be reconstructed, even when the ini-
tial guess is far from exact one Numerical results also illustrate that the conductivity reconstruction
is more sensitive to noise than the shape reconstruction is.
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Abstract— For optically thick plane-parallel homogeneous layers, the reflection may be ap-
proximated by using so-called asymptotic expressions, which involve the reflection properties of
the corresponding semi-infinite layer and the leading eigensolution of the equation of radiative
transfer. In this paper, equations are derived for computing the escape function, diffusion pattern,
diffusion exponent, and the reflection of semi-infinite clouds by using an iteration method. This
method is suitable for numerical computations and is valid throughout the full range of single
scattering albedos. The present formulations are validated by comparing them with established
methods of radiative transfer.

1. INTRODUCTION

The radiation inside and emerging from a plane-parallel homogeneous atmosphere with a gen-
eral law of single scattering and with arbitrary optical thickness can be calculated using various
computational schemes. However, the solution of these methods becomes increasingly difficult as
optical thickness increases. Consequently, it is very important that simple asymptotic expressions
for the quantities characterizing the radiation field may be found for particles layers of large optical
thickness. The asymptotic relations have been derived by various authors using different methods.
The relations show that the reflected intensity can be expressed in especially simple functional
forms [1–3].

In spite of the advantages of the asymptotic theory, it is difficult to apply them directly for the
calculation of the reflection functions of particle layers. This is because they include two unknown
function, i.e., escape function and reflection function of semi-infinite layer, and three unknown
constants. van de Hulst [4] suggested using an asymptotic fitting method whereby computational
results from the doubling method are fit to known general forms of the asymptotic equations.
Nakajima and King [5] derived matrix equation for computing the functions and constants that
appeared in the asymptotic expressions by using discrete ordinates method of radiative transfer.

In this paper, we use an iterative method to solve the Ambartsumian’s nonlinear integral equa-
tion, suggested by Mishchenko et al. [6], by expanding the phase function in a Legendre polynomial
series. The diffusion pattern and the diffusion exponent are obtained by solving a characteristic
equation with a combination of the normalization condition of diffusion pattern and the so-called
Sobolev-van de Hulst relation. After these have been determined, escape function is obtained by
iteration of an integral equation for it. This is a simple and accurate technique for computing the
functions and constants included in the asymptotic expression. The formulation for computation of
the asymptotic expression is summarized in Section 2. Comparisons of the accuracy of this method
with asymptotic fitting and discrete ordinates methods are presented in Section 3, followed by a
conclusion presented in Section 4.

2. FORMULATION OF THE ASYMPTOTIC EXPRESSION

The asymptotic expression for the reflection function of a non-conservative plane-parallel homoge-
neous layer with sufficiently large optical thickness τ0 is given by [2–5]

R(0;−µ, µ0, φ) = R∞(−µ, µ0, φ)− ml exp(−2kτ0)
1− l2 exp(−2kτ0)

×K(µ)K(µ0) (1)

In this expression µ0 is the cosine of the solar zenith angle, µ is the cosine of the emerging
zenith angle, φ is the azimuth angle measured from the solar plane, R∞(−µ, µ0φ) is the reflection
function of a semi-infinite layer having the same optical properties as the finite layer, K(µ) is the
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escape function, m and l are constants determined by the optical properties of the medium. This
expression pertains to the case of the surface albedo Ag = 0.0, and it is a simplification of the
more general expression first derived by King [2, 3, 5], which assume the atmosphere is vertically
homogeneous with a surface that reflects radiation according to Lambert’s law with albedo Ag.

The function R∞(−µ, µ0φ) can be obtained by solving the Ambartsumian’s nonlinear integral
equation [6–9]

R∞(µ, µ0, φ, φ0) =
ω0

4(µ + µ0)
F (−µ, µ0, φ, φ0)

+
µ0ω0

4π(µ + µ0)

∫ 1

0

∫ 2π

0
F (µ, φ, µ′, φ′)×R∞(µ′, φ′, µ0, φ0)dµ′dφ′

+
µω0

4π(µ0 + µ)

∫ 1

0

∫ 2π

0
F (µ0, φ0µ

′, φ′)×R∞(µ′, φ′, µ, φ)dµ′dφ′

+
ω0µµ0

4π2(µ0 + µ)

∫ 1

0
dφ′

∫ 2π

0
R∞(µ′, φ′, µ, φ)dµ′

×
∫ 2π

0
dφ′′

∫ 1

0
F (−µ′, φ′, µ′′, φ′′)R∞(µ′′, φ′′, µ0, φ0)dµ′′ (2)

where ω0 is the single scattering albedo, F (µ, µ0, φ, φ0) is the single scattering phase function
referred to the meridian, which is the plane containing the direction of emergence and the local
normal. The phase function can usually be known with reference to the scattering plane as a
function of the scattering angle θ for single scattering,

Following the method of Mishchenko et al. [6], the Ambartsumian’s nonlinear integral equation
is converted to a system of n×n nonlinear algebraic equations by using a Gauss quadrature formula
on the interval µ ∈ [0, 1] with n division points µp and weights wp

(µp + µq)Rm(µp, µq) =
ω0

4
Fm(−µp, µq) +

ω0

2
µq

Smax∑

s=1

wsF
m(µp, µs)Rm(µs, µq)

+
ω0

2
µp

Smax∑

s=1

wsR
m(µp, µs)Fm(µs, µq)

+ω0µpµq

Smax∑

s=1

Smax∑

s′=1

wswsR
m(µp, µs)Fm(−µs, µs′)Rm(µs′ , µq) (3)

This system is solved by simple iterations using the initial approximation is

Rm
0 (µp, µq) =

ω0

4(µp + µq)
Fm(−µp, µq) (4)

Diffusion pattern i(µ) can be found by the so-called Sobolev-van de Hulst relation [7]

i(−µ) = 2
∫ 1

0
R0(µ, µ0)i(µ0)µ0dµ0 (5)

and it, as well as the diffusion exponent, can also be obtained by the following equation systems [6]

i(µ)(1− kµ) =
ω0

2

∫ 1

−1
i(µ′)F 0(µ, µ′)dµ′ (6)

ω0

2

∫ +1

−1
i(µ)dµ = 1 (7)

1
2

∫ 1

−1
F 0(µ, µ′)dµ′ = 1 (8)
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Eqs. (7) and (8) are the normalization conditions of diffusion pattern and phase function, respective.
From Eqs. (6), (7), and (8), we find the following expression for the diffusion exponent

k =
2(1− ω0)

ω0

∫ 1
−1 µi(µ)dµ

(9)

Replacing the integrals by respective quadrature sums, we obtain

i(±µp) =
ω0

2(1∓ kµp)

n∑

q=1

wq[i(µq)F 0(±µp, µq) + i(−µq)F 0(±µp,−µq)] (10)

ω0

2

n∑

p=1

wp[i(µp) + i(−µp)] = 1 (11)

k =
2(1− ω0)

ω0

n∑
p=1

wpµp[i(µp)− i(−µp)]
(12)

substituting k =
√

1− ω0, i(µp) = 2 and i(−µp) = 1
2 as the initial approximation, the iteration

process is continued until the i(µp) and i(−µp) converge within a limit. Parameter m, i.e.,

m = 2
∫ 1

−1
i2(µ)µdµ (13)

can be found when i(µp) and i(−µp) are obtained.
Once m, k, i(±µp), and the reflection R∞(−µ, µ0φ) have been determined, K(µ) can be obtained

by an integral equation, i.e.,

K(µ) =
i(µ)
m

− 2
m

∫ 1

0
R∞(µ, µ′)i(−µ′)µ′dµ′ (14)

where

R∞(µ, µ0) =
1
2π

∫ 2π

0
R∞(µ, µ0, φ)dφ = R0(µ, µ0) (15)

Constant l and n can be determined by K(µ) and i(µ)

l = 2
∫ 1

0
K(µ)i(−µ)dµ (16)

n = 2
∫ 1

0
K(µ)µdµ (17)

3. RESULTS

In order to test the validity of the method presented in Section 2, we have computed the asymptotic
functions and constants for a Henyey-Greenstein phase function having an asymmetry factor g =
0.85 and single scattering albedos ω0 = 0.999, 0.9, 0.6. In Table 1, we summarize values of the
diffusion exponent k obtained by using Asymptotic fitting and discrete ordinates method (DOM).

In Table 1, we can see that the method presented in this paper is sufficiently accurate for most
application of radiative transfer in optically thick atmospheres.

Table 1: Diffusion exponent k derived by several different method.

ω0 = 0.6 ω0 = 0.9 ω0 = 0.999 N Method
0.56979 0.23713 0.02124 59 Asymptotic fitting
0.56950 0.23713 0.02124 10 DOM
0.56950 0.237129 0.0212427 Method of this paper
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In Table 2, we summarize values of asymptotic constants l, m and n derived by using three
different methods for a Henyey-Greenstein phase function (g = 0.85). In addition to the asymptotic
fitting method and discrete ordinate method , these constants have been determined by using the
method of this paper, for which l and n can be obtained from Eqs. (16) and (17) and m from the
Eq. (13). King [1] parameterized both l, m and a the full range of single scattering albedos using
a different method of solutionand these results are very close to the results presented in Table 1.

Values of escape function, diffusion pattern, and plane albedo of a semi-infinite layer are sum-
marized in Tables 3–4.

Table 2: Asymptotic constants l, m, n derived by several different methods.

ω0 l m n N Method

0.999
0.81708 0.37769 0.90635 59 Asymptotic fitting
0.81708 0.37769 0.90635 10 DOM
0.81708 0.377686 0.906355 Method of this paper

0.9
0.12494 4.32592 0.44738 59 Asymptotic fitting
0.1294 4.33017 0.44716 10 DOM

0.124940 4.33017 0.447157 Method of this paper

0.6
0.01150 12.0149 0.23125 59 Asymptotic fitting
0.01134 13.0016 0.22125 10 DOM

0.0113435 13.0016 0.221246 Method of this paper

Table 3: Escape function K(µ) derived by several methods.

ω0 µ = 1 µ = 0.5 µ = 0.1 N Method

0.999
1.15505 0.78568 0.42189 59 Asymptotic fitting
1.1558 0.78568 0.42182 40 DOM
1.1558 0.78567595 0.421817474 Method of this paper

0.9
0.72565 0.31740 0.1414 59 Asymptotic fitting
0.72877 0.31663 0.14113 40 DOM

0.7287691 0.316625940 0.14113033 Method of this paper

0.6
0.54111 0.09442 0.02543 59 Asymptotic fitting
0.63289 0.007999 0.02259 40 DOM

0.6329201 0.007999197 0.0225915692 Method of this paper

Table 4: Diffusion pattern i(µ) derived by several different methods.

ω0 µ = 1 µ = 0.5 µ = 0 N Method

0.999
1.14862 1.06962 0.99639 59 Asymptotic fitting
1.14866 1.06961 0.99640 40 DOM
1.148665 1.0696074 0.99640428 Method of this paper

0.9
3.18110 1.44537 0.70379 59 Asymptotic fitting
3.180906 1.4447 0.70363 40 DOM

3.18907885 1.444475 0.7036261 Method of this paper

0.6
6.96337 1.12056 0.25374 59 Asymptotic fitting
8.22991 1.04426 0.24591 40 DOM
8.230261 1.04426 0.24590676 Method of this paper
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4. CONCLUSIONS

We have derived the asymptotic equations of the radiative transfer equation in optically thick and
vertically homogeneous plane-parallel layers by using an iteration method. Our method differs
substantially from the method through experiment derivation of van de Hulst and the discrete
ordinates method derived by Nakajima and King. We have shown how to calculate the various
functions and constants arising in asymptotic theory by suing the iteration method.
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Abstract— Mie and Henyey-Greenstein phase functions of discrete random media with a special
size distribution are compared; sampling technique of Mie phase function are given, sampled
results are compared with Henyey-Greenstein phase function. Based on these two phase functions,
the scattering characteristics of clear sky cumulus are computed by using of the Monte Carlo
method. From the results, we can conclude that it will cause large errors in the Monte Carlo
radiative transfer simulations with the H-G phase function instead of the Mie phase function.

1. INTRODUCTION

When studying multiple scattering in planetary atmospheres using Monte Carlo methods, the real
phase functions should be simulated using the statistical method to define the new photon direction
after each scattering event. However, the angular characteristics of the atmosphere particles, even
if the particles are assumed to be spherical, can not be approximated with sufficient accuracy by
asymptotic expressions based on geometrical optics or Green’s function approximations.

Usually we model the phase function using the Henyey-Greenstein or modified Henyey-Greenstein
with as precise a value of asymmetry factor g as possible. But even in this case, these functions
are sometimes a poor approximation of real phase function. Instead of using these phase function,
we propose to simulate real phase function directly. Though this means an increase in calculation
time, this will improve the computation accuracy.

This paper is organized as following, in Section 2, we introduce the computation Mie phase
function for spherical atmosphere particles. In Section 3, we give the Monte Carlo simulations
of Henyey-Greenstein and other real functions, and compare each of them. Section 4 provides the
simulated results in Monte Carlo multiple scattering, and we will analyze the errors and the reasons.

2. COMPARISON OF MIE AND HENYEY-GREENSTEIN PHASE FUNCTION

Due to the variability of physical properties of clouds both in space and time domains, the size of
clouds particles is polydisperse. Thus one can consider a radius of a droplet, r, as a random value,
which is characterized by the distribution function f(r). In most cases, the function f(r) can be
represented by gamma distribution, modified gamma distribution, log normal distribution, power
law distribution, etc. [1]. Hansen and Travis [2] (1974) found that the effective radius and variance

ref =

∫∞
0 rπr2f(r)dr∫∞
0 πr2f(r)dr

(1)

vef =

∫∞
0 (r − ref )2πr2f(r)dr

r2
ef

∫∞
0 πr2f(r)dr

(2)

are important parameters for any particle-size distribution. Hansen [2] found that the size distribu-
tion for different cloud with the same values of ref and vef will have similar scattering properties.
Therefore, we can simply choose the gamma distribution defined as Equation (3),

f(r) = const× r(1−3b)/b exp
(−r

ab

)
(3)

where a = ref , b = vef . In particular, we use b = 1/9 in this paper.
Phase function P (θ) is an important parameter to evaluate the scattering characteristics of

discrete random media, and it does not depend on the concentration of particles, but on the
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refractive index, shape and size. It can be calculated by Mie theory for spherical particles [3], but
it does not have a simple analytical expression. In many cases, the Mie phase functions are replaced
by Henyey-Greenstein (H-G) function.

PHG(θ, g) =
1− g2

[1 + g2 − 2g cos(θ)]3/2
(4)

where

g = 〈cos(θ)〉 =
1
2

∫ π

0
P (θ) sin(θ) cos(θ)dθ

is the asymmetry factor, and θ is the scattering angle.
In Fig. 1, we compared the H-G phase function with a real Mie phase function. In this paper,

the parameters of random media we used are: the particle shape is spherical, the size distribution is
Gamma distribution, and the effective radius and effective variance are 6µm and 1/9, respectively.
The incident wavelength are 0.7µm (a) and 3.3µm (b).

From the graphes, we can see that H-G phase function reproduces the forward peak of Mie
scattering phase function quite well, but it fails to reproduce the backscattering behavior. The
Mie phase function shows a ripple, but the H-G phase function acts quite smoothly. So, this
reproduction will cause big errors.

Figure 1: Comparison of Mie and H-G phase function. (a) Incident wavelength is 0.7µm. (b) Incident
wavelength is 3.3 µm, and the particles that in random medium is characterized by gamma distribution and
the effective radius is 6 µm, effective variance is 1/9.

Figure 2: Samplings of scattering θ from Mie and H-G phase function.
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3. SAMPLING OF SCATTERING ANGLES

When a photon launched to a discrete random media, it will interact with the particles. One impor-
tant question is which direction it will be scattered. In Monte Carlo radiative transfer simulation,
the scattering direction is sampled with the help of statistical theory. If the scattering in discrete
random media is characterized by the Henyey-Greenstein phase function, the generating function
for the Henyey-Greenstein phase function is

cos θ =





1
2g ·

[
(1 + g2)−

(
1−g2

1−g+2gξ

)2
]

, g 6= 0

2ξ − 1, g = 0
(5)

where ξ is a uniform random number between 0 and 1.
The sampling of scattering direction for Mie phase function is very difficult, because it do not

have an analytical expression. In this paper, we use the method of Dominique [4]. We create a
table of phase function versus the scattering angle, and then normalize this table such that the
sum of all the phase function is equal to one. We generate a random number and then compare it
with the normalized table to find which scattering angle θ corresponds to that number. The most
obvious way to determine θ is find a n such that

n−1∑

i=1

pi < ξ ≤
n∑

i=1

pi (6)

In Fig. 2, we give the sampling of the scattering angle. From the graph, we can see that the
trend of the sampling is same, but the sampling of the H-G phase function is more smoothly.

4. EVALUATION OF THE SCATTERING CHARACTERISTICS OF TOTAL LAYER
USING MONTE CARLO METHOD

In order to test the errors which caused by the using of H-G phase function reproduce the real
Mie phase function, we evaluate the scattering characteristics of a particle layer. The incident
wavelength is 1.2µm, the optical thickness is 2 and 4 (thinner), 16 and 32 (thicker), the phase
function is the one which we evaluated in Fig. 1. In Fig. 3 and Fig. 4, we give the reflection
function and transmission function, which is defined as follow [5–7]:

R(µ0, µ, φ) =
Ir(µ0, µ, φ)

I∗(µ0)
(7)

T (µ0, µ, φ) =
It(µ0, µ, φ)

I∗(µ0)
(8)

where, Ir(µ0, µ, φ) and It(µ0, µ, φ) is the reflected intensity and transmitted intenshety. I∗(µ0) is
the light intensity that reflected by ideal Lambertian reflector.
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Figure 3: Reflection function and transmission function obtained by two different phase function. The optical
thickness are τ = 4 and τ = 2, respectively.
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Figure 4: Reflection function and transmission function obtained by two different phase function. The optical
thickness are τ = 64 and τ = 128, respectively.

From the graphs, we can see that the errors become smaller with the increasing of the optical
thickness. The reason is that the single scattering is in the majority, so the single scattering phase
function will affect the result greatly, but as the increasing of the optical thickness, the single
scattering characteristics will be smoothed greatly.

Two obvious features of the reflection function are the backscattering enhancement caused by
the glory in the Mie phase function and the strong forward scattering caused by the phase function
at small scattering angles. The scattering characteristics of the H-G phase function exhibit only
the second feature, which is explained by the absence of the backscattering phase function peak.

From the graph of the transmission function, we can see that the errors are still very big,
especially when the optical thickness is smaller. However, the errors of the transmission functions
are smaller than the reflection functions. This can be explained by the multiple scattering smoothed
the characteristics of the single scattering phase function.

Thus, even we use a H-G phase function with as precise a value of asymmetry factor g as possible
to model real phase function still will cause big errors, and Fig. 3 and Fig. 4 make a strong case
against using H-G phase function in multiple scattering computations for discrete random media.

5. CONCLUSIONS

In this paper, the errors generated by the reproduction of Mie phase function by H-G phase function
in Monte Carlo radiative transfer simulations are discussed. The results show that errors caused by
the use of the H-G phase function can be very large. The errors can be unequivocally attributed to
the phase function differences, and the results also make a strong case against using approximate
phase function in multiple scattering computations for particulate media.
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2-D Image Reconstruction from Microwave Scattering Data

Jie Li and Jiadong Xu
School of Electronics and Information, Northwestern Polytechnical University, Xi’an, China

Abstract— The microwave imaging based on the diffraction tomography and the interpolation
methods has been studied. Three interpolation methods, the nearest-neighbor, bilinear, and bi-
sinc, are chosen to increase imaging accuracy and efficiency. Different transformations between
rectangular and polar-like coordinates are presented. The reconstruct results show that the
introduced bi-sinc interpolation method consumes less time and gets more accurate image.

1. INTRODUCTION

Electromagnetic imaging has found many applications in the nondestructive testing, geophysical
exploration, and biomedical imaging. The non-ionizing low power microwaves have lower health
hazard compared with other methods such as X-rays.

However, it is well known in the inverse scattering community that most inverse scattering
problems are nonlinear and ill-posed (ill-conditioned). Many methods have been proposed for
solving Electromagnetic inverse problems. These methods can be classified into two groups. The
first group is based on the diffraction tomography under the Born approximation [1–3]. This
approach is relatively straightforward to implement and usually efficient in computation due to
the linearization of the problem. The disadvantage, however, is that the type of imaged objects is
usually weak, and this approach is not applicable to high-contrast objects. The second group solves
the nonlinear equations of inverse problems using the numerical methods [4, 5]. The advantage of
this approach is the modeling versatility for any type of imaged objects. The disadvantage, however,
is its vast time consumption and computation cost.

In this paper, we present and compare three interpolation methods used in the tomography-based
microwave imaging. Corresponding transformations between rectangular and polar-like coordinates
are introduced. These three interpolation methods are implemented to reconstruct the cross section
of a 2-D object.

2. THEORY AND FORMULATION

2.1. Configuration of a 2-D Inverse Problem
The geometry of a cylindrical object with arbitrary-shaped cross section is shown in Fig. 1(a). Its
orientation is along the z axis and the cross section is on the x-y plane. Let’s assume the relative
dielectric permittivity is εr(x, y) and permeability is that of vacuum µ0.

Assume this 2-D object is illuminated by a plane wave. ψi is the incident field which parallel
with z axel. The scattered field ψs is still parallel with z axel and satisfied with the following
equation: (∇2+k2

0

)
ψs(x, y) =− ψ(x, y)o(x, y) (1)

(a) (b)

Figure 1: (a) Geometry of a 2-D cylindrical object illuminated by plane wave. (b) Fourier transform of
scattering field of the object (solid semicircular arc: forward scattering, broken semicircular arc: backward
scattering).
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where k0 is the wave number of background medium. ψ is the total field. o(x, y) is the objective
function where o(x, y) = k2

0(εr–1). The solution of the linearized (1) of the inverse scattering
problem is

ψs =
∫

G(x− x′, y − y′)o(x′, y′)ψ(x′, y′)ds′ (2)

where G is the 2-D Green’s function as: G(x− x′, y − y′) = − j
4H

(2)
0 (k0

√
(x− x′)2 + (y − y′)2).

Under the Born approximation and omitted evanescent wave, the Fourier transform of the
scattered field ψs, which is measured at linear arrays located at y = ±y0, satisfies (3):

ψs(kx,±y0) = − jπ

ky + k0
O(kx, ky)ej(ky+k0)y0 (3)

where
ky = ±

√
k2

0 − k2
x − k2

0 |kx| ≤ k0 (4)

Equation (3) is the relation between the 2-D Fourier transform of the object function and the 1-
D Fourier transform of the scatter field at the receiving line. The transform data in Fourier domain
disperse at a semicircular arc. This conclusion is based on the Born approximation. Equation (4)
defines the two semicircular arcs with radius k0 and center by the wave vector

⇀

k0 of incident wave
in the Fourier domain shown in Fig. 1(b). One arc represents the forward scattering; the other
represents the backward scattering.
2.2. Fourier-domain Interpolation
The angular diversity has been used to achieve the object function in Fourier frequency domain.
A single frequency plan wave illuminating from 16 views provides the information of object shown
as Fig. 2. Because one point of the Frequency domain is passed by two quad circular arcs, one of
which has been chosen as better.

The samples in frequency domain are available over circular arcs, whereas, it is convenient for
the FFT method to deal with samples over a rectangular lattice. Therefore, the conversion from
rectangular lattices to polar-like coordinate has been discussed [1]. Reversely, the samples in polar-
like coordinate can also be converted back to rectangular coordinate. For the latter conversion,
the nearest-neighbor interpolation method is rather convenient to be applied. To calculate the
interpolated value Q(kx, ky) on the rectangular grid point (kx, ky), we only need to find the nearest
neighbor points. In Fourier domain, all arc grids points (kX , kY ) can be convert into the rectangular
coordinate using (5). {

kx = kX cosϕ− kY sinϕ
ky = kX sinϕ + kY cosϕ

(5)

where ϕ is the incident angle which varies from 0 to 2π. kX varies from 0 to k0.
For any point on circular arcs, it is easy to find the corresponding nearest point in the rectangular

coordinate, and its value is decided by this nearest point. The accuracy of the nearest-neighbor
interpolation method can be considerably improved by increasing the sampling density in the
Fourier domain or by using the computationally-efficient method of zero-extending Q(kx, ky) matrix.

Another commonly used 2-D interpolation technique is the bilinear interpolation. We need
to covert rectangular lattice from rectangular coordinate to polar-like coordinate so as to avoid

(a)

kx 

ky 

02k

(b)

kx 

ky

02k02k

Figure 2: The Fourier domains of (a) front scattering and (b) back scattering with the plan wave illumination
from 16 different views.
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the non-uniform sampling on the quad circular arcs that happens in the rectangular coordinate
as shown in Fig. 1(b). The known values on arc grids are donated by P (k,ϕ), in which k is the
distance from the origin to point B in Fig. 3. k varies from 0 to k0. And r is the radial distance of
P from origin. The angles θ and β are also shown in Fig. 3.

The relationship between (k,ϕ) and (kx, ky) is shown as (6)




k = r cosβ =
√

k2
x + k2

y cos
(

arcsin
√

k2
x+k2

y

2k0

)

ϕ = θ + β = arctan ky

kx
+ arcsin

√
k2

x+k2
y

2k0

(6)

Given Mk×N ϕ uniformly located samples P (km,ϕn), we can calculate any interpolated value at
the desired rectangular lattice point using the bilinear interpolation equation:

Q(k, ϕ) =
M∑

m=1

N∑

n=1

P (km, ϕn)h(k − km)h(ϕ− ϕn) (7)

where

h(x) =
{

1− x/∆x |x| ≤ ∆x
0 otherwise

In order to get more precise result, the samples should be much denser, which means a larger
M×N number and longer time in calculating interpolated values. Fortunately, we can choose
another 2-D interpolation method which is based on sinc interpolation method to save computation
time in interpolating values from truncated data. We name it the bi-sinc interpolation method.

As we know, if a function is band-limited, it can be fully recovered from its uniformly-spaced
samples with a sampling frequency satisfying the Nyquist frequency. Therefore, interpolated value
is calculated by two steps. First, we interpolate in k domain for a fixed ϕ.

F (k, ϕ) =
i+L∑

m=i−L

Q(m∆k, ϕ)w1(k −m∆k) (8)

where
∆k =

2k0

Mk
, w1(x) = sinc

( x

∆x

)

For any fixed k, Q(kx, ky) is periodic to ϕ with a period of 2π. So we interpolate in ϕ domain
with the periodic sinc function diric, w2.

G(k, ϕ) =
j+L∑

n=j−L

Q(k, n∆ϕ)w2(ϕ− n∆ϕ) (9)

where
∆φ =

2π

Nϕ
, w2(x) = diric

( x

∆x

)

kx

ky  

0
k−

i
 Ψ

X
k

Y

Q or P
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O
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C

0
2k

θ

β

ϕ

Figure 3: The relation of the rectangular coordinate lattice and polar-like coordinate and the defined vari-
ables.
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Combining (8) and (9), we can get

Q(k, ϕ) =
i+L∑

m=i−L

j+L∑

n=j−L

Q(m∆k, n∆ϕ) ·w1(k −m∆k)w2(ϕ− n∆ϕ) (10)

where (i, j) is the nearest neighbor of the given (k, ϕ) on the arc grid, the interpolation involves
the truncated 2L × 2L points with the center of (i, j). When increasing L, the truncation error
descends slowly but the time consumption ascends. So L may be 2, 4 or 8, optionally.

3. RESULTS

To study different interpolation methods mentioned above, it is necessary to apply them to re-
construct the image of an object. In the simulations a single plane wave is incident on a cylinder
whose relative dielectric permittivity is 1.08 with a radius as λ (wavelength). The scattered field
is measured along a line at a distance of 100λ from the origin. At the receiving line the received
wave was measured at 512 points with a 0.5λ interval. The rectangular lattice is 128×128. Clearly,
the image of the cylinder is successfully reconstructed, shown in Fig. 4. For the nearest-neighbor,
bilinear and bi-sinc interpolation methods, the time consumptions are 0.8 s, 2.4 s, and 1.8 s respec-
tively. The performance of the bi-sinc method is better because it balances the computation time
and the imaging accuracy.

(b)(a) (c)

10 -1×

 

10 -1×10 -1×

ε
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-1
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-1
r

Figure 4: The reconstructed image of a 2-D object using (a) the nearest-neighbor method, (b) bilinear
method, and (c) bi-sinc interpolation.

4. CONCLUSIONS

In this paper, diffraction-tomography-based microwave imaging has been studied. Different Fourier-
domain interpolation methods between polar-like and rectangular coordinates are presented with
corresponding transformations. Three methods, the nearest-neighbor, bilinear, and bi-sinc inter-
polation, are examined to show the algorithm efficiency by reconstructing the image of a 2-D
cylindrical object. It is concluded that the nearest neighbor interpolation is more convenient in the
rectangular coordinate, whereas the bilinear and bi-sinc interpolation methods are better in polar-
like coordinate. The bi-sinc interpolation method is a good balance between time and accuracy.
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Abstract— We numerically analyze surface plasmon resonance absorption of incident light en-
ergy by a multilayered bigrating, which consists of dielectric and metallic thin-films corrugated
periodically in two directions. We apply Yasuura’s modal expansion method for solving the prob-
lem of plane-wave diffraction by a multilayered bigrating and evaluating the absorption, which is
observed as dips in diffraction efficiency curves. Employing the numerical algorithm, we numer-
ically examine characteristics of the surface plasmon resonance absorption in the multilayered
bigrating.

1. INTRODUCTION

Metal film grating has an interesting property known as the resonance absorption [1], which causes
partial or total absorption of incident light energy. The absorption is associated with the excitation
of surface plasmons on a grating surface: an incident light couples with surface plasmons via an
evanescent spectral order generated by the grating [2]. The resonance absorption in metal film
grating has been the subject of many theoretical and experimental investigation in connection with
chemical sensing, surface enhanced phenomena such as Ramman scattering, and photonic band
gaps. Most of studies on the resonance absorption have mainly dealt with a thin metal film grating
whose surfaces are periodic in one direction [3]. Doubly periodic metal film grating, i.e., periodic in
two directions, also causes the plasmon resonance absorption as well as singly periodic grating [4].
The absorption in a doubly periodic metal grating has been of considerable interest since we can
expect more complex behaviors in the absorption phenomena [5] by virtue of the presence of double
periodicity and multilayer structure. In this paper we investigate the resonance absorption of a
multilayered bigrating, which consists of dielectric and metallic thin-films corrugated periodically
in two directions. We describe a numerical algorithm based on Yasuura’s method [6] for analyzing
diffraction of a plane-wave by a multilayered bigrating. Using the algorithm we numerically examine
characteristics of the resonance absorption in the multilayered bigrating.

2. FORMULATION OF THE PROBLEM

Figure 1 shows the schematic representation of a mulatilayered bigrating and the `th thin-film layer.
The bigrating consists of (L − 1) thin-film layers that are periodically corrugated in the X- and
Y -directions with periods dx and dy, respectively. The corrugated multilayer is numbered starting
from the incidence side and is denoted by V` (` = 2, 3, . . ., L). The semi-infinite regions over and
below the multilayer are V1 and VL+1. The regions V` (` = 1, 2, . . ., L + 1) are filled with isotropic
and homogeneous media with refractive indices n`. The interface between V` and V`+1 is denoted
by S` (` = 1, 2, . . ., L). The electric and magnetic fields of an incident light are given by

(
Ei

H i

)
(P ) =

(
ei

hi

)
exp(jki · P − jωt), with hi = (1/ωµ0) ki × ei (1)

Here, ei and hi are the electric- and magnetic-field amplitude, ki is the incident wave vector and P
is a position vector of an observation point P. The time factor is suppressed hereafter.

We denote the diffracted fields in the regions V` (` = 1, 2, . . ., L + 1) by Ed
` (P) and Hd

` (P),
and explain briefly Yasuuras method [6] for finding the diffracted fields. We form approximate
solutions for the diffracted field in each region in terms of a finite sum of Floquet modes with two
spatial harmonic number m and n. In conical diffraction of plane-wave, the diffracted fields are
decomposed into a TE and a TM components which mean the absence of Z-component in the
relevant electric and magnetic field.

We therefore introduce the TE and TM vector modal functions defined in V` (` = 1, 2, . . .,
L + 1):

ϕTE±
`mn (P) = eTE±

`mn exp(ik±`mn · P ) (m,n = 0,±1, . . .) (2)
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Figure 1: Schematic representation of diffraction by a mulatilayer bigrating and the `th thin-film layer.

with eTE±
`mn = k±`mn×iZ

|k±`mn×iZ| , and

ϕTM±
`mn (P) = eTM±

`mn exp(ik±`mn · P ) (m,n = 0,±1, . . .) (3)

with eTM±
`mn = eTE±

`mn×k±`mn

|eTE±
`mn×k±`mn| . Here, iZ is a unit vector in the Z-direction and k±`mn is the wave vector

of the (m, n)th order diffracted wave

k±`mn = [αm, βn,±γmn], (4)

where αm = α + 2mπ
d , βn = β + 2nπ

d and γ2
`mn = (n`k)2 − (α2

m + β2
n) with Re(γ`mn) ≥ 0 and

Im(γ`mn) ≥ 0. Note that superscripts + and −, respectively, represent up- and down-going waves
that travel in the positive and negative Z-direction.

In terms of linear combinations of the vector modal functions, we form approximate solutions
for the diffracted electric and magnetic fields in V`:

(
Ed

`N

Hd
`N

)
(P ) =

N∑

m,n=−N

ATE+
`mn (N)

(
ϕTE+

`mn

ψTE+
`mn

)
(P) +

N∑

m,n=−N

ATM+
`mn (N)

(
ϕTM+

`mn

ψTM+
`mn

)
(P)

+
N∑

m,n=−N

ATE−
`mn (N)

(
ϕTE−

`mn

ψTE−
`mn

)
(P) +

N∑

m,n=−N

ATM−
`mn (N)

(
ϕTM−

`mn

ψTM−
`mn

)
(P) (5)

with
ψTE,TM±

`mn =
1

ωµ0
k`mn × ϕTE,TM±

`mn (` = 1, 2, . . . , L + 1) (6)

Here, ATE−
1mn (N) = ATM−

1mn (N) = 0 and ATE+
L+1mn(N) = ATM+

L+1mn(N) = 0 because of the radiation
condition that the diffracted field in V1 (or VL+1) propagates or attenuates in the positive (or
negative) Z-direction.

In Yasuura’s method [6], the unknown coefficients are determined so that the solutions ap-
proximately satisfy the boundary conditions at each interface S` (` = 1, 2, . . . , L) in the sense of
weighted least-squares. Computational implementation of the least-squares problem is detailed in
the literature [7].

The power reflection and transmission coefficient of the (m,n)th order diffracted mode in V1

and VL+1 are given as follows:

ρmn = ρTE
mn + ρTM

mn [Re(γ1mn) ≥ 0], ρTE
mn =

γ1mn

γ
|ATE+

1mn |2, ρTM
mn =

γ1mn

γ
|ATM+

1mn |2 (7)

τmn = τTE
mn + τTM

mn [Re(γL+1mn) ≥ 0], τTE
mn =

γL+1mn

γ
|ATE−

L+1mn|2, τTM
mn =

γL+1mn

γ
|ATM−

L+1mn|2 (8)
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The extinction power absorbed in the grating is calculated by

Abs = 1−
∑
mn

′
(ρmn + τmn) (9)

where
∑′ is a summation over the propagating orders.

3. NUMERICAL RESULTS

As numerical examples we consider a bisinusoidal silver (Ag) film grating having common period
d = 0.556µm and a corrugation depth h = 0.030µm. And, a wavelength of a TM incidence is
chosen as λ = 0.650µm. We take nAg = 0.07 + i4.20 [8] as the refractive index of silver at this
wavelength. Using the present algorithm we calculate diffraction efficiencies and field distributions
to make properties of coupled surface-plasmon modes clear.

First we consider a bisinusoidal silver-film grating. The grating is denoted by L = 2 (V/Ag/V).
Fig. 2 shows (0, 0)th order power reflection ρ00 in V1 (vacuum) (a) and the transmission coefficient
τ00 in V3 (vacuum) (b) as functions of the incidence angle θ for two e/d’s when azimuth angle φ = 0◦
is fixed. e is the thickness of a silver-film. We observe partial absorption of incident light as the
dips of efficiency curves in Fig. 2(a), in addition to the constant absorption corresponding to the
reflectivity of silver. We assume that the dips are caused by excitation of surface plasmons. If this
is the case, each of the dips can be related to one of the three types of plasmon modes: a single-
interface surface plasmon (SISP) that is observed as the single dip at θ = 8.0◦ on the e/d = 0.4
curve; and a short-range and long-range surface plasmon (SRSP and LRSP) corresponding to the
two dips of the e/d = 0.08 (θ = 6.54◦ and 8.8◦), respectively.

When the grating is thick (e/d = 0.4), the power can be seen in V1 alone and no transmitted
power exists in V3 in Fig. 2. Increasing θ from 0◦, we first observe the dip at θ = 8.0◦ corresponding
to the absorption in Fig. 2(a). While if the grating is relatively thin (e/d = 0.08), the power exists
in both V1 and V3. Although the power in V3 is small in general, it becomes large at the incidence
angles at which the absorption was observed in Fig. 2. This suggests coupled oscillations occur on
the upper and lower surface of the grating.

We examine the same phenomena observing the modal coefficients in V` (` = 1, 3). Figs. 3 and
4 illustrate the (−1, 0)th order coefficients ATM+

`,−10 for e/d = 0.4 and 0.08, respectively. We observe
in Fig. 3(a) (e/d = 0.4) resonance characteristics (enhancement and rapid change in phase) of the
coefficient ATM+

1,−10 near θ = 8.0◦. While the coefficient ATM−
3,−10 = 0 remains unchanged as we see

in Fig. 3(b). This means that the incident wave illuminating the grating at the angle causes a
coupling between the (−1, 0)th order evanescent mode and some oscillation excited on the upper
surface of the grating. The oscillation exists locally in the vicinity of the illuminated surface and,
hence, does not have any influence on the field in V3. In Fig. 4 (e/d = 0.08) we find the resonance
characteristics in both ATM+

1,−10 and ATM−
3,−10. They, in addition, appear around two incidence angles:

θ = 6.54◦ and θ = 8.8◦. This means that the oscillation in the vicinity of the upper surface causes
another oscillation on the lower surface at this thickness. The oscillations interfere with each other
and result in two coupled oscillating modes: the SRSP and LRSP.

(a) (b)

Figure 2: The (0, 0)th order diffraction efficiencies ρ00 (a) and τ00 (b) as functions of θ for two e/d’s (L = 2).
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(a) (b)

Figure 3: The (−1, 0)th order modal coefficients ATM+
1,−10 (a) and ATM−

3,−10 (b) as functions of θ at e/d = 0.4.

(a) (b)

Figure 4: The (−1, 0)th order modal coefficients ATM+
1,−10 (a) and ATM−

3,−10 (b) as functions of θ at e/d = 0.08.

We consider the same phenomena observing field distribution near the grating surfaces. Figs. 5∼7
show the field distributions of X- and Z-component of the total electric field EX and EZ in the
vicinity of the silver-film grating at the incidence angles, which the absorption was observed in
Fig. 2. The abscissa and ordinate show the magnitude and distance in the Z direction normalized
by the wavelength λ. The parallel broken lines are the grating surfaces. Fig. 5 shows EX and EZ

for the case of e/d = 0.4 at θ = 8.0◦, which corresponds to the single dip in Fig. 2(a). Figs. 6 and
7 show the same thing for the e/d = 0.08 case. Fig. 6 illustrates the results at θ = 6.54◦ where
the left dip is observed in Fig. 2(a). While Fig. 7 depicts the results at θ = 8.8◦, the right dip in
Fig. 2(a). In Figs. 5∼7 we observe strong enhancement of EX and EZ (Note that the magnitude
of incident radiation is 1), the enhancement which is observed at the incidence angles where the
absorption occurs.

Figure 5 shows the total field above the grating surface decays exponentially in Z and the
magnitude of total filed is almost EZ . The state of affairs is nearly the same in the metal region
except for the rapid decay. Because the grating is thick, the oscillation near the upper surface
does not reach the lower surface and, hence, the field below the grating is zero. This is commonly
observed when a SISP is excited.

In Figs. 6 and 7 we again see the enhancement of the EX and EZ on the upper and lower surface
of the silver-film grating. The rate of enhancement in Fig. 6 is not so large as that in Fig. 7. We
can understand the difference assuming that the former and the latter are the results of the SRSP
and the LRSP mode excitation.

Next we consider a multilayered bigrating which consists of a bisinusoidal SiO2 film sandwiched
in two silver-films graing fabricated practically. The multilayered bigrating is denoted by L = 4
(V/Ag/SiO2/Ag/V). The parameters are the same as those of Fig. 2 except for nSiO2 = 1.5,
eSiO2/d = 0.3, eAg/d = 0.08, and φ = 45◦. In this example we observe the broad absorption besides
ones by SRSP and LRSP in Fig. 8. This is related to the excitation of a guided wave supported by
the SiO2 film.
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Figure 5: Field distribution at θ = 8.0◦. Figure 6: Field distribution at θ = 6.54◦.

Figure 7: Field distribution at θ = 8.8◦. Figure 8: ρ00, τ00, and Abs as functions of θ (L = 4).

4. CONCLUSION

We have presented an efficient numerical algorithm for analyzing the resonance absorptions as-
sociated with the excitation of surface waves such as surface plasmons and guided waves by a
multilayered bigrating. The results presented here facilitate our clear understanding of the coupled
plasmon modes, SISP, SRSP and LRSP, excited in a silver-film bigrating. We observed strong field
enhancement on the grating surface where surface plasmons excited.
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Abstract— A practical RCS measurement system on low-frequency (VHF/UHF) is constructed
in an anechoic chamber. Stepped-frequency signal generated by a network analyzer is transmitted
by a log-periodic dipole antenna (LPDA). Another LPDA close to the transmitting antenna
is applied to receive echoes. The rotation velocity of support and the interval of sample are
controlled by a centre computer. With the revolving stage rotating, a trigger signal is sent to
the network analyzer and the measurement begins. Many kinds of DSP techniques are employed
to remove unwanted signals. Firstly, the frequency-domain data of background are subtracted
from that of targets. Then high resolution time-domain response is got by inverse fast Fourier
transform (IFFT), which reflects scattering distribution of the whole chamber. The energy of
target area can be chosen by a time-domain gating which removes the coupling between antennas
and other clutters. For expanding effective bandwidth, a low side lobe window function is adding
to the frequency-domain data before gating. After scaling at the Rayleigh region of metal sphere,
the accurate low-frequency RCS can be obtained. Experimental results show that the valid data
waved less than ±1 dB can be got over UHF band for a metal sphere with 15 cm diameter, and
the precision of ±2 dB is obtained on parts of VHF band.

1. INTRODUCTION

Generally, the radar cross section (RCS) of a certain target varies with frequency, especially at
low-frequency band (VHF/UHF) [1]. Thus, the scattering characteristics of objects on these bands
present more attention in microwave remote sensing and target recognition [2, 3]. Though there are
several ways to calculate RCS, direct measurement is the most effective and accurate method.

RCS measured methods are divided into two ways of outdoor and indoor according to measure-
ment fields. Testing in a controlled electromagnetic circumstance, more accurate results can be
obtained in an anechoic chamber. However, the far-field condition is hard to meet for indoor RCS
measurement, so a compact antenna test range (CATR) is used to transform sphere microwave
into planar microwave, but when the frequency is low, severe diffraction exists at the margin of
CATR, and the precision will be greatly degraded by this phenomenon [4]. Therefore, it’s difficult
to gain accurate RCS at low-frequency [5]. Luckily, the far-field condition can easily be met on these
bands. In this paper, a remarkable system called stepped-frequency RCS measurement system is
introduced, and some kinds of DSP techniques are applied [6]. The experiment results show that
accurate RCS value can be obtained at low-frequency in the anechoic chamber.

2. DESIGN OF MEASUREMENT SYSTEM

The system is shown in Figure 1. Stepped-frequency signal is generated by a network analyzer
Agilent E8363A, and then transmitted by a log-periodic dipole antenna (LPDA). Another LPDA
close to the transmitting antenna is used to receive echoes. The rotation velocity of support and
the interval of sample are controlled by a center computer. With the revolving stage rotating, a
trigger signal is sent to the network analyzer when measurement begins. Comparing the echoes of
target with scaling object, the RCS of target can be determined.

The steps of test are as follows:
Step 1: The frequency-domain data of anechoic chamber in all directions are collected.
Step 2: The frequency-domain data of target under the same background and angles are

recorded.
Step 3: The frequency-domain data of a scaling object at one angle with the background un-

changed are tested.

3. SIGNAL PROCESSING

As it is known, the echoes include many clutters that affect the precision of measurement system,
such as residual reflections from the walls and floor as well as ceiling of the anechoic chamber,
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Figure 1: Stepped-frequency RCS measurement system.

and the mutual coupling between two antennas. So DSP techniques for clutters from the returns
remove are in great importance. The flows of signal processing are described as follows.

3.1. Frequency-domain Cancellation
Subtracting frequency-domain data in step 1 from those in step 2 at the same angles, the frequency-
domain response of target is obtained in Equation (1).

y (i) = ytarget + background (i)− ybackground (i) (1)

If the target is a point one, the distance between target and radar is R. The echoes after
frequency-domain cancellation can be expressed:

y (i) = exp [−j2π (f0 + i∆f)× 2R/c] , i = 0, 1, . . . , N − 1 (2)

where, c is the velocity of light, f0 is the start frequency, ∆f is the step of frequency. The frequency-
domain cancellation can eliminate the effect of rotation and support, and reduce the clutters about
20 dB.

3.2. Fourier Transform
The phase of y(i) is a linear sequence, so time-domain response can be got by inverse discrete
Fourier transform (IDFT):

Hl =
1
N

N−1∑

i=0

exp [−j2π (f0 + i∆f)× 2R/c]× exp
(

j
2π

N
li

)
(3)

Then, the amplitude of response is gained by a modular arithmetic, and we can see the location
of target, and the other interferer resources, especially the mutual coupling between two antennas.
Next, a time-domain gating will be used to remove them.

3.3. Time-domain Gating
The area of target can be chosen by an appropriate time-domain gating as Equation (4), therefore,
the clutters of background is eliminated effectively.

|Hl|′ =
{ |Hl| l ∈ area of target

0 other area
(4)

3.4. Window Function
The time-domain gating removes most of unwanted signals, meanwhile, the spectrum information
of original echoes are lost. Moreover, the narrower gated, the less accurate data gained. If a
suitable window function is added to the spectrum of returning echoes, the impact caused by
cutting off time-domain data will be reduced [7]. The Hamming window is taken here as the
following expression:

s (n)= 0.5− 0.5 cos(2πn/N), n =0, 1, . . . , N − 1 (5)
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3.5. Scaling

Metal sphere is often used for scaling because of its isotropy, as well as its theoretical RCS can be
calculated [8]. However, when talking about scaling, we firstly consider employing the optical region
of that. Actually, the Rayleigh or resonance region can also be made use of scaling. Compared
of scattering mechanism in optical region, the returning echoes in Rayleigh or resonance region
consist of mirror reflection and creeping wave, and the equivalent path is much longer in time-
domain. Therefore, the time-domain gating must be wider to contain all of sphere’s energy, and
we can get the accurate characters of metal sphere.

The RCS of target is calculated by the following formula:

σdBsm = S21 − S′21 + σ′dBsm (6)

where, σdBsm is the RCS of target, σ′dBsm is the RCS of scaling, S21, S′21are the measured value of
target and scaling.

4. EXPERIMENTAL RESULTS IN AN ANECHOIC CHAMBER

The frequency of measurement starts from 200 MHz to 1200 MHz, which is divided into 201 points.
The power given by a vector network analyzer is 10 dBm, and its IF bandwidth is 10 kHz. Two metal
spheres are measured shown in Figure 2, the diameters of them are 40 cm and 15 cm respectively.
The former is used for scaling, the latter is for target.

The results of all frequencies at a certain angle are given in Figure 3. The solid line is the
value of measurement, while the dash line means the value of theory. We can see that the RCS of
measurement is waved less than 1 dB around the center of frequency over 80%. The fluctuation on
both sides of spectrum is about 4 dB because of the impact of time-domain gating. Wider the span
of measurement gets, more accurate will be. The results in all directions at center frequency are
shown in Figure 4. Waving 1.5 dB shows the high precision of measurement at each angle.

(a) (b)

Figure 2: Photos of metal spheres. (a) The diameter of 40 cm, (b) the diameter of 15 cm
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5. CONCLUSION

Stepped-frequency system is a kind of high resolution RCS measurement system. By using some
DSP techniques, the background will be improved, so the dynamic scope of system is expanded.
The experimental results prove that accurate RCS can be obtained by this system. Moreover, if
the antennas are changed, they can also be applied to the higher frequency RCS measurement.
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Abstract— The increasing interests in the use of ultra-wideband or short pulse antennas for
the target identification and remote sensing applications have driven the efforts to obtain direct
time domain (TD) solutions in the electromagnetic (EM) analysis. This paper develops an
Analytic Analysis of Transient Scattering from a parabolic reflector antenna illuminated by an
Incident Plane Wave and electromagnetic (EM) fields of a general astigmatic Gaussian Beam (GB)
respectively. The time domain transient analysis of Time Domain Physical Optical (TDPO) for
parabolic reflector antenna illuminated by plane wave and TDPO with analytic time transform
(ATT) for parabolic reflector antenna illuminated by Gaussian Beam (GB) are presented. It
is obtained by analytically inverting, in closed-form, the corresponding frequency-domain (FD)
solution based on physical optics (PO) integral, and coincidently can be decomposed in terms
of reflection and diffraction effects as usually described in high-frequency asymptotic solutions.
The ATT allows complex formulations with complex time variations in TD, and is thus able to
treat the complex propagation phases resulted from a GB illumination on the reflector.

1. INTRODUCTION

The presented work is motivated by the needs of transient EM analysis in the booming applications
of ultra-wide-band or short pulse antenna system for target identifications and remote sensing,
where reflector antennas are apparently good candidates and have been widely used. In this paper,
We develops an Analytic Analysis of Transient Scattering from a reflector antenna Illuminated by
an Incident Plane Wave and electromagnetic (EM) fields of a general astigmatic Gaussian Beam
(GB) respectively. A closed-form analytic solution is thus developed for predicting the early-time
transient EM fields scattered from a second-order surface truncated with an arbitrary edge boundary
when it is illuminated by a transient impulsive plane wave and addition analysis employs physical
optics (PO) approximation and utilizes analytic time transform (ATT) to treat the complex time
delays resulted from GB’s complex phase variations along its propagation in a frequency domain
(FD). First, a closed-form analytic solution is thus developed for predicting the early-time transient
EM fields scattered from a second-order surface truncated with an arbitrary edge boundary when
it is illuminated by a transient impulsive plane wave [1, 2]. A second-order surface is selected
here because it is widely employed to approximate local surface profiles of many general scatters.
Then a time domain (TD) transient analysis of the electromagnetic (EM) fields scattered from a
perfectly conducting parabolic reflector antenna (truncated by the second-order surface), when it
is illuminated by general astigmatic Gaussian Beam (GB) fields, is performed using TD physical
optical (PO) approximation in this paper. By plane wave illuminated that the TD solution can
be also employed via the convolution theorem to obtain the early time transient scattering fields
generated by the same scatter when illuminated by a realistic astigmatic finite-energy pulse. A
GB is used here to assemble a feed’s radiation that illuminates the reflector surface because its
Gaussian amplitude taper may realistically model the fields radiated from most of the practical
feed’s antennas.

In the past development of TD solutions, most efforts naturally consider either direct TD nu-
merical techniques or frequency domain (FD) solutions with Fast Fourier Transform (FFT) to
obtain their TD correspondences. Those solutions, such as finite-difference time-domain (FDTD)
and TD integral approaches, were popularly employed in treating small scattering objects, and
appear computationally inefficient when the sizes of scattering objects increase or the pulse widths
of the incident wave are very narrow in comparison with the sizes of scattering objects as inter-
ested in this paper for a large reflector analysis. Quasi-analytical TD solutions with tremendously
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simplified formulations become more attractive because they may perform the analysis directly in
TD and provide more physical-appealing interpretations of wave behaviours. This paper presents
a quasi-analytic TD analysis, based on a TD-PO approximation, of a reflector illuminated by an
incident GB, where ATT is employed to transform its FD formulation into a TD correspondence.
Then ATT allows complex formulations with complex time variations in TD, and is thus able to
treat the complex propagation phases resulted from a GB illumination on the reflector.

2. FORMULATIONS DEVELOPMENT

2.1. Parabolic Reflector Antennas Illuminated by the Transient Step Incident Plane Wave,
Scattering Field by a PO Analysis and Interpretations of the Scattering Mechanisms

The scattering problem is illustrated in Figure 1, where a second-order surface described by

z′(x′, y′) = z0 +
(x′ − x0)2

2R1
+

(y′ − y0)2

2R2
(1)

the electrical field of the incident plane wave in FD is expressed by

Ēi

(
⇀
r
′
, s

)
= Ē0

1
s
e−

s

c
k̂i·r̄′ (2)

thus the electrical field in TD obtained via an inverse Laplace transform over (2) with respect to s
can be expressed by

Ēi

(
r̄′, t

)
= Ē0U

(
t− k̂i · r̄′

c

)
(3)

and the TD solution can be obtained via an inverse Laplace transform of by

Ēu
s (r̄, t) ∼= 1

2πrc
r̂ × r̂ ×

{∫∫

Sa

n̂ · δ
(

t− (k̂i − r̂) · r̄′ + r

c

)
ds′

}
× k̂i × Ē0 (4)

Utilizing delta function’s characteristic of

δ

(
t− (k̂i − r̂) · r̄′

c
− r

c

)
=

δ(ρ− ρt)
∂
∂ρ

(
t− r

c − (k̂i−r̂)·r̄′
c

)∣∣∣
ρ=ρt

(5)

allows one to simplify the double integration in (5) into a line integral by

Ēu
s

(
⇀
r, t

)
=





r̂ × r̂

2πr
×

∫

Cφ

n̂|r̄′ρ × r̄′φ|
(r̂ − k̂i) · r̄′ρ

∣∣∣∣∣
ρ=ρt

dφ× k̂i × Ē0



 [U(t− t1)− U(t− t2)] (6)

the integral in (6) can be found in a closed form by

P̄ ≡
∫ φe

φb

n̂|r̄′ρ × r̄′φ|
(r̂ − k̂i) · r̄′ρ

∣∣∣∣∣
ρ=ρi

dφ =





√
R1R2

[
r̂ − k̂i

]

a2
3



 (φe − φb)+

1
a3
{yex̂−xeŷ}− 1

a3
{ybx̂− xbŷ} (7)

The analytical interpretations start with the decomposition of (7) in terms of three components,
which is addressed in a form of

P̄ = P̄r · T (t) + P̄e + P̄b (8)

If Sa is infinite in extent without any edge present, φe − φb = 2π and r̄b = r̄e, which results in
T (t) → 1, P̄b = −P̄e and thus P̄ → P̄r that is independent of t. Thus (8) reduces to the reflected
field with a transient step response by substituting into (8) because in this case t2 →∞ and only
U(t− t1) exists with t1 being the time delay due to the reflected field propagation. T (t) behaviours
as a transition function that accounts for the contribution weighting of the reflected field.
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Figure 1. Figure 2.

2.2. Transient Analysis of the Electromagnetic (EM) Fields Scattered from Parabolic Reflector
Antennas Illuminated by Gaussian Beam (GB) Using TD Physical Optical (PO) Approxima-
tion
The analytical time transformation (ATT) allows complex formulations with complex time varia-
tions in TD, and is thus able to treat the complex propagation phases resulted from a GB illumina-
tion on the reflector. Let the magnetic field of incident Gaussian Beam (GB) expressed in a Laplace
domain by [3–5], the impulsive Gaussian beam propagation in a free space can be expressed as

+

h̄
δ
(t) = H̄i(O)

√
|Qi(zi)|
|Qi(0)|

+
δ

(
t− 1

v

[
zi +

1
2

[ξi]
T Qi(zi) [ξi]

])
(9)

The scattering problem is illustrated in Figure 2 where a parabolic surface described by

z(x, y) = −1
2

[
x2

R1
+

y2

R2

]
(10)

applying ATT to obtain an analytic TD step response for a GB gives

~Eu
s (⇀

r, t) ∼= Z0

2πrv
r̂ × r̂ ×

{∫∫

Sa

n̂ · +
δ(t +

f(x′, y′)
v

)dS′
}
× ~Hi(O) (11)

can be written closed forms as

P̄φ(φ) =
−j

πAρ

(
ẑ × ẑ × (

r̄′ρ × r̄′φ
)) ∣∣

ρ=ρe

+
j

2πAD

{[(
r̄′ρ × r̄′φ

)
ln

(
ρ− ρe

ρ

)]

ρ=ρ2

−
[(

r̄′ρ × r̄′φ
)
ln

(
ρ− ρe

ρ

)]

ρ=ρ1

}
(12)

3. NUMERICAL EXAMPLES

(A). Numerical examples consider a convex parabolic surface where (x0, y0, z0) = (0, 0, 0) and
(R1, R2) = (−10m, −5m). The surface is truncated at z′ = zt = −1m with Sa described by z′ ≥ zt,
and is a very large surface of an almost 9 m diameter with a smooth elliptical edge truncation. A
truncated second-order surface is illuminated by a transient-step plane wave, where Ce is the edge
contour of truncation and f(x′, y′) = 0. The scattering fields’ responses to a transient impulsive
plane wave normally incident to a convex parabolic surface as shown in Figure 3.
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Figure 3.
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Figure 4.

(B). The TD characteristics of GB’s propagation in a free space as well as the scattering fields
when it is used as a feed to illuminate a reflector antenna are investigated in this section. Transient
variations of a GB propagation in a free space, which is responded to a transient step excitation at
GB’s waist, θ = 40◦ as shown in Figure 4.

4. CONCLUSIONS

A closed-form analytic solution is thus developed for predicting the early-time transient EM fields
scattered from a second-order surface truncated with an arbitrary edge boundary when it is illumi-
nated by a transient impulsive plane wave and a quasi-analytic TD solution is presented to perform
a transient analysis of scattering from a parabolic reflector antenna when it is illuminated by a
general GB. This solution is quite useful in practical applications of reflector antennas since the
GB can be flexibly used to model a variety of antenna feeds.
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Abstract— Diffractive optical elements (DOEs) are designed for producing Bessel beams at
THz frequencies in this paper. To lessen the computational burden and therefore improve the
design efficiency, the design tool, which is to connect a microgenetic algorithm (MGA) for optimal
design of DOEs with a body-of-revolution finite-difference time-domain (BOR-FDTD) method
for rigorous analysis the fields diffracted by DOEs, has been adopted to acquire the profiles of
the DOEs. Simulation results show that the field distributions generated by the designed DOEs
are in good agreement with those of the desired on the output plane.

1. INTRODUCTION

Bessel beams, which are one family of diffraction-free beams, were discovered for the first time by
Durnin in 1987 [1]. In the cylindrical coordinates system an ideal Bessel beam can be given by:

En(ρ, φ, z) = E0Jn(k⊥ρ) exp(ikzz) exp(inφ)

where E0 is a constant, Jn denotes the nth-order Bessel function of the first kind, ρ2 = x2 + y2,
k2
⊥ + k2

z = (2π/λ)2, k⊥ and kz are the radial and longitudinal wave numbers, respectively, λ is
a wavelength in free space. The central spot of the zero-order Bessel beam (denoted by J0) is
always bright; whereas that of all the higher-order Bessel beams (denoted by Jn, n is an integer
and ≥ 1) is always dark on axis surrounded by concentric rings whose peak intensities decrease
as ρ−1 [2]. Since perfect Bessel beams own lots of novel characteristics and therefore have many
promising applications, such as imaging, alignment and measurement, the study of generation and
applications of these beams has been widely carried out in various fields, including optics [1–4],
acoustics [5] and the relevant science of physics [6, 7]. Numerous methods for generating Bessel
beams have been suggested and demonstrated. Examples can be found in Refs. [2–7]. One of
which is using DOEs, whose diffractive fields are calculated by scalar diffraction theory, to convert
an incident beam into Bessel light beam [3, 4].

In view of the high diffraction efficiencies of DOEs, they are thus used to create Bessel beams
at THz frequencies in our design. The conventional design approaches, based on scalar theory,
are no longer suitable, as the feature sizes of DOEs used are on the order of or smaller than the
submillimeter wavelengths. Accordingly, the rigorous electromagnetic analysis method, such as
MOM, FEM and FDTD, should be employed to calculate the fields diffracted by DOEs. However,
it is known that the full three-dimensional (3-D) analysis demands excessive computational memory
and time. So the optimization design method is typically classified as computationally intensive [8]
and becomes an intractable problem. Two measures are applied to conquer this difficulty in our
design, that is, a BOR-FDTD method and a MGA.

2. BOR-FDTD METHOD

Many approaches referred to as body of revolution (BOR) have been developed to lessen the cal-
culational burden of a full 3-D analysis. These methods take advantage of the symmetry structure
and use a 2-D solution space instead of a full 3-D space, and therefore considerably reduce the
needed computational resources [9]. It has been demonstrated that the BOR-FDTD method is
computationally more efficient and suitable for analysis electrically large structures [10]. Accord-
ingly, it is adopted in our design to analyse the fields diffracted by DOEs. A detailed description
of BOR-FDTD method is presented in Refs. [10, 11]. So it will not be covered here.

Figure 1 illustrates schematically the calculational model of the BOR-FDTD method, where z1

is the space between the input plane and the DOE, and the space between the DOE and the output
plane is denoted by z2; the aperture radius of the DOE, represented by R, is the same as that of
the input and output planes; n1 and n2 indicate the refractive indices of the free space and the
DOE, respectively; and z is the revolution symmetric axis.

The DOE shown in Fig. 1 is utilized to transform a normally incident Gaussian beam on the
input plane into a Bessel beam on the output plane. Note that the aim of our design is to obtain a
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Figure 1: The computational model of the BOR-
FDTD method.

Figure 2: The profile of DOE. Each ring has the
identical width w but different depth d.

desired Bessel beam in the near region (i.e., on the output plane). If one wants to acquire a desired
Bessel beam in the far region, the techniques of near-to-far field transformation should be applied
to calculate the fields in the far region.

3. MGA

In order to fabricate easily, the DOE with circular symmetry is usually split into concentric rings
having identical width w but different depths d, as plotted in Fig. 2. The width w is determined
by w = R/M , where R is the aperture radius of the DOE, M is a prescribed positive integer.
The depth d of each ring is an integer multiple of some fixed depth ∆d. The profile of the DOE

can be characterized by a set of depth d, i.e., D =
M⋃

m=1
{dm}, where dm represents the depth of

the mth ring. Thus, the different combination D, represents the different profile of the DOE,
and hence corresponds to the different field distribution. The design goal is to find the optimal
combination D that generates the desired intensity pattern on the output plane. Thereupon, the
global optimization algorithm should be employed to acquire the profile of the DOE.

Although the genetic algorithm (GA) has been used widely for the optimal design of DOEs [12], a
main drawback to the conventional GA is that a large population base and a great many generations
are required to achieve optimal or near-optimal results, and this places a considerable burden on
computational resources. To decrease the calculational load of optimization, an advanced version
of the GA, i.e., microgenetic algorithm (MGA) [13, 14], is introduced to optimize the DOE profile
in our study. It is demonstrated that using the MGA can decrease the computational run time
by 50%, even for “best-case” problems for the conventional GA [8]. Although the MGA obeys the
same principles as the conventional GA, it operates on a small population. The block diagram of
the MGA optimizer is shown schematically in Fig. 3, in which the fitness function is simply defined
as:

fitness =
U∑

u=−U

V∑

v=−V

(|Ec
u,v| − |Ed

u,v|)2

where Ec
u,v and Ed

u,v denote the calculated and desired field at the (u, v) sample point of the output
plane, respectively.

4. NUMERICAL RESULTS

Two examples are presented herein to demonstrate the validity of the present optimization tool,
in which a normally incident Gaussian profile beam is shaped into a zero-order and a second order
Bessel beams, respectively. The forms of the incident Gaussian profile beam and the desire profile
of Bessel beam can be given by: Ei(ρ1) = exp(−ρ2

1/ω2
0) and Ed(ρ2) = E0Jn (k⊥ρ2), respectively,

where ω0 is the waist size of the incident Gaussian beam, ρ1 and ρ2 represent the radial coordinates
on the input and output planes, respectively, k⊥ is the radial wave number, and E0 is a constant
and can be determined by the law of conservation of energy. The same parameters used in these
two examples are as follows: z1 = λ, z2 = 4λ, R = 8λ, M = 128, U = V = M , ω0 = 4λ, and
n1 = 1.0. The refractive indices of the DOE are n2 = 1.449 (teflon) and n2 = 1.944 (quartz glass) in
the first and second instance, respectively. And the incident wavelengths are set at λ = 0.599mm
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Figure 3: The block diagram of the MGA optimizer.

(a) (b) (c)

Figure 4: Normalized total electric-field intensity of J0 Bessel beam on the output plane. k⊥ = 1.9667mm−1

and diffraction efficiency η = 97.362%. (a) Part of the optimized DOE profile, (b) line scan of the desired
and the designed transverse intensity distribution, and (c) the 2-D transverse intensity distribution.

(a) (b) (c)

Figure 5: Normalized total electric-field intensity ofJ2Bessel beam on the output plane. k⊥ = 5.7991mm−1

and η = 96.773%. (a) Part of the optimized DOE profile, (b) line scan of the desired and the designed
transverse intensity distribution, and (c) the 2-D transverse intensity distribution.
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(f = 0.50THz) and λ = 0.319mm (f = 0.94THz) in the first and second example, respectively.
These frequency bands belong to a very important atmosphere window to propagation. It can be
seen clearly from numerical results that the desired electric field intensity distributions are in good
agreements with those diffracted by the designed DOEs on the output plane.

5. CONCLUSION

Using the design tool described above, we have designed several DOEs for producing arbitrary order
Bessel beams at THz wavebands. Two measures are adopted in our design to save the computational
resources and hence improve the design efficiency. The validity of the developed design approach
is demonstrated by numerical results. The generated Bessel beams with long depth of field may be
useful in THz imaging or measurement applications.
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Creation of Approximate Bessel Beams by Use of a Fractal Conical
Lens

Yanzhong Yu
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Abstract— Increasing attention has been paid to axicons that are used to generate approximate
Bessel beams. Recently many novel axicons, such as fractal conical lenses and Fresnel axicons,
have been proposed and analyzed by scalar approximate theory. To accurately analyze the fields
diffracted by a fractal conical lens (FCL), the rigorous electromagnetic analysis method, that is, a
two-dimension finite-difference time-domain (2-D FDTD) method in conjunction with Stratton-
Chu formulas, is adopted in our paper. The analysis results and conclusions are presented.

1. INTRODUCTION

An axicon, which was first introduced in 1954 by McLeod [1], is a specialized type of lens and
has a figure of revolution. Generally speaking, axicons can be divided into three main types [2, 3],
i.e., refractive axicons (conical lenses), reflective axicons (conical mirrors), and diffractive axicons
(circular diffraction gratings). An axicon images a point source into a focal line along the optic axis,
and this line can be approximated by a Bessel-type (nondiffracting) beam [4] that has extremely
narrow intensity profile and yet possesses a very large depth of field [5]. These properties of
an axicon have many potential applications in imaging, alignment, laser machining, etc, and the
number of axicon applications has also increased significantly in the last few years [6]. Accordingly,
much interest has been provoked in design and analysis of axicons [7]. Recently many novel axicons,
such as fractal conical lenses [2], Fresnel axicons [4], and fractal axicons [8], have been proposed
and investigated. However, all of these axicons are analysed by scalar approximate theory in optics.
But at our interesting band, i.e., mm- and sub mm-wavelengths, it is known that the scalar-based
analysis method is usually not suitable for calculating the fields diffracted by an axicon. Therefore,
the present work applies 2-D FDTD method in conjunction with Stratton-Chu formulas to analyze
the fields diffracted by a fractal conical lens. The analysis results and conclusions are given.

2. CANTOR-LIKE FRACTAL CONICAL LENSES

A FCL is a rotationally symmetric lens that is generated from a 1D Cantor set of a given stage
of growth [2, 8]. As an example, the Cantor ternary set is shown in the upper part of Fig. 1(a).
It is created by repeatedly deleting the open middle thirds of a set of line segments. One starts
by deleting the open middle third (1/3, 2/3) from the interval [0, 1], leaving two line segments:
[0, 1/3] ∪ [2/3, 1]. Next, the open middle third of each of these remaining segments is deleted,
leaving four line segments: [0, 1/9] ∪ [2/9, 3/9] ∪ [6/9, 7/9] ∪ [8/9, 1]. Continuing this process, at
stage S, there are 2S segments of length 3−S with 2S − 1 disjoint gaps located at the intervals
[pS,L, qS,L], with L = 1, 2, ..., 2S − 1. In Fig. 1(a), only the first three stages of this process are
illustrated for clarity.

The Cantor function, FS(x), based on the Cantor set, is defined in the interval [0, 1] as [2]

FS(x) =

{
L
2S

1
2S

x−qS,L

pS,L−qS,L
+ L

2S

if pS,L ≤ x ≤ qS,L

if qS,L ≤ x ≤ pS,L+1

with L = 1, 2, ..., 2S − 1. The Cantor function F3(x) is shown in the lower part of Fig. 1(a). The
profile of FCL is matched to Cantor function FS(x) at a given stage, S, as illustrated in Fig. 1(b).
Note that in order to keep a constant value of the open angles ϕ, at different stages S, the height
of the FCL is hS = (2/3)Sh0, where h0 is the height of a FCL at S = 0 corresponding to the
conventional conical lens (CL).

3. RIGOROUS ELECTROMAGNETIC ANALYSIS METHOD

Because of rotational symmetry of FCL, a 2-D FDTD method can be employed to compute the fields
diffracted by FCL in the near field. The computational model of a 2-D FDTD method is shown
schematically in Fig. 2, in which the FCL, with open angle ϕ and aperture diameter D, is used to
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Figure 1: (a) The upper part shows Cantor ternary set for S = 0, 1, 2, and 3, and the Cantor function F3(x)
is illustrated in the lower part. (b) The profiles of FCLs at stage S = 0, 1, 2, and 3, respectively.

Figure 2: Schematic diagram of 2-D FDTD computational model.

convert an incident plane wave into Bessel beam. Duo to the limitation of computational time and
memory, the computational rang of a 2-D FDTD method is restricted in the near field. Therefore,
in order to accurately determine electromagnetic field distributions in the far field, Stratton-Chu
formulas are applied and given by [9]

~E (~r) =
∫

S

{
jωµ

[
~n× ~H

(
~r′

)]
G0

(
~r, ~r′

)−
[
~n× ~E

(
~r′

)]×∇′G0

(
~r, ~r′

)−
[
~n · ~E

(
~r′

)]∇′G0

(
~r, ~r′

)}
dS′

~H (~r) = −
∫

S

{
jωε

[
~n× ~E

(
~r′

)]
G0

(
~r, ~r′

)
+

[
~n× ~H

(
~r′

)]×∇′G0

(
~r, ~r′

)
+

[
~n · ~H

(
~r′

)]∇′G0

(
~r, ~r′

)}
dS′

where ~r = (ρ, z) and ~r′ = (ρ′, z′) denote an observation point in the far filed and an source point
on the output boundary of 2-D FDTD method, respectively, G0 (~r, ~r′) = −(i/4)H(2)

0 (k |~r − ~r′|), ω
is the angular frequency, ε and µ are permittivity and permeability, respectively.

4. NUMERICAL RESULTS AND ANALYSES

To investigate the properties of FCLs at different stages when illuminated by a plane wave, Fig. 3
displays the axial intensity distributions and corresponding transverse patterns at zmax planes
for stage S = 0, 1, 2, and 3, respectively. Note that on the left side the z-axis is marked using
logarithmic graduation for clarity in the near field. The parameters used in Fig. 3 are as follows:
an incident wavelength is λ = 3 mm, the open angle is ϕ = 10◦, and the diameter is D = 24λ,
the refractive indexes of axicon and air are n1 = 1.45 and n0 = 1.0, respectively. From the left
side of Fig. 3, we can see visibly that the oscillation amplitudes of all these curves increase slowly,
and reach their respective maximum values then decrease sharply, as the propagation distance z
increase. Moreover, the higher the stage is, the larger is the average value of axial intensity, except
the stage zero in which it reaches maximum value. This is interpreted as the increasing convergence
while the stage increase, but except the stage zero in which the FCL has the largest convergence
performance and therefore has the largest axial intensity. It is also found that the farther the
propagation distance z is, the lower is the oscillation frequency.
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Figure 3: The axial intensity distributions and transverse patterns for stage S = 0, 1, 2, and 3, respectively.
The axial intensity distributions are illustrated on the left side and corresponding transverse patterns at
zmax planes are shown on the right side. Note that on the left side the z-axis is marked using logarithmic
graduation for clarity in the near field.

In order to study the transverse patterns, we typically present them only at zmax planes on the
right side of Fig. 3. Side bars illustrate the relative magnitudes. All of FCLs illuminated by a plane
wave can generate Bessel beams that are only the approximations to the ideal. In addition, it can
be seen clearly that the higher the stage is, the larger the diameter of central spot becomes.

5. CONCLUSION

The rigorous electromagnetic analysis method, which combines a 2-D FDTD method and Stratton-
Chu formulas, has been applied to compute the axial intensity distributions and transverse patterns
diffracted by FCLs at different stages. Not only the axial but also the transverse intensity distri-
butions depend on the stage of growth. The different stage corresponds to different convergence
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performance, and therefore there are different axial and transverse intensities. These results in-
dicate that the desired millimeter-wave Bessel beams can be acquired by growing the FCL to a
certain stage.
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Abstract— This paper describes a practical realization of a mixer that achieves low 3rd-order
intermodulation distortion (IMD3) by using the channel resistance of a GaAs MESFET to provide
mixing. The IMD3 of the resistive mixer is 48.5 dBc with −10 dBm RF power at 14 GHz. In
additional, the conversion loss and 3rd-order intercept point (IP3) are 7.7 dB and 19.8 dBm with
10 dBm LO power level, respectively. The isolation of LO/RF and LO/IF are 45 dB and 56 dB,
respectively. The circuit was realized in microstrip on a Teflon substrate. For improvement of
some parameters so as dynamic range, IP3, P1dB and isolation, balanced mixer structure was
proposed.

1. INTRODUCTION

The most commonly used mixers in microwave systems employ Schottky-barrier diodes as the
mixing elements. The active elements such as FETs which is used for fabrication of microwave
mixers, not only can improve the conversion loss but also causes to appear conversion gain. Dis-
advantages of active mixers in comparison with Schottky-barrier mixers, are instability and more
complicated bias circuits. Simplicity of bias circuits, is obtained by using the resistive region of
FET, furthermore it decreases probability of instability. On the other hand, because of the very
weak nonlinearity of channel resistance, the mixer generates very low intermodulation products
and results in high 1-dB compression point.

In this paper, a resistive mixer for Ku-band designed and fabricated. The resistive mixer is one
of gate mixer which employs drain-source resistance, which is channel resistance of the FET in
order to obtain time-varying resistance in the saturated region. Due to the low nonlinearity, the
resistive mixer has very low IMD3 and high output power [3]. In the case of the resistive mixer, the
time-varying channel resistance, which is changed by LO cycle, plays as a switch. If the switch is
ideal, IMD3 is nonexistent. Therefore, it is known that the resistive mixer has low IMD3. Also, the
resistive mixer does not have shot noise due to the DC current, but ohmic noise which is thermal
noise due to the channel resistance [2]. Since the shot noise of the mixer is not existence, the
resistive mixer has superior noise characteristics comparing with drain mixers and/or gate mixers.
The channel resistance of the MESFET is linear over the low drain-source voltage, and then this
linear channel resistance can be changed by the depth of depletion layer under the gate. When
the gate voltage is smaller than the turn-on voltage, practically, the resistance is infinite. On the
other hand, the channel resistance is almost negligible when the gate voltage is reached at the point
which causes the gate channel conduction. Typical value of the resistance is just several ohms and
the small resistance is sufficient to perform superior conversion characteristics [4].

2. DESIGN AND FABRICATION OF THE ADVANCED MIXER

A block diagram of the mixer is shown in Fig. 1. The LO signal and negative DC bias voltage
are applied in the gate, the RF signal is applied in the drain, and IF signal is measured at the
drain. A matching network is designed to obtain minimum conversion loss at the drain, and a RF
band-pass filter (BPF) is inserted to prevent the RF signal from flowing into the IF terminal. In
addition, a λ/4 open stub is employed to improve the isolation characteristic between LO and RF.
Matching circuits are also designed at the drain for LO signal and at the gate for RF signal to
be short for IMD3 improvement. Tow filters and a matching circuit are used. A BPF is used at
RF terminal for preventing IF and LO signal from flowing into the RF terminal. On the other
hand, a low-pass filter (LPF) is used at IF terminal to block signals of high frequency band. Then
a matching network is designed at the LO terminal. IMD3 can be measured from two RF input
signals which are the same power level. The first RF signal (RF1) is −10 dBm at 14 GHz and the
second RF signal (RF2) is −10 dBm at 14.01GHz. There is 10MHz difference between RF1 and
RF2.
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The designed resistive mixer was fabricated on the Teflon substrate (RO4003). The dielectric
constant is 3.38, height is 0.508 mm and height of copper substrate is 0.017 mm. 50 pF capacitors
were used for the DC blocking. Fig. 2 shows a picture of the fabricated resistive mixer.

3. MEASUREMENT AND RESULTS

The RF an LO frequencies used for the measurement are 13 ∼ 15 GHz and 12 GHz, respectively.
IF output power at band-center is −17.7 dBm with −10 dBm RF input power and +10 dBm LO
power. Fig. 3 shows the measured IF output power at 12.5 ∼ 15.2GHz RF frequency. The IMD3
characteristic of 48.5 dBc is measured with 10 dBm LO and −10 dBm RF input powers. Fig. 4
presents the characteristics of IF and IMD3 powers as a function of RF input power and shows the
IP3 of 19.8 dBm at band-center and 10 dBm LO level. The LO to RF isolation is more than 30 dB
in the full frequency band and it is 45 dB in band-center. Table 1 compare the difference between
designed specifications and measurements of the resistive mixer.

Figure 1: Block diagram of single mixer. Figure 2: Picture of fabricated single mixer.

Figure 3: Measured IF output power. Figure 4: Measured IF power and IMD3 power and
showing IP3.

Table 1: (fRF=14 GHz, fLO=12GHz, PLO=10dBm).

Simulation Measurement
conversion loss 6.3 dB 7.8 dB

IMD3 43 dBc 48.5 dBc
LO/RF isolation 20.3 dB 45 dB

IP3 16.7 dBm 19.8 dBm
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Figure 5: Layout of balanced mixer.

4. BALANCED MIXER

For improvement of some parameters so as dynamic range, IP3, P1dB and isolation balanced mixer
structure was proposed and it was accomplished with design of suitable hybrids and combination
them with single mixer. Fig. 5 present the layout of balanced mixer. The LO to RF isolation is
very excellent.

5. CONCLUSION

In this paper, a resistive mixer for Ku-band was designed and fabricated. Good agreement between
mixer’s simulation and experimental results was demonstrated. The IMD3 characteristic of the
fabricated resistive mixer is 48.5 dBc with −10 dBm RF power. The measured conversion loss is
7.8 dB with 10 dBm LO power. 45 dB isolation is measured for LO/RF isolation and 19.8 dBm
IP3 is obtained. This mixer based on the resistance of a GaAs MESFET channel has significant
advantages in noise, intermodulation, and power output capability over those based on a pumped
Schottky-barrier diode junction. Such a mixer is easy to design and adjust and has characteristics
which make it practical for use in low-noise receiver. Parameters of proposed balanced mixer so as
dynamic range, IP3 and P1dB are improved.
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Abstract— In this work, an ultra-compact receiver MMIC chip set employing heterojunc-
tion bipolar transistor (HBT) was developed for application to Ku-band receiver system. The
receiver monolithic microwave integrated circuit (MMIC) includes mixer, filter, amplifier and in-
put/output matching circuit. Especially, spiral inductor structures employing SiN film were used
for a suppression of LO and its second harmonic leakage signals. The ultra-compact active 90◦
power divider employing InGaP/GaAs HBT was developed for highly integrated on-chip MMIC,
and it used a novel composite structure employing common-emitter (CE) and common-collector
(CC) circuits for 90◦ power splitting. The receiver MMIC showed a highly suppressed LO leakage
power of −35 dBm and second harmonic LO leakage power of −53 dBm without external filters
and the size of active 90◦ power divider was about 31.6% of conventional passive branch-line cou-
pler. The active 90◦ power divider showed good RF performance comparable to passive divider
at Ku-band.

1. INTRODUCTION

The Ku-band receiver MMICs and receiver chips have been reported in various literatures [1–5].
In conventional Ku-band receiver MMICs, however, mixer was fabricated using a high electron
mobility field effect transistor (HEMT) for low noise characteristics, which prevented a realization
of ultra-compact RF transceiver because power amplifier was fabricated using HBTs due to its high
power and high efficiency characteristics [6]. In addition, for a suppression of LO leakage power
at IF output, the conventional Ku-band receiver employed a bulky and complicated LO rejection
filter, which was not integrated on a MMIC due to its large size [1–4]. This problem has been
also an obstacle to a realization of ultra-compact RF transceiver. In this work, a ultra-compact
receiver MMIC including filter, mixer and IF amplifier was realized using InGaP/GaAs HBT [8] for
application to Ku-band one chip transceiver solution. Especially, for a suppression of LO leakage
signals and its second harmonic, spiral inductor filter was integrated on MMIC. Owing to the
realization of on-chip spiral inductor filter, bulky external IF filter (outside of MMIC) was not
required for operation of the receiver MMIC.

90◦ power divider has been used for signal dividing at radio frequency (RF) input port of image
rejection mixer [2, 8]. Until now, a passive branch-line coupler has mainly been employed for 90◦
power splitting [2, 4]. However, the branch-line coupler occupies a very large area in RF circuit.
Therefore, passive power dividers can’t be integrated on MMIC due to their very large size [8]. To
reduce the size of the 90◦ power divider [7], it has to be fabricated using an active device. In this
work, active 90◦ power divider was realized using the InGaP/GaAs HBT.

2. CIRCUIT DESIGN

The receiver MMIC was designed for the applications of Ku-band satellite system, and the RF
and IF frequency are 12 and 1 GHz, respectively, with a LO frequency of 11GHz. Fig. 1 shows a
schematic circuit of the receiver MMIC proposed in this work.

As shown in this figure, a base-pumping mixer was employed using HBT, and the mixed RF
and LO signals were applied to the base of the HBT of first stage mixer. Because only FET mixers
(such as MESFET and HEMT) have been employed for most of Ku-band commercial wireless
communication system [1–5], the operation mechanism of HBT mixer with base-pumping structure
has not been theoretically analyzed to date. In all conventional Ku-band receiver system, IF filters
have been used for a suppression of LO and its harmonic signal in IF output [6]. However, the IF
filter occupies a very large area in transceiver of wireless communication system, and it has been
fabricated outside of MMIC, which has been an obstacle to a realization of one chip transceiver [6].
For example, SAW filter, which has widely been used in wireless communication system, occupies
2.3 × 1.5mm in an operation of Lband frequency [6]. In this work, a spiral inductor employing
SiN film was used for application to filter, and LO and its second harmonic leakage signals were



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1483

DC
V

IF

RF + LO

(f
LO

rejection)

(2f
LO

DC
V

1 chip downconverter MMIC of this work

Mixer IF amplifier

 +

Spiral inductor filter
(f

LO
rejection)

Spiral inductor filter
(2f

LO
rejection)

IF amplifier

Figure 1: A schematic circuit of the receiver MMIC em-
ploying HBTs.

Figure 2: A schematic of active 90◦ power di-
vider employing composite CE and CC circuit.

suppressed to a great extent by a sharp LC resonance characteristic originating from a parasitic
capacitance of the SiN film. Using the parasitic capacitance of the spiral inductor employing SiN
film caused a sharp and easily controllable LC resonance, which enabled the resonance frequency
to exactly coincide with LO and its second harmonic frequency.

Figure 2 shows a schematic circuit of an active 90◦ power divider employing composite CE and
CC circuit. As shown in Fig. 2, a novel composite structure employing common-emitter (CE) and
common-collector (CC) circuits was used, and the output ports of the CE and CC circuits were
connected to each other. To compensate for the insertion loss of the active 90◦ power divider, an
amplifier was connected at each output port.

3. MEASURED RESULTS

Figure 3 shows a photograph of the receiver MMIC, and its schematic diagram is shown in Fig. 1.
As shown in Figs. 1 and 3, the spiral inductors were connected at the collector of the HBT of the
first stage mixer in order to suppress the LO and its second harmonic signal at IF output. The
size of spiral inductors for a suppression of LO and its second harmonic signal is 0.2× 0.2mm and
0.16 × 0.16mm, respectively. Therefore, the two spiral inductors occupy a size of 0.0656mm2 on
MMIC, and total area is 1.9% of conventional IF filter with a size of 2.3×1.5mm [6], which enabled
an integration of spiral inductor on MMIC.

Figure 4 shows LO and its second harmonic leakage power at IF output, and their frequencies
correspond to 11 and 22GHz, respectively. As shown in this figure, the leakage powers for LO
and its second harmonic signals were suppressed to a great extent by using the optimally designed
spiral inductors. Concretely, at a LO power of −1 dBm, LO and its second harmonic leakage
power are −35 and −53 dBm, respectively. Considering that a LO leakage power of less than
−25 dBm is required for a normal operation of commercial DBS system including external IF
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Figure 3: The photograph of the receiver MMIC.
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Figure 5: A photograph of the active 90◦ power di-
vider employing InGaP/GaAs HBT.

Figure 6: Measured phase difference between S21

and S31 of active 90◦ power divider for power divi-
sion.

filter [1–5], above result indicates that the receiver MMIC including spiral inductors is sufficient
for application to commercial DBS system and external filter is not required for normal operation
of Ku-band communication system.

Figure 5 shows a photograph of the active 90◦ power divider employing CE and CC with In-
GaP/GaAs HBT, which was fabricated on GaAs MMIC. The size of the fabricated chip, including
the active 90◦ power divider and amplifier, is 1.67× 0.87mm, which is 31.6% of the size of a con-
ventional branch-line coupler fabricated on GaAs MMIC. (As mentioned before, the size of passive
coupler is 2.11× 2.18mm).

Figure 6 shows a phase difference characteristic of the active 90◦ power divider employing CE and
CC with InGaP/GaAs HBT. As shown in this figure, a phase difference characteristic of −90±2.5◦
is observed at Ku-band.

4. CONCLUSION

In this work, we developed an ultra-compact receiver MMIC chip set employing HBT for appli-
cation to Ku-band one chip transceiver solution. For a suppression of leakage signals for LO and
its second harmonic, we used spiral inductor structures employing SiN film with parasitic capac-
itance. Considering that the spiral inductor has conventionally been used as matching element
in much lower frequency range than the self-resonance frequency, the concept of filter application
in this work is very challenging. The total size of spiral inductors for a suppression of LO and
its second harmonic frequency was 1.9% of conventional IF filter, which enabled an integration of
spiral inductor on receiver MMIC. Owing to the LC resonance characteristics of the spiral inductor
structure employing SiN film, the receiver MMIC showed a highly suppressed LO leakage power of
−35 dBm and second harmonic leakage power of −53 dBm without external filter, which made ex-
ternal filters unnecessary for normal operation of the Ku-band communication system. In addition,
the LC resonance characteristics of the spiral inductors also led to a high suppression of RF and its
second harmonic leakage signals. The design technology of spiral inductor filter in this work is also
applicable to silicon devices as well as millimeter-wave III-V devices. And, we also fabricated an
ultra-compact active 90◦ power divider employing CE and CC with InGaP/GaAs HBT on a GaAs
MMIC. For a 90◦ phase difference and equal power splitting, we proposed a novel composite struc-
ture employing CE and CC circuits. The size of the active 90◦ power divider including amplifier
was 1.67 × 0.87 mm, which was 31.6% of the conventional passive divider. The active 90◦ power
divider showed good RF performances comparable to those of a conventional passive divider at the
Ku-band.
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Abstract— In this paper, two compact X-band band pass filters (BPFs) with low loss and
narrow-band using low temperature co-fired ceramic (LTCC) technology are proposed, and then
they are used to constitute the duplexer. The filters and duplexer are based on the substrate
integrated circular cavity (SICC) resonators and fed by transmission lines. The duplexer exhibits
low loss (IL < 2.39 dB for the first channel and IL < 2.65 dB for the second channel), high
isolation (better than 51 dB for the first channel and 61 dB for the second channel), and narrow-
band (∼ 4.1% and ∼ 3.7% for two filters respectively).

1. INTRODUCTION

In modern microwave and millimeter-wave applications, various filters and duplexers have been de-
veloped based on integrated cavities, including rectangular substrate integrated waveguide (SIW) [1–
4] and planar substrate integrated circular cavity (SICC) [5]. In this paper, a compact LTCC
duplexer for X-Band narrow-band applications based on two multilayer SICC BPFs is developed.
The merits of this novel SICC duplexer are as such: It is with compact size and simply structure,
its insertion loss is very low and isolation is very high. Such kind of duplexer is suitable to be used
in 3D LTCC RF and microwave front end modules.

2. DESIGN OF THE SICC RESONATORS AND COUPLING STRUCTURE

The TM010 mode is selected here as the operating mode in SICC. The field distribution of TM010

mode in SICC is axisymmetrical, so it has high flexibility in adjusting the position and angle of the
input/output ports of the BPFs and duplexer. The designed duplexer has small size, and the size
including whole pad is 18 mm × 10mm × 1.78mm.

Figure 1 shows the top views of the SICC resonator and coupling structure of BPFs presented
here. Two identical quarter-wavelength axisymmetrical open stubs act as feeding structure, and
rectangular slots serve as external and inner coupling structures. Positions and sizes of coupling
slots are set to be optimal variables and fine-tuned to achieve the desired frequency response
using 3D EM simulation software HFSS. These physical parameters are important factors to adjust
insertion loss and bandwidth of filters.

The resonant frequency (unloaded) of circular cavities with metal via wall can be calculated by
formula (1) as suggested in [6]:

fmnl =
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where µr and εr are relative permeability and permittivity of the filling substrate material, and pmn

and p′mn are the nth roots of mth Bessel function of the first kind and its derivative respectively.
C is the speed of light in free space, and R is the radius of SICC.

Once the SICC height (H) satisfies H < 2.1R, TM010 mode is the dominate mode in SICC.
Its field distribution is axisymmetrical, and the current of this mode has vertical direction. The
TM010 mode is selected here as the operating mode in SICC on this condition. The corresponding
resonant frequency of TM010 mode is given by (1), and once the resonant frequency is calculated,
the radius of the SICC can be obtained according to the formula (2).

R =
C

2π
√

µrεr
· p01

f010
(2)
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Figure 1: Top view of SICC resonator and coupling
structure.

Figure 2: Side view of five-pole SICC BPF.

3. DESIGN OF THE SICC BPF AND DUPLEXER

Two five-pole filters for X-Band narrow-band applications that consist of five SICC resonators
are designed in LTCC. The side view of these filters is shown in Fig. 2. These five-pole BPFs
based on Chebyshev low-pass prototype filter are developed for 3-dB insertion loss, 0.1 dB in-band
ripple, and their fractional bandwidth are designed to be 4.1% (∼ 440MHz) and 3.7% (∼ 440MHz)
respectively. Center frequencies of these two BPFs are 10.86 GHz and 11.75 GHz. LTCC multilayer
substrate Dupont943 is supposed to be used for the designing, the relative dielectric constant (εr)
of the substrate is 7.4, and its loss tangent (tan δ) is 0.0009. The dielectric layer thickness per layer
is 50µm, and the metal thickness is 10µm.

In the designing of a duplexer, a low insertion loss in the transmitter and receiver filters is
the most fundamental requirement, because a low loss enhances the sensitivity of the receiver and
prevents the excessive power consumption in the transmitter. In addition, the high channel-to-
channel isolation is also an important requirement in order to minimize the electrical coupling level
between two channels of duplexer.

A multilayer SICC duplexer for X-band application is designed here, and the top view of this
structure is shown in Fig. 3. The duplexer consists of two five-pole SICC filters developed above
and a microstrip T junction, which connects these two filters. The lengths of microstrip lines of T
junction that connect the first and second channel filters are fine tuned to achieve good isolation
between two channels of the duplexer. The final optimized lengths should compensate the fringing
effects of the open stubs. Three ports of duplexer are described in Fig. 3, which the common port
of T junction is port 1, the input transmission line of first channel BPF is port 2, and the input
transmission line of second channel BPF is port 3.

Figure 3: Top view of the duplexer structure.
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Table 1: Physical parameters of SICC duplexer.

First channel BPF Second channel BPF
parameters mm parameters mm

R1 3.52 R1 3.79
R2 3.57 R2 3.86

OSL1 1.68 OSL2 1.76
SPext1 1.22 SPext2 1.23
SLext1 2.5 SLext2 2.9
SWext1 0.358 SWext2 0.398
SPint1 0.9 SPint2 0.91
SLint1 2.580 SLint2 2.955
SWint1 0.338 SWint2 0.318

TL1 2.750 TL2 3.004

The final design parameters of the SICC duplexer depicted in Fig. 3 are summarized in Table 1.
In each filter of duplexer, R1 is the radius of top and bottom SICCs, and R2 is the radius of three
middle SICCs. TL1 and TL2 are the lengths of transmission lines in T junction for two BPFs
respectively. OSL1 and OSL2 are the lengths of quarter-wavelength open stubs for two BPFs.

4. SIMULATION RESULTS

With the structure in Fig. 3, two narrow-band five-pole BPFs are designed and simulated in HFSS.
The first channel filter exhibits an insertion loss 1.01 dB, and a 3-dB bandwidth of approximately
440MHz (∼ 4.1%) at the center frequency of 10.86 GHz. For the filter in second channel, the
insertion loss is 0.99 dB at the center frequency 11.75GHz, and a 3-dB bandwidth is approximately
440MHz (∼ 3.7%). The positions and lengths of coupling slots are major factors to decide the
bandwidths of these filters.

The simulation results of duplexer are shown in Fig. 4–Fig. 6. Fig. 4 shows the insertion loss of
the duplexer for two channels BPFs. The first channel exhibits an insertion loss < 2.39 dB, and a
bandwidth of about 440 MHz (∼ 4.1%). The second channel exhibits an insertion loss < 2.65 dB,
and a bandwidth of about 440 MHz (∼ 3.7%). Fig. 5 shows the return loss of the duplexer, and
Fig. 6 shows the channel-to-channel isolation of the duplexer. The isolation is better than 51 dB
across the first channel and better than 61 dB across the second channel.

Figure 4: S21 and S31 transmission parameters of the duplexer.
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Figure 5: S11 parameter (common port) of the duplexer.

Figure 6: Isolation between two channels of the duplexer.

5. CONCLUSION

Advantages of this LTCC duplexer structure are low insertion loss, high isolation, very compact
size and simple structure. It’s suitable to be used in compact front end modules for microwave and
millimeter-wave applications.
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Abstract— The stability of active receiving antenna is analyzed in this paper. The microstrip
antenna with fast changing input impedance will lead to the instability of low noise amplifier
(LNA) easily. By analyzing the S-parameters of amplifier and 3 dB Lange coupler, the stability
condition of the balanced amplifier is derived. The results validate that the instability problem
of the active receiving antenna can be solved by balanced amplifier efficiently. Finally, an active
receiving patch antenna with Lange coupler and high mobility transistor FHX35LG is designed.
The simulation results are obtained by ADS simulation software of Agilent Company. Compared
with antenna without Lange coupler, the optimized antenna works in unconditional stability
situation and the stability of active receiving antenna is improved greatly. (Stability factor is
always greater than 1 in working frequency band).

1. INTRODUCTION

In recent years, the active antennas constitute a growing area of research [1]. By directly integrating
active devices into antenna elements, feed line losses can be significantly reduced. Further advan-
tages include size and weight reductions, enhanced reliability, and lower manufacturing costs [2].
Traditionally, antennas and low noise amplifier (LNA) integrated to be the receiving front-end.
Usually, the bipolar junction transistor (BJT) and the high electron mobility transistors (HEMT)
can be used to design LNA. The BJT are often preferred over HEMT at frequencies below 2–4GHz
because of higher gain and lower cost, but their noise figure is not as good as that of HEMT.
The noise theory shows that the noise performance of the first stage is usually the most critical.
In this way, we can see that LNA plays a very important role in noise performance of the whole
receiving system. Thereby HEMT with lower noise figure can be chosen to design LNA. However
potentially unstable of them exists when the input or output impedance change quickly at a lower
frequency [3]. So how can the HEMT working stably at a low frequency become the key point of
the active receiving antennas.

This paper describes a conjunction of the design processes for a microstrip antenna and balanced
LNA constituted by Lange coupler and HEMT. Though theoretical analysis and derivation, this
active receiving antenna works in unconditional stability. Finally, the simulation results are ob-
tained by ADS simulation software of Agilent Company and show that the active receiving antenna
is available.

2. ANALYSIS FOR STABILITY OF AMPLIFIER

Active receiving antenna is composed of microstrip antenna and LNA, so the stability of the active
antenna depends on the stability of the LNA. In the LNA system of Fig. 1, oscillation is possible
if either the input or output port impedance has a negative real part, which means |Γin| > 1 or
|Γout| > 1. The network is unconditionally stable if |Γin| < 1 and |Γout| < 1 for all passive source
and load impedances.

Some simpler tests can be used to determine unconditional stability. One of these is the K −∆
test [4], where it can be shown that a device will be unconditionally stable if Rollet’s condition,
defined as

Figure 1: Block diagram of LNA with impedance matching.
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Figure 2: Balanced LNA with Lange coupler and two identical amplifiers.

K =
1− |S11|2 − |S22|2 + |∆|2

2 |S12S21| > 1 (1)

along with the auxiliary condition that

|∆| = |S11S22 − S12S21| < 1 (2)

are simultaneously satisfied.
The basic circuit of a balanced LNA is shown in Fig. 2. The stability of the amplifiers has

improved by using two Lange couplers to cancel input and output reflections from two identical
amplifiers.

The relationship of S parameter between the every amplifier and the whole circuit is given by:

S11 =
e−jπ

2
(S11a − S11b) (3)

S21 =
ejπ/2

2
(S21a + S21b) (4)

S12 =
ejπ/2

2
(S12a + S12b) (5)

S22 =
e−jπ

2
(S22a − S22b) (6)

Because two amplifiers are identical, we get S11 = S22 = 0 and |S12S21| = |S12aS21a|. The K−∆
test (1), (2) can be written as:

K =
1 + |S21aS12a|2

2|S21aS12a| ; |∆| = |S12aS21a| (7)

There is a condition of |S12aS21a| < 1 to most transistor amplifiers. So we can easily conclude
K > 1 and ∆ < 1, which show that balanced LNA will meet the requirements of the unconditional
stability when two LNAs are totally same. Hence the impedance of microstrip antenna changing
greatly with the frequency has no influence on stability of the active receiving antenna system.

3. SIMULATION OF ACTIVE RECEIVING ANTENNA

We usually use an approach to matching the microstrip antenna to the LNA with the objective of
minimizing the noise figure over the frequency range of interest while maintaining a useful overall
gain [5]. In this paper, active receiving antenna works at the frequency of 2.4 GHz. In order to
integrate conveniently, the design of microstrip antenna, Lange coupler and LNA should be on
the same dielectric substrates. We choose FR4 substrate which thickness h = 0.8mm, dielectric
constant εr = 4.4.
3.1. Receiving Antenna Design
Because active antenna has small volume and can be easily integrated with other integrated circuit,
the microstrip antenna is perfectly suitable for the front-end. Usually inset fed microstrip antenna
can be used to produce perfect impedance matching [6] in Fig. 3.

In Fig. 3 we can conclude that the input impedance of the microstrip antenna is about 50 Ω at
the resonant frequency. However, the input impedance changing greatly will cause the amplifier
oscillate and make the instability of the system at the near resonant frequency.
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3.2. LNA Design

Designing LNA are concerned more about its noise figure together with S parameter, bandwidth,
gain and other performance index. Compared with other transistors, we choose FHX35LG HEMT
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Figure 3: Inset fed microstrip antenna and the curve of input impedance with frequency.

Figure 4: The LNA with the matching network of maximizing gain and minimizing noise figure.

Figure 5: The curve of stability factor, noise figure, S11, S22 of LNA simulated by Agilent ADS.
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transistor with a much lower noise figure produced by Fujitsu corporation. In order to minimize
the noise figure of the active antenna, the primary design objective is to transform the antenna
impedance so that the antenna presents an input impedance to the LNA corresponding to the
so called “optimum noise impedance”. The output impedance of LNA can be matched to 50 Ω
microstrip line. The circuit is shown in Fig. 4.

From the Fig. 5 we can see the LNA with FHX35LG maintains a better noise figure, however,
the stability factor is less than 1 in the whole working frequency, which indicates that the amplifier
work at potentially unstable region. Obviously |Γin| > 1 (Γin = S11) at the working frequency, so
the LNA work at instable range.

Two Lange couplers can be add to the input and output ports of the LNA, which can be
component of balanced LNA as shown in Fig. 6. In the balanced LNA, Lange coupler’s isolation
is no more than −24 dB, input and output voltage standing wave radio (VSWR) is less than 1.5,
coupling is equal to 3 dB.

From the Fig. 7 we can see that the stability coefficient of balanced LNA is always more than
1 and |Γin| < 1 (Γin = S11) meanwhile the noise figure and Γout (Γout = S22) are nearly unchanged
at the working frequency range. The balanced LNA works stably unconditionally, which won’t be
affected by the fast changing impedance of the microstrip antenna with frequency.

Finally, the S parameter of antenna is imported into Agilent ADS to obtain final results.
The result in Fig. 8 suggests that system gain and bandwidth both get a well performance. The

Figure 6: Balanced LNA with lange coupler.

Figure 7: The curve of stability factor, noise figure, S11, S22 of balanced LNA simulated by Agilent ADS.
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Figure 8: The curve of VSWR and system gain of the active receiving antenna.

active receiving antenna can be a good choice as the first stage of receiver.

4. CONCLUSIONS

In this paper, the instability of active receiving antenna consisted of HEMT transistor is analyzed.
The Lange coupler together with LNA forming a balanced LNA is proposed. Theoretical derivation
validate that active receiving antenna with balanced LNA can work in unconditional stability
situation. (Stability factor is always greater than 1 in working frequency band). The simulation
results are obtained by ADS simulation software of Agilent Company which verify the antenna
can work in stable situation as well as achieve maximizing gain, bandwidth and minimizing noise
figure. This paper only focus on the analysis of active receiver antenna stability, some other system
performance of the active receiving antenna such as beam pattern, gain flatness are not discussed
in detail.
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Abstract— A compact ultra-wideband microwave bandpass filter (BPF) is presented using a
electromagnetic band-gap (EBG) structure for the microwave application. As a EBG structure,
two linear arrays of metallic vias are used to generate shunt inductors, and the first two resonators
with SIR structure are coupling to create a ultra-wide passband exceeding 87% at its center
frequency of 3.76 GHz. Its characteristics are analyzed in terms of transmission line mode to
exhibit the prosperities of ultra-wideband passband.

1. INTRODUCTION

High selectivity, low-cost, low insertion loss (IL), compact wideband bandpass filters for modern
wireless communication systems have attracted much attention in recent years. Various wideband
bandpass filters have been developed [1, 2]. Such filters are realized usually by parallel-coupled
microstrip lines, and this requires smaller coupling gaps in order to enhance the coupling for wider
bandwidths. Certainly, using existing parallel coupled microstrip techniques, filters with large FBW
could be designed in principle [3]. However, filters with FBW ≥ 80% that required enhance coupling
have been difficult to realize because of the coupling between the resonators and limitation of the
wet chemical-etching process. Therefore, the requirement for ultra-wideband applications has been
deemed unachievable with conventional parallel coupling techniques, and the demand for large FBW
applications has not been realized with coplanar waveguide (CPW). Stepped impedance resonators
(SIR) have many attractive features and can be used in mobile communication, satellite communi-
cation, and other wireless communication systems. The main superiorities of the resonators lie in
their compact size, easy fabrication, and low radiation loss. However, their bandwidths are usually
not too wide.

In this paper, a planar bandpass filter with ultra-wideband large FBW is presented. Compact
stepped impedance resonators are use to establish appropriate electromagnetic coupling among the
resonators at the desired frequency. Metallic vias with EBG properties are incorporated in this
stepped impedance resonators structure. The designed filter has a wideband, large FBW feature
besides small size, easy fabrication, and low insertion loss. The proposed bandpass filter demon-
strates an excellent properties, which are more than 87% fractional bandwidth (−3 dB bandwidth)
at the center frequency 3.76 GHz and sharper rejection stopband at the lower passband edge, and
low insertion loss at the passband range. The total circuit size is not more than 30 × 3.2mm2,
which is a compact filter.

2. THEORY

In this section, the conditions of fundamental resonance of the SIR are discussed. The resonator
structure to be considered here is shown in Fig. 1. The SIR structure is symmetrical and is composed
of two coplanar microstrip lines with different characteristic impedances Z1 and Z2, or admittance
Y1 and Y2 [4].

θ2 θ22θ1

Z2 Z2

Z1

Based on k = Z2/Z1   1, θ1 = 2(θ1+θ2)    π>>

Figure 1: Structure of the SIR.
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The admittance of the resonator from the open end, Yi is given as:

Yi = j
1
z2
· 2 (k tan θ1 + tan θ2) · (k − tan θ1 tan θ2)
k (1− tan2 θ1) (1− tan2 θ2)− 2 (1 + k2) tan θ1 tan θ2

(1)

where k = impedance ratio = Z2/Z1, θ1, θ2, respectively, is electrical length of the coplanar mi-
crostrip line L1 and L2. The resonance condition can be obtained from the following:

Yi = 0 (2)

From (1) and (2), we can achieve the fundamental resonance condition:

k = tan θ1 tan θ2 (3)

θT is defined as the electrical length of the SIR, θT = 2(θ1 + θ2). Then, the relationship between
θT and θ1 is gained from the (3) as:

tan
θT

2
=

1
1− k

·
(

k

tan θ1
+ tan θ1

)
(k 6= 1) (4)

θT = π (k = 1) (5)

As θ1 is invariability, it is evident from (4) that the electrical length of the SIR θT has minimum
value when 0 < k < 1 and maximum value when k > 1. When k = 1, this corresponds to a
uniform impedance line resonance. Similarly, as k is confirmed, the electrical length of the SIR θT

has minimum or maximum value when θ1 is variable.
Considering (1) and (2), we easily gain that the spurious response frequency or the corresponding

is the function of the impedance ratio K. So we can draw a conclusion that the spurious response
can be controlled by the impedance ratio K, and this is one of the special features of the SIR.

3. DESIGN

The proposed ultra-wideband bandpass filter is composed of hybrid microstrip and compact stepped
impedance resonators with metallic vias and bottom CPW open-circuited/short-circuited res-
onators. The complete three-dimensional geometry structure of the BPF was given in Fig. 2
whereas the layout and geometry parameter definition of the top microstrip components and the
bottom CPW element were demonstrated on Fig. 2(a) and Fig. 2(b) respectively. The microstrip
cell of the structure consists of a series capacitor and the coupling stub inductors connected to the
microstrip patch of two linear arrays of metallic vias. Considering that the extend bandwidths of
the BPF required a more complicated arrangement, and in order to tune to bandwidths of the BPF,
we prompt the microstrip structure of the ultra-wideband bandpass filter which is inserted by the
metallic vias with EBG characteristic. Certainly, the insertion loss in the structure with metallic
vias is much smaller than that in the structure without metallic vias. Moreover, the structure with
metallic vias is difficult to be fabricated using the conventional printed circuit board technology
when the vial diameter is too small. We remark that a good balance has been achieved between
the vial diameter and the distance between two vias, which yields super-wide passbands.

We performed computer simulations using the commercial finite element method (FEM) solver
HFSS version 10. The microstrip/CPW depicted in Fig. 2 were modeled as lossy copper with a
conductivity of σ = 5.80 × 107 S/m. The substrate was modeled as the RT/Duorid5880 with a
dielectric constant of 2.2, a loss tangent of 0.009, and a thickness of 0.6 mm. After determining
the approximate size of the unit by theoretically calculation, we will investigate the scattering or S
parameters of the unit, that is to say, transmission coefficients (S21) and reflection coefficients (S11)
of the unit. Based on the theory that was narrated in Section 2, inserted the structure with metallic
vias for the sake of tunable properties of the bandwidths and the center frequency, the dimensions of
designed ultra-wideband BPF can be obtained, as shown in the following: Microstrip input/output
transmission lines width w1 = 0.2mm, the length of input/output transmission lines L1 = 12.4 mm,
CPW open-end-coupled gap g1 = 0.24 mm, the width of CPW open–end-coupled transmission line
w2 = 0.2mm, the length of CPW open-end-coupled transmission line L2 = 8.8mm, the width
of microstrip main transmission line w3 = 3.2, the length of microstrip main transmission line
L3 = 17.2 mm, and other parameters g = 0.2 mm, w4 = 2.8mm, w5 = 0.48mm, L4 = 16.8 mm,
L5 = 12.2 mm. While performing the simulation, we must simultaneously consider the minimum
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Figure 2: Layout and parameters definition for the proposed filter. (a) Top view (microstrip) and (b) bottom
view (CPW).
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Figure 3: Simulated and measured S-magnitudes of the proposed filter.

line widths available to us and other various fabrication tolerances. We showed the results of
lossless full-wave simulation and measurements for the reflection coefficient (S11) and curves and
the transmission coefficient (S21) curves of designed ultra-wideband BPF, as shown Fig. 3.

Just as the results in Fig. 3, the frequency responses of the proposed BPF have shown good
electrical performances. In the first, the presented BPF shows a ultra-wideband bandpass char-
acteristics, whose FBW of −3 dB achieves 87% at the central frequency fc = 3.76GHz. In the
second, the return loss of the designed BPF is greater than 8 dB over the whole passband range.
In the third, there is several finite-frequency transmission zeros closer to each side of the passband
edges. Moreover, the insertion loss of the proposed BPF exists no more than 1 dB over the whole
passband range.

4. CONCLUSION

In summary, an ultra-wideband microwave bandpass filter with EBG structure has been designed
and fabricated. The whole size of the designed BPF is 28 mm × 3.2mm, which is more compact and
larger bandwidth ratio in comparison of the previous works [5, 6]. The proposed BPF exhibits good
electrical performances, such as more than 87% FBW (−3 dB bandwidth) at the center frequency,
deep and wide stop-band property at the higher passband edge, sharp rejection slop at the lower
passband edge, and deep return loss over the whole passband range. Moreover, the bandwidth of
the proposed BPF may be adjusted expediently because of the tunable metallic vias with EBG
properties. Therefore, the proposed BPF can be used to ultra-wideband radio frequency system.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1499

REFERENCES

1. Chen, H. and Y.-X. Zhang, “A novel microstrip UWB bandpass filter with CPW resonators,”
Microwave and Optical Technology Letters, Vol. 51, No. 1, 24–26, January 2009.

2. Tang, C.-W. and M.-G. Chen, “A microstrip ultra-wideband bandpass filter with cascaded
broadband bandpass and bandstop filters,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 55, No. 11, 2412–2418, November 2007.

3. Hong, J.-S. and M. J. Lancaster, Microstrip Filters for RF/Microwave Applications, A Wiley-
Interscience Publication, New York, 2001.

4. Makimoto, M. and S. Yamashita, “Bandpass filters using parallel coupled stripline stepped
impedance resonators,” IEEE Transactions on Microwave Theory and Techniques, Vol. 28,
No. 12, 1413–1417, December 1980.

5. Chang, Y.-C., C.-H. Kao, and M.-H. Weng, “A compact wideband bandpass filter using single
asymmetric SIR with low loss and high selectivity,” Microwave and Optical Technology Letters,
Vol. 51, No. 1, 242–244, January 2009.

6. Chiou, Y.-C., J.-T. Kuo, and E. Cheng, “Broadband quasi-Chebyshev bandpass filters with
multimode stepped-impedance resonators (SIRs),” IEEE Transactions on Microwave Theory
and Techniques, Vol. 54, No. 8, 3352–3358, August 2006.



1500 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Tuned Periodical Structures in THz Band Applied in Safety
Applications

Pavel Fiala, Radim Kadlec, and Petr Drexler
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Abstract— The paper provides an insight into the issues of integration and application of
non-lethal weapons and devices in the field of protection against special-type weapons. From
the formal point of view, several perspectives are utilized to facilitate the topic analysis, and
these aspects of evaluation can be identified within the regions of legal ethics, medicine, or
military tactics as well as engineering and technology. In relation to the problem of protection
against undesirable phenomena like terrorism, it is necessary to mention the fact that there exists
long-term research focused on the institution of NATO and its member armies; this research
mainly pertains to the determination and practical use of non-lethal or wounding methods and
means in all constituent parts of protection and defence. The armies of European countries
participate systematically in the process of non-lethal weapons development and integration
within the respective armament systems. Significantly, one of the problems related to this broader
issue consists in the elimination of snipers in the course of armed conflicts.

1. INTRODUCTION

Since 2001 discussions have been in full progress concerning legal adaptation to the newly emerged
conditions or needs of finding methods and means that provide constrictive wounding effects [1].
Importantly, there have emerged several focus areas within the field. Firstly, let us turn our
attention in this respect to legal conditions and ethics, where the problem is analyzed not only
with a view to the question of how and when non-lethal weapons should be applied, but also from
the perspective of the existing structures and regulations of international law as well as national
legal systems. It is also important to note within this context that higher-order social functions
have been taken into account, for example the maintenance of rights of individuals. In addition
to this aspect, the overall discussion has involved the problem of an individual transgressing legal
norms [2]. In the field of the operational-tactical outlook and tactical approaches to applying
different classes of weapons, means and methods, the solution proposed in source [3] is of significant
interest. Currently, psychological training or training conducted by a psychologist is being proven
beneficial for various purposes in the province of tactics, where it has provided very good results.
Yet, with a certain degree of contrast, the use of lethal means or methods can yield successful
unravelling of local conflicts without causing major injuries to humans.

In the medicine-related sections of wounding effects and means evaluation [4, 5], methodology
has been developed to evaluate the concrete effects on individual parts of the human body [6].
The ultimate province to be mentioned is the technical-technological field, where the potential and
known physical principles are utilized to facilitate the designing of the means and principles of
non-lethal effects.

One of the problematic aspects of various armed conflicts consists in the issue of snipers and
their timely detection by protective forces. For this reason, full priority within the investigation
into the problem of sniper position detection has been given to locating the sniper before the first
shot; for the same reason, too, the applications of image recognition methods [11, 12] have emerged
in the field of military tactics. Naturally, these methods are also utilized for several other purposes.
Fig. 1 shows, according to [11], the analysis of the process of utilization of degrees of means and the
application of image recognition as a sensor for the input evaluation of situation in the intervention
process. Another sophisticated semiautomated system of intervention controlling consists in the
procedure of identifying the physical characteristics of crowd behaviour [12] and, based on the
evaluation of energy and behaviour of the crowd elements, the introduction of intervention with
respect to the problem in the task. The task can be, for instance, loss minimization or the rapidity
of crowd expansion inhibition. An example of the evaluation of necessary elements of image is
shown in Fig. 2; here, the sources of crowd dynamics are found to provide the basis for evaluation
of the crowd energy and for the identification of essential instruments to facilitate the ultimate
controlling of the crowd, introduction of intervention, and intervention location recognition.

According to article [13], one of the options of sniper identification consists in the scanning of the
required sector and the retrieval of the point that shows the corresponding optical characteristics.
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Other ways of solution can be found in the process of further investigation from the perspective of
physics into the problem of snipers and their identification.

2. TARGET CHARACTERISTICS WITH RESPECT TO THE ELECTROMAGNETIC
FIELD

The electromagnetic field enables us to see the problem from a different perspective. In an analysis
of the sniper location task we may assume that the identification of the sniper will only be possible
in the ex post mode after a single gunshot. In this respect, it is necessary to note that the sniper’s
activity is very precise in distances above the range of 50 m and that, after the shooting action, the
sniper will not show elements of movement that can be easily discernible or identified. Then, it is
possible to focus from the perspective of physics on the characteristics of the target. With respect
to the instruments or means of the sniper, the target can show different characteristics; thus, for
example, in certain physical conditions the target does not have to be clearly visible or can be

Figure 1: The procedure applied in the decision process concerning the utilization and deployment of instru-
ments (means) based on input data and situation characteristics.

Figure 2: The evaluation of a crowd dynamics model
based on image processing.

Figure 3: The evaluation of image with respect to
the optical characteristics of the human eye retina.
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visible in the light spectrum of white light with the wavelength of λ ∈ 〈400 nm, 700 nm〉. Another
possible solution consists in the situation when the image of the target from the observer-sniper
shows, in the defined light spectrum, a position different from reality. Thus, there will not occur
any fatal consequences in the absence of timely identification of the sniper position and, thanks to
the fact, partial defensive actions to save the target will be made possible.

3. THE REFLECTION AND REFRACTION OF ELECTROMAGNETIC WAVES

In the DTEEE laboratories, an algorithm was derived and set up for the refraction and reflection of
EMG wave on the interface by the help of the refraction coefficient the permeance coefficient. The
algorithm was tested using the Matlab program, and an analysis of the issue was provided in [14].
The program generates a matrix of beams which propagate from the source. Intersections of the
beams and objects in the model are evaluated and a new direction is determined of the reflected and
the permeating beams. The program has been designed to facilitate the analysis and evaluation of
any quantity of reflected beams. The number of reflections of each beam markedly increases the
time exigence factor of the analysis. The reflections and permeation are solved on the basis of laws
concerning electromagnetic waves. The reflection and permeation of a simple interface between two
instances of the EMG wave environment is indicated in Fig. 4. It follows from the derivation of
Snell’s law [15, 16] that, for the calculation of refraction angle, there holds the equation

sin θ0

sin θ2
=

k2

k1
, (1)

where k is the wave number with the wave propagation data, and its shape is:

k =
√
−jωµ · (γ + jωε), (2)

where ε is the environment permittivity, µ is the environment permeability, and γ the environment
conductivity. Relation (1) is formulated only for the interface between two dielectrics which are
not subject to the occurence of total reflection. In general, k1 and k2 are complex, and then also
angle θ2 is complex. The propagation of light as an electromagnetic wave is understood as the
propagation of the electric and the magnetic field intensity, the electric constituent of the incident
constituent, according to Fig. 4. This can be written as:

Ei = E0e
−jk1un0·r, (3)

where E0 is the electric field intensity amplitude in the location of the interfacéı, r is the position
vector, and un0 is the unit vector of the propagation direction.. The reflected beams intensity and
the permeated beams intensity are evaluated as:

Er = E1e
−jk1 un1·r, Et = E2e

−jk2 un2·r, (4)

Figure 4: Reflection and refraction of a plane wave.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1503

where E1 is determined from the amplitude in the interface location and reflection coefficient
ρE , and E2 is determined from the amplitude in the location of the interface and transmission
(permeation) factor τE .

The procedure is adjusted for a multilayer heterogeneous material (layers, metamateials struc-
ture). The EMG wave reflections from the heterogeneous material and its permeation are solved
by the help of numerical methods. The multilayer environment is schematically indicated in Fig. 5.
The algorithm only processes the reflection starting at the number of 10 layers. The reflection
from n layers generates n of primary (only once reflected) EMG waves (in Fig. 6, an EMG wave
impinges upon 5 layers and there are 5 reflected EMG waves on the surface), which reflect in a
multilayer environment.

Figure 5: Multilayer environment of
heterogeneous material.

Figure 6: Waves on the surface of a heterogeneous material after
the a reflection from several layers.

4. CONCLUSION

Both the basic and the applied types of research on optoelectronic systems and numerical modelling
of wideband signals have led to conclusions in the field of multilayer and periodic structure optical
materials.

The entire project was systematically guided by theoretical discussion and consideration, the
results of modelling realized by the help of numerical models, and a large number of experiments.
The main asset of the materialized work consists in the field of numerical modelling, in the proposed
variants of models, and in the overall verification and calibration of the designed solutions using
unique experiments. The activities have contributed significantly to the field of model design by
proposing a combination of complementary yet different types of numerical models; these models
then enabled marked acceleration of the calculation process while achieving and maintaining a
satisfactory degree of accuracy. A valuable aspect consists in the methodology of a numerical
model application and handling, where the correctness of the numerical analysis was verified by
the experimental results.
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The Application of a Novel Snake-like Gap Slanted DGS Structure
in Microstrip Filter Design

Bin Dong, Quanyuan Feng, and Lei Hou
Institute of Microelectronics, Southwest Jiaotong University, Chengdu 610031, China

Abstract— By modifying the gap shape and dumbbell position of the traditional dumbbell
DGS structure, more steep frequency characteristics and lower resonant frequency point were
obtained, moreover, several decibels of attenuation can be obtained at the resonant frequency.
At last the new DGS structure was introduced into design of microstrip filters, result shows good
practicality and effectiveness.

1. INTRODUCTION

Microstrip filters have been widely used in modern microwave circuits designmilitaries and wireless
communication fields. However, due to the cyclical frequency response of the transmission line, a
second parasitic passband appears at a certain distance from the main center frequency passband,
which makes against to the harmonic suppression. The electrical current distribution on the ground
plane can be changed by etching certain shapes on the ground plane, and the characteristics of
transmission line are consequently changed. Since 2000 when DGS structure is proposed by Korean
professor Kim [1], variable DGS structures are brought forward and the design theory of microstrip
filters with DGS structure is increasingly improved [2–7, 11]. The traditional dumbbell DGS unit
is not suitable in the coupled microstrip filter design, the resonant frequency point and steep
characteristic are supposed to be improved. This paper introduces a new snake-like gap slanted
DGS structure, by modifying the gap shape and dumbbell position of the traditional dumbbell
DGS structure, more steep frequency characteristics and lower resonant frequency point can be
obtained.

2. DUMBBELL DGS STRUCTURE

The traditional dumbbell DGS structure is as follows in Fig. 1 [6], including two rectangle area
and one gap line, looking like a dumbbell. Two rectangle area is generally regarded as inductance
area and the gap capacitance area. In this structure, four variables a, b, g, w can be gained and
its equivalent circuit is as Fig. 2. Influences of a and b to the whole structure is the same, so the
inductance area is normally designed to be square in practice. Fig. 3 shows the transmission cave
of dumbbell DGS structure(simulated in HFSS11).

In order to extract parameters of DGS equivalent circuits, 3-D EM platform is used to simulate
the DGS structure to gain the transmission cave, then the resonant frequency f0 and cutoff fre-
quency fC is achieved. Butterworth filter prototype circuit can be used to model the DGS equivalent
circuit, then we get the inductance and capacitance of the equivalent circuit as follows [10]:

C =
ωC

Z0g1

1
ω2

0 − ω2
C

(1)

L =
1

ω2
0C

=
1

4π2f2
0 C

(2)

L

C

b

a

w

g

Figure 1: Dumbbell DGS and its equivalent circuit.
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Figure 2: Transmission cave of dumbbell DGS structure (a = b = 6.5mm, w = 2.84438mm, g = 0.5mm).

  

Figure 3: Snake-like gap slanted DGS and its transmission curve.

3. SNAKE-LIKE GAP SLANTED DGS STRUCTURE

By modifying the gap to be snake-like and dumbbell area to be slanted, the traditional dumbbell
DGS structure’s transmission characteristics can be improved [8]. Therebymore steep frequency
characteristics and lower resonant frequency point were obtained by almost the same DGS area, as
is shown in Fig. 3. Lower resonant frequency point makes the circuit size smaller, steeper frequency
characteristics improves the stopband characteristics in microstrip filters.

Similar to traditional dumbbell DGS structure, the key factors to influence new structure include
a, b, w, g and a new factor n, n represents the number of U-shape inflexions in the new DGS
structure. Influence of variable n (n = 0, 2, 4) to the DGS structure is as the following Fig. 4:

Figure 4: The influence of n to DGS unit.
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Three resonant frequency points are 4.7 GHz, 3.8 GHz and 3GHz. Therefore, by increasing
the number of n, the resonant frequency becomes lower, this is because larger n means larger
equivalent length of the gap. Moreover, steeper stopband characteristics and deeper attenuation at
the resonant frequency point can be obtained.

4. APPLICATION OF THE NEW STRUCTURE TO MICROSTRIP FILTERS

The most important problem in parallel-coupled microstrip filter design is its velocity difference
between even and odd mode phase, which is to cause cyclical responses, resulting in unwanted
harmonic outputs at the terminal. The following Fig. 5 is a parallel-coupled microstrip filter
working at 2 GHz [9, 10], using FR4 for its substrate medium:

Figure 5: Transmission curve of parallel coupled microstrip filter.

Appearantly, there is a significant parasitic passband at twice the center frequency 4 GHz, the
stopband attenuations on both sides of the center frequency are also not so good, reaching only
−29 dB and −23 dB respectively.

In order to suppress this parasitic passband, four DGS cells are cascaded together to constitute
a lowpass filter, allowing only the main passband frequency components to pass. The new filter
with DGS structures used in both terminals of the filter is as shown below:

Figure 6: Cascade DGS applicated into microstrip filter.

The transmission characteristics of new filter is as follows:

Figure 7: Transmission curve of microstrip filter with 4-order lowpass DGS structure.
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It can be seen that, by adding new DGS structures, parallel-coupled filter succeeded in sup-
pressing the harmonic response at 4 GHz, the attenuation achieves near −50 dB — a satisfying
result. Meanwhile, the stopband characteristics become more steep outside 1.5 GHz and 2.5GHz,
attenuations decreased significantly to −38 dB and −42 dB respectively. Deficiencies of the filter is
that the S11 curve performance of some part around the center passband has deteriorated which
is because the introduction of DGS structure makes energy leak in the dielectric layer, this can be
improved by factors such as the width of the microstrip line.

It is worth mentioning that, the two dumbbell-shaped inductor area adopt mutual slanted struc-
ture, so for the filters considering the coupling capacitance, this new DGS structure can be used to
achieved the reduced size of the whole system.

5. CONCLUSIONS

This article analyzed the electromagnetic properties of DGS structure, presenting a snake-like
slanted DGS structure, discussing the the impact of structural parameters to its transmission
characteristics, by applying the new structure to microstrip filter design, the second harmonic
response is suppressed significantly and the stopband became more steep, the new structure is
expected to be more widely used in microwave field.

REFERENCES

1. Kim, C., et al., “A novel 2D periodic defected ground structure for planar circuits,” IEEE
Microwave and Guided Wave Letters, Vol. 10, No. 4, 131–133, 2000.

2. Boutejdar, A., et al., “A compact microstrip multilayer lowpass filter using triangle slots etched
in the ground plane,” Proceedings of the 36th European Microwave Conference, 271–274, 2006.

3. Boutejdar, A., et al., “Design of compact microstrip lowpass filters using a U shaped defected
ground structure and compensated microstrip line,” Proceedings of the 36th European Mi-
crowave Conference, 267–270, 2006.

4. Weng, T. S., et al., “Miniaturized microstrip lowpass filter with wide stopband using double
equilateral U shaped defected ground structure,” IEEE Microwave and Wireless Components
Letters, Vol. 16, No. 5, 240–242, 2006.

5. Chen, J. X., et al., “Compact quasi-elliptic function filter based on defected ground structure,”
IEE Proc. Microw. Antennas Propag., Vol. 153, No. 4, 320–324, 2006

6. Mandal, K. M. and S. Sanyal, “A novel defected ground structure for planar circuits,” IEEE
Microwave and Wireless Components Letters, Vol. 16, No. 2, 93–95, 2006.

7. Guha, D., et al., “Concentric ring shaped defected ground structures for microstrip app lica-
tions,” IEEE Antennas and Wireless Propagation Letters, Vol. 5, 402–405, 2006.

8. Karshenas, F., A. R. Mallahzadeh, and J. Rashed-Mohassel, “Size reduction and harmonic sup-
pression of parallel coupled-line bandpass filters using defected ground structure,” 13th Inter-
national Symposium on Antenna Technology and Applied Electromagnetics and the Canadian
Radio Sciences Meeting, 2009.

9. Cohn, S. B., “Parallel-coupled transmission-line resonator filters,” IRE Transactions on Mi-
crowave Theory and Techniques, Vol. 6, 223–231, April 1958.

10. Guan, X., G. Li, and Z. Ma, “Optimized design of a low-pass filter using defected ground
structures,” APMC2005 Proceedings, 2005.

11. Ting, S.-W., K.-W. Tam, and R. P. Martins, “Miniaturized microstrip lowpass filter with wide
stopband using double equilateral U-shaped defected ground structure,” IEEE Microwave and
Wireless Components Letters, Vol. 16, No. 5, May 2006.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1509

Millimetre Wave Beam Combiner Designed by a GA and the HFSS

Yanzhong Yu1 and Mei Lin2

1School of Science, Quanzhou Normal University, Quanzhou 362000, China
2Department of Electronic Engineering, Jiangxi Polytechnic College, Pingxiang 337055, China

Abstract— A beam combiner, which can combine multiple gaussian beams into a single one,
has many important applications, such as high power radar and weapon. In this paper, a high
power beam combiner at millimeter wave is designed by utilizing wire grids. The design tool is
to combine a genetic algorithm (GA) for global optimization and an Ansoft HFSS for rigorous
electromagnetic computation. The process of designing a beam combiner is described in detail.
The optimized results and conclusion are presented.

1. INTRODUCTION

The Polarization Beam Combiner is a high performance quasioptical component that combines two
orthogonal polarization Gaussian beams into a single one. There are many practical applications.
For example, a compact, millimeter wave high power radar can be obtained by combining the
output of many corrugated horns. Currently, there are many technical schemes for constructing a
beam combiner are proposed, such as diffractive optical element (DOE) [1, 2], frequency selective
surface (FSS), and photonic crystal [3]. Because grids consisting of a number of parallel metallic
wires are one of the earliest and simplest quasioptical components [4], they are thus used to make
a high power beam combiner at millimeter wavelength in our design. Approximate expressions
for wire grids reflection or transmission coefficients are well known theoretically [4, 5], but they
are only suitable for thin wires, that is, the radius of the round wires is usually less than one
percent of the wavelength of the incident radiation. For example, in our design, assuming that the
incident wavelength of λ = 10 mm, to satisfy above requirement, the radius a of the round wires is
demanded that a ≤ 0.1mm. Such wire is so thin that it can not bear high power and is therefore
unfit to construct a high power beam combiner. To bear high power, in our design we demand that
a ≥ 0.5mm, under λ = 10mm. Therefore, under this condition, we should not apply approximate
expressions to calculate reflection or transmission power of wire grids. Nevertheless, Ansoft HFSS is
an excellent software package for calculating the electromagnetic behaviour of a structure, and can
hence accomplish these tasks. Moreover, in order to improve the performance of a beam combiner,
a GA is introduced. The design process and results are given in the following sections.

2. DESCRIPTION OF THE DESIGN PROCESS

2.1. Simulation Model Based on HFSS

The simplest one-dimensional (1D) wire grids are arrays of round wires, as shown schematically
in Fig. 1(a). In the region λ/g > 1, where g is the spacing of the wires, the lD grids are nearly
completely transparent for radiation polarized with the electric vector perpendicularly to the wires.
Parallel polarized radiation is highly reflected. Thus it can be used as a beam combiner, whose
principle diagram is shown schematically in Fig. 1(b).

Under the conditions that λ À g and g À a, approximately analytical expressions for reflection
or transmission coefficients of thin wire grids are well known theoretically. When the incident
electric field parallel to the conductor direction, the reflectivity R//and transmissivity T// are given
by, respectively [4],

R// =
1

|1 + xL|2 (1)

T// =
1

|1 + 1/xL|2 (2)

where xL = 2ZgL

Z0
, ZgL = jZfs(

g
λ) ln( g

2πa), Zfs = Z0 cos θ, Z0 = 120π Ω, and θ is an incident angle.
Likewise, while the incident radiation is polarized with the electric field vector perpendicularly to
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the wires, the reflectivity R⊥ and transmissivity T⊥ are given by, respectively [4],

R⊥ =
1

|1 + xc|2 (3)

T⊥ =
1

|1 + 1/xc|2 (4)

here xc = 2Zgc

Z0
, Zgc = − jZfs

4( g

λ
)( πa

g
)2 , and Zfs = Z0/cos θ.

Note that all of these formulas are valid only under the restriction of λ À a, i.e., thin wire
relative to λ. In order to accurately calculate the reflectivity and transmissivity of thick wires,
Ansoft HFSS v11 is therefore adopted in our design.

Two simulation models based on HFSS are illustrated in Fig. 2, which correspond to parallel
and perpendicular polarized radiation respectively. The wire grids are enveloped by a box. Perfect
E boundaries are set on the up, down, left and right surfaces of the box, respectively, and the wave
port excitations are assigned on front and back surfaces of the box. Correctness of the simulation
models is vital in design, and can be validated by comparing the results obtained from approximate
expressions (1)–(4) and from HFSS. Assuming that λ = 10 mm, g = 1 mm, a = 0.1mm and θ = 0,
the reflectivities and transmissivities are obtained easily from (1)–(4) and from HFSS respectively,
as given in Table 1. It can be seen from Table 1 that the results obtained from approximate formulas
coincide with the ones from HFSS within the permissible error level. Therefore, we confirm the
validity of our simulation models. Furthermore, both of these simulation models are suitable not
only for thin wires, but also for thick ones, so they can be credibly used to calculate the reflectivities
and transmissivities of thick wires.

(a) (b)

Figure 1: Schematic diagram of wire grids and a beam combiner. (a) The girds consist of round wires of
diameter 2a and spacing g; (b) Wire grids are used to combine two beams with orthogonal polarizations.

(a) (b) 

Figure 2: Simulation models. (a) Parallel polarized radiation; (b) Perpendicular polarized radiation.

Table 1: Reflectivities and transmissivities.

R// T// R⊥ T⊥
Approximate formula 0.9914 0.0086 0.0004 0.9996

HFSS 0.9941 0.0059 0.0012 0.9988
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2.2. Genetic Algorithm (GA)

It is known that the larger the parallel reflectivity R// and perpendicular transmissivity T⊥ are,
the higher is the performance of a beam combiner. When the incident wavelength λ and the radius
a of the round wires are fixed beforehand, the reflectivities and transmissivities completely depend
on the spacing g of the wire grids. This can be seen obviously from (1)–(4). The smaller the
spacing g is, the larger is the parallel reflectivity R//, and however the smaller is the perpendicular
transmissivity T⊥. Apparently, R// and T⊥ are in contradiction to each other. Therefore, the main
task in design is to find an optimal spacing g of the wire grids, where the R// and T⊥ simultaneously
reach the maximums and are mutual equilibriums (i.e., R// ≈ T⊥). Obviously, this is an optimal
problem which may be solved by GA. Although GA is provided by HFSS itself, it can not optimize
two models simultaneously (i.e., parallel polarized and perpendicular polarized radiation). The
feasible way to solve this problem is using independently external GA to optimize these models
by calling HFSS scripts, as shown in Fig. 3. To evaluate fitness for each chromosome, GA should
first execute HFSS script of parallel polarized radiation for calculating R//, and then execute HFSS
script of perpendicular polarized radiation for calculating T⊥. The fitness function is simply defined
as:

fitness =
∣∣R‖ + T⊥

∣∣− ∣∣R‖ − T⊥
∣∣ (5)

Figure 3: The flow chart of the GA procedure.

Table 2: The optimized results of spacing g (λ = 10mm).

a (mm) g (mm) R// T⊥
0.1 0.5016 1 0.9994
0.2 1.4928 0.9929 0.9911
0.3 2.1985 0.9819 0.9822
0.4 2.8134 0.9692 0.9702
0.5 3.3870 0.9547 0.9511
0.6 3.9547 0.9341 0.9323
0.7 4.4823 0.9140 0.9142
0.8 4.9338 0.8971 0.8929
0.9 5.3072 0.8896 0.8762
1.0 5.7448 0.8620 0.8588
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3. OPTIMIZED RESULTS AND CONCLUSION

Assuming that λ = 10mm and a takes many fixed values, we apply the GA mentioned in Section 2
to search the optimum spacing g. The optimized results are listed in Table 2. A conclusion can
be easily drawn from Table 2 that the larger the radius a is, the larger is the spacing g, and the
lower are the reflectivity R// and transmissivity T//. Therefore, under satisfaction of standing high
power capacity, the small-diameter wires would better be applied to improve the performance of
a beam combiner. For instance, in our case, to stand high power of 400 kW, we select the copper
wires of radius a = 0.7mm to form a beam combiner.
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Abstract— We employed a new numerical methodology-virtual boundary element (VBE)
method for trajectory simulation in multistage depressed collector (MSDC) for traveling wave
tubes (TWTs). The core idea of the VBE method is explained: expanding the real boundary as
virtual boundary and setting virtual field sources on virtual boundary, the virtual field source dis-
tributed along the virtual boundary could substitute for the real source or physical quantity that
can be regarded as field source on the real boundary [1]. The basic equations for VBE method
and the numerical solution are given. The shape of virtual boundary, the distance between the
real and virtual boundary, which are close related to the calculation precision are discussed. A
new computer aided design (CAD) codes-CCAD is developed utilizing VBE method to design
and analyze the MSDC system for TWTs. Simulation results are compared with EGUN [2].
Numerical results demonstrate that the advantages of VBE method mainly lie in fast and precise
calculation.

1. INTRODUCTION

Multistage depressed collector (MSDC) can effectively improve the overall efficiency of traveling
wave tubes (TWTs). Computer numerical simulation is a significant means to study MSDC and
it mainly focus on two parts: the calculation of electromagnetic field and electron trajectory.
For traditional regional-type method such as finite difference method (FDM) and finite element
method (FEM), a large memory is needed and the calculation speed is greatly limited. Moreover
for a system with complex boundary, the inevitable approximate treatment may cause unexpected
error [3]. However the boundary-type method such as boundary element method (BEM) can avoid
the above defects. It is not necessary to solve the whole field but only discretize the field boundary
and it can deal with the boundary problems with complex field boundary [4].

The BEM overcomes the drawbacks of FDM and FEM successfully although it is not widely
accepted in precise calculation for the disadvantage of the inevitable singular integral. To search
a method with the advantages of BEM but without singular integral, a new methodology-virtual
boundary element method (VBE) was proposed by H. C. Sun [5] in 1991. The VBE method is
based on BEM which can avoid two types of singular integral [6]. Moreover the calculation for all
points in field region is not necessary and it does not need special treatment for unclosed field [3].
This made it applicable for fast and precise calculation.

2. CORE IDEA AND BASIC EQUATIONS OF VBE METHODOLOGY

The VBE method based on BEM and BEM can be classified into surface charge method and
boundary integral equation method. Its fundamental idea of the later is the calculation of steady
electromagnetic field by solving the boundary problem of Poisson equations. In homogeneous
medium the potential function on any point in the field can be expressed as:

U(x, y, z) =
1

4πε

∫

v

ρ

r
dv +

1
4π

∮

Γ

[
1
r

∂U

∂n
− U

∂

∂n

(
1
r

)]
ds (1)

This is also the basic equation for calculation of electromagnetic field by the boundary integral
method.

The remarkable advantages of the method are fast and precise calculation while the biggest
drawback of this method is the singular integral which can cause a large calculation error and can
not be eliminated. The singular integral happens under the following circumstances: 1) when field
point is close to electrode; 2) when space charge is close to electrode; 3) when space charge is very
close to each other. Therefore the boundary integral equation method is extremely limited for the
existence of singular integral [7].

To maintain the advantages of BEM but eliminate the first two types of singular integral,
another method was proposed by setting an imaginary boundary. The potential and the boundary
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conditions caused by the virtual charge distribution along the imaginary boundary are equivalent
to the real boundary caused. The imaginary boundary is called virtual boundary and this method
is called virtual boundary element (VBE) method.

In homogeneous medium, there are the following potential government equations and boundary
conditions:

∆U(r) = b, r ∈ Ω (2)

U(r) = u0|Γ1
,

∂U(r)
∂n

= q0|Γ2
(3)

where U(r) is potential function, b is field source function in the problem field Ω, the boundary of
the field is Γ(Γ = Γ1 + Γ2), Γ1 and Γ2 are Dirichlet and Neumann boundaries respectively

Reference [1] has proved a theorem: in a region Ω, if two harmonic functions are equal in a
sub-region Q which is include in region Ω (see Figure 1), thus they are also equal in region Ω. This
demonstrates that any harmonic function U(r) in region Ω can be completely determined by the
value on the sub-region Ω.

Suppose there is an expanded boundary Γ′ outside Γ(Γ = Γ1 +Γ2), Γ′ is called virtual boundary
and the region be enclosed is Ω′ and Ω′ ⊃ Ω, as also can be seen in Figure 1. A virtual field-
source function Q (r) distributes along the virtual boundary. Assume potential and the boundary
conditions caused by Q (r) are equivalent to the real boundary caused. According to superposition
principle, the potential of any point on the virtual boundary and its derivative along n can be
expressed as:

U(r) =
∫

Γ′
U∗(r, r′)Q(r′)dΓ′(r′) +

∫

Ω
U∗(r, r′′)b(r′′)dΩ(r′′) (4)

∂U(r)
∂n

=
∫

Γ′

∂U∗

∂n
(r, r′)Q(r′)dΓ′(r′) +

∫

Ω

∂U∗

∂n
(r, r′′)b(r′′)dΩ(r′′) (5)

where U∗ represents the fundamental solution of potential government equations, r is field point, r′
and r′′ are virtual source point on virtual boundary and source point in the real field respectively,
Γ′ is virtual boundary, Ω is the field inside the real boundary, n is the outward normal of boundary.

According to extremum principle of harmonic function, if the solutions of (4) and (5) exist
and are continuous, the harmonic function U(r) in Ω can be surely extended into U ′(r) in a larger
region Ω′ and U ′(r) can be uniquely determined by the value on the boundary of sub-region Ω. The
essence of VBE method is the transformation of the solving of harmonic function of the boundary
value problem into solving the harmonic function in a larger region and the solution of the VBE
equation is unique if the transform exists.

Potential and its normal derivative on real boundary can also be expressed as the form of (4)
and (5). If the real boundary is discretized intro N segments, the potential of each segment and
its normal derivate is regarded as constant, thus (4) and (5) will be decomposed into N equations.
Similarly, discretize the virtual boundary into N segments and regard the values of source function
on the segments as constants, or set N nodes on virtual boundary and replace the source value
between nodes with the interpolation of the two adjacent nodes. There will be N unknown Q(ri)
of virtual source in N equations and each of them can be solved. According to the equations and
the solved Q(ri), potentials of any point in the field can be obtained. The potential of any point
in field (include boundary) is given by:

U(r)
∫

Γ′

[
U∗(r, r′)

∂U(r′)
∂n

− U(r′)
∂U∗(r, r′)

∂n

]
dΓ′(r′) (6)

Figure 1: Boundary condition and virtual boundary.
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where

U(r′) =
∫

Γ

[
U∗(r, r′′)

∂U(r′′)
∂n′

− U(r′′)
∂U∗(r, r′′)

∂n′

]
dΓ(r′′) (7)

U(r′′) =
∫

Γ′

[
U∗(r′, r′′)

∂U(r′)
∂n

− U(r′)
∂U∗(r′, r′′)

∂n

]
dΓ′ (8)

r represents field point, r′ represents point on virtual boundary, r′′ is the point on real boundary,
n′ is unit vector of outward normal on real boundary, Γ and Γ′ are the real and virtual boundaries.

The above equations implies that it is correct to build equations for virtual boundary as the
same principle as real boundary. The field with qualities equal on the virtual boundary will also
equal in the whole field enclosed by virtual boundary.

3. THE ESTABLISHMENT OF VIRTUAL BOUNDARY

The potential in the field can be expressed by either the charge distribution on real boundary or
the virtual charge distribution on virtual boundary.

Considering a point P in the field, drawing N radial-lines across the point (see as in Figure 2).
Consequently, the virtual and real boundaries are divided into N segments. On condition that N is
big enough, we can get the following conclusion after analyzing: the less distance between virtual
and real boundary, the higher accuracy of this method is, while its lower limit is limited by singular
integral (too small the distance may cause singular integral). That is to say there is a lower limit
for D but without an upper limit,

D = |ri − r′i|, (D ≥ d) (9)

where d is the minimum distance between virtual and real boundary, ri and r′i are the position
vector of real and virtual source respectively.

If the distance between virtual and real boundary is not too large, thus the potential varies not
too intensely, we consider approximately that the potential generated by virtual source and by real
source are equal (U ′

i ≈ Ui). Then the following two expressions can be deduced

∂r

∂n
≈ 1 for convex boundary (10)

∂r

∂n
≈ −1 for concave boundary (11)

The above two expressions imply that for both concave and convex boundary, the normal line
of any point on the real boundary should parallel with the normal line of the corresponding point
on virtual boundary (see as in Figure 3). And only in this case, the operation of virtual boundary
element method can go on without any approximation. In practice, to minimize the calculation
error, we should make the angle between the two normal lines θ (in Figure 3) as small as possible
when setting the virtual boundary.

Figure 2: Discretization of the virtual and real
boundaries by N half-lines originate from point P .

Figure 3: The relationship between the normal of
real and virtual boundaries.
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4. SIMULATIONS AND NUMERICAL RESULTS

Based on VBE method, we have developed a MSDC simulation code-CCAD. The code is now only
two-dimensional axisymmetric and a three-dimensional one is in studying and will soon been in
developing. A four stage depressed collector is designed by both CCAD and EGUN. The potential
on slow wave structure is fixed on 9014 V. The size of mesh for EGUN is 3 mm. The number of
boundary element (be called electrode element in CCAD) is 500.

The voltages on electrodes are fixed. Four groups of entrance beam are used for the simulation.
The voltages on the 4 electrodes and the simulation results were assigned as in Table 1. The
profile of the collector model and the visible electron trajectory and numerical results are plotted
in Figure 4. According to the figures given in Table 1, the result efficiency from CCAD are generally
higher than that of EGUN, however the error between the two is acceptable.

Table 1: Efficiency and time consumption comparison.

Potentials
on stages:

U1 = 4500 V,
U2 = 3200 V,
U3 = 2100 V,
U4 = 200 V.

Entrance Beam Eff.-CCAD Eff.-EGUN
CCAD-Time
consumed

EGUN-Time
consumed

Group a 83.25% 82.07% 75 s 138 s
Group b 82.57% 81.34% 70 s 132 s
Group c 77.96% 78.18% 76 s 141 s
Group d 58.16% 53.35% 77 s 139 s

(a)  (b)

Figure 4: (a) Trajectories of primary and secondary electron in collector simulated by CCAD. The trajectories
of both primary electron and secondary electron are given. (b) Numerical results. The first column represents
the collector efficiency, the second represents RF conversion efficiency, the third represents energy conversion
efficiency, the forth represents energy recycle efficiency.

5. CONCLUSION

Virtual boundary element method is a promising approach to calculate the electromagnetic field
which has the following prominent advantages:

1) It can avoid two types of singular integral.
2) As a boundary-type method, it reduced the computational complexity, so shorten the CPU

time.
3) It is fit for open boundary problem and no need for special treatment to unclosed field.
4) It has high solution stability and calculation precision for a well chosen virtual boundary.

The basic idea of VBE method is setting virtual field sources on virtual boundary, and the
virtual field source could substitute for the real source or physical quantity that can be regarded
as field source on the real boundary. The shape of the virtual boundary, the distance between
the virtual and real boundaries are the main factors that affect the calculation precision. To get
precise solutions, the shape of virtual boundary must satisfy, a) the angle between the corresponding
normal lines on real and virtual boundary should be as small as possible or equal to zero; b) the
minimum distance between virtual and real boundary should ensure the singular integral does not
occur. Numerical simulation results demonstrate the validity of VBE method applying in MSDC
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system. The VBE method for three-dimensional collector is attractive and now under studying and
a code will soon be in developing.
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Abstract— An interesting vacuum microwave power amplifier, named circularly polarized trav-
eling wave tube (CPTWT), is introduced. It is supposed to have high efficiency and good linearity
of phase frequency characteristics so that can be used to improve the performances of many mi-
crowave systems such as radar, satellite communication and electronic countermeasure (ECM).
The simulation results indicate that CPTWT is a promising device.

1. INTRODUCTION

In 1996, at the IEEE International Conference on Plasma Science, Professor Vladimir A. Vanke of
Lomonosov Moscow State University firstly used the CPTWT, abbreviation for Circularly Polarized
Traveling Wave Tube, to call a kind of high efficiency traveling wave tube with a transverse field [1].
Different from traditional O-type traveling wave tube, CPTWT works on the interaction between
circularly polarized electromagnetic wave and electron beam transverse wave.

The theory of electron beam transverse waves was put forward by Professor A. E. Siegman of
Stanford University in 1960 [2]. Until 1972, the first prototype model based on that theory was
fabricated by V. I. Yur’yev and his co-workers of Lomonosov Moscow State University. And they
had obtained the actual gain of 13 dB and the output power of 140 W [3]. Subsequently, a detailed
numerical analysis predicts that such tube have an electron efficiency on the order of 40% and a
high linearity of the phase frequency response along with the output power of 3–4 kW and the gain
of 20 dB [4]. However, these results have not been achieved because no experiment has been carried
out for further study. So the authors want to do some simulations instead.

2. PRINCIPLE

The interaction process in a CPTWT is the process that electron beam transverse wave be excited
by circularly polarized electromagnetic wave [5].

Distribution of the electric field of the circularly polarized electromagnetic wave is illustrated
in Figure 1. It consists of a uniform transverse electric field component and a reversed-phase
longitudinal electric field component. The magnitude of the reversed-phase longitudinal electric
field at the center axis is zero.

When the longitudinal velocity of the electron is equal to the phase velocity of the circularly
polarized electromagnetic wave, the electron will feel a static electric field. Therefore, under the
effect of uniform longitudinal magnetic field and uniform transverse electric field, the electron will
drift into the region of the retarding longitudinal electric field, and its trajectory is common cycloid.

However, with time went on, different electrons feel different phase of the static electric field
due to the rotation of the uniform transverse electric field vector at the entrance of the retarding

Figure 1: Distribution of electric field and the force on the singular electron.
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Figure 2: Distribution of longitudinal electric field and the shape of the filamentary electron.

Figure 3: Spiral twinned comb. Figure 4: Dispersion characteristics of STC.

system. Then, the positions of the different electrons form a helical structure whose radius is
increasing along the longitudinal direction. And the helix, shown in Figure 2, is entirely immersed
in the region of the retarding longitudinal electric field. This is just the reason why the CPTWT
has high efficiency.

3. SIMULATION RESULTS

A special slow wave structure illustrated in Figure 3, called spiral twinned comb (STC), which
circularly polarized electromagnetic wave can propagate through, has been deeply studied by Pro-
fessor Vanke [6]. Figure 4 shows the dispersion characteristics of spiral twinned comb by simulation
with HFSS. The cold bandwidth achieves 30%.

According to the Figure 4, we can set the working voltage of the tube at the 25.6 kV. Then,
the process of interaction is showed with our partial-in-cell software CHIPIC 3.0 [7]. And we can
see from Figure 5 that electron beam is rotated on the center axis. That is to say, electron beam
transverse wave has been excited. Of course, the phenomenon is not well accord with the results of
the above theoretical analysis. That is because the helical structure mentioned in the theoretical
analysis is just in allusion to a filamentary beam, and yet the practical electron beam has finite cross
section. Moreover, the transverse electric field in the STC is not uniform. The uniform transverse
electric field is present just as one of the spatial harmonics in the STC. Thus, in actual device, this
will lead to a longitudinal velocity spread in the electron beam, thereby restricts the efficiency of
the amplification.

Figure 6 shows the amplitude characteristics of the CPTWT at S band. The output power
increases linearly with the input power increasing. The saturation power is not attained. The
phenomenon is accord with the experimental results [3]. But the gain of this tube is not as good
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Figure 5: The profile of electron beam. Figure 6: Amplitude characteristics of CPTWT.

as we expected.

4. CONCLUSION

The above simulation results show us two interesting things. One is circularly polarized electro-
magnetic wave can interacts with electron beam transverse wave, and this mechanism is different
from that of the theory of space charge wave. It may have high electron efficiency. The other is the
amplification in CPTWT is nearly linear, and this is different from that of the existing microwave
power amplifiers.

Thus, these results indicate that CPTWT may have some excellent characteristics. Though
none of any excellent characteristics had been developed well at present, we still conclude that
CPTWT is a promising device. So many efforts should be made in future.
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Abstract— In this paper, a Ka-band power amplifier based on double-probe microstrip to
waveguide transition is presented. The advantages of this power-combining/dividing structure
are its low profile, ease of fabrication, as well as its potential for high power-combining efficiency.
In addition, efficient heat sinking of monolithic microwave integrated circuit (MMIC) devices is
achieved. In contrast with the traditional waveguide T combiner, the double-probe structure
doubles the number of the combining branches. The measured results demonstrate a power-
combining efficiency higher than 72% in 33–37 GHz band, especially higher than 80% in 34.5–
35GHz band.

1. INTRODUCTION

Conventional hybrid-type power-combining circuits, such as Wilkson power divider, Lange coupler
and branch-line coupler, suffer from low power efficiency at millimeter frequencies [1]. Due to
the low transmission loss of the waveguide, especially at millimeter frequencies, the waveguide T
(magic-T, E-T and H-T) is usually employed as divider and combiner for power dividing/combining.
In the ka-band 30 W amplifier [2], phase and amplitude balance was obtained by the use of 8 : 1
WR-28 waveguide magic-T combiner. In the W-band MMIC high power sources [3], the output
power was combined using an 8-way waveguide hybrid junction combiner, and an output power of
2.4-watts was achieved at W-band.

Using the waveguide T as power divider/combiner, the microstrip to waveguide transition must
be use to transfer the RF energy from the waveguide to the microstrip. The full band waveguide-
to-microstrip probe transition is usually used to do this [4, 5]. However, using this probe type of
transition, one waveguide can only be transited into one microstrip, and the number of waveguide-
to-microstrip transitions must be equal to the number of combining branches. Another type of
waveguide to microstrip line transition has been presented [6–9], and this type of transition can
divide the input power from waveguide into two ways equally, as well as couple the RF energy from
waveguide to microstrip.

In this paper, using the waveguide-to-microstrip transition with power divider, we propose a
new power divider/combiner, which is designed in 33–37GHz. The simulated and measured results
are presented.

2. DESIGN

As shown in Figure 1, the combining circuit consists of input and output waveguide T, double-probe
waveguide-to-microstrip transitions and Ka-band monolithic microwave integrated circuit (MMIC)
amplifiers. In the power-dividing section, the input power is divided into two ways through the
input waveguide T, and then each waveguide branch is divided into two ways through the double-
probe waveguide-to-microstrip transition with RF energy transferred from waveguide to microstrip.
In the power-combining section, each RF signal of the four microstrip branches is amplified by the
MMIC amplifier and coupled to the power combiner, whose mechanism is the same as the power
divider using waveguide T and double-probe waveguide-to-microstrip transitions.

Figure 2(a) and Figure 2(b) show the schematic and E-field distribution of the waveguide T
respectively. Phase and amplitude balance can be obtained between the two H arms with a good
return loss in the input port. Figure 3(a) and Figure 3(b) show the geometry of the double-
probe waveguide to microstrip transition. As shown in Figure 3(a) and Figure 3(b), the transition
consists of two microstrip probes, and each one is composed of a probe section extended into the
waveguide and a high impedance matching section inserted between the probe and the standard
50Ω microstrip line. This transition can transfer RF energy between waveguide and microstrip
with the input power divided into two ways equally. The distance between the two probes must be
wide enough to accommodate the two MMIC amplifiers. So the first step of the design of transition
is to determine the minimal distance (the value of D3) between the two probes according to the
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Figure 1: Configuration of four-way power-combining amplifier using double-probe waveguide to microstrip
transition.

(a) (b)

Figure 2: (a) The dimension illustration of waveguide T and (b) E-field distribution of waveguide T.

(a) (b)

Figure 3: Double-probe waveguide to microstrip transition and power divider geometry. (a) Top view. (b)
Cross-section view.

dimensions of MMIC amplifier. The challenge, however, is to achieve a good input return loss at
the waveguide port and amplitude and phase balance at the two microstrip ports with the value
of D3 larger than the minimal distance. We can optimize the RF performance of the transition by
adjusting the width W1, W2 and W3, the height H1 and H2, and the length L1 and L2 respectively.
Figure 4 shows the E-field distribution of the overall power divider/combiner.

3. SIMULATED AND EXPERIMENT RESULTS

After optimization using Ansoft HFSS, the accurate dimensions and S-parameters of the waveguide
T and double-probe waveguide to microstrip transition were obtained. The dimensions of the
waveguide T are shown in Table 1, and the dimensions of the designed double-probe transition are
shown in Table 2.

For the proposed power divider/combiner, Rogers 5880 with a dielectric constant of 2.2 and
thickness of 0.254mm was used as the substrate for the microstrip line. As shown in Figure 5(a),
equal power division (−6.1± 0.1 dB) is achieved at the microstrip port 2, 3, 4 and 5 in 32–37GHz
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Figure 4: E-field distribution of four-way power divider/combiner.

(a) (b)

Figure 5: Simulated results of the four-way power divider/combiner. (a) Magnitude. (b) Phase.

Table 1: The dimensions of waveguide T (unit: mm).

W1 W2 W3 W4 W5 W6 W7 L1 L2 L3 L4 H1

7.112 9.9 14 13.5 27.78 42 4.2 5 2 4.3 4.2 6

Table 2: The dimensions of double-probe waveguide to microstrip transiton (unit: mm).

W1 W2 W3 W4 L1 L2 L3 D1 D2 D3 Φ1 Φ2

0.98 0.39 1.5 0.75 1.81 0.56 1.5 1.3 1 3.6 1 0.7

band, which is very close to the expected value of −6 dB. Also, the phases of the coupling coefficients
are found to be uniform [see Figure 5(b)]. A passive divider/combiner was built by placing two
identical circuits back to back. Figure 6 shows the simulated and measured results of the passive
power divider/combiner. The measured results show a good agreement with the simulated results.
The measured minimum insertion loss of 1.08 dB was achieved with a return loss of 25.2 dB [see
Figure 6] at 34.8 GHz, which indicates a maximum expected power-combining efficiency of 89%
for the combining circuit. At 35GHz, the measured insertion loss is 1.28 dB, corresponding to a
power-combining efficiency of 86%. A slight frequency shift was noted between the measured and
HFSS simulation results.

Based on the passive power dividing/combining circuit, the ka-band double-probe power am-
plifier using four Agilent AMMC-5040 MMIC chips was fabricated and measured [see Figure 7].
The MMIC are biased at 4.5 V with a total dc current of 1.2 A. To measure the power combining
efficiency, the power compression for the amplifier has been measured. At 34.7 GHz, the four-device
double-probe power amplifier provides a saturated output power of 27.7 dBm. Since the measured
single MMIC chip saturated output-power level (Psat) is 22.5 dBm, the ideal four-device power
combiner would provide output power of 28.5 dBm. This translates into the power-combing effi-
ciency of approximately 83%, close to the 89% [see Figure 8]. In 33–37 GHz band, the saturated
output power is higher than 27 dBm, which indicates that the power combining efficiency is higher
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Figure 6: Simulated and measured results of the
passive power divider and combiner placed back to
back.

Figure 7: Perspective view of the four-device power
amplifier.

 

Figure 8: Power combining efficiency of the four-device power amplifier at different frequencies.

than 72%. In addition, in 33–37GHz band, the saturated output power is higher than 27.5 dBm,
which indicates that the power combining efficiency is higher than 80%. We believe it is possible
to achieve a better power-combining efficiency by reducing the length of the microstrip lines in the
existing circuits and through more accurate construction of double-probe power divider/combining.

4. CONCLUSIONS

A four-way Ka-band power amplifier has been designed based on a power-dividing/combining struc-
ture using double-probe waveguide to microstrip transitions. Low loss and high power-combining
efficiency have been achieved at millimeter-wave frequencies. The measured power-combing effi-
ciency is higher than 72% in 33–37 GHz band, especially higher than 80% in 34.5–35 GHz band. In
addition, this power-combining/dividing structure is characterized by its low profile, ease of fabri-
cation and efficient heat sinking of MMIC. In contrast with the traditional waveguide T combiner,
the double-probe structure doubles the number of the combining branch.
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Abstract— This paper proposes a high-efficiency 3.5 GHz CMOS power amplifier that uses
an improved linearizer as an adaptive bias control circuit. The proposed circuit is simulated by
TSMC 0.18 µm RF CMOS process. At the 1-dB compression point (P1dB), the power amplifier
exhibits 25.5 dBm of output power with a high power-added-efficiency (PAE) of 39% and sufficient
gain (25.5 dB) at a supply voltage of 3.3 V. At the output power 6-dB back-off from P1dB, the
PAE remains at 15%. The proposed structure improves PAE by 5%∼6% more than the resistor
bias.

1. INTRODUCTION

Modern wireless communication systems impose stringent requirements on power amplifiers (PAs).
The World Interoperability for Microwave Access (WiMAX) standard uses orthogonal frequency
division multiplexing (OFDM) to offer high high-speed data and strong immunity to multi-path
fading and narrow-band interference [1]. However, the multi-carrier characteristic of OFDM signals
can lead to a large peak-to–average power ratio (PAPR) and dynamic range. This high PAPR
poses a design challenge for power amplifiers [2]. WiMAX technology has matured quickly, and
the advantages of WiMAX over WLAN include a larger wireless coverage area and mobile internet
access. A PA used in a WiMAX system must be highly efficient to conserve battery power. However,
the linearity specifications are often achieved by backing off the output power, which causes a large
reduction in efficiency. Because the PA is the most power consuming block in a WiMAX transceiver,
efficiency is a critical issue in PA design.

This study proposes a high-efficiency power amplifier that uses an improved linearizer as an
adaptive bias control circuit. The proposed circuit is simulated by TSMC 0.18µm RF CMOS
process. Operated on a 3.3V supply, the proposed structure improves the PAE by 5%∼6% more
than the resistor bias.

This paper is organized as follows. Section 2 briefly introduces the architecture of the proposed
RF power amplifier and the adaptive bias. Section 3 describes the simulation results and compares
them to conventional results. Section 4 provides the conclusion.

2. DESIGN ARCHITECTURE

2.1. Design of Power Amplifier
Figure 1 shows a schematic of the proposed power amplifier with adaptive bias. This power amplifier
consists of a power device, adaptive bias, and drive device. The power device was in cascode format,
consisting of M3 and M4, whose unit gate widths are 6µm* 64µm to increase the breakdown
voltage. The scaling ratio between the sizes of the power and drive devices is 2 : 1. This high-
efficiency design, replaces the conventional resistor bias with adaptive bias.
2.2. Adaptive Bias
Figure 2 shows the schematic of adaptive bias. Since the linearizer acts as a variable resistor,
the gate bias change depends on the input power. The resistor R1 stabilizes the operation of the
linearizer. To avoid the gain compression of R1, C1 and R2 act as a bypass circuit for R1. Due to
the adaptive bias, this design improves the efficiency by 5%∼6%, as Fig. 4 illustrates.

3. SIMULATION RESULT

This section summarizes the simulation results of the ADS and the TSMC 0.18µm RF CMOS
process. Fig. 3 shows that the proposed power amplifier produces 25.5 dBm of output power with
high power-added-efficiency (PAE) of 39% at the 1-dB compression point (P1dB), and achieves a
linear gain of 25.5 dB at a supply voltage of 3.3 V. At the output power 6-dB back-off from P1dB,
the PAE remains 15%. The proposed structure improves the PAE by 5 ∼ 6% more than the resistor
bias, as Fig. 4 illustrates.
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Figure 5 shows the simulation result of third order inter-modulation (IMD3) for the proposed
circuit, and compares it to resistor bias work. Simulation results show that the adaptive bias
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Figure 1: Schematic of the proposed power amplifier.
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Table 1: Summarized and compare to publish power amplifiers.

Ref. Technology year
VDD
(V)

Gain
(dB)

Pout@P1dB
(dBm)

PAE@P1dB
(%)

OIP3
(dBm)

* [4] 0.18 µm CMOS 2009 3.3 20 27 33
[5] 0.18 µm CMOS 2009 2.4 18 20.6 24 35

This work 0.18 µm CMOS 2009 3.3 25.5 25.5 39 37
*PA1
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improves the PAE without sacrificing the linearity of the power amplifier. IMD3 simulation results
show that the reduction from the P1dB point to 6 dB is almost the same as resistor bias. Fig. 6
shows that the output power of the third order inter modulation is 37 dBm. Fig. 7 shows the
system simulation of ACPR and EVM test using an IEEE 802.16e OFDM modulation signal. The
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output power of 3.5 GHz at EVM < −30 dB is 19.5 dBm (6 dB back-off). Table 1 summarizes these
simulation results and compares them to those of previous PA designs.

Figure 8 shows the layout of the proposed circuit, in which the transistor gate and drain lines
are placed on Metal 6, and ground plane is introduced on the Metal 1 to shield the RF signal lines
from substrate coupling. The total chip size is 0.75 mm2.

4. CONCLUSIONS

The proposed power amplifier was simulated in ADS and the TSMC 0.18µm CMOS processes. The
adaptive bias successfully improved the PAE of the power amplifier without sacrificing the linearity.
The average efficiency improvement was nearly 5%. The maxima efficiency achieved 39%, and the
PAE remains 15% after 6 dB back off.
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Abstract— In this paper, a resonant four-way divider/combiner based on finline is presented.
This divider/combiner is composed of four units coupling power from finline to microstrip lines.
Coupling is achieved through the microstrip probe on the top side of the dielectric substrate with
the finline on the bottom side. The advantages of this divider/combiner are ease of fabrication,
efficient heat sinking of MMIC, as well as its potential for high power-combining efficiency. Ex-
periments on the four-way passive divider/combiner back-to-back design demonstrate a minimum
overall insertion loss of 0.96 dB at 35.2GHz, and the inserting loss in 34–36 GHz band is less than
1.8 dB.

1. INTRODUCTION

With the rapid advancements of military and commercial communications systems in the last
decade, the demand for high-power solid-state power amplifiers with high efficiency and wide band-
width has greatly increased. For microwave and millimeter-wave systems, output power from an
individual solid-state device is often not enough, therefore, it is necessary to combine power from
multiple devices to obtain the desired power levels. Several techniques, such as quasi-optical and
waveguide-based spatial power-combining approaches, have been proposed to address this issue [1–
5]. The power-combining technology using slotted-waveguide has also been proposed [6–11]. This
slotted-waveguide structure has several advantages, such as high efficiency, low profile, low com-
plexity, and efficient heat sinking for active devices. In [7], a waveguide power combiner at X-band
was demonstrated with a power-combining efficiency of 88%.

In this paper, based on finline, a novel four-way Ka-band power divider/combiner designed
in 34–36 GHz band is presented, as shown in Figure 1. In this design, the finline, rather than
the waveguide, is employed as main transmission line, and the microstrip probe placed above the
finline, rather than the slot located at the top wall of the waveguide, is used to couple the RF
energy between finline and microstrip. The simulated and measured results are presented.

2. DESIGN

The power-combining technique herein is based on a resonant finline configuration. As illustrated in
Figure 1, the circuit consists of input and output finlines coupled to microstrips through microstrip
probes on the top side of the dielectric substrate with finline on the bottom side. The input power is
divided into 4 ways through identical microstrip probes. These probes are separated by half-guide
wavelength of finline to achieve an equal power division. The input and output ports of the finline
divider/combiner can either be on the same or the opposite sides of the finlines, with the other
two finline ports terminated with shorts. This offers more flexibility in feeding the circuits without
degenerating the performance.

Several finline to microstrip transitions have been proposed [12]. Among these transitions, the
transition using uniform λ/4 open microstrip and uniform λ/4 finline is usually employed in the
planar circuit. However, due to the great difference between the characteristic impedance of the
two types of transmission line, the impedance matching between them is difficult. Furthermore, the
coupling coefficient is too high to divide the power at each microstrip ports equally. So this type
transition must be change to meet the demand for equal power division. As shown in Figure 2,
the microstrip probe is employed to coupling power from finline to microstrip. This probe consists
of microstrip probe placed above the finline and high impedance matching microstrip inserted
between the probe and the standard 50 Ω microstrip line. The coupling coefficient is determined
by the probe offset, probe length and probe characteristic impedance. The resonant frequency of
the divider/combiner is dictated by the periodicity of the probes.

The analysis of the entire multiple ports’ dividing/combining structure can be performed using
full-wave electromagnetic (EM) simulations, but this approach is very time consuming. Since all
finline-to-microstrip coupling units are identical, one can consider a single finline to microstrip
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Figure 1: Configuration of four-way power-
combining divider/combiner using fin-line.

Figure 2: Geometry of the four-way divid-
ing/combining structure and its port numbering.

Figure 3: Single finline to microstrip transition. Figure 4: Equivalent circuit of a four-way resonant
power-divider structure.

transition [see Figure 3]. As shown in Figure 4, the microstrip probe is modeled as a shunt element
along a transmission line. The conductance Gk and susceptance Bk represent the discontinuity due
to the probe. Y0 is the characteristic admittance for the finline. All adjacent probes are spaced
approximately one-half guide wavelength apart, and a short circuit placed λg/4 beyond the last
probe presents an open circuit to the last probe. Assuming that the coupling between the adjacent
probe and the finline losses are negligible, the admittance looking into the divider is 4×(Gk +jBk).
To achieve an equal power division, the probe conductance Gk must be Y0/4.

As shown in Figure 3, to terminate the finline, a load is placed half wavelength away from the
center of the probe. The load is equal to the characteristic wave impedance of the finline. The
power is coupled to microstrip through the probe, and the 50 Ω microstrip line is also terminated
by its characteristic impedance. The admittance Gk of the single probe can then be extracted from
the reflection coefficient seen at the input port of the finline. The probe admittance is a function
of the probe offset, probe length, probe characteristic impedance and dielectric constant of the
substrate. Subsequently, an four-way finline divider was designed.

3. SIMULATED AND EXPERIMENT RESULTS

After optimization using Ansoft HFSS, the accurate dimensions and S-parameters of four-way
finline divider were obtained. Figure 5 shows the E-field distribution of the overall finline di-
vider/combiner. The dimensions of the finline divider are shown in Table 1.

Table 1: Dimensions of four-way finline divider/combiner (Unit: mm).

W1 W2 W3 W4 L1 L2 L3 D1 D2

1 1 0.2 0.78 0.2 0.3 0.7 4.27 1.625

For the proposed power divider/combiner, Rogers 5880 with a dielectric constant of 2.2 and
thickness of 0.254mm was used as the substrate for the microstrip line. As shown in Figure 6(a),
equal power division (−6.2± 0.3 dB) is achieved at the microstrip port 2, 3, 4 and 5 in 34–36GHz
band, which is very close to the expected value of −6 dB. Also, the phases of the coupling coefficients
are found to be uniform [see Figure 6(b)]. A passive divider/combiner was built by placing two
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identical circuits back to back. Figure 7 shows the simulated and measured results of the passive
power divider/combiner. The measured results show a good agreement with the simulated results.
The measured minimum insertion loss of 0.96 dB was achieved with a return loss of 29 dB [see
Figure 7] at 35.2 GHz, which indicates a maximum expected power-combining efficiency of 89.5%
for the combining circuit. The measured maximum insertion loss is 1.8 dB at 36GHz, corresponding
to a power-combining efficiency of 80%. So the maximum expected power-combining efficiency is
higher than 80% in 34–46GHz band. The increased insertion loss compared with the simulation
results is most likely due to the fabrication errors and the slight mismatches in each branch’s phase.

Figure 5: E-field distribution of four-way finline divider/combiner.

(a) (b)

Figure 6: Simulated results of the four-way power divider/combiner. (a) Magnitude, (b) phase.

Figure 7: Simulated and measured results of the passive power divider and combiner placed back to back.
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4. CONCLUSION

The design of a novel four-way finline power divider/combiner at Ka-band is presented in this
paper. Experiments on the four-way passive divider/combiner back-to-back design demonstrate a
minimum insertion loss of 0.96 dB at 35.2 GHz, and the inserting loss in 34–36 GHz band is less
than 1.8 dB. As well as low insertion loss, this passive power divider/combiner offers an efficient
heat sinking structure for the design of solid-state power amplifiers.
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Abstract— The TSMC 0.18 µm CMOS Process is used to design a 3.1GHz∼10.6GHz Low
Noise Amplifier for UWB system. The circuit adopts the Current Reuse structure and resistive
feedback technology. The measure results demonstrate the following performances of the design:
The total power consumption is 14.4mW under 1.8 V supply voltage, the forward gain is 9.7 ±
1.1 dB for 3.1∼10.6 GHz wideband frequency, the noise figure is 3.4∼3.84 dB, and the P1dB is
−15 ∼ 10.5 dBm. The chip area is 0.78 mm ∗ 0.82mm.

1. INTRODUCTION

In the field of wireless communications, demand for high transmission rates have continually in-
creased even while bandwidth has remained limited. Many new technologies are constantly being
implemented in real life. Ultra-Wideband (UWB) wireless technologies are a wireless communi-
cations method. The Federal Communications Commission’s (FCC) definition of UWB is: UWB
systems with central frequencies higher than 2.5 GHz must have at least 500 MHz of −10 dB band-
width, while UWB systems with central frequencies lower than 2.5 GHz must have at least 20%
fractional bandwidth; the frequency range used is 3.1 GHz∼10.6GHz.

Low-noise amplifiers constitute an important component in wireless communications receivers.
Lownoise amplifiers must have low noise indices, high gain, low power, and high linearity in order
for receivers to have good reception capabilities.

2. MAIN CONTENT

Traditional current reuse frameworks are as shown in Figure 1. In a DC current operating mode,
this framework is as shown in Figure 2; M1 and M2 are cascode amplifiers. In a small signal mode,
as in Figure 3, Lm and C2 will divide M1 and M2, forming a two common-source amplifier series
structure. In this way, a common current can be achieved to reduce power consumption. However,
small signals are amplified over two grades; using this framework does not require connecting a
second-grade amplifier in order to achieve a two-grade amplification effect. This setup constitutes
a low-power consumption, high-gain approach.

The circuit framework designed in this study, as shown in Figure 4, is based on using a current
re-use framework and electrical impedance and capacitance return to achieve a UWB low-noise am-
plifier. This circuit adjusts the parameters of L1, C1, and R2 and selecting M1 in an appropriate

Figure 1: Traditional current reuse framework. Figure 2: DC current operating mode.
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Figure 3: Small signal mode. Figure 4: Circuit framework design.

Figure 5: Input S parameter (dB). Figure 6: Output S parameter (dB).

width and bias to achieve good input impedance in 3.1∼10.6GHz channels and to obtain a min-
imized noise index. Good impedance matching is obtained through adjusting the RLC harmonic
vibration circuit (C4, L4 and M3 active loading). In addition, L3 can to raise the high-frequency
gain of M2; a good gain flatness can be obtained in the operating frequency range in this way.
In order for the circuit to have lower power consumption, a 1.8V power source and a 0.7V bias;
overall power consumption was only 14.4 mW.

3. MEASURED RESULTS

As the design of this circuit was applied to a UWB (3.1∼10.6GHz) receiver system, measure results
are for the 3.1∼10.6GHz range. The results for the various parameters of the designed circuit are
shown below.

S11 (Figure 5) was less than −6.7 dB in the operating frequency range. S22 (Figure 6) was less
than −8.5 dB in the required frequency range. It can be seen from Figure 7 that the gain within
3.1∼10.6GHz is approximately 9.7 ± 1.1 dB. The NF (Figure 9) with in the operating frequency
range was 3.4∼3.84 dB.

It can be seen from Table 1 that, compared to other studies, we indeed reached our goals in this
study: low noise index, high gain flatness and low power consumption.

The chip microphotograph is shown in Figure 10, the total area was approximately 0.78 ×
0.82mm2.
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Figure 7: Gain (dB). Figure 8: Isolation S12 (dB).

Figure 9: NF (dB). Figure 10: Microphotograph of UWB LNA.

Table 1.

This Work (0.18 µm CMOS) [1] (0.18 µm CMOS) [2] (0.18 µm CMOS)
Frequency band (GHz) 3.1∼10.6 3.1∼10.6 3.1∼10.6

S11 (dB) <−6.7 <10 <−10
S22 (dB) <−8.5 <10 <−7
S21 (dB) 9.7± 1.1dB 9.7 10∼21.5
S12 (dB) <−31 <−35 NA
NF (dB) 3.4∼3.84 4.5∼5.1 4∼6.2

P1dB (dBm) −13 @ 7 GHz −16 NA
IIP3 (dBm) −3.5 @ 7 GHz −6.2 −10.8 @ 5.5 GHz

Chip area (mm2) 0.639 0.59 1.2
Power consumption (mW) 14.4 20 26
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Abstract— To meet the demands of new generation wireless networks and the future require-
ments of wireless communications, we present the design of a fully integrated RF power amplifier
for WLAN applications implemented in 0.18 µm CMOS technology. The proposed inductor im-
proves the current density, increases the Q factor, and changes the output matching network to
reduce the chip area. Operated with a 3.6 V supply, the characteristics of the output power were:
P1dB = 22.2 dBm, linear gain = 20.1 dB, and power added efficiency (PAE) = 21.2%. The power
amplifier draws 0.846 W with a chip size of 1.38 mm2.

1. INTRODUCTION

Designing a fully integrated power amplifier (PA) in deep sub-micron CMOS technology with high
output power (i.e., over 20 dBm) and reasonable efficiency is a difficult challenge. The integration
and development of wireless local area networks (WLAN) is an important focus for communication
industries and designing the RF circuit in a low cost 0.18 standard CMOS process is a good choice.

The PA is the most important block in the traditional transmitter system, which typically uses
an off chip design. This produces such a large chip area that it is unpractical. The process is
complicated, that is not easy to take load-pull and measure on PCB. For this reason, we want to
design a fully integrated RF power amplifier.

The challenges are how to integrate an RF circuit in a finite chip area and provide high output
power. We want to devise an inductor to reduce current density, improve its Q factor, and change
the output matching network to reduce the chip area requirements.

This paper is organized as follows. Section 2 briefly introduces the architecture of the RF
transmitter. Section 3 discusses the simulations. Section 4 provides the conclusion.

2. CIRCUIT DESIGN AND CONFIGURATION

2.1. Design of a Fully Integrated RF Power Amplifier
Figure 1 shows the schematic of a fully integrated Class AB RF power amplifier.
2.2. Improving the Output Matching Network
Consider the choke (L3) inductor. The PA requires a high inductance, which uses a great deal of
chip area, making it difficult to realize a fully integrated PA. Adding C5 and L5 to the drain of M2,
as shown in Fig. 2(a), can decrease the size of the inductor and increase its Q factor.

_
+

RF in

_
+

_
+

RF out

L3

L2

M1

M2

C3

C2

C1

VDD

L1

R1

R2

C4

T. L.

Figure 1. Architecture of the RF trans-
mitter.

(a) (b)

Figure 2.

This decrease in the value of inductor (L3) by adding C5 and L5 is helpful, but the area required
for L5 presents another problem. To solve this, we connect the drain of M2 to a transmission
line and use its LC characteristics to reduce the required inductance of L3, as shown in Fig. 2(b),
making it possible to create a fully integrated RF power amplifier.
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2.3. Design of the Proposed Inductor

A traditional PA usually uses the method of bond wire, it combines transistor drains with PADs
to distribute the current and reduce the current density as shown in Fig. 3.

To use L3 in the chip, we must be careful about the current density and chip area. For DC’s
analysis as Fig. 5 shows, L3 is a component of the DC network. The output matching network
consists of C3, L2, and L3 for small signal network analysis. That is to say, the Q factor of inductor
L3 affects the performance of the whole circuit. What’s more, the current density depends on
the coil width, but it hasn’t appropriate inductor’s model by TSMC offers. Therefore, I want to
design an inductor to satisfy the demand for current density as shown in Fig. 4 and provide full
integration. Using a Taiwan Semiconductor Manufacturing Company (TSMC) model and using an
Agilent ADS simulator to calculate the value of the inductor, we used the SONET simulator to
design the improved inductor and simulate the whole circuit.

We find that the Q factor of the proposed inductor is higher than that in the TSMC module
for the same inductor value, which is helpful in promoting the circuit performance. The simulated
comparison between the TSMC module and the proposed inductor in Figs. 8–13, (Color: blue,
TSMC module; red, proposed inductor).

The simulated comparison between the TSMC module and the proposed inductor.

3. SIMULATION

All simulation results for this circuit design are shown as Figs. 14–20.

Figure 3. Figure 4.

_
+

RF out
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VDD

C4
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Figure 5.

Figure 6. Figure 7.

Figure 8. Comparison of Q factors.
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Figure 10. TSMC module. Figure 11. The proposed inductor.

Figure 12. The TSMC module. Figure 13. The proposed inductor.

Figure 14. S-parameter (S11) is −21.63 dB at
2.4GHz.

Figure 15. S-parameter (S21) is 20.14 dB at 2.4GHz.

Figure 16. P1dB vs. Gain, P1dB = 22.2 dBm with
linear gain = 20.1 dB.

Figure 17. PAE @ 1 dB, PAE is 21.22% at 2.4 GHz.
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Figure 18. IIP3 is 12.3 at 2.4 GHz. Figure 19. IMD3 (3rd inter-modulation) is −15.41
at 2.4GHz, IM dBc = dBm (Vload, {2, 1}) − dBm
(Vload, {1, 0}).

Figure 20. Spectrum @ 2.4GHz, spectrum with mask Pin = 0.2 dBm (back-off 3 dB). The circuit design
conforms to the 802.11 b communication protocol.

Figure 21. Layout of the fully integrated PA (1.08× 1.28mm2).
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Table 1.

[8] [12] [10] This Work
Technology 0.25CMOS 0.18CMOS 0.18CMOS 0.18CMOS

Operation Frequency 2.4 G 2.4G 2.4G 2.4G
Gain [dB]

(numbers of cascade stage)
11.2
(2)

12
(2)

19
(1)

20.1
(1)

Output Power
@ P1dB [dBm]

20 21.5 20.2 22.2

PAE @ P1dB 12 14 21 21.2
Area N/A 2.76mm2 1.53mm2 1.38 mm2

Note Off-Chip Fully-Integrated Fully-Integrated Fully-Integrated

4. CONCLUSION

This paper discusses WLAN applications, focusing on a proposed inductor that improves the current
density, increases the Q factor, and changes the output matching network to reduce the required chip
area. Table 1 summarizes the previously published RF Power Amplifier for WLAN applications.
All the circuits in this study use the TSMC 0.18µm 1P6M CMOS process.

ACKNOWLEDGMENT

The authors would like to thank the Chip Implementation Center (CIC) of the National Science
Council, Taiwan, R.O.C., for supporting the TSMC 0.18µm 1P6M CMOS process.

REFERENCES

1. Oka, T., M. Hasegawa, M. Hirata, Y. Ama, Y. Ishimaru, H. Kawamura, and K. Sakuno, “A
high-power low-distortion GaAs HBT power amplifier for mobile terminals used in broadband
wireless applications,” IEEE Journal of Solid-state Circuits, Vol. 42, No. 10, Oct. 2007.

2. Lee, O., K. S. Yang, K. H. An, Y. Kim, H. Kim, J. J. Chang, W. Woo, C.-H. Lee, and J. Laskar,
“A 1.8-GHz 2-Watt fully integrated CMOS push-pull parallel-combined power amplifier de-
sign,” IEEE, 2007.

3. Kim, J. H., K. Y. Kim, Y. H. Park, Y. K. Chung, and C. S. Park, “A 2.4 GHz bipolar power
amplifier with integrated diode linearizer for WLAN IEEE 802.11 b/g application,” IEEE,
2006.

4. Oh, H.-S., C.-S. Kim, H.-K. Yu, and C.-K. Kim, “A fully-integrated +23-dBm CMOS triple
cascode linear power amplifier with inner-parallel power control scheme,” IEEE Radio Fre-
quency Integrated Circuits (RFIC) Symposium, 2006.

5. Jung, J., U. Kim, J. Kim, K. Kang, and Y. Kwon, “A new ‘series-type’ doherty amplifier for
miniaturization,” IEEE RFIC Symp. Dig., 259–262, 2005.

6. Komijani, A. and A. Hajimiri, “A 24GHz, +14.5 dBm fullyintegrated power amplifier in 0.18 m
CMOS,” Proc. IEEE Custom Integrated Circuits Conf., 561–564, Oct. 2004.

7. Cui, X., P. Roblin, J. Lee, W. R. Liou, and Y. Kim, “A 3.5GHz CMOS doherty power amplifier
with integrated diode linearizer targeted for WiMax applications,” IEEE MWSCAS/NEWCAS
2007, Montreal, Canada, Aug. 2007.

8. Yen, C.-C. and H.-R. Chuang, “A 0.25-µm 20-dBm 2.4 GHz CMOS power amplifier with an
integrated diode linearizer,” IEEE Microwave Wireless Comp. Lett., Vol. 13, 45–47, Feb. 2003.

9. Ding, Y. and R. Harjani, “A CMOS high efficiency +22 dBm linear power amplifier,” Proc.
IEEE Custom Integrated Circuits Conf., 557–560, 2004.

10. Oh, H.-S., C.-S. Kim, H.-K. Yu, and C.-K. Kim, “A fully-integrated +23-dBm CMOS triple
cascode linear power amplifier with inner-parallel power control scheme,” 2006.

11. Wang, A., X. Guan, H. Feng, Q. Wu, R. Zhan, and L.-W. Yang, “A 2.4 GHz fully integrated
class-A power ampifier in 0.35µm SiGe BiCMOS technology,” IEEE, 2005.

12. Yang, L.-Y., H.-S. Chen, and Y.-J. Emery Chen, “A 2.4 GHz fully integrated cascode-cascade
CMOS doherty power amplifier,” IEEE, Mar. 2008.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1543

The Analysis and Design of High Power Millimeter Wave Pulse
Detector for 2mm Frequency Band

Guangqiang Wang1, Jianguo Wang2,3, Xingzhou Wang2, and Ruyu Fan1,2

1Department of Engineering Physics, Tsinghua University, Beijing 100084, China
2Northwest Institute of Nuclear Technology, Xi’an 710024, China

3School of Electronics and Information Engineering, Xi’an Jiaotong University, Xi’an 710049, China

Abstract— The research progress of a high power millimeter wave pulse detector for 2mm
frequency band is presented here. This power detector, so-called resistive sensor, is composed of
a 2 mm standard waveguide and a semiconductor sensing sample within it. At first, the principle
of the detector is analyzed theoretically, and the sensitivity of the detector in the warm-electron
region is derived. Then the structural parameters of the detector are calculated and optimized
to make the frequency response flat over the waveguide frequency band. A three-dimensional
finite difference time domain (FDTD) method is used here. The results show that, while the
biased voltage on the detecting element is 10 V, the sensitivity of the optimized detector is about
6V/kW with a fluctuation less than 27% in the frequency range 113–173GHz, especially less
than 9.8% in the frequency range 130–160 GHz. Compared with the diode detectors in 2 mm
frequency band, the designed semiconductor detector shows better performance in pulse power
measurement.

1. INTRODUCTION

Due to the potential applications in radar, communication and so on, the high power microwave
(HPM) sources are developing toward millimeter wave region rapidly, and a lot of works in the
generation of high power millimeter waves have been done in some laboratories all over the world [1].
For example, our research team successfully designed [2] and tested Q-band high power relativistic
surface wave oscillator in recent years. Along with the developments of the sources, the power
measurement techniques should be improved to be used for HPM pulses with higher frequency.

In general, the main method to measure the peak power of HPM pulses is to use the calibrated
diode detectors or semiconductor detectors, namely resistive sensors. As the diodes have small
breakdown voltages, the HPM pulses should be strongly attenuated, which leads to the decrease of
the measurement accuracy. But the semiconductor detector , composed of a standard waveguide
and a semiconductor sensing sample, can convert the pulse power as high as kW to a DC voltage
pulse directly without any attenuation based on the hot-carrier effect in semiconductor under high
electric field [3]. Power measurements of nanosecond pulses using it have highlighted its advantages
in centimeter wave region [4, 5]. Also it is anticipated to have good performance for the lack of
accurate attenuators in millimeter wave region, which has been proved in the frequency band as
high as W-band until now [6].

In this paper, the research progress of a high power millimeter wave pulse detector for 2mm
frequency band in our laboratory is presented. Though the window size of the detector is very
small (1.651 × 0.8255mm2), the new structure of the sensing sample and the development of the
microfabrication technology make its fabrication possible. This detector will be used in the pulse
power measurements of our Q-band source.

2. PRINCIPLE OF THE DETECTOR

2.1. Hot-carrier Effect in Semiconductor [7]
When the electric field applied to the semiconductor is not very high, the current density J of the
semiconductor is proportion to the magnitude of the electric field |E|, e.g., J = σ|E|. However, as
the electric field increases up to about 103 V/cm, the deviation of the proportion relation is found
in experiments. Lots of studies indicated that the change of mobilities of carriers in semiconductor
under high electric field, which was called hot-carriers, was the reason of the deviation. The energy
that carriers gained from electric field is so much that the average energy of carriers is higher than
in thermal equilibrium, so is the effective temperature T of the carriers. Thus, the mobilities of the
carriers decrease, while the resistance of semiconductor increases. This is the hot-carrier effect in
semiconductor under high electric field.
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Taking n-type silicon (n-Si) as an example and considering the scattering between the electrons
and crystal lattices, the proportion between the effective temperature of electrons with and without
applied electric field is gained:

Te

T0
=

1
2


1 +

√
1 +

3π

8

(
µ0 |E|

u

)2

 = α2 (1)

where Te and T0 are the effective temperature of electrons with and without applied electric field,
respectively, u is the velocity of the phonon, and µ0 is the mobility of unheated electron. If
µ0|E| ¿ u, the expression (1) can be expanded in power series, and ignores the quadratic term and
terms with higher order, yielding that:

α ≈ 1 +
3π

64

(
µ0 |E|

u

)2

(2)

Obviously, the effective temperature of electrons always rises, though unconspicuous, even if the
applied electric field is very small. Usually the electrons are called warm-electrons when the applied
electric field coincides with this assumption.

2.2. Prototype and Sensitivity of the power detector

The typical structure of the power detector in millimeter wave region [6] is given in Figure 1. It
is composed of a standard waveguide, a semiconductor sensing sample within it and a DC bias
current source to supply a bias voltage U0 on the sample. Propagating through the waveguide, the
electric field of the HPM pulse is applied to the semiconductor sample by stimulating the TE10

mode, whose electric field is in the vertical direction. Due to the high electric field, the carriers
of the sample are heated. As the effective temperature of the carriers rises, the resistance of the
sample increases. Simultaneously, the bias voltage on the sample increases in a shape the same as
the pulse measured, and this is the output voltage Us of the detector. With carefully calibrated in
the waveguide frequency band, the pulse power of the HPM pulse is determined.

Figure 2 shows the sketch map of the cross-section of the sensing sample, indicating some struc-
tural parameters of the semiconductor. Two same semiconductors with length of l are separated
with a small distance (µm), and shorted with thin copper foil. The lower contact of one of the
semiconductors is grounded with the waveguide while the other is isolated. Thus the two semicon-
ductors and upper thin copper foil compose a DC circuit with a bias current source. The feeding
and output of the voltage dropped on the sample are easily achieved through the small obstacle.

According to the circuit analysis, the output voltage in respect to HPM pulse can be written as

Us

U0
=

∆R

R0
=

√
Te

T0
− 1 = α− 1 (3)

where R0 is the initial resistance of the sensing sample. Substituting (1) to (3) and normalizing
the average electric field 〈E〉 in vertical direction in the sensing sample to the maximum electric
field E0 in the centre of empty waveguide, one can obtain the relationship between the Us and the

U0

US

HPM

semiconductor  sensing  sample

waveguide

Figure 1: Sketch of semiconductor power detector.

semiconductors

h

d

Figure 2: Cross-section of the sensing sample.
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pulse power Pin as followed:
(
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U0

)4

+ 4
(
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(
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)2

+ 2
(
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U0

)
=

45π2(µ0

u )2〈 E
E0
〉2

ab
√

1− (fc/f)2
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where a and b are the length of the long and short side of the waveguide, respectively, f is the
frequency of the HPM pulse, and fc is the cut-off frequency of the waveguide. Defining the relative
sensitivity of the detector as ξ = Us/(U0 · Pin), one can get ξ by solving the Equation (4). In the
warm-electron region, the relative sensitivity is derived from Equation (2) and (3); that is,

ξ =
45π2(µ0

u )2〈 E
E0
〉2

2ab
√

1− (fc/f)2
(5)

A proportion relation is found between the relative sensitivity and the pulse power under linear
approximation. Denoting warm-electron coefficient in AC electric field as β = 3π

64 ( µ0

u(f))
2, and

according to the paper [4], the expression (5) is rewritten, yielding that:

ξ(f) =
480π

ab
√

1− (fc/f)2
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[
1/2 + 1/

[
1 + (2πfτε)2

]]〈
E2

E2
0

〉
(6)

where βdc is the warm-electron coefficient in DC electric field, τε is the phenomenological energy
relaxation time.

3. DESIGN AND OPTIMIZATION OF THE PARAMETERS OF THE DETECTOR

3.1. Calculation Method
The pulse power detector for 2mm frequency band is designed to be made up of a WR7 standard
waveguide, whose window size is 1.651×0.8225mm2, and a sensing sample including two same n-Si
plates and a thin copper foil. It’s suitable to be used in the frequency band of 113 GHz–173 GHz.
The material of n-Si is chosen for its high time response and easily fabrication.

In expression (6) there is a dependence of the relative sensitivity on the frequency of the pulse
measured in the linear region of the detector. To reduce the work of the calibration and increase
the accuracy of the detector, this dependence should be avoided, that is, the parameters of the
detector would be optimized to make the frequency response flat enough. Because of the disperse
in the waveguide and the dependence of the warm-electron coefficient on the frequency, the relative
sensitivity would decline. So the characteristic dimensions and the specific resistance ρ of the
sample should be varied to make the average electric field in the sample increase to compensate it.
Meanwhile, these parameters are restricted by that the voltage standing wave ratio (VSWR) is no
more than 1.3.

A three-dimensional finite difference time domain (FDTD) method is used here to calculate the
electric field in sensing sample. The simulated model is illustrated in Figure 3, where the length
of the waveguide is 5mm. An excitation of sinusoidal wave of TE10 mode is adopted all over the
frequency band. There are two absorbing boundary conditions mathematically specified in both
begin and end of the model. The sample is treated as a whole obstacle, and the thickness of the
copper foil is neglected.

3.2. Results of the Optimization
Preliminary calculations are firstly performed to get moderate VSWR. Between the plane where
microwave excited and the sample, a part standing wave is clearly seen in the distribution of electric
field in y direction. When the transverse dimensions of sensing sample are 0.1 × 0.2mm2 and the
specific resistance is ρ = 2Ω·cm, the VSWR of the detector is about 1–1.25 in the waveguide
frequency band. The length of the sample doesn’t take much effect in VSWR, but in the average
electric field in the sample.

Results of followed simulations are shown in Figure 4. The thick line is corresponding to ideal
curve of 〈E2(f)/E2

0(f)〉
〈E2(fl)/E2

0(fl)〉 , which is calculated from expression (6) to make the relative sensitivity
unchanged, and other curves are in respect to different length. Here fl is 113GHz, the lowest
frequency in the waveguide frequency band. According to the analysis in 3.1, the optimized length
is that the curve coincides with the thick line or the two have the same varying trend. Evidently l =
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0.75mm is the best choice, as both sides of its curve have contrary variation. Further computation
of relative sensitivity in length of 0.75 mm is plotted in Figure 5. The sensitivity of 0.6 kW−1

is obtained with a fluctuation less than 27% in the frequency range 113–173GHz, especially less
than 9.8% in the frequency range 130–160GHz, which means the frequency response is rather
flat. Ultimately, all the parameters of the power detector are optimized and determined as follows:
a = 1.651mm, b = 0.8225mm, h = 0.1mm, d = 0.1 mm, l = 0.75mm, and ρ = 2 Ω·cm.
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Figure 3: The calculation model of the detector.
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Figure 6: The sensitivities of designed detector the
length of 0.75mm of the sample and diode detectors.

4. CONCLUSION

Based on hot-electron effect in n-Si, a pulse power detector for 2mm frequency band is analyzed
theoretically and designed. Parameters of the detector are optimized to keep the relative sen-
sitivity in warm-electron region flat with three-dimensional FDTD method. Compared with the
purchased diode detectors in 2 mm frequency band, the advantages of our detector is obviously seen
in Figure 6, where the designed detector is biased with a DC voltage of 10 V. Diodes have much
higher sensitivities of about 13V/W, fluctuating in a level of about 45.6% in the frequency range
of 120 GHz–160 GHz. So the designed semiconductor detector has more flatter frequency response,
and can measure pulse power with a magnitude of kW directly with an output signal of the order
of a few tens of volts, which leads to less attenuation used in the high power measurements and
good performances in high electromagnetic interference environments. The detector is seeking for
fabrication, and will be used in the experiments of our Q-band HPM source if possible.
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Abstract— To suppress perturbations of input, output and external noise for a DC-DC switch
converter, a new H∞ control scheme is proposed in this paper. A robust controller, guaranteeing
stability and the desired closed-loop dynamical response, is designed. As an example, boost con-
verter is used to illustrate the design procedure of the controller. Simulation results in frequency
and time domain, by the controller, indicate that the controlled system is of a big phase margin,
perfect tracking ability of the desired output voltage, and high immunity to perturbations.

1. INTRODUCTION

Switch converter is core of power supply, and study of its control is always a hotspot. It is required
in applications of DC-DC converter that a converter is stable, its dynamical response under various
disturbances is also fast. The main control methods of switch converter are voltage mode and
current mode. The former presents slow response in front of load variations and input voltage
perturbations [1]. The latter is added a current loop, which improves transient responses when
input voltage varies. When loads varies, a converter do not work well by the two approaches [2]. In
this paper, it is therefore a new H∞ controller is designed and used to control DC-DC converter.

The use of H∞ control in DC-DC converter can be found in [3], where H∞ control is applied
to a boost converter, a converter has small output and error of steady-state tracking. In [4], H∞
controller is designed for non-minimal phase-switching converters that maximize the bandwidth
control loop with zero steady-state error. A nonlinear H∞ controller for cuk converter in [5] and an
H∞ loop-shaping control strategy for buck and boost converter were respectively reported in [6]. It
was also reported in [7] that performance of a closed-loop system in time domain is stable. All above
designed H∞ controllers are only considered disturbances of input voltage and/or load, exclusive of
external noise. In this paper, three above-mentioned disturbances are totally taken into account to
build a H∞ control scheme for DC-DC converter. Based the scheme, an H∞ controller is designed
via the solution of two Riccati equations. Simulations in frequency and time domain demonstrate
the excellent disturbance rejection and tracking ability of the proposed controller.

2. DESIGN OF H∞ CONTROLLER

2.1. Design of H∞ Control Scheme
Figure 1 shows the block diagram of a standard H∞ control scheme [8], in which P is the augmented
plant, formed by combining controlled object and weight functions. Weight functions are chosen
for reflecting the design objectives. K∞ is the controller. w is the input vector containing all the
input signals, and z is the output vector containing all system weighted outputs. The standard
problem of H∞ control is to find a controllerK∞ that stabilizes the plant P minimizing the infinity
norm of the close-loop transfer function Tzw, given: min ||Tzw(s)||∞ ≤ γ, 0 < γ ≤ 1.

The minimizing sensitivity of interference suppression by H∞ control is to find a controller,
which stabilizes the close-loop system and also minimizes the H∞ norm of the transfer function
from disturbances to weighted outputs. This problem can be translated to the standard problem
of H∞ control. In DC-DC converter, there exist disturbances mainly including input voltage
perturbation at input port and load variation at output port. Also, external noise can not be
ignored due to changing outside circumstance. When consider all these three disturbances, an H∞
control scheme is therefore built for DC-DC converter as showed in Fig. 2. All those in the dashed
frame of Fig. 2 are compacted to form the argument plant P (s), in which input vector w contains
the perturbations input voltage variation vin, load current variation io, external noise perturbation
v. The G(s) represents DC-DC converter, and Wn(s) is the weighted function of external noise
perturbation v, reflecting the capability of interference suppression within desired frequency band.
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Figure 2: H∞ control scheme for DC-DC converter.

The Wy(s) is the weighted function of the measurement output y, to define the desired behavior of
y in some frequency domain.

Based on the scheme showed in Fig. 2, the transfer function of the plant P (s) form [vin io v]T to
[z y]T can be described as follows:

P (s) =
[
G11Wy G12Wy WnWy G13Wy

G11 G12 Wn G13

]
(1)

where G11, G12, G13 are the transfer functions of out-input voltage, out-load current, out-control,
respectively. For convenience of computation, the transfer function in (1) can be transformed into
the following state-space equations





ẋ = Ax + B1w + B2u

z = C1x + D11w + D12u

y = C2x + D21w + D22u

(2)

where x is the state vector of the converter, w corresponds to perturbations, u is the control input,
z is weighted output and y is measurement output. A, B1, B2, C1, C2, D11 ∼ D22 are real matrixes
with appropriate dimensions.
2.2. H∞ Controller
The plant P (s) formed by (2) should satisfy the following assumptions [8]: 1) (A, B1) is stabilizable,
(C1, A) is detectable; 2) (A, B2) is stabilizable, (C2, A) is detectable; 3) DT

12[C1 D12] = [0 I];
4) D21[DT

21 B1] = [I 0], and 5) D11 = 0, D22 = 0.
In general, most P (s) plants satisfy assumptions 1) and 2). If P (s) does not satisfy assump-

tions 3) ∼ 5), the loop shifting and scaling procedures [8] can transform P (s) to satisfy the
above assumptions. Another way is to modify the weight functions. For the plant satisfying
the assumptions 1) ∼ 5), one can find an asymptotically stable controller K∞ via solving the
following pair of Riccati equations: AT X + XA + X(γ−2B1B

T
1 − B2B

T
2 )X + CT

1 C1 = 0 and
AY + Y AT + Y (γ−2CT

1 C1 − CT
2 C2)Y + B1B

T
1 = 0. If and only if two solutions X, Y of Ric-

cati equations satisfy: X ≥0, Y ≥ 0 and ρ(XY ) < γ2, the controller K∞(s) that guarantees
||Tzw(s)||∞ ≤ γ is expressed as

K∞(s) =
[
A∞ −Z∞L∞
F∞ 0

]

where A∞ = A + γ−2B1B
T
1 X∞ + B2F∞ + Z∞L∞C2, F∞ = −BT

2 X∞, L∞ = −Y∞CT
2 , Z∞ =

(I − γ−2Y∞x∞)−1.

3. H∞ CONTROLLER FOR BOOST CONVERTER

As an example, a typical low-power boost converter (Fig. 3) operating in continuous conduction
mode is studied. It transforms a 12 V input voltage into 24 V output. The output current source
is inserted in the circuit to introduce load perturbation. The switching frequency is 20 kHz. The
series resistance of the inductor, switch, diode, and capacitor are all shown in Fig. 2.

After averaging and linearizing procedure, the state-space equations of boost converter are
{

ẋ = Ax + B1w + B2u

y = Cx + E1w + E2u
(3)
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Figure 3: Boost converter.

where x is the state of the converter, x = [iL uc]T , w is the perturbation vector w = [vin iout]T , u
is the control input and y is the load voltage. The matrices corresponding to (3) are given by

A = AonD + Aoff (1−D), B1 = BonD + Boff (1−D), B2 = (Aon −Aoff )X + (Bon −Boff )W
C = ConD + Coff (1−D), E1 = EonD + Eoff (1−D), E2 = (Con − Coff )X + (Eon − Eoff )W,

where

Aon =



−R1 + Rs

L
0

0 − 1
(R + Rc)C


 , Bon =




1
L

0

0 − R

(R + Rc)C


 , Con =

[
0

R

R + Rc

]
,

Eon =
[
0 − RRc

R + Rc

]
, Aoff =



−RRc + (R1 + Rd)(R + Rc)

(R + Rc)L
− R

(R + Rc)L
R

(R + Rc)C
− 1

R + Rc)C


 ,

Boff =




1
L

RRc

(R + Rc)L

0 − R

(R + Rc)C


 , Coff =

[
RRc

R + Rc

R

R + Rc

]
,

Eoff = Eon , X = −A−1B1W, Y =
(−CA−1B1 + E1

)
W, D = 0.54, W = [120]T .

Equation (3) is the state-space form of G(s) in this H∞ control scheme.
Due to high gain of disturbance at low frequencies, a low-pass transfer function as the external

noise weight function Wn is chosen, and given by Wn = 100/(s + 2π · 1000). To obtain a good
tracing performance as well as satisfy solution conditions of the H∞ controller, the weight function
is chosen as Wy = 0.3(s + 2π · 2500)/(s + 2π · 100). By combining (3), Wn and Wy, one can obtain
the plant P (s).

By using MATLAB platform, we can obtain the controller:

K∞(s) =
[
2.0207 · 106(s− 5.7139 · 105)(s + 14227)(s + 1635.9)

(s− 2.1503 · 1011)(s + 45455)(s + 628.23)
−8.5264 · 109

s− 2.1503 · 1011

]
(4)

There exists a big positive pole in (4), and it will lead to the instability of the closed-loop system.
To overcome this problem, the unstable pole is approximated by

1
s− a

∼ −1
a

for |s| ¿ |a| (5)

A similar approximation is used to get rid of the big zero in (4). Equation (4) can be then rewritten

as K∞(s) =
[
5.37(s + 14227)(s + 1635.9)

(s + 45455)(s + 628.23)
0.0397

]
.

4. SIMULATION RESULTS

A step signal with amplitude 10V is introduced to boost converter as external noise signal. Simula-
tion in time domain is executed to test the transient and static performances of the boost converter
with the H∞ controller. Figs. 4(a)–(c) show the output voltage responses after introducing a 50%
perturbation for different disturbances. In the three cases, the output response exhibits a fast
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(a) (b) (c)

Figure 4: Output voltage. (a) Input voltage perturbation, (b) load perturbation, (c) external noise pertur-
bation.

Figure 5: Loop gain in the H∞
control.

Figure 6: Input-output function. Figure 7: Output impedance.

Figure 8: External noise-output function.

recovery procedure with little steady-state error and small overshoots. The overshoot for load vari-
ation is the biggest one, which is 1.25% as shown in Fig. 4(b), and the smallest one is for external
noise perturbation, which is 0.1125% as shown in Fig. 4(c).

Simulation in frequency domain is also executed to test the dynamic performances of the H∞
controlled boost converter. Considering a descriptive function of 1/3V−1 for the PWM, the result-
ing loop gain exhibits a phase margin of 49.6◦ as shown in Fig. 5., Figs. 6–8 show the frequency
characteristics of the input-output function, output impedance and external noise-output function.
In Figs. 6–8, we can see the low gain at low frequencies, the H∞ controlled boost converter is
affected lightly by the perturbations of input voltage, load and external noise.

5. CONCLUSION

A H∞ control scheme is proposed and realized for rejecting perturbations of input voltage, load
and external noise in DC-DC converter. The proposed H∞ controller is applied to boost converter.
Simulation results obtained in the controlled boost show fast recovery, good tracing ability and
stable frequency performance under different perturbations.
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Abstract— The paper presents a laboratory setup for investigation of spatial non-uniformity
of detector responsivity in the wavelength range from 2nm to 4 nm. The spectrum is of great
interest in biology. In the water-window spectra, where water is rather transparent, microscopic
observation of living objects is possible. Accurate determination of the responsivity of photode-
tectors used in this application is highly desired. The change of responsivity over the surface,
so-called the spatial non-uniformity, causes error of power measurements especially in detectors
with large active areas or in imaging ones. At the described setup, the laser-plasma source with
a gas-puff target is used. The preliminary results of the silicon photodiode investigations are also
presented and discussed.

1. INTRODUCTION

Soft X-ray microscopy is advancing as a perspective technology due to recent development of optical
elements and high brightness sources. This technology can fill gap in optical and electron ones [1].
The currently technologies are limited by a spatial resolution of imaging. They also require a special
procedure for preparation of investigated structure. During this procedure the structure is usually
changed. Application of radiation in the “water window” range could minimize such problems
(Fig. 1).

The photodetectors responsivity is one of the most important parameter in microscopy [2]. In
a standard testing procedure, the whole active area of the photodetector is irradiated. An ideal
detector should have a spatially uniform responsivity. It is mean, the responsivity is characterized
by the same value over the active area regardless of the position of radiation spot [3]. In the case of
uniform responsivity, for the beam irradiated a detector at different locations of its sensitive surface,
the same level of output signal is generated. But, due to various effects, such as crystal structure
of detector, fabrication quality, high level of radiation, heat conduction and convection losses, the
photometers suffer from spatial non-uniformities [4]. At shorter wavelengths, the detector non-
uniformity is reflected by the surface recombination centers [5]. Therefore, extra uncertainties have
to be evaluated for an effective calibration of these devices.

2. LABORATORY SETUP FOR DETECTOR INVESTIGATION

The lab setup consists of a radiation source, a metrology chamber, and a scanning mechanism. In
the source, the gas puff target is irradiated with the radiation generated by Nd : YAG laser [6].
The spectrum of source emission depends on the used gas. For the generation of water-window
spectrum, the N2 or Ar gases can be used (Fig. 2). The investigations show that N2 gas spectrum

Figure 1: The water-window wavelength range. Figure 2: Emission spectrum of the laser-plasma
source for different gas targets.



1554 PIERS Proceedings, Xi’an, China, March 22–26, 2010

is characterized by a single strong emission line at the wavelength of 2.88 nm. In the case of Ar
gas, the spectrum is widen in the wavelength range of 2–4.5 nm [7].

The preliminary investigations of the source showed that the efficiency and stability depend on
conditions of plasma generation. The measured stability of the source radiation influences on the
accuracy of the detector testing procedure. For this reason, a special metrology chamber with an
optical beam splitter was constructed (Fig. 3). The setup makes it possible to control radiation
level using monitoring detector.

The main elements of the optical beam splitter are two Cr/Ti multilayer mirrors produced at
the Fraunhofer Institute for Applied Optics (Jena, Germany) [8]. The mirrors are characterized
by reflectance of above 20% for incidence angle of 70 degree and wavelength of (2.85 ± 0.03) nm.
The reflectance of the mirrors strictly depends on incident angle (Fig. 4). These features provide
possibility of use the testing procedure in another wavelength ranges. However, the diagnostic
spectrum can not be tuned so wide.

The beam of the source radiation is separated into two chamber flanges. In the flanges, the model
detector and the tested one (photodiode, CCD etc.) are mounted. As the monitoring instrument,
a AXUV-100HYB1 amplifier with calibrated AXUV 100 photodiode is applied [9]. The transfer
characteristics of the preamp is linear in the wide range of the photocurrent changes (Fig. 5(a)).
The photodiode is characterized by high quantum efficiency (Fig. 5(b)).

At the end of the control flange a pinhole holder is mounted. The holder provides the pinhole
exchange. In the setup, the pinholes with different diameter sizes from Standa are used. Moreover,
the scanning procedure is carried out using XYZ translation stages, and a stepper motor con-
troller [11]. The pinhole is combined with the stage via special prepared holder. The construction
of the mechanism makes it possible to set both the position and the size of irradiated spot on the
detector surface. It is very useful during the testing procedure of image detectors, for example CCD

Figure 3: Scheme of the metrology chamber. Figure 4: Spectral reflectivity of Cr/Ti multilayer
mirrors.

(a) (b)

Figure 5: (a) Transfer characteristics of the preamp and (b) photodiode responsivity.
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cameras. The minimum available pinhole size of 10µm is comparable with the smallest camera
pixel size.

3. EXPERIMENTAL RESULTS

The preliminary research of the scanning mechanism was made at the special relevant laboratory
setup. The main task of the investigations was to verify the measurement procedure and mechanism
operation. A stroboscope lamp was applied as a source. The diagnostic wavelength range is formed
by optical filter 3C11 type manufactured by Standa (λ = 525 nm). As the tested detector, the
AXUV 100 silicon photodiode manufactured by IRD Inc. was applied. The photodiode responsivity
and the lamp spectra is presented in Fig. 6.

The investigated photodiode areawas 10 mm×10mm with 1 mm steps in both directions. The
spatial uniformity was measured by moving pinhole at equal steps in both directions perpendicular
to beam direction. The stability of the lamp intensity was independently controlled by a model
photodiode. The output signals of the tested photodiode and the model one were amplified with
calibrated transimpedance amplifiers connected to digital voltmeters (DVM). A spatial filter con-
sists of 1 mm pinhole, which provides a spot with a clean profile. Basing on the measurements,
the arbitrary non-uniformity of the photodiode responsivity was determined (Fig. 7). The char-
acteristic is normalized to the responsivity value measured in the case of whole detector surface
irradiation.

Figure 6: Emission spectra of xenon stroboscope lamp and spectral responsivity of silicon photodiode.

Figure 7: The non-uniformity of the photodiode responsivity determined with developed system.

4. CONCLUSIONS

The paper presents a project of the system desined to investigation of the photodetectors in
thewater-window wavelength range. The experimental results give an opportunity to determine
optimal parameters of the source operation. The results showed that the source efficiency and
stability depend on conditions of plasma generation. For this reason, a special construction of
the optical beam splitter was designed. The system is able to measure spatial non-uniformity of
detector responsivity. Basing on the measurements made at the wavelength of 525 nm, no direct
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formulation was observed as a relation between the local responsivity and the distance from the
detector centre due to the non-uniform changing of responsivity over the photodiode surface.
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Abstract— The novel active mode-locking Pico-second Laser (PSL) system with 402.5 MHz
repetition rate based on Phase Locked Loops (PLL) has been present in this paper. The complete
PSL system configuration was been introduced, while suitable PLL structure has been used to
get phase noise and jitters’ decreasing. At the same time, the better pulse output feature been
got. Agreement of the theoretical and experimental results confirms the applicability of this
402.5MHz repetition rate Pico-second Laser system design.

1. INTRODUCTION

High speed Pico-second laser resource is used widely in modern communication system, such as high
speed component and transmission network testing system, the short pulse width communication
equipments, atmospheric photo-detectors, absorption photography research, and so on. Active
mode-locking PSL enables users to have greater control over pulse repetition rate. Based on different
repetition rates, users could use Active mode-locking PSL to realize many applications [1, 2]. For
Active mode-locking PSL, how to get a stable and accurate RF controlling which will keep stable
pulse performance and phase noise is still a research hot point. Using Phase Locked loop (PLL) to
realize more perfect controlling for Active mode-locking PSL is a new method in mode locking laser.
As higher performance is achieved, the complexity of verification of the complete PLL feedback
circuit is needed. Based on traditional PLL technique, mixer and frequency synthesizer [3–6], a
novel PSL system with complete PLL microwave system has been figured out.

This paper proposes novel 402.5 MHz repetition rate PSL system based on PLL. The remainder
of this paper is organized as following. A description of active mode-locking Pico-second laser will
be given after introduction. And following we will provides complete 402.5 MHz repetition rate
PSL system based on Phase Locked Loops design. The experiment and result conclusion will be
given finally.

2. ACTIVE MODE-LOCKING PICO-SECOND LASER

The ultra short pulses with their high peak power density Pico-second laser pulses achieve prefect
application in industry and laboratory at present. Fig. 1 shows the schematic diagram of the Active
Pico-second Laser system which is constructed in a basic ring cavity configuration consisted of a
segment of erbium-doped fiber (EDF) pumped by 1480 nm laser diode.

Figure 1: Schematic diagram of active mode locking Pico-second Laser system.

The active mode-locking function is driven by an external outside RF clock. While the ad-
justments to the frequency of the RF clocking signal affect the modulator which used to achieve
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Figure 2: The schematic diagram of RF Phase Locked Loop structure for 402.5MHz repetition rate PSL.

mode-locking level. Tunable filter generates needed pulse width optical signal with weak amplitude.
Then after the amplifying by EDFA, we could get stable optical signal output. RF clock unit is
important part for the reality of active mode-locking function. The key part of RF clock controlling
is Phase locked loops structure.

3. THE PSL SYSTEM WITH 402.5 MHz REPETITION RATE PLL

In order to assess the performance of our Pico-second laser system, effective phase locked loop
had to be constructed. The approach we adopted was based on traditional PLL technique and
frequency synthesizer. In relative low frequency band such as VHF, it can be divided into two
parts by splitter. One part signal pass through attenuator and amplified with 20 dB gain, enter
into mixer as LO port. Another part signal will be put into discrete sequence by comb pulse
generator, then pass through low pass filter (LPF), enter into optical modulator and optical cycle.
In here, comb pulse generator and LPF are used to sort up analog signal and provide pure discrete
sequence to modulator, see Fig. 2.

After optical feedback cycle, the same frequency RF signal will be generated from photodiode
which will exchange optical signal to relative frequency RF signal. For there are some active
devices like modulator and amplifiers used in the PLL system, thermal noise and flicker noise
will be generated. However, comb pulse generator and LPF decrease the pre-phase noise’s level
and keep the pulse width into an acceptable standard level from pulse shaping and analog-digital
conversion function. While the shaped RF signal will be send to optical modulator for optical
circuit’s processing after a low pass filter which will get rid of useless side band signal. In optical
circuit, the controlling fiber’s length define the repetition rate’s value, while the optical pulse
output’s feature depend on the RF signal’s controlling and timing jitter’s level.

Two integrator loops release the voltage feedback function by calculating voltage changing range
and estimating feedback factor. This part supports the whole system under stable optical-electric
signal conversion used for final mixer. The middle frequency RF signal could be used as control
and monitoring signal. While the controlled signal will control the electric-optical conversion device
and do a additional affect to optical feedback part, and finally adjust the fiber’s length in optical
network. So the stable and low jitter optical signal will be got with above controlling.

4. EXPERIMENT RESULTS ANALYSIS

An analysis schematic of the actively stabilized 402.5 MHz repetition rate picoseconds laser optical
output signal could be achieved. Through jitter test and numerical analysis, we can see that the
pulse width is at 80 ps, timing jitter have been squeezed in a relative low level, 1.4 ps, Fig. 3. On the
other hand, the pulse have deep and clear shape and curse which demonstrate the phase noise and
jitter have been decreased to a very low level, while the RF signal has been successfully synthesized
in PLL system.
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Figure 3: 402.5 MHz repetition rate active mode locking PSL output signal analysis result.

5. CONCLUSION

The novel active mode locking 402.5 MHz repetition rate Pico-second laser system based on PLL
structure have been presented in this paper. Effective PLL design based on mixer realize the RF
synchronization and signal control for Pico-second laser pulse. The theory and experiment have
demonstrated the ability to reduce timing jitter, improves performance of pulse output and phase
noise. This design of PSL based on PLL will show its special merit and application future in
reducing the time jitter and optimizing output pulse.
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Abstract— A comprehensive consideration of loading effects is essential to the design/analysis
of high-frequency MRI radio frequency (RF) coils. In this study, a hybrid finite difference time
domain (FDTD)-method of moments (MoM) simulation method is implemented for the accurate
evaluation of RF coil-tissue interaction. Using this approach, the RF coil is modelled using the
MoM algorithm, and the biological load is handled with the FDTD algorithm. Effective commu-
nication between these two approaches is realized through a Huygence equivalent surface. The
algorithm has been successfully validated and applied to a loaded coil study and the simulation
demonstrated the potential of the hybrid algorithm for high frequency RF coil designs.

1. INTRODUCTION

In high field MRI, the dimensions of the RF coil are comparable to, or less than that of, the
operational wavelength, causing the RF field inside the biological load to exhibit prominent wave
behaviour. In addition, the RF field and source currents in the RF coil are strongly perturbed by the
biological load. For the high frequency RF coil design, it needs to address these complex coil-tissue
interactions. Quasi-static approximations are no longer an appropriate methods and the calculation
of the electromagnetic (EM) fields requires full-wave solution of involved Maxwell’s equations [1–5].
There are a number of full-wave numerical techniques available, including the finite difference time
domain (FDTD) [1–5], finite element and the method of moments (MoM) [6]. Each numerical tech-
nique has its own strengths and limitations. Recently, hybrid numerical methods, which integrate
the desirable features of two or more different full-wave EM numerical techniques [7], have been
developed. The combination can usually enhance the overall efficiency and numerical accuracy
of the algorithm. In the study a hybrid FDTD/MoM method is performed to evaluate the RF
coil-tissue interaction. Although this hybrid approach has been reported for antenna applications,
little investigation has been done in solving the EM problems in MRI and this work demonstrated
that the FDTD/MoM approach is very useful for the analysis and design of high frequency RF
coils with load.
1.1. FDTD
The FDTD method [8] belongs to a class of grid-based time-domain numerical techniques, which
solve Maxwell’s equations directly in their partial differential equation form. Central-difference
approximations are used to discretize the partial differential form of Maxwell’s time dependent
equations into space and time partial derivatives. This results in replacing Maxwell’s equations
by a set of finite difference equations, which are solved in a time-stepping manner. To implement
the FDTD method, the desired computational domain is first discretized into appropriately sized
unit cells (Yee’s cells), and dielectric properties of each cell are specified. Once this is established,
excitation sources are also specified. At any given instant in time and space, the FDTD algorithm
will calculate both electric and magnetic fields. This process is repeated until the desired transient
or steady-state electromagnetic field behaviour is obtained. The behaviour of the field components
over the problem space gives an essentially complete characterization of the behaviour of the initially
assigned source so that it can be post-processed appropriately for its application.

FDTD has the advantage of simplicity and efficiency in analyzing heterogeneous dielectric sam-
ples such as the human body, but it suffers from the inconvenient way in which the 3D space has
to be discretized into regular box-shaped cells and an absorbing boundary has to be used. Usually
3D perfectly matched layers (PMLs) [8] with a parabolic conductivity profile are used in the FDTD
simulation. The PML is applied as an EM field absorbing boundary condition, and its inclusion is
essential in the FDTD simulation to avoid having to compute large regions of free space, thereby
saving considerable computing time and memory resources. Using the staircasing approach, the
FDTD method discretizes 3D space in to cubic cells to model dielectric samples and RF coils, and
this can sometimes lead to unacceptable numerical errors.
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1.2. MoM
MoM is a numerical technique that solves Maxwell’s equations in the integral form and in the
frequency domain [6]. For a given RF structure with an arbitrary excitation source, MoM first
discretizes all of the wire structures into segments, and conducting surfaces into small triangular
patches. The task is then to determine the current distribution on these discretized segments
and triangular patches when excited. The formulation begins with the development of an integral
equation, which defines the electric field resulting from an arbitrary excitation source. This integral
equation is formulated using the Green function, which relates the electric field at an arbitrary
observation point to the current, at the source. The boundary condition of the total electric field is
then forced on the surfaces of the discretized wire segments and triangular patches. Basis functions
are used to expand the current distribution, and testing functions are used to enforce the electric
field boundary condition on the wire and patch surfaces. This translates the integral equation
into a system of simultaneous linear equations, which are then solved for the expansion coefficients
associated with the basis functions. The current distribution is then constructed from the expansion
coefficients. Once the current distribution is known, the feed point impedance and the radiation
characteristics of the RF structure can be calculated.

MoM is very efficient at solving unbounded problems because it only requires the discretisation
of the domain where the current flows. MoM does not need to analyse the space surrounding the
source, hence the process of discretisation of the complete 3D space is not required, it is therefore
very well suited for modeling complex coil structures, such as a cylindrical shield, but is not readily
suited for modelling complex and arbitrary shaped dielectric samples. This is because it needs
to either use a complicated Green function or the solution of large matrix equations necessary to
accurately model the essentially lossy, dielectric loads, which can be practically very difficult for
large-scale biomedical applications.

2. HYBRID FDTD/MOM BASED ON HUYGENCE EQUIVALENT SURFACE

A Huygence equivalent surface method [7] was used to effectively link MoM and FDTD together.
To show the implementation of this hybrid approach for MRI RF coil modelling applications, a
loop coil-spherical phantom interaction case is investigated (see Fig. 1).

As demonstrated in Fig. 1, the computational domain is first divided into two zones: an FDTD
zone considers a total-field region including biological loads, where the dielectric sample was located
and where coil-tissue interactions were explicitly evaluated; a MoM zone represents the RF coils
region, containing the MoM-modelled circular surface coil only. The circular coil was firstly tuned
to the desired resonance frequency and matched to the 50Ω system impedance, without loading.
Thereafter, the Huygence equivalent surface sources, generated by the MoM-calculated currents
in free space, were determined. This first set of MoM-calculated Huygence equivalent sources are
the six surfaces that bounded the spherical phantom (Huygence box) and this is the interface
that efficiently hybridised the MoM and FDTD zones together. These equivalent surface sources
were the electric and magnetic current elements that were mapped on to FDTD cell grids (cell
size: 4mm). With these equivalent surface sources, the FDTD method used a total/scattered
formulation to calculate the RF field inside the spherical phantom excited by the mapped MoM-

Figure 1: Decomposition of the computational domain for the hybrid fdtd/MoM approach. The rectangular
box is the huygence surface, outside of the box is the MoM domain, and inside the box is the FDTD domain.
Here a circular surface coil loaded with a homogeneous spherical phantom at 470MHz is considered.
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calculated Huygence equivalent sources. The total field region was inside the box, and the scattered
field regions truncated by suitable PMLs were outside of the box. The scattered fields from the
modelled phantom perturbed the values of the initial mapped MoM-calculated Huygence equivalent
sources. These modified Huygence equivalent sources were recorded and handed back to the MoM
domain for a recalculation of the currents on each wire segment of the surface coil resulting from
the FDTD-updated Huygence equivalent sources. With the recalculated MoM currents, a new set
of MoM-derived Huygence equivalent surface sources was obtained and again mapped back on to
the FDTD discrete domain for another round of evaluation of the coil-tissue interactions. This
process was iterated until convergence was achieved (that is, no further changes to the Huygence
equivalent surface sources, the RF fields inside the phantom and the currents on the coil were
observed), resulting in a steady solution.

3. RESULT

The hybrid algorithm was implemented and Fig. 2 demonstrates the convergence of the algorithm.
It can be seen that the steady solution can be obtained within three or four iterations.

Once convergence was achieved, the RF field inside the spherical phantom was calculated. For
validation, the same experiment was also numerically simulated using the well-established hybrid
Green function/MoM solution [7]. Fig. 3 shows the scattered field pattern during the simulation. It
is easy to see that the biological load introduce scattered field which will induce currents on the RF
coils. The sample induced current will disturb the RF field in the sample again. This interaction
will be simulated by the hybrid approach in an iterative fashion (see Fig. 2). Fig. 4 shows the
accuracy of the proposed algorithm and also the field distortions inside the phantom at 470 MHz.
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Figure 2: Convergence of the hybrid algorithm. It can be seen that FDTD/MoM coupling reached a steady
solution within 3 ∼ 4 iterations.

Figure 3: Hz profile in x = 0 plane. Left panel: without load; right panel: with load. In FDTD, To-
tal/scattered formulation has been used, inside the Huygence box is the total-field region and outside is the
scattered-field region.
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Figure 4: |H| profile in y = 0 plane. Left panel: without load, middle panel: FDTD/MoM solution with
load; right panel: MoM/Green function solution with load.

we noted that there was a 13.6% change of current on the coil before and after loading.

4. DISCUSSION

From the simulations, field-sample interactions are clearly more pronounced in these high frequency
experiments than at lower frequencies [3]. Accurate assessment of the field-sample interaction
phenomenon in high-field MRI should help with our understanding of the phenomenon and therefore
provide invaluable insight into possible paths to alleviate the effect [1–6]. For example, from the
simulation example, it can be seen that the coil current has been disturbed to a large amount;
however the conventional simplified EM approaches will hardly provide such detailed information,
and it indicates that the presented hybrid approach is more suitable for solving high frequency
RF problems. Importantly, safety effects can also be accurately evaluated using this hybrid field
calculation approach. In addition, the parallel computing of the FDTD and MoM algorithms will
enhance the performance and capacity of the proposed methods.

5. CONCLUSION

In this study, a hybrid FDTD/MoM solver, using a Huygen’s equivalent surface method, offers a
high-performance computing platform for accurate evaluation of RF coil-tissue interactions. In the
algorithm, the complex coil/tissue interactions have been explicitly accounted for, and in particular,
this method does not make any compromise for RF coil modelling (simplified current/voltage
source, staircase assumption, etc), and it enables us to consider more sophisticated coil structures
and particularly the mutual coupling between coil-coil & coil-load in an accurate way, which is
important for high field RF technology.
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Abstract— Magnetic nuclear resonance is used in particular as a diagnostic imaging method.
Images of selected parts of organs must be of sufficient quality for doctors to be able to not
miss any details and to make reliable diagnoses. The detected images are often of low contrast
and resolution. They are mainly subjected to noise, whose level depends, among other things,
on the level of the signal being detected, local proton density, voxel size, bandwidth, system
design, quality of RF coil, and detection parameters [1–3]. Noise is in the same frequency band
as the image spectral components that carry the details. Suppressing noise without knowing
its properties must be a compromise between the desired smoothing and improvement of signal
to-noise-ratio (SNR) on the one hand and the loss of details on the other hand. If the filtering
method is applied in order to remove noise from MR images, a correct choice of individual filtering
parameters is important.
In the paper, the selection is described of wavelets suitable for improving the quality of MR
images of temporomandibular joint [4] and their evaluation according to three criteria: Increased
SNR, steepness of the change in signal intensity in the image, and the change in contrast.

1. INTRODUCTION

Classical linear filtering methods (Fourier and Wiener filtering) remove noise from useful signal by
suppressing the chosen frequency bands without distinguishing its usefulness. They are not suitable
when suppressing broadband noise and they do not adapt to the noise level in useful signal, which
results in insufficient effectiveness of modern digital signal processing and thus new solutions have
to be looked for. One of the new solutions consists in using wavelet non-linear methods, which
make use of the thresholding techniques and are able to better suppress wideband noise and thus
partially distinguish useful signal from noise, and which adapt to the useful signal in any of its
segments and at any level of decay. The result of filtering is influenced by the wavelet choice and
decay level. Finding optimum decay levels and threshold magnitudes for the individual images
being processed is a matter of extensive experiments.

The basis of wavelet transform is the application of a wavelet, a signal limited in time, to a part
or to the whole of the signal being processed. This is the main difference in comparison with the
other transforms, where harmonic signals of infinite length were used.

The basic wavelet is also referred to as the mother wavelet because further wavelets of the same
shape but extended (compressed) and shifted are derived from it via changing the scale and shifting
along the time axis. The mother wavelet must have zero mean value. It can have a non-zero mean
value only on a finite time interval, which is fulfilled in the case of wavelets with compact carrier.
An important property that the wavelet function bases should possess is orthogonality. Today there
are over 400 types of wavelet in use, whose properties more or less meet the requirements of the
task to be solved.

Rules for the selection of a suitable wavelet can be summed up in the following recommenda-
tions: Complex wavelets detect oscillations well but are not suitable for the detection of isolated
singularities; pure real wavelets with few oscillations detect well the peaks and singularities in the
signal; asymmetrical wavelets are suitable for the detection of changes in the gradient; symmetrical
wavelets do not cause any phase shift between the peak, singularity and oscillation in the signal and
the respective manifestation in wavelet coefficients; to detect amplitude and phase simultaneously
the complex wavelet must be used.

2. EXPERIMENTAL METHOD

Selecting the criteria for the assessment of filtering effectiveness is very important. The following
criteria were chosen for the selection of wavelets that are suitable for processing the MR images of
temporomandibular joint:
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- Subjective assessment by the physician, depending on the quality of details in the image.
- SNR — noise is determined in an image area that is free from signal; such an area is frequently

found in MR images. The useful signal is the mean intensity value in a homogeneous area of
the image.

- The steepness of image intensity. It is determined by differentiating the intensity of a selected
area in the image, in which the steepness of the change is maximal.

To evaluate the criteria chosen a test MR magnitude image of a coronal slice of the head with
SNR = 22 dB was chosen. The MR images of head (with TMJ) were acquired on the Philips
ACHIEVA MRI system (DS = 1.5T) in the Faculty Hospital Brno-Bohunice. The measure-
ment parameters are: T2W-FSE pulse sequence, TE = 20ms, TR = 1600 ms, MA = 256 × 256,
FOV = 160 × 160mm, sagital slice 2 mm. The Marevesi program was used to display the images
and subsequently to evaluate the magnitude of SNR.

First, a group of wavelet functions was experimentally selected which best suppress noise in
the image. Orthogonal wavelets: Haar, Coiflet4, Symlet4, Daubechies6. Biorthogonal wavelets:
Bior2.4, Rbio2.6. The other currently used wavelets exhibited visible image distortion. The thresh-
old values in each stage of decay are set by a comprehensive universal threshold because after the
wavelet function is selected the same thresholds are set in each stage of decay. The threshold values
can additionally be re-set manually in each stage of decay [1].

For the subjective assessment of the results of wavelet filtering a detail of an MR image in
the area of temporomandibular joint was selected. Based on earlier experience, two-dimensional
wavelet digital filtering with optimum wavelet function was used. The following wavelet functions
were used: Haar, db6, Bior2.4, Rbio2.6 version 2, Coiflet4, Symlet3, Symlet4, and Dmey. The result
of filtering, which is shown in Fig. 1, was assessed visually according to the details of a slice of an
MR image of human brain near the temporomandibular joint. In the physician’s opinion the image
filtered by the Coif4 wavelet was of optimum quality. This image contains the greatest number of
details with high contrast, although the differences in comparison with the other functions were
minimal.

The effectiveness of the filtering based on the value of SNR was assessed on a sagital slice of the
head in the area of temporomandibular joint (Fig. 2). In the area marked 1 the mean signal value
was examined; its square expresses the root mean square of signal, RMSsignal. In the area free from

Original imaging haar db 6 bior 2.4

rbio 2.6 version 1 fbio 2.6 version 2 coif 4

sym 3 sym4 dmey

Figure 1: Selection of optimum wavelet function for digital filtering of a detail of MR image in the area of
temporomandibular joint, after physician’s assessment.
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Figure 2: Areas for determination of signal RMS (1) and noise RMS (2).

signal, marked 2, the standard deviation of noise was determined, which corresponds to RMSnoise

on the assumption of zero mean value, which means that the noise has Gaussian distribution.
The SNR in the image is given by the relation

SNR = 10 log
RMSSignal

RMSNoise
(1)

The assessment of filtering effectiveness is given in Table 1.

Table 1: SNR of image for selected wavelets.

Wavelet used
Orthogonal Biorthogonal

None Haar Coiflet4 Symlet4 Daubechies6 Bior2.4 Rbio2.6
Mean signal values 1664.64 1662.33 1602.33 1655.8 1681.46 1673.97 1671.28

Effective noise 10.55 4.78 3.07 3.38 3.43 2.87 3.13
SNR [dB] 21.98 25.41 27.17 26.90 27.30 27.66 27.28

The SNR value of the original, non-processed image is 21.98 dB. The most suitable wavelet for
filtering the test image is the biorthogonal wavelet Bior2.4 with SNR = 27.66 dB; from among
the orthogonal wavelets it is the Daubechies wavelet of 6th order. Other suitable wavelets are:
Biorthogonal wavelet Rbio2.6 with SNR = 27.28 dB, orthogonal wavelet Coiflet of 4th order with
SNR = 27.17 dB, and orthogonal wavelet Symlet of 4th order with SNR = 26.90 dB. The least
suitable for our purpose is the Haar wavelet with SNR = 25.41 dB. It should be emphasized that
the degree (success) of noise suppression depends on image details and on the organs imaged.

Further but not so current criteria for the selection of suitable wavelets are the steepness of the
change in signal intensity in the image at the site of step change. It is necessary to find in the
image the sites of step changes in intensity magnitude and, via differentiation, to assess at these
sites the steepness of intensity changes in the image being filtered.

(a) (b) (c)

Figure 3: Signal intensity in the image being processed. (a) original image, (b) image filtered by Coiflet4
wavelet, and (c) image filtered by Bior2.4 wavelet.
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Figure 3 gives an example of the area selected for the assessment of the steepness of intensity
changes in a head image. The resultant values of the change in steepness for different wavelets are
given in Table 2.

Filtering an image entails changes in its contrast. Changes in the contrast are pronounced
particularly in images with a low SNR. In our case the changes of contrast in the head image are
minimal and the contrast is the same for all the types of wavelet.

Table 2: Values of steepness of intensity changes in image being filtered, for different wavelets.

Wavelet used None Coiflet4 Daubechies6 Bior2.4 Rbio2.6
Steepness of intensity change 398 379 380 383 374

3. CONCLUSION

After evaluating, according to selected criteria, the results of filtering MR images of the head in the
area of temporomandibular joint with typical contrast and numerous details we have come to the
conclusion that for our purpose it is of advantage to use biorthogonal wavelets, the Bior2.4 wavelet
in particular. For this wavelet we have obtained the highest SNR values and also the steepest
changes of intensity in the image. The change in contrast in the test image chosen was negligible.
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Abstract— Magnetic resonance is made use of in particular as a diagnostic imaging method.
To be able to reliably establish a diagnosis, the doctors must have at their disposal images of
selected parts of human organs that are of sufficient quality, with no details missing. The detected
images are frequently of very low contrast and resolution. Similar to MR signals, the images are
degraded by noise, the level of which depends, among other things, on the level of the signal
being detected, local proton density, voxel size, bandwidth, system design, quality of the RF coil,
and the detection parameters. The introduction of wavelet transform provided an efficient tool
for processing not only MR signals but also MR images. For a successful processing of images it
is important to select from the many currently used types of wavelet. An inappropriate choice
of the wavelet can lead to the loss of important information contained in the image or, on the
contrary, filtering can be less efficient.
In the paper the selection criteria are described and their importance in the selection of wavelets
suitable for MR image processing is evaluated.

1. INTRODUCTION

In the early 1980s, transformations were reported that describe in a novel way a suitable combina-
tion of time and frequency information about signals, in other words transformations that are more
local than the Short Time Fourier Transform (STFT). A marked advance in methods for selecting
the useful signal from non-stationary signals degraded by additive noise (MR signal) came with the
definition of lossless wavelet transforms, e.g., transforms based on the Daubechies [1], and the Haar,
Shannon [2] wavelets. The discrete implementation of wavelet transform is closely connected with
digital filtering via filter banks [3–5] where the wavelet can be the pulse characteristic of a suitable
FIR digital filter of the type of high-pass filter. These short-time signals can better adapt to real
signals than infinitely long cosine and sine curves used, for example, in the Fourier transforms.
In combination with digital filter banks with perfect signal reconstruction the wavelets define the
pulse characteristics of reconstruction filters. Using the wavelet transform, a marked suppression
of wideband noise can be obtained via adapting individual parts of the system during filtering to
the level of useful signal and distinguishing it from noise [4–6].

The introduction of wavelet transform provided an efficient tool for processing not only MR
signals but also MR images. For a successful processing of images it is important to select from the
many currently used types of wavelet. An inappropriate choice of the wavelet can lead to the loss
of important information contained in the image or, on the contrary, filtering can be less efficient.

In medicine it is problematic to evaluate the quality of filtered images. MR images are of various
degrees of contrast; the doctor makes diagnoses on the basis of many details in the image or assesses
large homogeneous areas. The selection of wavelets therefore corresponds to the number of details
in the image. Image quality must be assessed in the case of images with a low signal-to-noise ratio
(SNR). To assess the quality of image filtering and to compare the quality of images detected using
different devices, several criteria must be used. We regard as suitable criteria the SNR, steepness
of brightness changes in the image, and contrast in the image.

2. SIGNAL-TO-NOISE RATIO

When removing noise from signals, a common criterion for wavelet selection is the SNR, defined as
a ratio of the spectral power densities of the useful signal Sj and the noise contained in the signal
n. SNR can also be accepted as the main criterion in image filtering but here its formulation is,
for the time being, not unique.

Sample dispersion σ2 can be expressed using the well-known relation

σ2 =
1

N − 1

N∑

i=1

(xi − x̄)2. (1)
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The average value is usually subtracted from the samples — we obtain data with zero average
value if xi is a sample from the Gaussian distribution. Normalizing the standard deviation 1/N −1
yields the best estimate of the dispersion. Similarly, normalizing the dispersion 1/N yields the
second moment of data around xi. The dispersion can be considered the equivalent of the RMS of
data if they have the zero average value.

RMS =
1
N

N∑

i=1

x2
i . (2)

In multiple measurements several random variables are generated. If these variables are com-
bined or added up, their average values will also be added up. The resulting random variable is
simply the average value of individual average values. The same holds true for dispersion. In other
words, averaging the noise from different sensors or multiple observations reduces the standard
deviation of noise with the square root of the number of observations N , according to the relation

σeff =
σ0√
Nacq

. (3)

The calculation of SNR in images has come to be interpreted as a ratio of signal root mean
square and noise root mean square

SNR = 10 log
RMSSignal

RMSNoise
. (4)

An MR image is the spatial distribution of spectral components of the signal being detected.
For this reason the intensity of a point in the image is the spectral component of the signal being
detected. In the evaluation it is suitable to use the average value of the signal at the image site
with maximum magnitude of intensity. The level of image intensity Si at the site where the mean
value is being established must be constant. The spectral power densities of useful signal are the
square of the average value. If noise is present in the image (Si + ni), the signal root mean square
of image magnitude will be given by the expression

RMSSignal =
1
N

N∑

i=1

(Si + ni)
2 =

1
N

N∑

i=1

(
S2

i + 2Sini + n2
i

)2
. (5)

For a low SNR the term 2Sini will be significant and causes an error. SNR can be increased
by raising the level of MR signal, i.e., by increasing the induction of basic magnetic field B0 in the
tomograph and averaging the signals detected, at the cost of longer measurement time.

The magnitude of power spectral density of noise determined according to

RMSNoise =
1
N

N∑

i=1

n2
i (6)

can conveniently be determined from an image area without signal presence. Such an area can
usually be found in MR images.

To evaluate the chosen criteria, a test MR image of a coronal slice of the head was chosen.
The MR images of head (temporomandibular joint) were acquired on the Philips ACHIEVA MRI
system (DS = 1.5 T) in the Faculty Hospital Brno-Bohunice. The measurement parameters are:
T2W-FSE pulse sequence, TE = 20 ms, TR = 1600 ms, MA = 256× 256, FOV = 160 × 160 mm,
sagital slice 2 mm. The MR image of the head is shown in Fig. 1, the SNR at selected sites after
filtering by the Haar and Bior2.4 wavelets can be seen in the following Table 1.

Table 2: Steepness values at selected image sites for Coiflet4 and Bior2.4 wavelets.

Wavelet used None Coiflet4 Bior2.4
Steepness of intensity change 398 379 383
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Wavelet used None Coiflet4 Bior2.4

RMSSignal 1664,64 1602,33 1673,97

RMSNoise 10,55 3,07 2,87

SNR [dB] 21.96 27.1 27.66

Table 1: Evaluation of SNR at selected image sites
for filtering by the Haar and Bior2.4 wavelets.

Figure 1: Areas for establishing signal RMS (1) and
noise RMS (2).

(a) (b) (c)

Figure 2: Signal intensity in the image being processed (a) original image, (b) filtered by Coiflet4 wavelet,
and (c) filtered by Bior2.4 wavelet.

3. STEEPNESS OF CHANGE IN SIGNAL INTENSITY

The basic problem of simple filtering methods is the loss of image sharpness. Noise occurs in the
same frequency band as the spectral components, which carry the details. Suppressing noise without
knowing its properties must be a compromise between the desired smoothing and enhancement of
SNR on the one hand and the loss of details on the other hand. It is necessary to find in the image
the sites of step changes in intensity magnitude and evaluate the steepness of its change at these
sites. The waveforms of intensities in the image at sites of steep changes are given in Fig. 2 while
the calculated steepness values at selected image sites for the Coiflet4 and Daubechies6 wavelets
are given in Table 2.

4. CHANGE IN CONTRAST

A third criterion for the selection of suitable wavelets is the contrast in image I defined as

cAB = IA − IB. (7)

The relative contrast is contrast relative to reference image intensity Iref (Iref = (IA + IB)/2)
(

cAB

Iref

)
= 2

|IA − IB|
IA + IB

, (8)

where IA and IB are the mean image intensities of the A and B image areas.
Filtering the image results in changes in its contrast. These changes are pronounced in particular

in images with a low SNR. In the head image used the changes in contrast are minimal, and the
contrast is the same for all the wavelet types applied.

5. CONCLUSIONS

To assess the effectiveness of filtering MR images using the wavelet transform three criteria were
used. The basic criterion for the selection of wavelet functions is SNR. The differences in SNR when
different wavelets are used are significant. In the test image the SNR is increased from 22 dB to
27 dB for the Coiflet4 wavelet, and to 27.6 dB for the Bior2.4 wavelet. Using the wavelet filtering,
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the steepness of the intensity change in the image changed from 398 to 379 for the Coiflet wavelet,
and the 383 for the Bior2.4 wavelet. It is obvious from the results that the above criteria for the
assessment of the effectiveness of filtering can be applied when selecting suitable wavelet filtering
functions.
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Abstract— This contribution deals with a study of relaxation times measurement and diffusion
constants of electrolyte accumulator materials using nuclear magnetic resonance method. This is
important for understanding of electrodes material behavior in electrolytes. Magnetic resonance
phenomenon is applied to increase particles energy by means of RF pulse with Larmor frequency.
The RF pulse adds energy to the electrode material which is placed in the static magnetic field
with flux density B0.
The Inversion Recovery method was used for longitudinal relaxation time T1 measurement. The
Spin Echo method was used for the transverse relaxation time T2 measurement. And the Spin
Echo method with gradient field was used for the measurement of material diffusion. The samples
of gels consisted of PMMA, PC and NaClO4.

1. INTRODUCTION

The present investigation of polymer gel electrolytes is a very important for many branches of
electrochemical devices such as accumulators, supercapacitors, electrochromic windows and sensors.
The polymer gel electrolytes have lot of advantages in compare to liquid electrolytes. The value of
interest of polymer gel electrolytes is not only the conductivity, but also the longitudinal relaxation
time — T1, transverse relaxation time — T2 time and diffusion constant.

It is possible to measure the properties of gel electrolytes by means of nuclear magnetic resonance
methods (NMR) in nondestructive way. In this paper T1 and T2 relaxation times and diffusion were
measured using PMMA aprotic based gel electrolytes with NaClO4 conducting agent. This is helpful
for study of electrolyte chemical processes and ions migration.

2. EXPERIMENT

The samples of gels were based on polymethylmethacrylate (PMMA). Its preparation consists of
mixing three convenient components:

1) Liquid monomer methylmethacrylate (MMA 99%).
2) Solid oligomer, including an initiator and a matter for polymer netting.
3) Optional components ensuring conductivity of the ions 1.0 M solution of waterless salt as

sodium perchlorate in waterless propylenecarbonate (PC 99.7%).

Three samples were prepared from these components as Table 1 shows.

Table 1: Samples of gels.

Sample Number Components
1 NaCl+H20
2 1M NaCl04 +PC
3 1M NaCl04 +PC + MMA

Relaxation time T1 was measured by the Inversion Recovery method (IR). This method uses
sequences of 180◦ and 90◦ RF pulses for the measurement. Relaxation time T2 was measured by use
of the Spin Echo method (SE). This method uses 90◦ RF pulse and next series of 180◦ RF pulses
for the measurement. T2 has been determined from the half-width of the spectral line, according
to

T2 =
1

π ·∆υ
(1)
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where ∆υ is the half-width of the spectral line which has been measured.
Diffusion constants were measured by the Pulsed Field Gradient Spin-Echo (PFG SE) [3] in

every axis. Results of the measurement are in Table 2.

Table 2: Measured relaxation times of the samples.

Sample Number T1 [ms] T2 [ms]
1 45.2 10.0
2 2.2 1.8
3 5.3 3.6

Figure 1: The RF pulse and gradient field waveforms of the Pulsed Field Gradient Spin-Echo method.

Table 3: Diffusion constants of the samples.

Sample Number D (23Na) [m2/s] D (1H) [m2/s]
1 8.02e-9 2.39e-009
2 3.05e-4 1.919e-009
3 2.74e-4 7.381e-010

2

3

1

Figure 2: Slice images of nuclei 1H measurement in all samples.

3. RESULTS AND DISCUSSION

The above described methods were experimentally tested on a MR tomograph at the Institute of
Scientific Instruments, Academy of Sciences of the Czech Republic (ISI ASCR). The MR tomograph
dispose of static field flux density B0 = 4, 7T, nuclei resonance frequency is 200MHz. The nuclei
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of 23Na resonate on frequency of 51 MHz. The specimen was a glass phial of 11 ml cubature filled
by either 4 ml of liquid electrolyte, or 10ml gel electrolyte.

The PFG SE method for diffusion measurement is illustrated in Figure 1.
Table 3 shows the results of the diffusion measurement. The pulse values of each diffusion

measurement were: Sample 1: δ = 1 ms, ∆ = 8.32ms, G = ±25000 ≈ 161mT/m, TE = 14ms;
Sample 2: δ = 0.2ms, ∆ = 7.2ms, G = ±1500, TE = 14 ms; Sample 3: δ = 0.2ms, ∆ = 7.2ms,
G = ±1500, TE = 14 ms.

As you can see, the measured values of 23Na diffusion constants are false in the case of Samples 2
and 3. To obtain better results the new sequence must be created. The Figure 2 shows the slice
images of nuclei 1H measurement in all samples.

Relaxation times of the samples are in ones of milliseconds. The sensitivity of the measurement
is low, because of the low SNR in case of 50 signal accumulations. In time domain the SNR is 1,
in frequency domain the SNR is 5.

4. CONCLUSION

Experimental results indicate the problems in the measurement of relaxation times and diffusion
constants for gel electrolytes. The problems consist in very low SNR and short relaxation times
simultaneously. At the same time the short value of echo time TE is necessary for the diffusion
constant measurement. The measurements which have been performed will be the basis for ongoing
experimental work.
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study of PMMA based gel electrolytes containing Na+ ions by nuclear magnetic resonance,”
Proceedings of Advanced Batteries and Accumulators International Conference, Brno, 2008.



1576 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Measurement of X-ray Radiation in Airplanes and the Related
Methods of Protection

M. Al-Khaddour and R. Kubasek
Department of Theoretical and Experimental Electrical Engineering, Brno University of Technology

Kolejni 2906/4, Brno 612 00, Czech Republic

Abstract— The investigation into the sources of radiation, its control, and identification of the
forms of radiation disintegration as well as the study of its interaction with particles (α, β, δ) are
among the prominent aspects of general research on the problem of protection of humans against
radiation risks. For the purpose of analyzing the effect of radiation on living cells and for the
facilitation of proper protection it is of vital importance to have good knowledge of the procedures
of ionizing radiation measurement. The amount of radiation on board the plane is featured in
images of X-ray film, photographs, and film release of solid and clear technical specifications of
the augmentation-sensitive screens for medical imaging. Further, it is important to mention dose
mammography systems (the film) which radiate spherical ionizing radiation when dealing with
materials and products.

1. INTRODUCTION

1.1. Cosmic Rays
Approximately a quarter of the total amount of difficulties or predicament caused to humans by
natural radiation comes from outer cosmic rays. Most of the rays within this group arise out of
distant space, but still some of them originate in the sun during solar flares. Naturally, Earth is
affected by these rays, which interact with the atmosphere to produce other types of radiation and
different radioactive materials. With respect to the rays’ nomenclature, it is important to note that
there exists some difference: Cosmic rays can be referred to as primary (before interaction with the
atmosphere) or as secondary (after the interaction).
1.2. Primary Cosmic Rays
The rays are composed as follows:

• 87% protons
• 12% alpha particles
• 1% heavy nuclei such as carbon, nitrogen, oxygen, calcium, iron.

1.3. Secondary Cosmic Rays
A Cosmic rays falling within this group are generated after the interaction of primary rays with
certain components of the atmosphere which follow hereafter.

- Light components such as electrons, mesons, and photons.
- Heavy components such as neutrons and protons. Generally, the density of primary cosmic

rays decreases with the approach of the Earth’s surface while the density of secondary cosmic
rays increases with the approach, The components and type of the rays vary depending on
the altitude in the manner given below.

- At 20 km or less, cosmic rays are only secondary (therefore, the levels or altitudes of aviation
are within their reach).

- At 50 km or more, the rays are only primary.
- Cosmic rays ranging between the two elementary altitudes are a mixture of both the primary

and the secondary type.

2. RADIATION DOSE IN AIRPLANES: CIVIL AVIATION

The radiation dose in civil aviation airplanes is given invariably and cannot be changed or elimi-
nated, therefore any counteraction ought to be considered only within the limits of observing the
norms of radiation protection.

At this point, let us recall the fact that the radiation dose in airplanes is the result of the
interactions stimulated by solar and cosmic rays from the galaxy. In this respect, then, it is
appropriate to note that there are four key factors affecting the radiation dose in airplanes (the
description follows).
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1. Flight time recorded: As the exposure to radiation is cumulative, with any increases in flight
time duration there occurs the growth of radiation potential and deposition rate in the air-
plane.

2. Latitude: The incurrence increases with higher latitudes. At the poles, radiation increases
about twice compared with the equator, and this fact is important especially for air crews and
passengers in flying polar track.

3. Altitude: More intensive rates of exposure occur in higher altitudes as the atmosphere, which
performs the function of a fundamental element of protection from cosmic rays, becomes
thinner.

4. Solar activity: The sun contributes to the investigated radiation problem mainly during the
highest peaks of solar activity, which occur in regular 11-year periods and are referred to as
Great peak periods of solar activity (solar storms). The latest peak was the last solar cycle
from 1999 to 2001, but more recently (there was a solar storm of a normal degree of potency),
a significant activity was recorded also in October 2003.

Table 1: Shows the relationship between the equivalent dose to the whole body and levels of altitude.

Equivalent dose to the whole body
(mSv /day)

Altitude
(m)

0.17 7500
0.24 15000
0.29 30000
0.32 45000
0.35 60000
0.40 90000
0.46 120000

Figure 1: Trapped radiation belts as a function of energy and their distance from the earth.

3. PRACTICAL ESTIMATION OF THE DOSE RECEIVED IN AN AIRPLANE

The rate of dose received in an airplane was estimated practically using detectors of thermal lumi-
nescence (TLD). Thermal luminescence (TLD) is the thermal heating version of the way the light
from insulating materials or semi-tankers was exposed to radiation before heating.

4. THE PRINCIPLES OF WORK

The principle of how this version uses the model of transport in bands and isolators is the semi-
tanker. The related materials are exposed to radiation; then, their electrons gain enough energy to
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lift the parity of the band to the band of transport. Some of the electrons belonging to a band of
parity traps are captured (wells latency) and exist in the forbidden energetic region.

These electrons will remain captive in the trap till they receive some external power (usually
through thermal heating) sufficient to free the captive electron, which is transmitted within the
substance to combine with a charge inert from the counter wave; the electrons lose their capacity
through the emission of a photon which is called Thermal Luminescence Photon (TL photon), and
the centers where the photon is released is called Luminescence Centers (TL centers). The quantity
of photons reborn during the heating process is commensurate with the radiation which had been
reborn before the heating took place, so the materials of TLD are used as a detector.

One of the functions of the curve characteristics is to allow us to predict the amount of change
required for the correction of an error of exposure. For example, we can infer from the curve that
the average density at the bottom of the curve is 0.35 and the relative exposure is 4. If the exposure
is doubled or if the relative exposure increases to 8, we can expect that the average density will
increase to 0.8.

5. THE METHODS OF PROTECTION

1. Occupational exposure this aspect is considered in workers who are exposed to an annual
dose of more than 1 mSv of cosmic radiation and therefore must take action to manage this
problem.

2. The level of interference Specific types of action must be taken that will lead to the prevention
of exposure to the level of annual dose. The related consideration level: 6mSv, modify the
list of works to get close to this value.

3. Application limit dose the management of occupational exposure to cosmic rays requires
intervention when the annual exposure is more than 1 mSv.

4. Overexposure the n source of exposure is relatively constant, with the sole exception being
the above-mentioned rare instances of the glow of the sun, during which n displays in the
air and the environment of an airplane acquires a very high level of radiation doses. Any
airplane flying at a high altitude should be provided with devices for dose rate n measurement
or receive the necessary information from satellites or ground stations. In the occurrence of
sudden solar flares, the number of night flight(s) must be reduced, which will in turn lead to
the dose reduction.

5. Monitoring Information must be provided concerning the “dose” path leading to the mainte-
nance of expected dose levels in workers. If it is useful to control the received doses during
each journey, it is also important to use computer programs to harmonize the dose of the trip
and the recorded group air. For aircraft flying at an altitude of more than 50,000 feet (15
kilometers), the related equipment must be provided to facilitate monitoring of the area. Al-
ternatively, it is possible to communicate to the airplane the necessary information by satellite
or ground stations.

Figure 2: The relationship between the density and the log relative exposure.
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6. Passengers due attention must be paid to travelers who are subject to an annual dose exceeding
1mSv of cosmic radiation in fulfilling their professional duties (regular exposure experienced
by professionals).

7. The dose received by workers returning from their air trips and by those at the top of their
work during the return trip should be added to the individual records.

8. Pregnant women Pregnant must provide sufficient advice about their condition well in ad-
vance. During pregnancy, only minimum level doses should be received in order to protect
the fetus, who is very sensitive to radiation. Ideally, any exposure to cosmic radiation should
be excluded, which means that pregnant women ought to be assigned professional tasks other
than those that may cause exposure.

9. Professionals working in the air need to know that the employer must inform the staff or the
company management about any possible risk stemming from the exposure to cosmic rays.

6. CONCLUSION

Calculate the dose received from the air during the work period of five years assuming that the
working hours are equal to 700 hours of flight per year of the entire period of five years. Further,
assume the stress of the flight path from Jeddah to Damascus and the value of the estimated dose
is 0.0037 mg Sv.

y · h · f = 5 · 700 · 0.0037 = 13 mSv (1)
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Abstract— The most important dosimetric parameter used to assess human exposure to RF
electromagnetic fields is SAR. Since SAR depends from dielectric properties of biological tissues
and induced electric field, dielectric properties of human body tissues are addressed. At mobile
communication frequencies biological tissues may be considered as lossy dielectrics. Radiation
from mobile phone on talk position mostly covers human head.

In order to assess human exposure to mobile phone electromagnetic fields we have run simulations
with SEMCAD (FDTD code) for model: human head + mobile phone.

Obtained result of Spatial Peak SAR averaged over 1 g of biological body tissues is 2.1 mW/g for
typical transmitting power of mobile phone 250 mW, while obtained result for Spatial Peak SAR
averaged over 10 g of biological body tissue is 1.35 mW/g.

Visually SAR distribution is presented. As noticed Peak SAR appears near human ear.

1. INTRODUCTION

Even though mobile phone is considered by many as fundamental of their lifestyle, exposure to cellu-
lar mobile communication electromagnetic fields has raised individual and public concern regarding
possible adverse effects to people exposed to such radiation.

In developed countries more than half of population owns and uses on daily basis a mobile phone.
Moreover increased usage among all age groups including children and elders is being reported.

Exposure of humans to electromagnetic field of mobile phone is being followed by many govern-
ments, research projects, industries and general population that are concerned regarding potential
biological and health effects caused by mobile phone radiation.

At frequencies above 100MHz, including here frequencies of mobile telephony the most impor-
tant dosimetric parameter used to assess human exposure to electromagnetic fields is SAR (Specific
Absorption Rate).

Dosimetric studies are performed to quantify the interactions of electromagnetic fields with
biological tissues.

Whether they are numerical or experimental the SAR distribution has to be determined. For this
reason almost all national and international safety guidelines and recommended limits on human
exposure to electromagnetic fields are given in terms of SAR.

Radiation from mobile phone in talk position covers mostly human head. Determination of
induced electrical field inside a human head exposed to mobile phone radiation is a complicated
issue having in mind a near distance between phone and human head, dielectrical properties of
head biological tissues etc.

Due to sensitivity and ethics on experiments with humans in order to calculate SAR in human
head different numerical methods may be used. Finite Time Difference Domain is shown as very
appropriate [1] thus software SEMCAD Jungfrau that is based on this method is used for simulations
and SAR calculation in this paper.

The SAR, time rate of RF energy absorbed per unit mass of body biological tissue is given as:

SAR =
(σ + ω ε0 ε′′r) E 2

ρ
(W/kg) (1)

where E — induced electrical field; σ — conductivity of biological tissue, ω — angular frequency,
ε′′r — imaginary part of complex permittivity, ρ — density of tissue.

As noticed SAR depends from induced electrical fields and electric properties of human body
biological tissues. So before doing any SAR calculations the electrical properties of human body
biological tissues should be addressed.
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2. ELECTRICAL PROPERTIES OF HUMAN BODY HEAD BIOLOGICAL TISSUES

Comparing with other non-living materials used in applied electromagnetics, human body is com-
posed by many biological tissues each with specific electrical properties.

Biological tissues of humans may be considered as diamagnetic materials with permittivity equal
to permittivity of free space (µr = µ0), thus having in mind Maxwell equation for continuation of
magnetic flux we can conclude that human body is transparent to magnetic field.

Dielectrical properties of human body are strong function of frequency. At mobile phone fre-
quencies analyzing ratio ωε/σ as given on [2] we can conclude that human body biological tissues,
including here head tissues, may be considered lossy dielectric.

Even though lately there have been many studies showing that dielectric properties of biological
tissues are also age dependent [4], in paper SAR is calculated for human of middle age, no gender
or age distinction.

Analyzing penetration depth at RF we can say that most critical organs are external biological
tissues while comparing permittivity of body biological tissues can be concluded that on eyes,
gallbladder, and body liquids will have stronger induced flux for same exposure conditions.

Running application [3] values of permittivity and conductivity of biological tissues will be
obtained for different frequencies. Thus human eyes are among most sensitive organs as they are
external and have big values of relative permittivity. Of course, this has to be considered if we
place phone near eyes.

As model of human head for calculating SAR is used SAM (Specific Anthropomorphic Man-
nequin) phantom that represents 90 percentile of male head.

SAM is composed from two tissues: SAM shell with permitivity of 3.7 and SAM liquid with
relative permitivity of 41.5 and conductivity of 0.97 (S/m), that coresponds to mean values of
properties of biological tissues that comprise human head.

3. SAR DISTRIBUTION IN A HUMAN HEAD

There are few algorithms for SAR calculation during human exposure to electromagnetic fields.
Whole body averaged SAR is not an appropriate one while calculating SAR distribution on specific
parts of human body.

In order to assess SAR distribution on human head exposed to mobile phone radiation, we have
simulated exposure scenario modeling mobile phone as perfectly conducting box with monopole
antenna and as head model using SAM.

SAR is calculated as Spatial Peak SAR as per IEEE 1529 recommendation. Head is exposed to
900MHz electromagnetic fields.

Obtained result of Spatial Peak SAR averaged over 1 g of body tissues is 2.1 mW/g for typical
transmitting power of mobile phone 250mW [5]. Surface distribution of SAR in SAM phantom is
given on Figure 1.

As European safety standards give Spatial Peak SAR averaged over 10 g of body tissues we have
run the simulations for the same model with unchanged parameters. Obtained value for Spatial
Peak SAR averaged over 10 g of biological body tissue is 1.35mW/g. Spatial Peak SAR averaged
over 10 g, cut with slice z = 0.033, is illustrated on Figure 2.

Figure 1.
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Figure 2.

4. CONCLUSIONS

Simulation of exposure scenario provides a solid way to compute SAR distribution on human during
exposure to mobile phone electromagnetic fields.

At GSM 900MHz, obtained results for Spatial Peak SAR averaged over 1 g of body tissues is
2.1mW/g for typical transmitting power of mobile phone 250 mW.

Obtained value for Spatial Peak SAR averaged over 10 g of biological body tissue is 1.35mW/g.
As noticed Peak SAR appears near human ear.

Still, age dependence of dielectrical properties of human biological tissues and SAR computation
for different age groups should be further studied while human eyes should be considered as sensitive
organs to electromagnetic fields
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Abstract— The changes of characteristics of blood at the healthy people during 23 geomagnetic
disturbances were studied. The analysis of dynamics of haemorheological parameters of both
human groups has shown that the most of parameters are beginning statistically authentically
to fall outside the normal limits already prior the beginning of the magnetic disturbance, others
— per day of a beginning of disturbance. Such effect can be caused by as direct and indirect
action of an electromagnetic field of the Earth on the cells of blood. The influence of geomagnetic
disturbances on rheological property of blood can be associated with the action of electromagnetic
fields through synchronization of rhythms of electromagnetic cells oscillations in central nervous
system.

1. INTRODUCTION

In recent decades, it was accumulated many new facts indicating on action geomagnetic storms
on cardio-vascular system, on the course of already existing respiratory organs disease and on
psychoemotional status of man [1]. Heliogeomagnetic disturbances influence on a functional status
of system of a hemostasis and rheological property of a blood [2–5]. The infringements of rheological
property of a blood have significant influence on macro- and microcirculation, tissue exchange.

The participation of catecholamins in a regulation of cell functions, including, as separately
rheological characteristics of erythrocytes, and plateletely-vascular interactions was established.
Hormones of a stress-catecholamins is directly or indirectly impact on the lipases activity, phospoli-
pases, intensity of peroxide oxidizing of lipids. The above specified biochemical processes can be
implemented in pinch of aggregation activity of blood cells, platelets, causing activation of enzymes
of a hemostasis system and vasospasm of microvasculature [5].

The purpose of the present work was the analysis of features of haemorheological detrusions,
platelets activity — vascular link of a hemostasis and performances of changes of concentration
of catecholamins in a blood of the people in conditions of heliogeomagnetic perturbations which
represents the scientific and practical interest.

2. MATERIAL AND METHODS

Haemorheological parameters of 62 practically healthy men examined in process of screening of the
population of Moscow, were received in Scientific center of neurology RAMS in quiet conditions
and in time of heliogeomagnetic perturbations. It was not observed scerebro-vascular pathology,
attributes of ischemic illness of heart in examined subjects (according to the data from examination
and ECG). The subjects were of follows age: 40–49 years — 42 %, 50–59 years — 48.4 % and 60–64
years — 9.6 %. The work of the examined persons was not connected to a professional harmfulness
(chemical and toxic manufacture, the action of electromagnetic fields and radio-frequency radiations
were excluded). In all examined persons defined viscosity of an integral blood (VC), hematocrit
(HT), concentration of Fibrinogenum (FG), ability of erythrocytes to aggregation (AE), and ADF
(an adenosinediphosphatase acid) — induced platelet aggregation. (ADF-AT).

Variation of catecholamins of plasma: Noradrenalin (OA), adrenalin (A), dofamin (DA) were
measured in 73 men in different heliogeomagnetic conditions.

For an estimate of a geomagnetic situation was used a K-coefficient of IZMIRAN observatory
(Moscow, Russia), and also hourly Dst, and AE coefficients. The K-coefficient represents the
numerical performance of a degree of disturbance, expressed in numbers, where to each number
corresponds to amplitude of a geomagnetic field (in nTl) for a three-hour. Dst — the coefficient
characterizes occurrence and development large-scale planetary geomagnetic storm. On the Earth
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also there are shorttime perturbations — substorms. Their beginning and the intensity describes
AE — coefficient. In the Moscow region they are shown as well as world storms, but last usually
5–7 hours.

At mathematical processing the Student criterion was used, reliable considered differences at
p < 0.05.

3. THE RESULTS OF EXAMINATION

The results of examination have shown, that investigated haemorheological parameters tend to
increase in periods of heliogeomagnetic perturbations. In a Fig. 1 dynamics of medial values
haemorheological parameters per quiet days, for one–two days before storm, during perturbations
and three days after storm are submitted.

As it is visible from a figure, all parameters per quiet days did not overstep the bounds of
normal oscillations, while the majority of the viewed parameters begins to change already before
the beginning magnetic storm. Per days of perturbations the medial quantity of an aggregation
of erythrocytes at the people in 1.6 times exceeds its value per quiet days, and the aggregative
activity of platelets grows in 1.4 times. The statistical analysis has shown, that in these cases the
considerable excess of upper parameter of norm of AE and ADF-AT is accompanied by double
magnification of a root-mean-square deviation. It specifies on major variation of functional activity
of blood cells in time of heliogeomagnetic perturbations.

The viewing of changes of catecholamins in a blood of the healthy people has revealed detrusions
of investigated parameters in periods of heliogeomagnetic paroxysms in comparison with quiet days
(Fig. 2).

During perturbations, 2 days prior to storm and in 2 days after storm a level NA raises from
343.3 pg/ml to 577.3 pg/ml and from 516.2 pg/ml to 537.9 pg/ml (p < 0.05). In the disturbances
periods the level A at the healthy persons also grows, with more grown until storm from 136.3 pg/ml
to 185.8 pg/ml (p < 0.05), at the moment of storm its concentration has increased by 30.5 %, and
after-on 8.2 % in comparison with a quiet period. Thus the concentration DA 2 days prior to storm
and in time of storm decreases, accordingly on 51.7 % and 60.6 %. And in 2 days after storm grows
more than in 2 times.

Figure 1: Dynamics of medial values haemorheological parameters of healthy men per quiet days (1), one–two
days before storm (2), during perturbations (3) and three days after storm (4).

Figure 2: Dynamics of changes of concentrations of catecholamins of a blood plasma at the healthy people in
per quiet days (1), one–two days before storm (2), during perturbations (3) and three days after storm (4).
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4. DISCUSSION

Haemorheological shifts and changes of neurotransmitter concentrations in a blood, associated
with increased heliogeophysigal activity, allow to suggest, that under the circumstances a human
organism is exposed a number of physical factors. These factors are associated with magnetospheres
activity caused by action solar corpuscular streams. As these changes of parameters of a blood begin
to occur prior to the beginning of magnetic storm and before any changes of an amplitude of a
geomagnetic field, it may be safely suggested that one of the basic physical mechanisms at initial
stages of perturbations can be a stochastic resonance. The exterior oscillations can synchronize or
desynchronize rhythms of humoral systems of a human organism. It appears that the development
of the resonant phenomena probably may lead a stress reaction with activation sympathoadrenal
system, that can result in increased aggregation of cell elements of a blood and increased of intensity
of processes hemocoagulation.

From all spectrum of an electromagnetic field on a surface of the Earth, the biologically effective
factor is in that frequency rang, where a level of a field is greatest, and the differences of its intensity
from quiet conditions to disturbances are great enough. To such requirements satisfies a range of
superlow frequencies, in which low-frequency “transparency window” of an ionosphere is situated.
The electromagnetic waves with such frequencies freely reach the Earth, and the intensity of this
low-frequency radiation increases 10–100-fold during disturbances [6].

In a low-frequency range, beside for micropulsations generated by processes in a magnetosphere
of the Earth, and Shuman resonances, in a region of the Earth — the ionosphere is formed the
resonator for Alfven waves. The resonancet structure of a spectrum of an atmospheric noise phon
is regularly apparent feature of background electromagnetic noise within the frequency range 0.1–
10Htz. The Alfen’s ionospheric resonancet structure of a spectrum is the fundamental characteristic
of an electromagnetic field in a region of the Earth — ionosphere. The parameters of resonancet
structure are controlled by a structure and degree of disturbance of an ionosphere in a point of
observation.

In period after of a beginning geomagnetic storm and increase variations of amplitude of a geo-
magnetic field it appears to be a direct action of a geomagnetic field. Now it is reliably established,
that inside of alive organisms it can be present nano crystals of ferromagnetic minerals, in par-
ticularly Fe3O4 [7]. It is defined, that they have a biogenic origin, i.e., are formed as a result of
a crystallization directly in cell medium. The biogenic magnetite is found out in a brain and in
the other human organs, also in birds, insects and bacteria. The presence of a magnetite in alive
organisms is one of the possible reasons of their sensitivity to feeble magnetic fields and variations
of a geomagnetic field.

The blood, due to erythrocytes, also can be considered as magnetic medium. The haemoglobin
of erythrocytes is included atoms of iron having a non-zero magnet. moment Therefore medium
containing such particles, is capable to show properties proper which are common to magnetics.
In the disturbances conditions of an electromagnetic field with frequencies from several hertz up
to several kilohertz increases, so the spontaneous magnetization of particles can lead to occurrence
groups with oriented particle packing due to a parallel alignment of their magnet moments. Mov-
ing in a vasculature, this group represents soliton object or S-object. The vector of a magnetic
flux of S-object is defined by product of a vector of a magnetic induction on a cross-sectional area
of the channel, on which it moves. In his motion the S-object can influences on a lumen of a
vasculature. Simultaneously, according to law of electromagnetic induction, there will be electrical
currents arising to compensate the changes of a magnetic flux. The Lenz’s rule demands, that these
currents should be circular and circulated in a plane, of a perpendicular axis of the channel [8].
The presence in a blood plasma of a plenty of ions does it electroconductive. It is known, that
the rheological property of a blood and its flow properties are caused not only by the viscosity
characteristics, but also by the autoregulative control mechanism, including also vasculomotor au-
toregulation. It is proved, that the local control of a diameter of arterias is based on ability of
endothelial cells to feel a voltage of shift, the changes of which characteristics are closely associated
with variabilites of values of blood velocity and blood viscosity at different levels of hemocircula-
tion. The quantity of viscosity of a blood is defined by integrated interaction of a variety of factors:
First of all by viscosity of plasma, by hematocrit, deformability and by aggregative ability of ery-
throcytes. Increasing of the viscosities characteristic of a blood (statistically significant increase
of average parameters of viscosity of a blood, hematocrit, level of fibrinogenum), and also increase
of agregation of erythrocytes, which are marked by us during geomagnetic disturbances probably,
are guided on optimization of delivery of oxygenium to tissues, thus, carrying out compensative
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function. At the same time the existence of a particular coordination of dynamics of increasing
of catecholamins concentrations in a blood with changes of values of fibrinogenum and agregative
activity of thrombocytes and erythrocytes in periods of heliogeophysical perturbations can be con-
sidered as reflection of the answer on stressful action of the heliogeophysical factors. Thus, the
moderate increasing of the viscosities characteristics of a blood at the healthy persons induced
by heliogeophysical perturbations, can lead to increasing of coagulation potential manifesting by
activation of functions of thrombocytes and increasing of concentrations of fibrinogenum at various
levels of a blood circulation system. Mentioned haemorheological shifts, contributing to activations
of a haemostasis, are accompanied by turning-on of mechanisms of a physiological hemodilution at
a level of microcirculation, that promotes increase of efficiency of giving of oxygenium to tissues.

5. CONCLUSION

Submitted above data on changes of the haemorheological parameters and humoral shifts at healthy
men are specific for stressful responses, which, as it was shown, can be, to some extent connected
with changes of a geomagnetic field. The results our study let us to suggest, that, probably, one of
main mechanisms of action of heliogeophysical perturbations capable to influence on hemoscircu-
lation of the healthy man is as direct actions, and indirect (in particular, through catecholamins)
effects on reological property of a blood. It is obvious, that response of composite nonlinear sys-
tems, what the human organism is, on feeble exterior actions of heliogeophysical character depends
not only on properties of the influencing factor, but also from a state of the system. At integrity
interior paving of a vascular channel at the healthy people of change of rheological properties of a
blood and activation of platelets-vascular hemostasis connected with perturbations wear reversible,
adaptative character.
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Abstract— Clinical trials of hypothermic brain treatment for newborn babies are currently
hindered by the difficulty in measuring brain temperature non-invasively. As one of the possible
methods for non-invasive temperature sensing and monitoring that is completely passive and in-
herently safe is passive microwave radiometry (MWR). Five-band microwave radiometer system
and its feasibility were reported and then confidence interval level of the temperature estimation
at 5 cm depth from the surface was 1.6K. This result was not good enough for clinical applica-
tion because clinical requirement is less than 1K. This paper describes the improved result of
temperature resolutions of the five radiometer receivers, and shows the new confidence interval
obtained by the same simulation method. Obtained better temperature resolutions are 0.103,
0.129, 0.138, 0.105 and 0.111 K for each receiver and new confidence interval level is 0.70 K at
5 cm. We believe that the system takes a step closer to the clinical hypothermic treatment.

1. INTRODUCTION

Although cooling the brain of newborn baby can reduce neuro-developmental impairment after a
hypoxic-ischemic insult [1], clinical trials are currently hindered by the difficulty in measuring brain
temperature non-invasively as well as continuously. Currently there are few experimental data on
the temperature distribution within the brains of newborn infants. MRI and MR spectroscopy
methods have been used to measure temperature changes in the brain, however, these require
access to complex equipment and they are not suitable for routine measurements repeated over a
prolonged period of time. Invasive methods for direct measurement of deep brain temperature have
not been applied for ethical reasons, and correlations between deep brain temperature and surrogate
measures such as tympanic membrane, nasopharyngeal, oesophageal or rectal temperatures are
uncertain, particularly in an infant undergoing active therapeutic cooling.

As one of the possible alternative methods for non-invasive temperature sensing and monitoring
that is completely passive and inherently safe is microwave radiometry (MWR). The first tem-
perature measurement study for an agar-phantom temperature-profile-model by MWR have been
reported in PIERS 2006 [2] especially on 2-σ confidence interval (temperature sensing accuracy)
at 5 cm depth from the surface. Then temperature resolutions were 0.280, 0.321, 0.155, 0.113 and
0.122K for 1.2, 1.65, 2.3, 3.0, and 3.6 GHz receivers, respectively. Using these resolutions, the confi-
dence interval level at 5 cm depth was simulated to be 1.6K. Because the clinical requirement is less
than 1 K, further improvements of MWR system were essential for a successful hypothermia treat-
ment. We have done a couple of actions to reduce background noise in order to obtain the better
temperature resolutions and tried to retrieve the temperature profile by using the same brightness
temperature data and the microwave radiometric weighting functions used in the previous study [2].
This paper describes the feasibility of MWR system for clinical hypothermic treatment.

2. METHODS

2.1. Microwave Radiometry
MWR involves measuring the power in the microwave region of the natural thermal radiation
from body tissues to obtain the so-called brightness temperature of the tissue under observation.
Brightness temperature TB is defined as

TB =
P

k∆f
(1)

where P is the thermal radiation power received by the radiometer’s antenna in a bandwidth of
∆f around a frequency f , and k is Boltzmann’s constant. The antenna is a short waveguide-type
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which is in contact with the head surface. Therefore, not all of the thermal radiation power from
the tissues, Ptissue, reaches the radiometer because of reflections at the boundary between the tissue
and dielectric material in the antenna. Brightness temperature, TB, thus is expressed as

TB =
(1−R) Ptissue

k∆f
= (1−R) TB,tissue (2)

where R is the unknown reflection coefficient at the tissue-antenna interface at f . The unknown
reflection power can be cancelled by the thermal power of the reference noise source (RNS) in the
radiometer in the balance mode operation [3].

Since the thermal radiation intensity at microwave frequency range is proportional to the abso-
lute temperature, TB may be expressed as

TB =
∫∫∫

afv

W (r)T (r) dV (3)

where T (r) is the absolute temperature in an incremental volume of tissue dV located at the
distance r from the center of antenna aperture, W (r) is the radiometric weighting function which
links the tissue temperature and the measured brightness temperature. The integration is over the
antenna’s field of view (afv). W (r) is obtained using the electromagnetic power density distributions
which is calculated by the finite difference time domain (FDTD) method [2].

2.2. System Improvement
System noise temperatures are in the range of 325–455K while the target brain temperature is
about 310 K. Though the structure of radiometer is almost the same as that of a radio-telescope
whose noise is usually minimized by cooling the receiver to cryogenic temperatures, the present
microwave radiometers need to operate in a room temperature as might be expected. Therefore
low noise microwave components have been used in the system. In this work, in addition to low
noise componets, an analog to digital converter with input-output ports, which controls the system
and gathers temperature data, TBi (TRNS) and Twater, is changed to a low-noise type. Cables
around an isolating transformer and primary power source circuits are doubly shielded and the
water-bath is also shielded by fine woven metal wires.

2.3. Calibration Experiment
Five receivers (fi = 1.2, 1.65, 2.3, 3.0 and 3.6 GHz) are calibrated by measuring the brightness
temperatures of water. Actually, the water temperature is gradually increased so that there is
enough time to balance TBi and TRNS. When the balance is achieved, both temperatures are
recorded in a PC and calibration curves are obtained for the five receivers.

2.4. Temperature Retrieval Simulation
Because finding an estimate for the temperature distribution from a set of measured brightness
temperatures (five brightness temperatures in our system) is an inverse problem, we have previously
reported a method to use a priori knowledge of the temperature profile in the brain [4]. Thus
estimated temperature profile is achieved by minimizing the error function below,

Error =
5∑

n=1

(TB,model,i − TB,measured,i)
2 (4)

where TB,measured,i is the measured brightness temperature, i is the center frequency of the each
receiver and TB,model,i is the “model” brightness temperature at fi calculated by using a priori
temperature profile and radiometric weighting functions. A priori temperature profile in the brain
is expressed as

T (z) = T0 + ∆T · SF (z) (5)

where T0 is the surface temperature (cooling bolus temperature), ∆T is the differential temperature
between the surface and the center of the brain and SF (z) is the shape function which is the
normalized temperature profile. Simulations of the temperature profile retrieval and 2-σ confidence
interval were made using the same temperature distribution used in the previous work and the
temperature resolutions obtained in this study.
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3. RESULTS AND DISCUSSION

One example of calibration results is shown in Fig. 1 (3.6 GHz receiver). Abscissa is the water
temperature and ordinate is the brightness temperature (RNS temperature). A regression line is
drawn on those points and the temperature resolution of the receiver is defined from the standard
deviation. The resolution of the receiver is 0.111 K. Thus obtained receiver resolutions are com-
pared to those previously reported and listed in Table 1. Resolutions of five receivers have been
successfully improved in this study. Temperature resolutions of radiometer receivers have direct
effects on the estimation accuracy or confidence interval of the estimated temperature.

Table 1.

Receiver (GHz)* Resolution (K) [2] Resolution (K)
1.2 0.280 0.103
1.65 0.321 0.129
2.3 0.155 0.138
3.0 0.113 0.105
3.6 0.122 0.111

*Center frequency.
**Each receiver has 0.4GHz bandwidth.
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Figure 1. Calibration line of 3.6 GHz receiver. Dots
are balanced points and a linear curve is a regres-
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Figure 2. Temperature profile and 2-σ confidence
interval retrieved from previously obtained bright-
ness temperatures with improved temperature reso-
lutions of five receivers.

A temperature profile and the 2-σ interval are retrieved from the simulated brightness temper-
ature data and the radiometric weighting functions which were used in the previous work [2] using
the temperature resolution data obtained in this work is shown in Fig. 2. Confidence interval of
the estimation is 0.70 K compared to the previous interval of 1.6 K. Since the clinical requirement
of estimation accuracy is less than 1 K, the present result is very promising and encouraging for
the realization of a clinical equipment. This technology is also expected in the case of hypothermia
neuroprotection in adults after cardiopulmonary resuscitation [5].

4. CONCLUSIONS

Temperature estimation accuracy has improved from 1.6 K to 0.7 K. This amelioration is a crucial
step toward the realization of non-invasive and continuous measurement of deep brain temperatures
in infants. We seek further improvements of signal to noise ratio for the first attempt of measuring
an actual brain temperature.
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Abstract— Clinical requirement of the confidence interval level of temperature estimation
at 5 cm depth from head surface is less than 1 K. This requirement is a tough goal because
the microwave radiometer measures average power of noise coming from inside the brain and
indistinguishable from background noise and/or by receiver electronics. Though the structure of
radiometer is almost the same as that of a radio-telescope whose noise is usually minimized by
cooling the receiver to cryogenic temperatures, the present microwave radiometer needs to operate
in a room temperature as might be expected. In order to reduce the background noise, an inverse
coupler was inserted at the input to the receiver (1.4 GHz) and the temperature resolution was
compared with that without the coupler by measuring the noise power of water. Thus obtained
temperature resolution of the receiver was improved from 0.400K to 0.125 K (68% amelioration)
though further actions are fundamental to the practical implementation of the technique.

1. INTRODUCTION

Microwave radiometer has been proposed as a viable noninvasive thermometer for monitoring sub-
strate tissue temperatures. With the evolution of technology, microwave radiometry (MWR) devices
have been developed for this application [1, 2]. The problem posed is that such medical MWR ther-
mometers are mostly non-invasive devices and observe the extremely weak thermal noise power
emitted by the lossy material at about 310 K (body temperature). Reducing the unwanted ther-
mal noise (background noise) is thus critical for the accuracy and stability of data obtained by
the thermometer. We have been developing a five-band MWR system for monitoring deep brain
temperatures in newborn infants and have already shown its feasibility in the first temperature
measuring experiment using an agar phantom [3]. However, further reduction of the background
noise is required to actualize the clinical equipment. This paper describes the attempt of an inverse
coupler to improve the temperature resolution of MWR system using one-band MWR receiver.

2. ONE BAND MICROWAVE RADIOMETER

Oneband MWR, shown in Fig. 1, consists of a single cross-polarized, rectangular waveguide antenna,
a cable, a PIN switch, a circulator, an isolator, an RF amplifier (1–2GHz), a reference noise source
(RNS), a mixer, an attenuator, a local oscillator. The receiver operates in the radiation balance
mode [4] which provides the insensitivity to variations in the gain of the radiometer and compensates
for power reflections at the tissue/antenna interface. This enables the brightness temperature to
be determined independently of the reflection coefficient at the interface.

A 180 degree hybrid coupler (PN BL31-6331-00) is inserted at the PIN switch input in order to
cancel the background noise as much as possible A contact type waveguide antenna and an antenna
cable with 50-Ω.

The system consists of the Dicke-type radiometer, a single dual-polarized rectangular waveguide
antenna dilled with high permittivity (low loss) material, a termination, a PC and a hybrid coupler
(180 degree). It operates in the radiation balance mode. Termination are connected to the input
ports of the coupler. Output of the coupler is fed to the PIN switch and is processed in one-band
MWR (center frequency: 1.1 GHz, bandwidth: 0.3 GHz).

3. SYSTEM CALIBRATION

The antenna was placed on the surface of water in a water-bath and a 50-Ω termination was located
in the vicinity of the antenna. Water temperature was increased very slowly (about 20 degrees for
4 hours) and both RNS and water temperatures were measured for calibration. Calibration curves
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Figure 2: Calibration results (a) with and (b) without a directional coupler.

with and without the directional coupler are shown in Fig. 2. Horizontal axis is the water temper-
ature while vertical axis is the RNS temperature. Dots are the balanced points in the radiation
balance mode operation [4]. Lines are the regression lines. Standard deviation obtained from those
data is used as the confidence interval level which proves the credibility of the measurement [5].
Thus obtained standard deviations are 0.125 K (with a coupler) and 0.400K, respectively.

Horizontal axis is the water temperature in a water-bath and vertical axis is the RNS temper-
ature. The noise power of RNS resistor is controlled to keep a balance with input thermal noise
power in radiation balance mode. Regression lines are used as calibration lines. Standard deviation
gives an indication of measurement accuracy.

4. DISCUSSION

The feasibility of using multi-frequency microwave radiometer to measure deep brain temperature in
newborn infants was previously demonstrated [5]. The next study built on that work and reported
the first experimental demonstration of the temperature measurement on the phantom [3]. The
results of these feasibility studies of non-invasive measurement of deep brain temperature in infants
show that the proposed technique is expected to provide an acceptable estimate of the temperature
profile within the cooled baby-head. However, further reduction of unwanted thermal noise power
is an essential requirement to realize the confidence interval less than 1K in the radiometer system.
As one of the actions, we have made an attempt to use a hybrid directional coupler at the input
of a PIN switch and to compare the calibration results of the radiometer. The result shows that
the coupler successfully reduced (but not satisfactory at present) the adverse affect of ambient
thermal noise on the standard deviation of estimated temperature. Future work will include the
application of the same technique to the five-band radiometer system and compare the accuracy
of the estimated temperature. Optimization of its practical implementation will rely on future
experimental data.
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Abstract— The SBS model was described based on Brillouin fiber amplifier and the SBS
coupled equations were solved numerically. The influence of effective mode area on time delay
and pulse broadening was studied within the gain range of 0–16. For smaller effect mode area,
the Stokes pulse reaches gain saturation at a smaller gain, the time delay and pulse broadening
factor also decrease with increasing gain more quickly in the gain saturation regime. Both the
time delay and pulse broadening factor decrease with the increasing effective mode area at a
given pump power whose gain is in the small signal regime.

1. INTRODUCTION

Slow light based on stimulated Brillouin scattering (SBS) in optical fibers has attracted wide
attention for its potential applications in optical buffering, data synchronization, optical memories
and optical signal processing. Compared with previously demonstrated slow-light techniques such as
electromagnetically induced transparency (EIT) [1] and coherent population oscillations (CPO) [2],
slow light based on SBS has a lot of advantages: the simple, flexible and easy-to-handle SBS can
be realized in room temperature; the optical fiber components based on it can be easily integrated
with the existing telecommunication infrastructure; the slow-light resonance can be tuned to any
wavelength within the optical communication windows; the use of optical fiber allows for a relaxed
pump-power requirement owning to long interaction length, small effective mode area and so on.

Kwang Yong Song et al. first demonstrated SBS slow light experimentally using single-mode
fiber (SMF) and dispersion shift fiber (DSF) [3]. They achieved the time delay in the range of
tens of nanoseconds in several kilometer-length fibers. Then they find the delay is limited by pump
depletion (gain saturation) and amplified spontaneous Brillouin emission (ASBE), which can be
avoided by cascaded fiber segments joined by unidirectional optical attenuators [4]. So they achieved
time delay within the range of 150 ns, much larger than the 40 ns signal pulse. In the mean time, a
large amount of pulse broadening is observed. Pulse distortion is an inevitable phenomenon in all
SBS slow light experiments, it can be reduced by using a variety of pump modulating schemes [5–7]
or various gain profiles [8–10]. To overcome the narrow band spectral resonance of SBS which
limits the maximum data rate of the optical system, a simple and inexpensive pump spectral
broadening technique is used in broadening the SBS slow light bandwidth to hundreds of MHz [11],
and 12 GHz [12]. Song et al. further extended the SBS bandwidth up to 25 GHz by using a double
pump method [13], which paves the way towards real applications based on SBS slow light.

Numerical studies of SBS slow light under different Stokes pulse widths and pump parameters
were also studied [14, 15], which provide an insight into the SBS slow light process. However, optical
fiber structure also has a strong influence on the SBS coupling process, leading the time delay and
pulse distortion differently. Better design of the optical fiber structure will make it possible the
realization of slow light devices with a much high efficiency. Considering the intensities of three
coupled waves have a relationship with the effective mode area which plays an important role in the
SBS process, the influence of effective mode area on time delay and pulse broadening is discussed
in this paper.

2. NUMERICAL MODEL AND DISCUSSION

The process of SBS is the interaction of two counter-propagating waves, a strong pump wave and
a weak Stokes wave. If a particular frequency relation is satisfied

vpump = vStokes + vB (1)

where vpump and vStokes are the frequency of pump wave and Stokes wave respectively, vB is the
Brillouin frequency. Then an acoustic wave is generated which scatters photons from the pump to
the Stokes wave and the interference of these two optical waves in turn stimulates the process [16].
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From a practical point of view, the process of SBS can be viewed as a narrowband amplification
process, in which a pump wave produces a narrowband gain in a spectral region around vpump−vB.
According to Kramers-Kronig relation, the amplification will result in a sharp transition in the
refractive index of the material. Consequently, the group index will experience a strong transition,
which is responsible for the pulse delay. If the Stokes pulse is set on the SBS gain line center, the
maximum delay is achieved.

Considering a Brillouin amplifier where the pump wave counter-propagates through the fiber
with respect to the Stokes pulse, the SBS process can be described by one-dimensional coupled wave
equations involving a backward pump wave (−z direction), a forward Stokes wave (+z direction),
and a backward acoustic wave. Under the slowly varying envelope approximation (SVEA) and
neglecting the transverse field variations, the equations are written as follows [17]:

− ∂Ap

∂z
+

n

c

∂Ap

∂t
= −α

2
Ap + ig2AsQ (2)

∂As

∂z
+

n

c

∂As

∂t
= −α

2
As + ig2ApQ

∗ (3)

∂Q

∂t
+

(
ΓB

2
− i∆ω

)
Q = ig1ApA

∗
s (4)

where Ap, As, and Q are the amplitudes of the pump wave, the Stokes wave, and the acoustic
wave, respectively; n is the group refractive index when SBS is absent; c is the velocity of the
light in vacuum; α is the loss coefficient of the fiber; ΓB/2π is the bandwidth (FWHM) of the
Brillouin gain; ∆ω = (ωp − ωs)−ΩB is the detuning from the SBS gain line center; ΩB is the SBS
frequency shift; ωp and ωs are the center angular frequency of the pump wave and Stokes wave,
respectively; g1 is the coupled coefficient between the pump wave and the Stokes wave, g2 is the
coupled coefficient between the pump (Stokes) wave and the acoustic wave, g0 = 4g1g2

ΓB
is the peak

value of the Brillouin gain coefficient.
According to the small signal steady state theory of stimulated Brillouin scattering, the pump

power Pcritical required to reach Brillouin threshold in a single pass scheme is related to the Brillouin
gain coefficient g0 by the following equation [16]:

g0(Pcritical/Aeff )Leff
∼= 21 (5)

where Pcritical is the power corresponding to the Brillouin threshold, Aeff is the effect mode area,
Leff is the effective length defined as Leff = α−1[1 − exp(−αL)], from Eq. (5) we can obtain the
threshold pump intensity:

Icritical = Pcritical/Aeff
∼= 21/(g0Leff ) (6)

Once reaching the threshold pump intensity, a large part of the pump power is transferred to
the Stokes wave, resulting in the generation of Stokes wave at the output that depletes the pump
seriously and leads to serious Stokes pulse distortion. In our simulations, we consider the pump
intensity is near the Brillouin threshold and obtain the Stokes gain around 16 using the parameters
described in Section 3, here the Stokes gain is defined as:

Gain = log
(

Pout

Pin

)
(7)

where Pout and Pin are the output and input of the Stokes peak power, respectively.
The time delay ∆Td is defined as the peak difference between the output Stokes pulse with and

without SBS in time domain:
∆Td = tp−SBS − tp−noSBS (8)

where tp−SBS and tp−noSBS are the peak time of the out Stokes pulse with and without SBS,
respectively.

The pulse broadening factor B is defined as the ratio of the output Stokes pulse width τout

(FWHM) to input Stokes pulse width τin (FWHM):

B =
τout

τin
(9)
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3. NUMERICAL SIMULATION RESULTS

In order to study the situation where the pump is depleted, we solve the Eqs. (2)–(4) numerically
using the method of implicit finite difference with prediction-correction [18] to determine how
effective mode area influence SBS slow light.

In our simulation, the parameters are considered from the common single-mode fiber, and select:
fiber length L = 25 m, pump wavelength λ = 1550 nm, group refractive index n = 1.45, effect mode
area Aeff = 50µm2, loss coefficient α = 0.2 dB/km, gain bandwidth (FWHM) ΓB/2π = 40 MHz,
gain coefficient g0 = 5 × 10−11 m/W. We assume the pump wave is CW and the Stokes wave is
Gaussian shaped with the peak power of 0.1µW and the FWHM pulse width of 120 ns (its FWHM
bandwidth in frequency domain is around 3.7 MHz which is much smaller than that of SBS gain
bandwidth we use). The Stokes pulse is set on the SBS gain line center to achieve the maximum time
delay (∆ω = 0). The previous parameters are kept unchanged unless the influence of parameter
itself on time delay and pulse broadening is involved.

As can be seen from Fig. 1(a), in the small signal regime, the time delay increases with the
gain linearly for different effective mode areas when the gain is small (≤ 10), that’s because the
pump isn’t completely affected when the gain is small. For larger gain, pump depletion becomes
more and more seriously, the time delay increases slowly with gain and reaches its maximum
before decreasing with gain. However, the pulse with smaller effective mode area reaches the gain
saturation at a smaller gain, and the maximum time delay is accordingly smaller. Once reaching
the gain saturation, the pulse with smaller effective mode area also decreases with the increasing
gain more quickly than the others. The reason is: for pulse with the same peak power, the smaller
the effective mode area is, the more optical power is injected into the optical fiber core, the pulse
with smaller effective mode area is easier to reach the gain saturation.

Figure 1(b) shows the pulse broadening factor versus gain, the pulse broadening factor increases
linearly with the increasing gain in the small signal regime, which is the same as the time delay
versus gain. As has been said before, the pulse with larger effective mode area reaches the gain
saturation at a larger gain and its maximum pulse broadening factor is accordingly larger. In the
gain saturation regime, the pulse with smaller effective mode area narrows more seriously than the
others at a fixed gain, which shows that the smaller effective mode area has a stronger influence on
gain saturation, the pulse broadening factor even begins to increase at the gain around 16 for the
smallest effective mode area.

We also investigate the time delay and pulse broadening factor as a function of effective mode
area at a given pump power 0.125 W. As shown in Fig. 2, both the time delay and pulse broadening
factor decrease with the increasing effective mode area. It indicates that smaller effective mode
area could reduce the pump requirement and has a higher time delay efficiency (defined as time
delay per unit pump power and per unit optical fiber length). Note that the maximum gain is 7.6
occurring at Aeff = 20µm2, which satisfies the small signal condition.
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Figure 1: (a) Time delay and (b) pulse broadening factor as a function of gain with different effective mode
areas.
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Figure 2: (a) Time delay and (b) pulse broadening factor as a function of effective mode area at a given
pump power.

4. CONCLUSIONS

We make a numerical study of the SBS slow light in optical fibers, and consider the influence of
effective mode area on time delay and pulse broadening in the gain range of 0 ∼ 16. In the small
signal regime, the time delay and the pulse broadening factor increase with the increasing gain.
The Stokes pulse with larger effective mode area reaches the gain saturation at a larger gain. In the
gain saturation regime, the Stokes pulse with smaller effective mode area begins to decrease more
quickly. We also investigate the time delay and pulse broadening factor vary with the increasing
effective mode area at a given pump power whose gain parameter is in the small signal regime, and
find that the time delay and pulse broadening factor decrease with the increasing effective mode
area.
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Abstract— This paper presents fabrication and characterization of InP-based separate absorp-
tion, grading, charge, and InP/InAlAs hetro-multiplication (SAGCM) single photon avalanche
photo-detectors (SPADs) for application of single photon fiber optic communications. The dark
current (ID) of SPAD at 90% of the breakdown voltage (VBR) was 37.8 pA and 18.8 nA at 200 K
and 300 K, respectively. Under −40◦C and gate repetition frequency of 10 kHz with pulse width
of 2 ns, the performance of dark count probability Pdc = 0.02, single-photon detection efficiency
ηdet = 11.5%, noise equivalent power NEP = 5× 10−14 W/(Hz)1/2, a factor of quantum bit-error
rate of Pdc/ηdet = 0.16 were simultaneously achieved. In addition, both the dark current and the
dark count exhibited activation energy of 0.24 eV in temperature below 240 K which shown the
dominant generation sources were band-to-band tunneling and field-enhanced band-traps-band
tunneling.

1. INTRODUCTION [1–3]

Recently, single photon communications, i.e., quantum key distribution (QKD), have received much
interest due to their confirmed security. InP-based avalanche photodiodes operating in Geiger-mode
at low temperature as single-photon avalanche detectors (SPADs) have emerged as a key component
for 1550 nm QKD system application. However, SPADs for single photon detection are demanded
to have a high single-photon detection efficiency (SPDE, ηdet) and a low dark count probability
(Pdc). For quantum key distribution, single-photon detection efficiency is proportional to bit rate.
The ratio of Pdc to ηdet is a factor of quantum bit-error rate of a detector (QBERdet), which a low
QBERdet was required for single photon fiber optic communications.

In this paper, we report the fabrication of InP-based separate absorption, grading, charge, and
InP/InAlAs hetro-multiplication (SAGCM) single photon avalanche photo-detectors, and inves-
tigated the device performance of dark current (Id), dark count probability (Pdc), single-photon
detection efficiency (ηdet), noise equivalent power (NEP), afterpulsing effect, and quantum bit-error
rate of a detector (QBERdet).

2. EXPERIMENTAL

2.1. Device Fabrication
Figure 1 shows the schematic diagram of a SAGCM- SPAD. The device epitaxial layers grown on a
(100) S-doped InP substrate by metal-organic chemical vapor deposition (MOCVD) consists of an
InP buffer layer (0.5µm, n ∼ 2 × 1016 cm−3), an undoped In0.53Ga0.47As absorbing layer (1.0µm,
n < 2× 1015 cm−3), three undoped InGaAsP grading layers (λ = 1.5, 1.3, 1.2µm, 1000Å each), an
unintentionally doped InP charging layer (0.2µm, n ∼ 6 × 1016 cm−3), an undoped In0.52Al0.48As
partly hetro-multiplication layer (30 nm, n ∼ 2 × 1016 cm−3), an undoped InP cap layer (3.0µm,
n < 1 × 1016 cm−3), and an undoped In0.53Ga0.47As diffusion control layer (0.2µm, n < 1 ×
1016 cm−3). Before the fabrication of SAGCM-SAPD, the quality of epitaxial film was characterized
by using double-crystal X-ray diffractometer (DCD) and electrical capacitance-voltage (EC-V).
The electrical field profile in epitaxial structure would be expected close to E ∼ 1.5× 105 V/cm at
absorbing layer and E > 5× 105 V/cm at multiplication layer.

Device fabrication begins with a selective etching to removal InGaAs with a widow of 80µm
diameter. Following a 1500Å SiNx film was deposited by plasma-enhanced chemical vapor depo-
sition (PECVD) and a 90µm diameter SiNx central window was opened by reactive ion etching
(RIE) which covers an inner annulus of InGaAs ring for the next Zn-diffusion process. During the
Zn-diffusion, an elevated temperature with an longer duration was applied to control p+-InP depth
of central active junction to 0.4µm away from the In0.52Al0.48As layer. At the same time, under
the InGaAs ring, Zn diffusion through InGaAs into InP formed a shallow p-InP junction relative
to the central junction due to the diffusion coefficient of InGaAs was smaller than the diffusion co-
efficient of InP, as shown in Figure 1. The shallow p-InP junction ring at the edge of central active
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Figure 1: The schematic diagram of a SAGCM-SAPD.

junction served as a guard ring to suppress edge breakdown. This optimized diffusion process can
improve the device characteristics and reduce the edge breakdown. After diffusion, all the surface
InGaAs film was removed and a λ/4 thick SiNx film was deposited as an anti-reflection coating
(ARC). Finally, P and N electrode contacts using AuZn/Au and AuGe/Ni/Au were deposited on
the front-side and back-side of the substrate, respectively. We packaged an SPAD chip in a TO-46
fiber pigtail module for further device performance characterization.

3. CHARACTERIZATION IN LINEAR-MODE AND IN GEIGER-MODE

In the linear mode, the dark current-voltage (I-V ) characteristics of SPAD at different temperature
were measured by using the HP 4145B which show the dark current (ID) and breakdown voltage
(VBR). However, the punch through voltage (Vth) and multiplication factor (M) were obtained
when the device illuminated with a 1550 nm light source. Furthermore, the 3-dB bandwidth (f3−dB)
as a function of multiplication factor to deduce gain bandwidth product (GB) was measured by
HP8703B also study in this work.

In Geiger mode operation, the experimental setup of SPAD characterization is illustrated in
Figure 2. The SPAD device was biased below VBR with a dc power supply. It was pulse-biased
above breakdown through capacitor (Cg) with the pulse generator. The quenching circuit and SPAD
were mounted inside a vacuum chamber with a water cooled two stage thermoelectric controller
(TEC). The temperature on SPAD can be tuned by supplying different currents to the TEC. In
additionally, SPAD was illuminated with 1550 nm light through optical fiber for ηdet measurements.
The light source was DFB laser that produced 500 ps optical pulses at 1550 nm. To produce short
pulses of light, the DFB laser was triggered by a pulse generator and light intensity was attenuated

HP8131A

DC Power Supply 
AttenuatorPulse Generator

DFB Laser

TE Cooler Bias-T
HP4145B
or Scope 

Photon Counter

Quenching Circuit 

Avalanche Photodiode 

Chamber

Vacuum Pump 

Figure 2: The experimental setup of SPAD characterization.
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to single photon level using an optical attenuator. The output signal of SPAD was amplified with a
noise amplifier and connects to SR 400 photon counter and Tektronix oscilloscope. Then, the dark
count probability (Pdc), single-photon detection efficiency (ηdet), afterpulsing , activation energy
(Ea), noise equivalent power (NEP), and quantum bit-error rate of a detector (QBERdet) were
obtained.

4. RESULTS AND DISCUSSION

Figure 3 presents a DCD spectrum of epitaxial layers on InP substrate. The lattice mismatch
(∆ = a − a0/a0) between InP and epitaxial layer was 85 ppm, which indicates a nearly perfect
lattice-matched. However, there are stilly few defects at hetro-interface. The interface defect
suggests an original source of dark carrier generated. Dark currents as a function of bias voltage
and temperature were shown in Figure 4. The breakdown voltage (VBR, defined as the voltage at
10µA of dark current) at 25◦C and −70◦C were 62.5V and 52.1 V, respectively. The temperature
dependence of the breakdown voltage was measured to be only 0.11 mV/◦C. However, the dark
current of SPAD at 90% of the breakdown voltage was 37.8 pA and 18.8 nA at −70◦C and 25◦C,
respectively.

The 3-dB bandwidth as a function of multiplication factor is shown in Figure 5. The maximum
bandwidth is 3.0 GHz between the ranges of multiplication factor from 3 to 20. The gain-bandwidth
product (GB) deduced from the inverse linear relationship is 56 GHz. The value of GB can be
evaluated the effective transit time (τ∗ = M/2π GB) and the average number of dark carriers
generated was given by Nd = IDMτ∗/q [2].

Dark count probability (Pdc) and single photon detection efficiency (ηdet) as a function of excess
bias voltage at temperature −40◦C are illustrated in Figure 6. Pdc = 0.02 and ηdet = 11.5% at

Figure 3: DCD spectrum of epitaxial layers on InP
substrate.

Figure 4: Id-V -T curves.

Figure 5: The f3−dB as a function multiplication
gain.

Figure 6: Pdc and ηdet as a function of excess bias
voltage.
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Figure 7: NEP versus excess bias voltage. Figure 8: Dark count probability versus gate off
time.

 

Figure 9: Arrhenius plot of dark current. Figure 10: Arrhenius plot of dark count.

excess bias voltage of 1.4 V with gate frequency of 10 kHz and 2 ns pulse width were achieved.
The ratio of Pdc to ηdet is a factor of quantum bit-error rate of a detector (QBERdet), which a
low QBERdet was required for single photon fiber optic communications in this work we obtained
Pdc/ηdet = 0.16.

Figure 7 shows the NEP versus excess bias voltage, the operating temperature from −10◦C to
−40◦C. NEP value increases at lower excess bias due to the reduced in detection efficiency, while
at higher excess bias it increases also due to the increasing in dark count probability. The lowest
NEP of 5× 10−14 W/(Hz)1/2 at excess bias voltage of −1V and −40◦C was obtained. In Figure 8,
it is observed as an increase in the dark count probability as the repetition rate increases due to
afterpulse effect. The onset of afterpulsing depends on a number of parameters such as temperature,
trap density, and the total charge that flows through the device during an avalanche event. In this
experiment, afterpulsing was negligible at gate frequencies up to 800 kHz.

Because the dark current variation versus temperature follows an Arrhenius law ID(T ) =
I0 exp(−Ea/kT ) and the temperature dependence of the total dark counts can be expressed as
Nd(T ) = N0 exp(−Ea/kT ), from which we can extracted the activation energies (Ea) for discrete
bias voltages. The dark current of SPAD at −57V and 240 K (as shown in Figure 9), Ea = 0.2 eV
was obtained. When the excess bias = 2V and at 240 K, as shown in Figure 10, Ea also be 0.24 eV,
which explained by the band-to-band tunneling or the field-enhanced band-traps-band tunneling [3]
dominantly in InP multiplication layer was the same source for dark count sand dark current.
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5. CONCLUSION

Planar SAGCM-SAPDs grown by MOCVD have been have successfully fabricated and character-
ized. The fabricated SAPD operating in Geiger-mode at low temperature (−40◦)C are suited for
gate frequencies up to 800 kHz QKD system.
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Abstract— Influence of the electric field on the reflectivity and Bragg wavelength of the fiber
gratings with cladding made of uniaxial electro-optic crystal material whose optical axis is parallel
to the axis of fiber was investigated and a novel voltage sensor based on fiber Bragg grating with
LiNbO3 electro-optic crystal material cladding was designed. The calculated results indicate
that when the electric field varies from 0 to 100×107 V/m, the Bragg wavelength decreases from
1566.13 nm to 1542.80 nm, and the maximal reflectivity increases from 3.19% to 99.12%. These
conclusions provided a theoretical basis for designing novel optical sensors.

1. INTRODUCTION

Fiber gratings have been studied extensively since the optical sensitivity was described in 1978 [1]
and have become the key components of optical fiber communication system, such as dispersion
compensator, density wavelength division multiplexer (DWDM), fiber laser, fiber sensors and so
on [2–5]. In 2007, a new type of Bragg fiber grating with cladding made of uniaxial crystal materials
was proposed [6], and the calculated results indicated that the parameter Kcl, i.e., the ratio of the
extraordinary ray refractive index to the ordinary ray index, has a strong impact on the reflectivity
and Bragg wavelength. Before this, Stevenson [7] and Cozens [8] proposed the characteristics of
transmission and cut-off of the optical fiber with uniaxial crystal materials core. Electro-optic effect
and elasto-optic effect in a chirped fiber grating [9] with cladding made of uniaxial crystal material
are theoretically investigated in 2005 and the results indicated that the reflected spectra of the
chirped grating could be changed by the electric field and the strain. The characteristics of a new
type of fiber Bragg gratings with cladding made of uniaxial crystal material were predicted in 2007
and the calculated results indicated that parameter Kcl had a strong impact on the reflectivity and
the Bragg wavelength. A new tunable wavelength selector with fiber Bragg gratings with cladding
made of electro -optic materials was proposed in 2008 [10].

In the work, a novel voltage sensor based on fiber Bragg grating with electric-optic crystal ma-
terial cladding was proposed, the influence of electric field on the reflectivity and Bragg wavelength
of the fiber gratings were demonstrated. Firstly, the electro-optic effect of uniaxial electro-optic
crystal material, i.e., LiNbO3 was presented, and then the wave equations were solved in both the
cladding and the core, at last, the reflectivity of the fiber Bragg grating was investigated using
coupling theory. The calculated results indicate that the reflectivity and Bragg wavelength of the
fiber Bragg grating with cladding made of uniaxial electro-optic crystal materials. It provided a
basis for designing novel electric fields or voltage optical sensors.

2. THRORETICAL ANALYSIS

2.1. The Electro-optic Effect of Uniaxial Anisotropic Electro-optic Crystral Material

Supposing the electric field running along the axis of the optical fiber with cladding made of uniaxial
electro-optic crystal material whose optical axis is parallel to the axis of fiber, for 3 m point group
uniaxial material of trigonal system, the index ellipsoid equation in the principal dielectric axis is:

(
1
n2

o

+ γ13E3

) (
x2 + y2

)
+

(
1
n2

e

+ γ33E3

)
z2 = 1 (1)

where E3 = E is the electric field, γij is the electro-optic coefficients. no and ne are the ordinary
ray refractive index and the extraordinary ray refractive index of the uniaxial material,respectively.

For LiNbO3 crystal material, the index can be approximately expressed as

n(E) ≈ n− 1
2
rn3E (2)
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When the electric field is running along the axis of the fiber, the cladding is still uniaxial crystal
which has same principal axis. But its ordinary ray refractive index and extraordinary ray refractive
index are amended as: {

no(E) = no − r13n
3
oE

/
2

ne(E) = ne − r13n
3
oE

/
2 (3)

Thus the parameter Kcl, i.e., the ratio of the extraordinary ray refractive index to the ordinary
ray index and the normalized core-cladding index difference can be expressed as

Kcl = ne(E)/no(E) (4)
∆ = (n0 − no(E))/n0 (5)

where n0 is the core index, no(E) and ne(E) are respectively the ordinary ray refractive index and
the extraordinary ray index which is function of electric field intensity E, no and ne are respectively
the initial values of its ordinary and extraordinary ray refractive index.
2.2. The Characteristic Equation of the Ideal Normal Mode
Assuming the fiber Bragg grating with cladding made of uniaxial electro-optic crystal material
has a core radius a and a core refractive index n0. The optical axis of the uniaxial electro-optic
crystal material is taken to be parallel to the axis of the fiber, i.e., z-axis, and the principal axis
of cladding indices is nx, ny and nz respectively, which satisfy: nx = ny 6= nz. Through matching
the relationship between axial and tangential field components, and using the boundary conditions
of electromagnetic field, the characteristic equation of the ideal normal mode, i.e., the mode in an
ideal waveguide without grating perturbation can be obtained as follows:

F

[
n2

0

n2
oKcl

J′m(U)
U Jm(U)

+
K′

m(KclW )
W Km(KclW )

]
=

m2Q

Kcl

(
n2

0

n2
oU

2
+

1
W 2

)
(6)

where no = nx = ny and n0 > no. If β < k2n0, the parameters are defined as follows:

F =
J′m(U)

U Jm(U)
+

K′
m(W )

W Km(W )
Q =

1
U2

+
1

W 2

U = a
√

k2
0n

2
0 − β2 W = a

√
β2 − k2

0n
2
o(E) U = ak

√
n2

0 − n2
o(E)

where k0 is the wave number in vacuum and β is the propagation constant, U is transversely
normalized phase-constant, W is transversely normalized attenuation constant, V is normalized
frequency. Jm, Km are the Bessel and modified Bessel functions respectively.
2.3. The Reflectivity of the Fiber Bragg Grating
We only study unchirped uniform grating and assume that a perturbation to the core refractive
index of the grating can be described as follows:

δnco(z) = δnco

[
1 + ν cos

(
2π

Λ
z

)]
(7)

where δnco is “dc” index change spatially averaged over a grating period and δnco = 1.0× 10−4. ν
is the fringe visibility of the index change and ν = 1 in this work. Λ is the grating period, L is the
grating length, N is the total numbers of the grating periods and Λ = L/N .

According to coupled-mode theory and the boundary condition of the fiber Bragg grating, the
amplitude reflectivity can be shown as follows [11]:

γ = |ρ|2 = sinh2
(√

κ2 − σ̂2L
)/ [

cosh2
(√

κ2 − σ̂2L
)
− σ̂2

κ2

]
(8)

where σ̂ = δ + σ is a general “dc” self-coupling coefficient. The detuning δ is defined as:

δ = β − π

Λ
= 2πneff

(
1
λ
− 1

λB

)
(9)

where λB ≡ 2neff Λ is the Bragg wavelength.
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3. CALCULATED RESULTS AND ANALYSIS

According to the previous theory, we simulated the curves of ne, no, Kcl and ∆ of the LiNbO3

crystal. Setting a = 900 nm, n0 = 2.33, L = 1.6416 cm, N = 48000, no = 2.29, ne = 2.20, γ13 =
8.6×10−12 m/V γ33 = 30.8×10−12 m/V [12]. The curves of the reflective coefficient γ is function of
the wavelength λ, i.e., γ-λ curves can been obtained from Eq. (8) for E = 0, 10, 20, 30, 40, 60, 80, 100
(×107 V/m). It can be seen that the bandwidth and the maximal reflectivity of reflected spectra
increase with E increasing, the reflected spectra moves toward the short wavelength when the
electric field increase, when E = 0, 10, 20, 30, 40 (×107 V/m), the variation of λB is nearly equal,
i.e., it is approximatively linear variation. But when E > 40 (×107 V/m), its variation is smaller.

In order to further study the influence of electric field on Bragg wavelength, we simulated Fig. 2.
From it, we can see that the Bragg wavelength λB decreases from 1566.13 nm to 1542.80 nm along
with the variation of the electric field intensity E from 0 to 100 (×107 V/m). The slope of the curve
is gradually decreasing, the influence of E on λB is gradually weaker.

In addition, we can see that the reflectivity γ will increase along with the increasing of E as
shown in Fig. 3. It is accordant with the conclusion of Fig. 1. The range of the maximal reflectivity
is from 3.19231% to 99.1157%.
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Figure 1: Variation of the reflective spectrum with electric field intensity.
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4. CONCLUSIONS

In the work, we designed a novel voltage sensor based on fiber Bragg grating with cladding which
is made of uniaxial anisotropic electro-optic crystal material i.e., LiNbO3. The calculated results
indicate that with the variation of electric field intensity from 0× 107 V/m to 100× 107 V/m, the
Bragg wavelength λB has the decrease of 23.33 nm which varies from 1566.13 nm to 1542.80 nm, and
the maximal reflectivity γ increase from 3.19% to 99.12%. Every one λB and γ is corresponding
to an exclusive electric field intensity E, and the variation regularities of them provide us with the
theoretical basis which we design a voltage sensor.
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Abstract— A self-consistent and three-dimensional model of argon discharge in a large-scale
rectangular Surface-wave plasma (SWP) source is presented, which is based on the finite-difference
time-domain (FDTD) approximation to Maxwell’s equations self-consistently coupled with a
time-stepping fluid diffusion model for plasma evolution. The spontaneous outspread of plasma
towards quartz edge under the drive of surface wave can be simulated by this model, and the
final steady states of electron density and electron temperature distributions can be obtained.
The numerical simulation results reveal the electromagnetic wave distribution in the whole device
and confirm the existence of surface wave. The results also show that the electron density has
a characteristic profile such that the peak is located several centimeters from quartz boundary,
while the electron temperature monotonously increases toward the boundary.

1. INTRODUCTION

Surface-wave plasma (SWP) source can produce high-density and large-scale uniform plasma throu-
gh microwave without use of external electrodes or magnets. In recent years, SWP source has been
developed to be a competitive processing tool for ultra-large-scale integrated (ULSI) circuit devices,
flat panel displays etc. To date, significant progress has been made in this field. [1–3] But most
of these works mainly focus on the cylindrical configuration of SWP source. In Ref. [4], a novel
structure of slot-antenna array for a rectangular SWP source has been reported. However, some
problems like the antenna-surface wave coupling mechanism and the optimum design of the slot
antenna have not been satisfactorily resolved yet. Furthermore, the large-scale spatial uniformity
of plasma is the most important target but very difficult to carry out only by experience. Thus
we urgently need the assistance of computer numerical simulation in the design of SWP device. In
this paper, we introduce a numerical method which is based on the finite-difference time-domain
method (FDTD) and fluid diffusion model for evolution plasma.

2. CONFIGURATION AND PHYSICAL MODEL

Figure 1 shows the configuration of the rectangular SWP source structure, the configuration is
similar to the experimental setup under operation. The SWP source consists of a R22 rectangular
waveguide connected to a metallic rectangular chamber with a size of 44 cm× 22 cm× 15 cm. The
top wall of the chamber is a quartz dielectric with a thickness of 14 mm and relative permittivity
ε = 3.78. Slot antennas are placed just at the bottom wall of the waveguide. The plasma is
sustained through the injection of microwave energy at 2.45 GHz from the waveguide (TE10 mode)
into the chamber.

The Maxwell’s equations and cold plasma-electron equations of motion are given by

ε
∂E
∂t

= ∇×H− J (1)

µ
∂H
∂t

= −∇×E (2)

me
∂u
∂t

= −eE− νenu (3)

J = −eneu (4)

where E and H are the electric and magnetic field, J is the plasma current density induced by
microwaves, e is the electron charge, me is the mass of electron, ne is the plasma electron density,
ven is the electron-neutral collision frequency, u is the electron velocity, µ and ε are the permeability
and permittivity in free space or in quartz dielectric, respectively. Here, ven = nnσenu is a function
of gas pressure and electron temperature, where nn = pn/(kBTn) is the neutral gas density with
the gas pressure pn and temperature Tn, and Boltzmann’s constant kB; σen is the electron-neutral
collision cross section and assumed to be constant 5×10−20 m2. It is noted that in Equation (3)
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Figure 1: Three-dimensional model of SWP source. Figure 2: Ez field in x-z section of the SWP source.

the terms of nonlinear convection and pressure gradient are both ignored due to the high frequency
and power of input microwave and the thin layer of surface wave zone.

Within one period of microwave, the plasma electron density and temperature can be viewed as
in quasi-steady-state in comparison to the time scale of the microwave oscillation. So the electron
fluid continuity and energy balance equations in plasma can be written as

∇ · Γe = Kinenn (5)
∇ · qe = Pabs − Pcoll (6)

where
Γe = −µeneEb − kB

meνen
∇ (neTe) (7)

is the electron flux, and

qe =
5
2
ΓekBTe − 5nekBTe

2meνen
∇kBTe (8)

is the electron energy flux, Pabs is the power density deposited into electrons, and Te is the electron
temperature. The bipolar diffusion electric field can be expressed as

Eb =
Di −De

µe + µi
· ∇ne

ne
− 1

µe + µi

kB∇Te

meνen
(9)

where µα = e/mαναn and Dα = kBTα/mαναn (α = i, e) are the mobilities and diffusion constants
of ion and electron, respectively.

Consider a single-ionized argon plasma with the assumption of charge neutrality, and besides,
we take into account the excited 4s and 4p states of argon atom. The power density of energy
losses due to electron-neutral inelastic collisions can thus be expressed as

Pcoll = nennKiUi + nennK4sU4s + nennK4pU4p (10)

where Ki, K4s and K4p denote the rate coefficients for ionization and excitation [5]. Ui = 15.76 eV,
U4s = 11.5 eV and U4p = 13.2 eV are the corresponding threshold energies for ionization and
excitation to the states 4s and 4p. The period-averaged electromagnetic deposited power density
in Equation (6) is given by

Pabs =
1
T

t+T∫

t

J ·Edt (11)

where T (≈ 0.408 ns) is the period of 2.45GHz microwave. The boundary conditions for Equa-
tions (5)–(6) are

Γe⊥ = neuB = 0.605ne

√
kBTe/mi (12)

qe⊥ = kBTe

(
2.5 + ln

√
mi/2πme

)
Γe⊥ (13)

where Γe⊥, qe⊥ are the respective components of Γe and qe perpendicular to the walls, uB is the
Bohm velocity. Here we assume that there is a plasma sheath at the plasma-wall interface where
the plasma contacts solid material.
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3. SIMULATION RESULTS

The Maxwell’s Equations (1)–(2) are solved using the finite-difference time-domain (FDTD) met-
hod [6], while the motion Equation (3) is discretized by the auxiliary difference equation (ADE)
method. [7] Gauss-Siedel iteration is used to solve the discretized nonlinear difference equations of
(5) and (6). The overall procedure of time-stepping self-consistent solution is as follows. At the
beginning, electron density and temperature in the whole chamber are initialized to be constants,
i.e., Te0 = 2 eV, ne0 = 1018 m−3. By performing the FDTD simulations of Equations (1)–(4),
we obtain the steady-state electromagnetic field in 15–25 microwave periods. Then we calculate
Equation (11) to obtain the spatial distribution of deposited power density, which as an input is
transferred to plasma fluid subloop to solve the electron density and temperature. Typically in
1750–2000 Gauss-Siedel iterations, a converged solution of the electron density and temperature is
reached. Then we use the electron density and temperature obtained as the inputs of the FDTD
subloop. By reciprocally iterating of these two subloops, the main loop reaches a converged solution
in approximately 6–15 iterations. In the current numerical simulation the gas pressure and input
power are set to be 50 Pa and 1200W, respectively.

Figure 2 shows the snapshot of Ez field distribution in x-z section of the SWP source, including
the fields in the waveguide and in the chamber. It is clear to see the existence of a standing wave
pattern in the x direction and an evanescent behavior in the z direction. The SW attenuates rapidly
away from the plasma-dielectric interface, and the penetration depth is about 3 mm. From this
figure, the existence of surface wave along the plasma-dielectric interface can be confirmed.

Figure 3 depicts the time-stepping evolution of electron density 2D distribution. The sampled
plane is located at a distance of 1.2 cm from the quartz window. At the beginning, as shown in
Fig. 3(a), four y-direction slots play a main role and build a plasma channel for the propagation of
surface wave along the x direction. After that, the plasma starts to spread out along the y direction
under the excitation of ten x-direction slots, which is indicated in Figs. 3(b) and (c). With the
increase of uniformity and density of plasma, the absorption efficiency of injected microwave power

Figure 3: Time stepping of 2D electron density distribution, (a)∼(f) respectively represent the results of the
1∼6th main loop iterations.
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also tends to increase. As a result shown in Fig. 3(f), the high density plasma can completely
spread out and cover the whole quartz window under the drive of surface wave. It is interesting to
note that the whole process is totally spontaneous, and only depends on external conditions such
as input power, gas pressure and the structure of slot antennas.

Figure 4 shows the ne and Te distributions along the vertical center axis of the rectangular
chamber. For injected microwave power Pin = 1200 W and gas pressure pn = 50 Pa, the maximal
values of ne and Te can reach about 6 × 1018 m−3 and 2 eV. The distributions of ne and Te are
nonuniform in the z direction owing to diffusion, and the distribution of ne has a peak at around
z = 12 cm or a vertical distance of 3 cm from the quartz window. From z = 12 cm to z = 15 cm,
the distributions of Te and ne are quite different, one monotonously and steeply rises and the other
rapidly drops down after reaching its peak.

4. CONCLUSIONS

In this paper, we have presented a self-consistent three-dimensional FDTD/fluid model for the
large-scale rectangular surface wave source. The model employs the finite-difference time-domain
(FDTD) method to solve the electromagnetic equations and at the same time employs plasma
fluid model to self-consistently obtain steady-state plasma spatial distributions. We have simulated
the time evolution of argon surface-wave discharge at an input microwave power of 1200W and a
gas pressure of 50Pa. The results show that the electron density has a characteristic profile such
that the peak is located several centimeters from the boundary, while the electron temperature
monotonously increases toward the boundary. The tendencies and the orders of magnitudes of
the results show good agreement with existing experiment data. Further investigations are now in
progress to validate the FDTD/fluid simulation by comparing the numerical results with experi-
mental investigations.
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Abstract— A novel designing subwavelength resonator loaded with metamaterials has been in-
vestigated both analytically and numerically. Based on constitutive equations of DNG materials
modeled by Drude model, the updated equations in the DNG materials are deduced and deter-
mined with the FDTD scheme. In the one-dimensional case, a subwavelength cavity resonator
with metamaterials of negative permeability and negative permittivity is proposed. Numerical
results show that the resonator with DNG materials has two resonances: one is a normal res-
onance; the other one is a subwavelength resonance. The proposed subwavelength resonator
overcomes the diffractive limitation. By analyzing the numerical results, the physical dimensions
of the subwavlength cavity resonator with operating in the subwavelength frequency can reduce
to 0.083 times the operating wavelength in comparison to 0.5 times the operating wavelength
for the conventional resonator. A new avenue has supplied for manufacturing the subwavelength
resonators.

1. INTRODUCTION

The permittivity ε and the permeability µ are the fundamental characteristic quantities which de-
termine the propagation of the electromagnetic wave in mater. In 1968, V. G. Veselago states that
a material with both negative permittivity and negative permeability has unusual electromagnetic
properties different from one with positive permittivity and positive permeability [1], such as the
reversed Doppler effect, the reversed Snell law and the vavilov-cerenkov effect and so on. Several
recent papers have been reported the special properties of double negative (DNG) material, i.e.,
metamaterials having negative permittivity and negative permeability. Pentry’s team and other
research groups have reported that artificial complex materials and some structures with arrays
of thin metallic lines could produce metamaterials with negative permittivity and negative perme-
ability [2, 3]. D. R. Smith has proposed that using metallic lines and split ring resonators could
also construct DNG metamaterials [4]. In recent years, several theoretical and numerical study
results have been expressed by many literates at home and abroad [5–9]. As far as I know, a lot
of study results of metamaterials have been focused on aspects of the antenna radiations, while
in this paper the subwavelength effect of resonators due to introducing metamaterials are mainly
discussed. A one-dimensional cavity resonator partially loaded by metamaterials has the subwave-
length resonance, which overcomes the diffraction limitation and reduces the transversal physical
dimensions.

2. FDTD FORMULATION

For lossy DNG metamaterials, negative permittivity and permeability are realized using the Drude
medium model as follows:

ε (ω) = ε0εr (ω) = ε0

(
1− ω2

pe

ω (ω − jΓe)

)
(1)

µ (ω) = µ0µr (ω) = µ0

(
1− ω2

pm

ω (ω − jΓm)

)
(2)

where ωpe, ωpm and Γe, Γm denote the corresponding plasma and damping frequencies, respectively.
For modelling SNG metamaterial, either the dispersive permittivity or permeability is replaced
by a frequency independent constant. The Drude model can be implemented into the FDTD
scheme by introducing the associated electric and magnetic current densities into the equations
that govern their temporal behaviours. The time domain equations solved with the FDTD for the
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DNG metamaterials can be presented by

∇×H = ε0
∂E
∂t

+ J (3)

∂J
∂t

+ ΓeJ = ε0ω
2
peE (4)

∇×E = −µ0
∂H
∂t

−K (5)

∂K
∂t

+ ΓmK = µ0ω
2
pmH (6)

where J and K stand for the electric and magnetic current densities. By replacing the derivatives
with their central finite difference counterparts, the discretized equations of the electric field Ex

and current Jx components in (3) and (4) are written as follows:

En+1
x (i+1/2, j, k) = En

x (i + 1/2, j, k)− ∆t

ε0
Jn+1/2

x (i + 1/2, j, k)

+
∆t

ε0∆y∆z

{[
Hn+1/2

z (i+1/2, j+1/2, k)−Hn+1/2
z (i+1/2, j−1/2, k)

]
∆z

−
[
Hn+1/2

y (i + 1/2, j, k + 1/2)−Hn+1/2
y (i + 1/2, j, k − 1/2)

]
∆y

}
(7)

Jn+1/2
x (i+1/2, j, k) =

1− 0.5Γe∆t

1 + 0.5Γe∆t
Jn−1/2

x (i + 1/2, j, k) +
ε0ω

2
p∆t

1 + 0.5Γe∆t
En

x (i + 1/2, j, k) (8)

Similar expressions can be derived for the remaining finite-difference expressions based on Yee’s
algorithm for the Ey and Ez field components and the Jy and Jz current components given by
Maxwell’s equations (3) and (4). Referring again to (3) ∼ (6), the time-stepping expressions
having a form similar to that of the E equations above can be derived to update the magnetic H
components. Similarly, three equations for the magnetic current K can be also derived using the
same approach.

3. SUBWAVELENGTH RESONATOR

3.1. Geometry of Resonator

For a resonator closed by metallic walls at its two ends, the conditions of causing a stable resonance
is to produce a stable standing wave within the cavity. That is to say that the distance l between
two metallic walls is going to equal the integral multiple of half the operating wavelength λg, i.e.,
l = pλg/2 (p = 1, 2, . . .). In this paper, due to the phase compensation of metamaterials with
negative permittivity and negative permeability, a proposed resonator loaded with double negative
materials can operate at a subwavelength resonant frequency.

In the following, a designing one-dimensional resonator is described in Fig. 1. The antenna is
embedded in a suitable Cartesian coordinate system, as defined in the figure. The length of the
resonator along z axis is set as l = 50 mm. In the figure, the unit of x coordinate axis is defined by
numbers of spacing, i.e., z/∆z. The spatial step is ∆z = 0.5mm. The origin point of the coordinate
system is set as the center of the one-dimensional resonator along z axis. This resonator is fed by
a gaussian pulse source located by the position z = −10∆z as

Ei(t) = exp
[−4π(t− t0)2

τ2

]
(9)

where t0 = 0.8τ and τ = 0.5 ns. The observation point is defined as the position z = −15 mm.

3.2. Numerical Results

In the Fig. 1, the designing resonator is filled with two materials: one is a material with negative
permeability and negative permittivity (DNG: ε2 < 0 and µ2 < 0); another is a material with
positive permittivity and positive permeability (ε1 > 0 and µ1 > 0). The DNG metamaterial is
applied in the spatial interval (−50, 0) (unit is numbers of grids), and the double positive (DPS)
materials is set in the interval (0, 50). Based on the electromagnetic wave propagation theorem,
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Figure 1: Sketch of subwavelength resonator.
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the dispersive equations of the cavity resonator can be derived as follows [10]:

n2

µ2
tan(n1k0d1) +

n1

µ1
tan(n2k0d2) = 0 (10)

where k0 = ω
√

ε0µ0. The symbols n1 and n2 denote the refraction index of these two materials,
respectively. The symbols d1 and d2 stand for the thickness along z axis for these two materials.

Assuming that the variable ω, d1 and d2 are chosen such that the small-argument approximation
can be used for the tangent function, the above relation can be simplified as

d1

d2
' −µ2

µ1
(11)

This relation shows even more clearly that d1 and d2 should be related to d1/d2, not d1 + d2 in
order to have a non-trivial one-dimensional solution with frequency ω for a cavity resonator. If the
second material is set as a metamatrial with negative permeability and the ratio d1/d2 satisfies the
above condition, one can obtain a thin subwavelength resonator for the given frequency. Therefore,
if the second slab is constructed by a metamaterial with negative permittivity ε2r = −1 and negative
permeability µ2r = −1 and if the conventional material is assumed to be air with ε0 and µ0, and
thus the required ratio d1 over d2 should be approximately equal to 1, the cavity resonator can
be resonated at a subwavelength frequency. Blow this point can be also proved by calculating an
analogous cavity resonator model with FDTD method, as sketched by Fig. 1.

In the numerical calculation, the DNG material is properly modeled by the dispersive Drude
model with ωp ≈ 4.44 × 109 rad/s and Γ = 50MHz. Therefore, the relative permeability µ2r can
be approximately equal to −1 at f = 0.5GHz. The first slab is defined as air with ε0 and µ0.
The thickness d1 is set as d1 = 25mm, and in order to produce a subwavelength resonance and
satisfy the constrained condition as expressed in (11), the thickness d2 is also equal to 25 mm.
By simulating the cavity model with FDTD method determines that there are two resonances for
the one-dimensional cavity resonator, as shown in Fig. 2. One is the subwavelength resonance at
f = 0.5GHz, and the other one is the normal resonance at f = 3.08 GHz. Numerical results are
in good agreement with theoretical analysis results of using dispersive equation (10). When the
cavity resonator operates at the normal resonant frequency f = 3.08GHz, the relative permeability
is µ2r ≈ 0.95. Meanwhile, this case is equivalent to the cavity resonator with approximately totally
filled with air. By comparing these two resonant frequencies depicted in the figure, when the
resonator is operated at the subwavelength frequency the transversal physical dimension of the
resonator can be reduced from 0.5λg to 0.083λg.

4. CONCLUSION

A new designing model of subwavelength cavity resonator loaded by metamaterials with negative
permittivity and negative permeability has been proposed in this paper. The update equations
have been derived by introducing metamaterials with negative constitutive parameters into the
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computation domain. By comparing numerical calculation results with FDTD method with theo-
retical analysis results using dispersive equations, there is a subwavelength resonance of the cavity
resonator partially loaded with metamaterials. Due to the property of phase compensation of
negative material, the proposed subwavelength cavity resonator can overcome the limitation of
diffraction condition and reduce the transversal volume of the cavity resonator. It is a new avenue
of miniaturizing the cavity antennas.
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Abstract— An anisotropic three-dimensional (3D) left-handed metamaterial (LHM) was pro-
posed in this paper. The LHM is composed of unit cells with metallic Jerusalem crosses etched
correspondingly on both sides of dielectric substrates. 3D left-handed property is realized by
the couplings between neighboring metallic Jerusalem crosses. The LHM was fabricated and
experimentally measured. The results show that the LHM always exhibits left-handed bands for
incident plane waves along x, y, and z directions. Because of the symmetry of the unit cell, left-
handed properties of the proposed 3D LHM in x and y directions are the same but are different
from that in z direction. This verifies the validity of the proposed anisotropic 3D LHM.

1. INTRODUCTION

Left-handed metamaterials (LHMs) have become a hot international research topic since the pi-
oneering work of J. B. Pendry and D. R. Smith [1, 2]. Nowadays, the realization of broad-band,
low-loss LHMs is still the main task of LHM research. A great variety of LHMs have been designed
and fabricated. Generally speaking, presently existing LHMs fall roughly into three categories. The
LHMs in the first category are based on metallic patterns and both negative µ and ε are realized by
the resonances of metallic patterns in response to incident waves. LHMs composed of S-shaped [3],
Ω-shaped [4], crossing resonator unit cells [5] and the planar LHMs [6–9] fall into this category.
LHMs in the second category are based on transmission line [10, 11]. LHMs in the third category
are called all-dielectric LHMs. Many all-dielectric LHM unit cells, such as the disk-like unit cell [12],
were proposed. These unit cells are based on different resonance modes in all-dielectric unit cells.
Under a certain resonance mode, the effective µ or ε is negative.

The above-mentioned LHMs are mostly one-dimensional or two-dimensional. Comparatively,
there are few literatures about the realization of 3D LHMs. 3D LHMs composed of a 3D net-
work of reactively loaded transmission lines were proposed by G. V. Eleftheriades et al. [13 ,14].
Th. Koschny et al. [15] investigated 3D LHMs by using SRRs and 3D inter-crossing conducting
wires. The afore-mentioned two kinds of 3D LHMs are isotropic under the condition that all the
six sides of the 3D cubic unit cells are identical. However, in practice, it is very difficult to fabricate
them, especially LHMs using SRRs and 3D inter-crossing conducting wires. A candidate 3D LHM
was proposed by J. F. Wang et al. by using coplanar resonators [16], which is comparatively easier
to be fabricated. All-dielectric 3D LHMs using dielectric spheres [17] and cubes [18] were proposed,
which are easier to be fabricated and have isotropic left-handed property. However, left-handed
bands of all-dielectric 3D LHMs are rather narrow, which limits their practical applications.

In this paper, an anisotropic 3D LHM is presented. Unit cell of the LHM is composed of
a dielectric substrate with metallic Jerusalem crosses etched on it. 3D left-handed property is
realized by the couplings between neighboring metallic Jerusalem crosses. We fabricated the LHM
and measured its scattering parameters as well as effective permeability and permittivity. The LHM
always exhibits left-handed bands for incident plane waves along x, y, and z directions. Because of
the symmetry of the unit cell, left-handed properties of the proposed 3D LHM in x and y directions
are the same but are different from that in z direction. The experiment results verify the proposed
anisotropic 3D LHM.

2. SAMPLE FABRICATION AND EXPERIMENT SETUP

2.1. Sample Fabrication
Figure 1 shows the unit cell of the proposed 3D LHM and the fabricated LHM layers. Metallic
patterns of the Jerusalem cross is etched on both sides of a square dielectric substrate. In practical
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Figure 1: (a) Unit cell of the proposed 3D LHM composed of metallic Jerusalem crosses and (b) the fabricated
LHM layers.

fabrication, periodic arrays of copper (conductivity σ = 5.8 × 107 S/m, thickness t1 = 0.017mm)
Jerusalem cross patterns were etched on Rogers5880 substrates (dielectric constant εr = 2.2, loss
tangent tantδ = 0.0009, thickness t = 0.787mm). The side length of the square substrate board is
a = 5mm. Geometrical dimensions of the copper Jerusalem cross are: w = 0.5mm, l1 = 4.8 mm,
l2 = 2.8mm.

In the two cases that a plane wave is incident onto the LHM along x or y direction with its
magnetic field threading through the substrate plane (along z direction), the LHM has always equal
electric and magnetic resonant frequencies [19] due to the couplings between neighboring Jerusalem
crosses on the same side of the substrate. Thus, there is always a left-handed band for the two cases.
While, in the case that a plane wave is incident onto the LHM along z direction, according to the
working principle of planar LHMs [5, 9], the coupling between the two fore-and-aft corresponding
Jerusalem crosses of each unit cell as well as that between two up-and-down neighboring Jerusalem
crosses provide the magnetic and electric resonances, respectively. Thus, simultaneously negative
permeability and permittivity (and hence a left-handed band) can be realized.

2.2. Experiment Setup
Figure 2 shows the measured sample and the measurement system. For the sake of practical
measurement, the LHM layer must be put together and fixed. To fix the LHM layers with a
spacing s = 5 mm, the MM layers were put inside a foam. Since permittivity of foam is quite
close to that of the free space, the fixed LHM layers can be considered approximately to be in
free space. Fig. 2(a) shows the fabricated sample for measurement. The sample was put into a
standard waveguide of the measurement system (shown in Fig. 2(b)). Scattering parameters (S11

and S21) of the fabricated LHM sample were measured by the Agilent network analyzer HP8720ES.
By a standard algorithm [20, 21], effective permeability and permittivity can be extracted from the
measured scattering parameters.

3. EXPERIMENT RESULTS AND ANALYSIS

3.1. Left-handed Properties in x and y Directions
Left-handed properties in x and y directions were firstly investigated. Figs. 3(a), (b) and (c) give
the measured magnitudes of scattering parameters, real part of effective permittivity and real part
of effective permeability, respectively. As shown in Fig. 3(a), there is a transmission peak and

(a) (b)

Figure 2: (a) The LHM sample used for measurement and (b) the measurement system used in experiments.
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Figure 3: Measured results in x and y directions: (a) Measured scattering parameters, (b) measured real
part of effective permittivity, (c) measured real part of effective permeability.

(a) (b) (c)

Figure 4: Measured results in z directions: (a) Measured scattering parameters, (b) measured real part of
effective permittivity, (c) measured real part of effective permeability.

correspondingly a reflection dip around 8.3 GHz, which indicates a possible left-handed pass-band.
Fig. 3(b) show that the effective permittivity drops and becomes negative at 8.3 GHz. The negative
permittivity frequency range is 8.3–10.1 GHz. The effective permeability also becomes negative at
8.3GHz, which verifies that the electric and magnetic resonant frequencies of the proposed LHM
are indeed the same for the two cases. Correspondingly, the real part of effective permeability is
negative in 8.3–9.6 GHz, as shown in Fig. 3(c). Thus, the left-handed band with simultaneously
negative permittivity and permeability is 8.3–9.6 GHz.

3.2. Left-handed Properties in z Direction
The measured magnitudes of scattering parameters, real part of effective permittivity and real part
of effective permeability for the case with incident waves along z direction are given in Figs. 4(a),
(b) and (c), respectively. Fig. 3(a) shows that there is a transmission peak and a corresponding
reflection dip around 10.7 GHz. Figs. 3(b) and (c) show that the real part of effective permittivity
is negative in 9.5–12.9 GHz and the negative effective permeability range is 10.63–11.25 GHz. Thus,
the corresponding left-handed band is 10.63–11.25 GHz.

Note the bandwidth is about 0.62GHz, much narrower than 1.3 GHz in the x and y direction
cases. This is because the coupling between the two corresponding Jerusalem crosses of one unit
cell is usually quite weak and hence the induced magnetic resonance is quite weak, too. As a result,
the resonance strength is weak and the negative permeability range is narrow. This results in a
much narrower left-handed band.

4. CONCLUSION

In this paper, we proposed, fabricated and measured a 3D LHM composed of Jerusalem crosses. The
experiment results show that the LHM exhibits different left-handed bands in different directions.
Compared with other 3D LHMs, the proposed 3D LHM owe its advantage to its simple structure
and easy fabrication. Moreover, since the left-handed bands can be tuned downward or upwards
by carefully adjusting geometrical parameters of the metallic patterns, the proposed 3D LHM can
be such that its left-handed bands in three directions are the same.
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Abstract— When electromagnetic wave is propagating in LHM, electric field, magnetic field
and wave vector conform to the left-hand screw rule. In this paper, the reflection characteristics
of an absorber composed of RHM and LHM are analyzed by transmission line model. A hybrid
algorithm based on improved PSO and SA algorithm is derived to optimize the parameters of the
absorber. With the optimal permittivity, permeability and thickness of LHM and optimal thick-
ness of RHM, the minimum reflectivity will be attained. Then the reflectivity is also computed
when one parameter is changeable and the other parameters are unchangeable.

1. INTRODUCTION

There are two very important parameters for describing the materials properties: permittivity
and permeability. In nature, the permittivity, permeability and refractive index of materials are
mostly positive. When plane wave is propagating in these materials, electric field, magnetic field
and wave vector are conformed to right-hand screw rule. So they are named for “right-handed
materials (RHM)”. If the permittivity and permeability are both negative, the refractive index will
be negative. Additionally the electric field, magnetic field and wave vector will be conformed to
left-hand screw rule. Although, the materials with negative permittivity and negative permeability
have not been found in nature, they were produced in 2001 for the first time [1]. Then they are
named for “left-handed materials (LHM)”.

LHM are used to design ultrathin resonant cavity, energy beam splitter, flat lens with ultrahigh
resolution, leaky wave antenna [2] and so on. In the field of military, aircraft or other targets can
be coated with LHM and the reflected wave will not be received from the front direction.

In this paper, reflectivity of an absorber composed of RHM and LHM is analyzed by transmission
line model. A hybrid algorithm based on Particle Swarm Optimization (PSO) and simulated an-
nealing (SA) algorithm is derived. Then parameters of absorber are optimized by the optimization
algorithm.

2. REFLECTIVITY OF LHM

Relative permittivity and relative permeability of lossy LHM can be expressed as εr = ε′r− jε′′r and
µr = µ′r − jµ′′r . Both LHM and RHM are of positive ε′′r and µ′′r . ε′r and µ′r of RHM are positive,
however they are negative in LHM.

The wave number k = k′ − jk′′ is given by [3]

k′ =
−ω

√
ε′rµ′r

c

√
0.5

[
1− tan δe tan δm +

√
(1 + tan δ2

e)(1 + tan δ2
m)

]
,

k′′ =
ω
√

ε′rµ′r
c

√
0.5

[
tan δe tan δm − 1 +

√
(1 + tan δ2

e)(1 + tan δ2
m)

] (1)

where tan δe = ε′′r/ε′r, tan δm = µ′′r/µ′r.
The impedance Z = Z ′ − jZ ′′ is given by

Z ′ =

√
µ0µ′r
ε0ε′r

1√
1 + tan δ2

e

√
0.5

[
1 + tan δe tan δm +

√
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e)(1 + tan δ2
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Figure 1: Multilayered coating backed by a perfectly conducting panel.

Figure 1 depicts the multilayered coating backed by a perfectly conducting panel. The total
number of layers is N . ε

(n)
r and µ

(n)
r are the relative permittivity and permeability of nth layer.

d(n) and α(n) are the thickness and incident angle of nth layer. ε0 and µ0 are permittivity and
permeability of free space.

When plane wave is propagating in the multilayered coating, the reflection would be analyzed
by transmission line model. Parallel and perpendicular polarization reflection coefficients R|| and
R⊥ are given by [4]

R|| =
Z(1) cosα(1) − Z

(2)
i|| cosα(2)

Z(1) cosα(1) + Z
(2)
i|| cosα(2)

, R⊥ =
Z

(2)
i⊥ cosα(1) − Z(1) cosα(2)

Z
(2)
i⊥ cosα(1) + Z(1) cosα(2)

(3)

where Z
(n)
i|| and Z

(n)
i⊥ stand for the parallel and perpendicular polarization input impedance of nth

layer, given by

Z
(n)
i|| =

Z
(n+1)
i|| cosα(n+1) − jZ(n) cosα(n) tan

(
c(n)d(n)

)

Z(n) cosα(n) − jZ
(n+1)
i|| cosα(n+1) tan

(
c(n)d(n)

)Z(n),

Z
(n)
i⊥ =

Z
(n+1)
i⊥ cosα(n) − jZ(n) cosα(n+1) tan

(
c(n)d(n)

)

Z(n) cosα(n+1) − jZ
(n+1)
i⊥ cosα(n) tan

(
c(n)d(n)

)Z(n)

(4)

where Z(N) and k(n) stand for the impedance and wave number of nth layer, c(n) = k(n) cosα(n).
Especially, if n is equal to N , Z(N) = Z

(N)
i|| = Z

(N)
i⊥ .

It shall be marked that the results of Z(N), k(n) and cosα(n) in LHM is different from the results
in RHM.

The reflectivity id defined as
r = 20 lg (|R|) (5)

3. INTELLIGENT ALGORITHM

3.1. PSO
PSO has been applied to optimization design broadly since it was presented in 1995 [5–7]. In this
paper, an improved PSO is derived from the standard algorithm. The main procedure is given by

1) A population of particles with random positions and velocities is initialized by chaos algorithm
in the N dimensional space. ⇀

xi = (xi
1, x

i
2, . . . x

i
N ) and ⇀

v i = (vi
1, v

i
2, . . . v

i
N ) stand for the position

and velocity of ith particle, respectively. The population of particles is equal to M , and the
current iterative degree k is equal to zero. A chaotic variable is ergodic, stochastic and
regular [8]. If the positions are initialized by chaos algorithm, the initialization of PSO will
still keep random and the diversity of population will be enhanced. Because there are more
initial particles, a better population of particles can be chosen to enhance the convergence
velocity. Logistic equation is a typical chaotic system, given by

zn+1 = µzn(1− zn) n = 0, 1, . . . (6)
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where µ is the control parameter. A deterministic time series will be derived from a random
initial value, and then the chaotic series is transformed into position ⇀

x. The fitness value of
every chaotic variable is computed. Through comparison, M variables whose fitness values
are better are substituted for the initial positions of M particles.

2) Fitness value of each particle is computed. ⇀
pi stands for the best previous position of ith

particle, and ⇀
pG stands for the best position of a population. ⇀

pi is set to the position and the
index of ith original particle, and ⇀

pG is set to the position and the index of the best previous
position whose fitness value is best.

3) If criterion is met, the result will be shown. Otherwise the next step will be executed.
4) The positions and velocities will be changed by the following equations

⇀
v i(k + 1) = ω

⇀
v i(k) + c1r1[

⇀
pi − ⇀

xi(k)] + c2r2[
⇀
pG − ⇀

xi(k)],
⇀
xi(k + 1) = ⇀

xi(k) + ⇀
v i(k + 1) i = 1, 2, . . . M (7)

where c1 and c2 are two learning parameters which are positive constants. ω stands for the
inertia weight. r1 and r2 are hypodispersion random numbers in the range [0, 1].
The fitness value of each particle with new position is recomputed. Additionally, it is compared
with the previous fitness value of ⇀

pi. If the new fitness value is better than the previous fitness
value, ⇀

pi will be set to the new position, and the fitness value of ⇀
pi will be recomputed. Then

fitness value of ⇀
pi (i =1, 2, . . . ,M) is compared with the fitness value of ⇀

pG. If the fitness value
of ⇀

pi is better than fitness value of ⇀
pG, ⇀

pG will be set to the position and the index of ⇀
pi.

5) The positions and velocities of all particles are re-initialized if the period Ie = k/n is met,
where n is a positive integer. The fitness values of all particles are computed. Half of the
particles whose fitness values are better are saved, and the others are re-initialized. But ⇀

pi

and ⇀
pG keep unchangeable.

6) If criterion is met, the result will be shown. Otherwise all the best previous positions are
mutated except the ⇀

pi whose index is equal to the index of ⇀
pG.

7) Iterative degree k will become k + 1, and the fourth step will be executed.

3.2. SA
SA simulates the physical annealing process. By adjusting the control parameter, the optimum will
be found in the given range at less cost of calculation [9, 10]. A worse state may be accepted when
SA is applied to optimization. The main procedure of SA algorithm is given by

1) An original state is initialized. The original temperature and final temperature are T0 and
Tf , respectively. The outer iterative degree k is equal to zero, and the current temperature
Tk is equal to T0.

2) A new state is presented in the neighborhood range. Then the fitness value of current state f
and fitness value of new state f ′ are computed. The inner iterative degree l is equal to zero.

3) If f ′ is better than f , current state will be set to the new state. But if f ′ is worse than
f , a hypodispersion random number ξ will be initialized. If ξ is less than a definite value
exp(−(f ′ − f)/Tk), current state will still be set to the new state.

4) If inner criterion is met, the fifth step will be executed. Otherwise inner iterative degree l will
become l + 1 and the second step will be executed.

5) If outer criterion is met, the result will be shown. Otherwise the current temperature will be
decreased. Additionally, the outer iterative degree k will become k + 1 and the second step
will be executed.

4. RESULTS

A perfectly conducting panel is coated with two kinds of materials. The first material is RHM, and
the second one is LHM. The relative permittivity and permeability of RHM are εr1 = 22.6−j2.9 and
µr1 = 1.69 − j1.18. The relative permittivity and permeability of lossless LHM will be optimized
in the range εr2 ∈ (−25,−1) and µr2 ∈ (−5,−1). In addition, the thickness of RHM will be
optimized in the range d1 ∈ (0.5, 1.5) mm, and the thickness of LHM will be optimized in the range
d2 ∈ (2.5, 3.5) mm.
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The design goal is to determine the permittivity, permeability and thickness of coating which
exhibits a low reflection in the frequency band f ∈ (8, 12)GHz with 90 degree incident angle. The
objective function F which attains a maximum for the optimal coating is given by

F = min
i
{1− ∣∣R||/⊥(fi)

∣∣} (8)

After optimization, the parameters are obtained. εr2 = −25, µr2 = −1.04391, d1 = 0.854893,
d2 = 2.57048.

Figure 2 depicts the reflectivity with changeable relative permittivity of LHM. Fig. 3 depicts
the reflectivity with changeable relative permeability of LHM. Fig. 4 depicts the reflectivity with
changeable thickness of RHM. Fig. 5 depicts the reflectivity with changeable thickness of LHM.

Results in Fig. 2 show that as relative permittivity of LHM is increased, the reflectivity minimum
is increased and the location of minimum moves to high frequency section at the early stage. But
it is reduced at a later stage. In addition, the location of minimum becomes clear at the early
stage. The results also show that with the optimal parameters the reflectivity is mostly less than
−10 dB in the frequency band. When the frequency is equal to 9.13 GHz, the reflectivity would
reach the maximum. Results in Fig. 3 show that as relative permeability of LHM is increased, the
reflectivity minimum is increased and the location of minimum moves to high frequency section
at the early stage. With a deterministic permeability the location of minimum begins to move to
low frequency section. Then reflectivity minimum is reduced and the location of minimum still
moves to high frequency section at a later stage. In addition, the location of minimum becomes
unclear at the middle stage. Results in Fig. 4 show that as thickness of RHM is increased, the
reflectivity minimum is reduced at the early stage, but it is increased at a later stage. The location
of minimum mostly keeps unchangeable. In addition, the location of minimum becomes clear at
the middle stage. Results in Fig. 5 show that as thickness of LHM is increased, the reflectivity
minimum is reduced at the early stage but it is increased at a later stage. The location of minimum
always moves to low frequency section. In addition, the location of minimum becomes clear at the
early stage.
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Figure 2: Reflectivity with changeable permittivity
of LHM.
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Figure 3: Reflectivity with changeable permeability
of LHM.
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5. CONCLUSIONS

LHM has been applied to designing coating broadly. Targets can be coated with LHM only, and
the coating also can be composed of LHM and other materials. In this paper, a panel coated with
RHM and LHM is presented, and some parameters are optimized by hybrid algorithm based on
PSO and SA. Depending on the optimal parameters, minimum reflection in the frequency band is
obtained. Additionally, when one parameter is changeable but the others keep unchangeable, there
are some different characteristics.

REFERENCES

1. Smith, D. R., W. Padilla, and D. C. Vier, “Composite medium with simultaneously negative
permeability and permittivity,” Physics Review Letters, Vol. 84, No. 18, 4184–4187, 2000.

2. Engheta, N., “An idea for thin, subwavelength cavity resonators using metamaterials with
negative permittivity and permeability,” IEEE Antennas and Wireless Propagation Letter,
Vol. 1, No. 1, 10–13, 2002.

3. Wang, X. X., “Research on absorbing properties of wave-absorbers with LHM and RHM
structures,” Harbin Engineering University, Harbin, China, 2006.

4. Dieter, K., P. Jürgen, and V. Stein, “Special problems in applying the physical optics method
for backscatter computations of complicated objects,” IEEE Transaction on Antennas and
Propagation, Vol. 36, No. 2, 228–237, 1998.

5. Kennedy, J. and R. Eberhart, “Particle swarm optimization,” IEEE Int. Conf. Neural Network,
Vol. 4, 1942–1948, 1995.

6. Shi, Y. and R. Eberhart, “Empirical study of particle swarm optimization,” IEEE Proc. Cong.
Evol. Comput., Vol. 3, 1945–1950, 1999.

7. Eberhart, R. and Y. Shi, “Particle swarm optimization: Developments, applications, and
resources,” IEEE Proc. Cong. Evol. Comput., Vol. 1, 81–86, 2001.

8. Tang, X. L., “The theory and application of particle swarm optimization algorithm based on
chaos,” Chongqing University, Chongqing, China, 2007.

9. Wang, D. W., J. W. Wang, and H. F. Wang, Intelligent Optimization Methods, Beijing, 2007.
10. Kou, X. L. and S. Y. Liu, “Particle swarm algorithm based on simulated annealing to solve

constrained optimization,” Journal of Jilin University (Engineering and Technology Edition),
Vol. 37, No. 1, 136–140, 2007.



1626 PIERS Proceedings, Xi’an, China, March 22–26, 2010

The Transmission Properties of Electromagnetic Wave in
Three-dimensional Plasma Photonic Crystals

J.-W. Xu and J.-M. Shi
State Key Laboratory of Pulsed Power Laser Technology

Key Laboratory of Infrared and Low Temperature Plasma of Anhui Province
Electronic Engineering Institute, Hefei 230037, China

Abstract— The transmission properties of electromagnetic wave in three-dimensional plasma
photonic crystals (PPCs) were studied by the Finite Difference Time Domain (FDTD) method
in this paper. The results were presented that the plasma frequency, plasma collision frequency,
layer number, and ratio of radius to crystal lattice constant can influence the transmissivity in
the face-centered cubic (fcc) and face-centered tetragonal (fct) lattice woodpile structure PPCs.

1. INTRODUCTION

Photonic crystals are novel, artificially created materials, in which refractive index is periodically
modulated in a scale compared to the wavelength of operation [1, 2]. Similarly, the plasma photonic
crystals (PPCs) are defined as a periodic arrangement of plasma column and other dielectric ma-
terials, including vacuum, which were first proposed by H. Hojo et al. [3]. Plasma has the complex
frequency dependent permittivity and it is the frequency dispersive medium. Due to the unique
characters of plasma, there are many special electromagnetic properties with PPCs. The studies
on the electromagnetic wave propagating properties in one and two dimensional PPCs were carried
out in recent years [4–7]. With the convenience of controlling the plasma parameter, the PPCs can
be used in many potential fields. So the study of the PPCs is of a practical significance. Nowa-
days, there is little literatures studied on the three-dimensional PPCs, and the different structures
of the three-dimensional PPCs may cause different electromagnetic properties compared with the
one- and two-dimensional PPCs. In this paper, the electromagnetic properties of three-dimensional
PPCs are studied by the Finite Difference Time Domain (FDTD) method.

2. NUMERICAL METHOD

2.1. The Finite Difference Time Domain (FDTD) Method

The time-dependent Maxwell’s curl equations in free space are

∂
⇀

D

∂t
= ∇× ⇀

H (1)
⇀

D(ω) = ε0 · εr(ω) · ⇀

E(ω) (2)

∂
⇀

H

∂t
= − 1

µ0
∇× ⇀

E (3)

ε0 is the permittivity of vacuum. εr(ω) is the relative permittivity of the dispersive media.
The FDTD method is a full-wave, dynamic, and powerful solution tool for solving Maxwell’s

equations, introduced by K. S. Yee in 1966. The algorithm involves direct discretization of Maxwell’s
equations by writing the spatial and time derivatives in a central finite difference form [8]. In
this paper, the electromagnetic properties of three-dimensional PPCs are studied by the FDTD
method. In Figure 1, the schematic diagram is given to show the calculation method. The plane
wave irradiates the PPCs, and the output wave is recorded at the recording area. By the Fourier
transformation, the amplitude of the incident and output wave can be calculated in the frequency
domain. And then the transmissivity can be got from the results of the amplitude of the incident
and output wave.

In the study on the electromagnetic properties of dispersive media such as plasma, it is convenient
to calculate

⇀

D instead of
⇀

E. And the expression (2) can be used to calculate
⇀

E from
⇀

D [9].
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Figure 1: The schematic diagram of calculation model.

The relative permittivity of the unmagnetized plasma is

εr = 1 +
ω2

p

ω(jvc − ω)

= 1 +
ω2

p/vc

jω
− ω2

p/vc

vc + jω

(4)

where plasma angular frequency can be written as ωp = 2πfp, fp is the plasma frequency, vc is the
plasma collision frequency. The Z transformation of expression (4) can be written as

ε(z) =
1

∆t
+

ω2
p/vc

1− z−1
− ω2

p/vc

(1− e−vc·∆t)z−1
(5)

Then we can get
⇀

D(z) = ε0 · ε(z) · ⇀

E(z) ·∆t (6)

The following expression can be got from expression (5) and (6)

⇀

D(z) = ε0

⇀

E(z)
{

1 +
ωp∆t

vc

[
1

1− z−1
− 1

(1− e−vc·∆t) z−1

]}
. (7)

Letting

⇀

S(z)=
ωp∆t

vc

[
1

1−z−1
− 1

(1+e−vc·∆t)z−1

]
⇀

E(z)=
ωp∆t

vc

[
1− e−vc·∆t

1−(1+e−vc·∆t)z−1+e−vc·∆tz−2

]
⇀

E(z), (8)

gives
⇀

E(z) =
1
ε0

⇀

D(z)− z−1
⇀

S(z), (9)

where S(z) satisfies the following equation,

⇀

S(z) = (1 + e−vc·∆t)z−1
⇀

S(z)− e−vc·∆tz−2
⇀

S(z) +
ωp∆t

vc
(1− e−vc·∆t)

⇀

E(z). (10)

Before the numerical simulation of the three-dimensional PPCs, the calculation program was
proved accurate with the data in literature [10].

In this paper, the calculation parameters of plasma frequency are 10 GHz, plasma collision
frequency is 5 GHz, layer number is 9, and the ratio of radius to crystal constant is 0.375.
2.2. The Calculation Model
In this calculation, the Gaussian pulse source is used as the incident wave,

Ei = exp
[
−4π(t− t0)2

τ2

]
(11)
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where t0 = 16 ps, τ = 20 ps. The cell size of the FDTD method is 1 mm. According to the Courant
condition, the time step ∆t is 2 ps. The computational domain is subdivided into 88×88×88 cells.
Seven cells PML (Perfectly Matched Layers) absorbing boundaries are used at the terminations of
the space. The other cells are free space. The total calculation time is 10000 time steps.

The two types of three-dimensional PPCs are calculated, which are face-centered cubic (fcc)
and face-centered tetragonal (fct) lattice woodpile structure. In this paper, the transmissivity of
electromagnetic wave in three-dimensional PPCs are studied by adjusting the plasma parameters
and the crystal structures.

3. RESULTS AND DISCUSSION

3.1. Effect of Plasma Frequency

In this section, we changed the plasma frequency fp from 10 to 16 GHz. In Figure 2, the relationship
between electromagnetic wave frequency and transmissivity in fcc and fct lattice woodpile structure
PPCs are shown respectively. It can be found easily that the higher plasma frequency causes the
larger electromagnetic wave attenuation frequency band, and in the lower frequency band (frequency
lower than 8GHz) the transmissivity curves are almost the same. It could be explained by the
plasma character of high pass filter.

(a) (b)

Figure 2: The transmissivity versus frequency in (a) fcc and (b) fct lattice woodpile structure PPCs with
the changing of plasma frequency.

3.2. Effect of Plasma Collision Frequency

In Section 3.2, the plasma collision frequency is changed from 1 to 5 GHz. When the electromagnetic
wave frequency f is lower than the plasma frequency fp which is 10GHz, the influence of the plasma
collision frequency on the transmissivity is not obvious as shown in Figure 3. But the collision
absorbent of the electromagnetic wave with the frequency larger than the plasma frequency may
not be ignored, and the transmissivity decreases with the plasma frequency changing from 1 to
5GHz.

(a) (b)

Figure 3: The transmissivity versus frequency in (a) fcc and (b) fct lattice woodpile structure PPCs with
the changing of plasma collision frequency.
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3.3. Effect of Layer Number

In Section 3.3, the layer number is changed from 3 to 9. It’s obvious that the transmissivity increases
when the layer number of PPCs decreases. But in Figure 4 we can also find that the electromagnetic
frequency of the minimum transmissivity value becomes lower when the layer number decreases.

(a) (b)

Figure 4: The transmissivity versus frequency in (a) fcc and (b) fct lattice woodpile structure PPCs with
the changing of layer number.

3.4. Effect of Ratio of Radius to Crystal Lattice Constant

In this section, the ratio of radius to crystal lattice constant (r/a) is changed from 0.125 to 0.375,
as shown in Figure 5. When the value of r/a decreases, the plasma column is thinner and the
influence of the plasma on the electromagnetic wave becomes weaker. The electromagnetic wave
can transmit in the PPCs more easily. The frequency of the minimum transmissivity value becomes
lower when the value of r/a decreases.

(a) (b)

Figure 5: The transmissivity versus frequency in (a) fcc and (b) fct lattice woodpile structure PPCs with
the changing of ratio of radius to crystal lattice constant.

The Figures 2–5 show the influence of plasma frequency, plasma collision frequency, layer num-
ber , ratio of radius to crystal lattice constant on the transmissivity in both the fcc and fct lattice
woodpile structure PPCs. As shown in corresponding figures, there’s almost no significant differ-
ence between the electromagnetic properties in fcc and fct lattice woodpile structure PPCs. The
frequency of the minimum transmissivity, the frequency range of the transmissivity attenuation,
the shape of the curve are nearly the same in both fcc and fct lattice woodpile structure PPCs.

4. CONCLUSIONS

In this paper, the FDTD method, which is fit for modeling the isotropic dispersive unmagnetized
plasma, is applied to simulate the three-dimensional PPCs. It can be concluded that the trans-
missivity of the electromagnetic wave in the PPCs can be influenced by the plasma frequency, the
plasma collision frequency, the layer number, and the ratio of radius to crystal lattice constant.
The plasma frequency can affect the frequency band of the transmissivity attenuation. And the
magnitude of transmissivity attenuation can be influenced by the plasma collision frequency, the
layer number, and the ratio of radius to crystal lattice constant. With the results of this paper, it
might be feasible to utilize plasma photonic crystals in electromagnetic wave control in the future.



1630 PIERS Proceedings, Xi’an, China, March 22–26, 2010

REFERENCES

1. Yablonovich, E., “Inhibited spontaneous emission in solid state physics and electronics,” Phys.
Rev. Lett., Vol. 58, No. 20, 2059–2062, 1987.

2. John, S., “Strong localization of photons in certain disordered dielectric super lattice,” Phys.
Rev. Lett., Vol. 58, No. 23, 2486–2489, 1987.

3. Hojo, H., “Dispersion relation of electromagnetic waves in one-dimensional plasma photonic
crystals,” J. Plasma Fusion Res., Vol. 80, No. 2, 89–90, 2004.

4. Osamu, S., “Properties of electromagnetic wave propagation emerging in 2-D periodic plasma
structures,” IEEE Trans. Plasma Science, Vol. 35, No. 5, 1267–1273, 2007.

5. Osamu, S., “Characteristics of metamaterials composed of microplasma arrays,” Plasma Phys.
Control. Fusion, No. 49, 453–463, 2007.

6. Osamu, S., “Photonic bands in two-dimensional micro plasma arrays. I. Theoretical derivation
of band structures of electromagnetic waves,” J. Appl. Phys., No. 101, 073304-1–9, 2007.

7. Osamu, S., “Photonic bands in two-dimensional micro plasma arrays. II. Theoretical derivation
of band structures of electromagnetic waves,” J. Appl. Phys., No. 101, 073305-1–7, 2007.

8. Yee, K. S., “Numerical solution of initial boundary value problems involving Maxwell’s equa-
tions in isotropic media,” IEEE Trans. Antennas Propaga.. Vol. 14, No. 3, 1966.

9. Sullivan, D. M., “Electromagnetic simulation using the FDTD method,” IEEE Press Series
on RF and Microwave Technology, New York, 2000.

10. Liu, S. B., C. X. Zhu, and N. C. Yuan, “FDTD simulation for plasma photonic crystals,” Acta
Physica Sinica, Vol. 54, No. 6, 2804–2807, 2005.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1631

The Non-constancy of Speed of Light in Vacuum for Different
Galilean Reference Systems (Revisited)

Namik Yener
Technical Education Faculty, Umuttepe Campus, Kocaeli University

Izmit 41380, Kocaeli, Turkey

Abstract— It was established by the author in a previous article that the postulate of the
constancy of speed of light of Special Relativity Theory is false for an electromagnetic system
that consisted of a rest frame (denoted by K) constituted by a simple medium with loss (medium
(I)), and a frame (denoted by K ′) in uniform rectilinear motion with respect to the first, wherein
a perfectly conducting medium (medium (II)) fills the half space such that the interface of the
two media is an infinite plane, perpendicular to the direction of motion of K ′. In that system a
plane wave was assumed to impinge on the boundary of the two media. In this paper we consider
the same electromagnetic system but we add a point charge in uniform motion parallel to one of
the rectangular axes perpendicular to the direction of motion of K ′. Now it is this charge that
is the source for the fields. However we find that the relationship that was found in the above
mentioned article and that was the basis for arguing the falsity of the Special Relativity Theory
does not change in the present system as well. The said relationship is an algebraic relationship
between the relative speed of K ′ with respect to K, frequency measured from K ′, the constitutive
parameters of medium (I) and the speed of light c in vacuum for reference system K. It is also
remarked that, the falsity of Special Relativity Theory rises not only because of dependence of c
on the frequency in this algebraic relationship, but also because of its dependence on the relative
speed of K ′ with respect to K, which implies dependence of c on the reference systems.

1. INTRODUCTION

Consider two Galilean reference frames K and K ′, of which K ′ is in uniform rectilinear motion
with speed v1 with respect to K.

The three assumptions of Special Relativity Theory are [1]

i) The principle of relativity (i.e., that laws of physics are the same in all Galilean reference
systems, there exists no preferred Galilean system),

ii) Assumption of homogeneity of space-time (to infer linearity of transform equations),
iii) Assumption of isotropy of space (to infer reciprocity also using the principle of relativity).

The author has established in [2] that the principle of constancy of speed of light in vacuum [3–6]
that is a consequence of the above three assumptions, is false in the general case, by considering an
electromagnetic system, wherein the above inertial frame K is attached to a medium which is simple
but lossy, whereas inertial frame K ′ is attached to a medium which is a perfect electric conductor
filling the half space, such that the interface of the two media is an infinite plane perpendicular to
the velocity of K ′ with respect to K.

As a reminder, the arguments that have been used in [2] to conclude falsity of the principle of
constancy of speed of light in vacuum are that ω′ is a free variable in Equation (40) of [2] and if
c = c′ is taken, the infinite number of values attained by the frequency ω′, can not be satisfied
in Equation (40), because all other parameters in (40) are constants. Therefore c 6= c′ must hold.
However it must be remarked that the reason for assuming c 6= c′, is not only the infinite number
of values attained by ω′, but also the dependence of c on α hence on the speed of reference frame
K ′ with respect to K. It should be noted that even if the ‘modified Lorentz transformation’ was
not constructed in [2] and hence c 6= c′ was not utilized, Equation (40) of [2] would still stand as a
contradiction of Special Relativity Theory with Maxwell’s equations.

The objective of this paper is to show that Equation (40) of [2], on which the argument to negate
the Special Relativity Theory is based, is the same for an electromagnetic system such as the one
described above, but in which additionally there is a point charge in medium (I), in uniform motion
parallel to one of the axes perpendicular to the direction of motion of K ′ with respect to K.

The presence of a planar surface (our boundary between medium (I) and medium (II)) near
a cylindrical wave radiator (the point charge in our case) breaks the cylindrical symmetry and
an approach based on cylindrical waves (CWs) seems less natural. However the problem can be
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addressed efficiently, if use is made of the Fourier spectrum of the CWs [7]. This method has been
used for the solution of the two dimensional scattering problem by a set of perfectly conducting
parallel objects, with arbitrary size, buried in a dielectric lossless half space [8]. It has also been
used to solve the scattering problem from a dielectric cylinder buried beneath a slightly rough
surface [9].

The problem of radiation from a uniformly moving charge in an anisotropic plasma has been
treated [10]. In this paper we follow the same steps except that our medium is a simple, lossy
medium. So we have modified the analysis in [10] accordingly. After thus having reduced the
problem to one of a two dimensional cylindrical wave, we decompose the cylindrical wave into
plane waves. This problem has also been treated for simple, lossy media [7]. Next we utilize the
phase invariance principle [5, 11, 12], and continuity of the tangential component of the electrical
field on the boundary of the two media to arrive at the desired result. For conciseness we do
not repeat here the transformation formulas derived in [2], between the coordinates (t, x, y, z) and
(t′, x′, y′, z′) of a point as observed from K and K ′ respectively and which formulas incorporate two
different speeds of light c and c′ in vacuum for K and K ′. For these formulas we have used the
term ‘modified Lorentz transformation’ in [2]. These formulas can also be found in [6].

2. SOLUTION OF MAXWELL’S EQUATIONS IN TERMS OF CYLINDRICAL WAVES

Following the steps in [10], let

q = q0
δ(y − ut)δ(ρ)

2πρ
(1)

represent a point charge q0 moving with arbitrary uniform speed u along the Oy axis in a cylindrical
coordinate system which is formed by (ρ, φ, y) as indicated in Figure 1 [10]. The current density
arising from this uniformly moving charge is

~J(~r, t) = q0u
δ(y − ut)δ(ρ)

2πρ
~ey, (2)

where ~r represents the position vector of a point in (ρ, φ, y) space, and ~ey is the unit vector along
Oy axis.

Let ~E(~r, t) and ~H(~r, t), be respectively, the electric and magnetic field vectors. We shall also
need the Fourier and inverse Fourier transforms defined by

f(~r, ω) =

∞∫

−∞
f(~r, t)ejωtdt (3)

f(~r, t) =

∞∫

−∞
f(~r, ω)e−jωtdω (4)

x= constant

x 

z 

y 

ρ

φ

Figure 1: Coordinate system used for the electromagnetic system of paper.
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The Fourier transform of the source expression (2) is

Jy(~r, ω) = q0u
δ(ρ)
2πρ

ejωy/u. (5)

The electric and magnetic fields ~E(~r, ω) and ~H(~r, ω) satisfy the following two Maxwell’s equations
in the frequency domain.

∇× ~E(~r, ω) = jωµ1
~H(~r, ω) (6)

∇× ~H(~r, ω) = −jωε1
~E(~r, ω) + Jy(~r, ω)~ey + σ1

~E(~r, ω). (7)

Here σ1, ε1, µ1 are the conductivity, dielectric permittivity, and magnetic permeability coefficients
of medium (I) measured from K.

It can easily be seen that the fields are independent of the φ coordinate, and they depend on y
only through the factor of ejωy/u. Hence one can write

~E(~r, ω) = ~E(ρ, ω)ejωy/u (8a)
~H(~r, ω) = ~H(ρ, ω)ejωy/u (8b)

Jy(~r, ω) = Jy(ρ, ω)ejωy/u (8c)

Substitution of (8) in (6) and (7) yields

Hρ(ρ, ω) = − 1
uµ1

Eφ(ρ, ω), (9)

Hy(ρ, ω) =
j

ωµ1

1
ρ

∂

∂ρ
[ρEφ(ρ, ω)], (10)

Eρ(ρ, ω) = −j
ω

u

1
σ1 − jωε1

Hφ(ρ, ω), (11)

Ey(ρ, ω) =
1

σ1 − jωε1

1
ρ

∂

∂ρ
[ρHφ(ρ, ω)]− 1

σ1 − jωε1
Jy(ρ, ω). (12)

We also have:

∂

∂ρ

[
1
ρ

∂

∂ρ
[ρEφ(ρ, ω)]

]
+

[
jωµ1(σ1 − jωε1)−

(ω

u

)2
]

Eφ = 0 (13)

∂

∂ρ

[
1
ρ

∂

∂ρ
[ρHφ(ρ, ω)]

]
+

[
jωµ1(σ1 − jωε1)−

(ω

u

)2
]

Hφ =
∂

∂ρ
[Jy(ρ, ω)] (14)

The absence of a source term in (13) along with (9) and (10) yield the result,

Hρ(ρ, ω) = Eφ(ρ, ω) = Hy(ρ, ω) = 0 (15)

On the other hand (5) and (14) together give
[

∂2

∂ρ2
+

1
ρ

∂

∂ρ
+

(
k2 − 1

ρ2

)]
Hφ(ρ, ω) =

∂

∂ρ

[
uq0

δ(ρ)
2πρ

]
(16)

where
k2 = ω2µ1ε1 + jωµ1σ1 −

(ω

u

)2
. (17)

The solution to (16) can be obtained through the Hankel transform as [10],

Hφ(ρ, ω) = CH
(1)
1

(
k̃ρ

)
(18)

where H
(1)
1 is the first kind Hankel function of order 1,

k̃ = ±k (19)
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and C is a multiplicative constant. The sign in (19) is chosen in order to satisfy the radiation
condition which requires an outward flow of power at large distances from the source. The true
field Hφ(ρ, φ, y, ω) will be

Hφ(ρ, y, ω) = CH
(1)
1

(
k̃ρ

)
ejωy/u. (20)

It is to be noted that fields for the electromagnetic system at hand constitute a cylindrical wave
with rotational symmetry around the Oy axis.

3. DECOMPOSITION OF FIELDS INTO ELEMENTARY PLANE WAVES

The procedure to be followed after this point is to decompose this cylindrical wave into plane waves
for a two dimensional (2D) problem and to impose the boundary conditions relevant for the moving
interface on each of the elementary plane waves [7] that constitute the cylindrical wave. To this end
we make use of the plane wave expansion of cylindrical functions in lossy media given in [7]. Indeed
in [7] it is pointed out that any (2D) field can be represented in terms of a suitable superposition of
cylindrical waves. The expansion coefficients of such linear combinations constitute the unknowns
in a typical scattering problem and are determined by imposing the boundary conditions. The
additional third dimension in our problem will be handled in the sequel by the addition of a third
component (the ~ey component) which is equal to ω

u~ey due to Equation (8), to the (2D) ~k vector
which is to be derived by the analysis in Equations (21) through (25).

We quote below the basic result of [7] that we need for this expansion, namely Equation (10)
of [7] which is for the (2D) problem:

LFm(x, n||) = exp
(
−|x|

√
1− n2

|| tanϕk

){
Fm(x, n||) (x ≥ 0)
F−m(x, n||) (x ≤ 0) (21)

where LFm(x, n||) is the elementary plane wave function in the lossy case and Fm is the counterpart
for a lossless medium and is given by

Fm(x, n||) =

∞∫

−∞
CWm(x, z) exp(−jn||z)dz (22)

And which has the analytical expression [7]

Fm(x, n||) =
2√

1− n2
||

exp(j|x|
√

1− n2
||)

{
exp(−jm arccos(n||)) (x ≥ 0)
exp(jm arccos(n||)) (x ≤ 0) (23)

where CWm is the cylindrical wave function propagating in a homogeneous, isotropic, lossless
medium. Its explicit expression as given in [8] is CWl(n1ξh, n1ζh) = H

(1)
l (n1ρh)ejθh where H

(1)
l is

the first kind Hankel function of integer order l, (ξh, ζh) and (ρh, θh) are rectangular and polar
coordinate pairs respectively. In our case (cf. Equation (20)), our cylindrical wave function is
independent of the polar coordinate θh and n1 = k̃.

In (22) and (23) ~n = ~k/k is the unit vector parallel to the wave vector ~k of a typical wave
composing the spectrum, moreover || refers to the parallel component of ~n with respect to z.

In (21) tan ϕk = kI

kR
when k = kR + jkI , i.e., kR and kI are the real and imaginary parts of k

respectively.
In the light of (21) and (23) we can write the phase of an elementary plane wave as

Φ = x
[√

1− n2
||kR(1 + j tan ϕk)

]
+ n||zkR(1 + j tanϕk)− ωt (24)

The wave vector will have the following components:

kx =
√

1− n2
||kR(1 + j tanϕk) (25a)

ky = 0 (25b)
kz = n||kR(1 + j tanϕk) (25c)
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It is assumed above that the plane wave field components have the factor ejΦ in common and that
k = kR(1 + j tanϕk) =

√
jωµ1(σ1 − jωε1) [7].

Notice that our fields also had the factor ejωy/u as given by (8). Hence the overall wave vector
for an elementary plane wave of our problem will have the following components:

kx =
√

1− n2
||kR(1 + j tanϕk) (26a)

ky =
ω

u
(26b)

kz = n||kR(1 + j tanϕk) (26c)
The wave number is defined by

k2 = k2
x + k2

y + k2
z = k2

R(1 + j tanϕk)2 +
(ω

u

)2
, (27)

where
k2

R(1 + j tanϕk)2 = ω2µ1ε1 + jωµ1σ1 (28)

Thus we have introduced the third dimension of our problem by including the ky component of ~k.
It should be remarked that the k in (27) is different from the k in (17). Equation (27) is the

dispersion relation for an elementary plane wave and is the equation we shall base the remaining
arguments on.

4. DERIVATION OF EQUATION (40) OF [2]

Now from the phase invariance principle, off the boundary of the two media, we write the following
equations for the phases of the incident and reflected waves respectively in frames K and K ′. Here
in line with Equation (4) a time dependence of e−jωit, e−jωrt have been assumed in the frame K
and a time dependence of e−jω′t′ has been assumed in the frame K ′. The subscript i stands for
‘incident’ while the subscript r stands for ‘reflected’.

Φi = (kixx + kiyy + kizz)− ωit = (k′xx′ + k′yy
′ + k′zz

′)− ω′t′ = Φ′i (29a)

Φr = (−krxx + kryy + krzz)− ωrt = (−k′xx′ + k′yy
′ + k′zz

′)− ω′t′ = Φ′r (29b)

In the stationary system observed from K ′, the phase angles Φ′i and Φ′r must have the same y′and z′
dependences in Equations (29). This is because at x′ = 0, the continuity of the tangential electrical
field requires that the phases Φ′i and Φ′r be equal. Hence coefficients of y′ and z′ were selected
equal. This implied that for the same wave number k′ measured in K ′ for reflected and incident
waves, the only option for the coefficients of x′ was to choose them as negatives of each other.

Now recalling the ‘modified Lorentz transformation’ (see [2] or [6]), from (29) one will find

kix = α

(
k′x −

ω′

c′
r

)
(30a)

kiy =
ωi

u
(30b)

kiz = k′z (30c)

ωi = α

(
ω′

c′
c− k′xrc

)
(30d)

Here k′x is the x component of ~k
′
which is the wave vector of the same plane wave as observed from

K ′, and ω′ is the frequency corresponding to ωi and ωr and that is measured from K ′.
Similarly for the reflected wave we can write

krx = α

(
k′x +

ω′

c′
r

)
(31a)

kry =
ωr

u
(31b)

krz = k′z (31c)

ωr = α

(
ω′

c′
c + k′xrc

)
. (31d)
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Note that

k2
i = k2

ix + k2
iy + k2

iz = ω2
i µ1ε1 + jωiσ1µ1 +

ω2
i

u2
, (32a)

k2
r = k2

rx + k2
ry + k2

rz = ω2
rµ1ε1 + jωrσ1µ1 +

ω2
r

u2
. (32b)

Hence using (30) through (32) we obtain,

k2
r − k2

i = 4α2k′xω′
r

c′
+

(
ω2

r − ω2
i

)

u2
=

(
ω2

r − ω2
i

) (
ε1µ1 +

1
u2

)
+ j (ωr − ωi) σ1µ1, (33)

or we obtain
4α2k′xω′

r

c′
=

(
ω2

r − ω2
i

)
ε1µ1 + j (ωr − ωi) σ1µ1. (34)

But from (32d) and (33d) we observe that

ωr − ωi = 2αk′xrc. (35)

Therefore using (35) in (34) we get

2 (ωr − ωi) α
ω′

cc′
=

(
ω2

r − ω2
i

)
ε1µ1 + j (ωr − ωi) σ1µ1. (36)

Dividing both sides by (ωr − ωi), we obtain,

2α
ω′

cc′
= (ωr + ωi)ε1µ1 + jσ1µ1. (37)

However again from (30d) and (31d)

(ωr + ωi) = 2αω′
c

c′
(38)

can be seen. Thus,

2α
ω′

cc′
(
1− ε1µ1c

2
)

= jσ1µ1, (39)

which is the same result as Equation (40) of [2].
Therefore we can again follow the same arguments as in the Introduction section and conclude

that Special Relativity Theory fails to account for the loss in this particular electromagnetic system
also.

What must be pointed out here is that the relationship (39) that leads to this conclusion is the
same for both the electromagnetic system in this paper and the one in [2].

5. CONCLUSION

It has been found that the basic relationship that leads to the negation of Special Relativity Theory
and was found in [2] for a particular electromagnetic system that consisted of a rest frame (denoted
by K) constituted by a simple medium with loss, and a frame (denoted by K ′) in uniform rectilinear
motion with respect to the first,wherein a perfectly conducting medium fills the half space such
that the interface of the two media is an infinite plane perpendicular to the direction of motion of
K, does not change, if, as the source of fields there exists a point charge in the first medium in
uniform motion parallel to one of the axes perpendicular to the direction of motion of K ′.
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Abstract— Previous work which negates Special Relativity Theory and which was carried
out only for a monochromatic plane wave is extended to an impulsive plane wave. The media
considered consist in a linear dispersive medium with absorption (the Lorentz medium) that fills
the space x > −∞ (medium (I)) and a simple but lossy medium (II) initially filling the half
space x > 0. Medium (I) has frequency dependent conductance and dielectric permittivity in
distinction from the original work for the monochromatic wave. Inertial frames K and K ′ are
attached to medium (I) and (II), and the above description of these two media are true when
they are observed from K and K ′ respectively. K and K ′ have coincident origins in space and
time initially, and at t = t′ = 0, K ′ starts a uniform rectilinear motion with respect to K. An
impulsive in time plane wave is assumed to impinge on the plane x = −x0, at the time t0, when
−x0 and t0 are both measured from K. Complex phase invariance principle is applied to the
resulting elementary plane waves whose superposition yields the impulse response of the system.
Transformation relations for the wave numbers and frequencies for incident and reflected waves
for the interface of medium (I) and (II), are obtained using a ‘modified Lorentz transformation’
which incorporates different speeds of light in vacuum c and c′ for K and K ′, as was done for
the monochromatic plane wave case. Next using the dispersion relations for the incident and
reflected waves an algebraic relation is derived between constitutive parameters of the Lorentz
medium, the frequency, c and the relative speed of K ′ with respect to K. This result implies
that the speed of light in vacuum c is dependent on the reference frame, a violation of the basic
assumption of Special Relativity Theory.

1. INTRODUCTION

The author has proved in previous work [1–3] that when inertial frames K and K ′ are attached to
simple but lossy media, Special Relativity Theory [4] can be shown to be incapable of accounting
for the loss in medium (I) attached to frame K. This proof leads to compulsory assumption
of anisotropy of space in contradistinction from Special Relativity Theory and incorporation of
different speeds of light in vacuum c and c′ for K and K ′ in a transformation law different from the
Lorentz transformation between coordinates (x, y, z, t) an (x′, y′, z′, t′) of a point measured from
K and K ′. This new transformation is derived in [1] and named ‘modified Lorentz transformation’
in [1] again.

The above development was carried out for a monochromatic plane wave in [1–3]. In this paper
we consider an impulsive wave and medium (I) is chosen as a Lorentz medium that is dissipative and
temporally dispersive. In the monochromatic wave case we had frequency independent conductance
and dielectric permittivity.

In this paper at the end of our analysis we come up with Equation (37) which points out to a
dependence of c on the inertial frame which is a result contradicting the Special Relativity Theory.

2. PROPERTIES OF THE IMPULSIVE WAVE

This section is based on [5]. Let a linear homogeneous, isotropic, temporally dispersive medium
occupy the space x > −∞. Let A(x+x0, t) represent either the scalar potential or any component
of the electric field, magnetic field, Hertz vector or vector potential. Consider together with the
quantity A(x + x0, t) its Laplace transform also, namely A(x + x0, ω), which pair is related by

A(x + x0, t) =
∫

C

A(x + x0, ω)e−iωtdω. (1)

A(x + x0, ω) satisfies the Helmholtz equation
[
∇2 + k̃2(ω)

]
A(x + x0, ω) = 0 (2)
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where the complex wave number k̃(ω) is given by,

k̃(ω) =
ω

c
n(ω). (3)

Here n(ω) = (1 − b2

ω2−ω2
0+i2δω )1/2 is the complex refraction index of the dispersive medium which

is taken as a Lorentz medium. The symbols ω, b, ω0 and δ stand for angular frequency of the
monochromatic component of incident pulse, plasma frequency, resonant frequency, damping con-
stant respectively.

Now let us consider the A(0, t) field on the plane x = −x0 which is known for all time t and is
non-zero only after t = 0, so that

A(0, t) = f(t) (4)

where f(t) is chosen in particular as
f(t) = δ(t− t0) (5)

whose Laplace transform is
f̃(ω) = eiωt0 (6)

such that A(x + x0, t) is the impulse response of the system, and is given as

A(x + x0, t) =
1
2π

Re





ia+∞∫

ia−∞
f̃(ω) exp

[
x + x0

c
φt0(ω, θ)

]
dω





=
1
2π

Re





ia+∞∫

ia−∞
eiωt0 exp

[
x + x0

c
φt0(ω, θ)

]
dω



 (7)

For t0 6= 0,

A(x + x0, t) =
1
2π

Re





ia+∞∫

ia−∞
exp

(
x + x0

c
iω

[
n(ω)− c

x + x0
(t− t0)

])
dω





=
1
2π

Re





ia+∞∫

ia−∞
exp

[
ik̃(x + x0)− iω(t− t0)

]
dω



 (8)

Hence the elementary plane wave component is exp([ik̃(x + x0)− iω(t− t0)] where k̃ and ω are in
general complex. The following analysis is based on this elementary wave because results derived
from it will also hold for A(x + x0, t), since due to (8), the latter is merely a superposition of such
elementary waves for different frequencies.

3. APPLYING THE PRINCIPLE OF COMPLEX PHASE INVARIANCE OF PLANE
WAVES

In Figure 1, the origins of K and K ′ in space and time are coincident initially when K ′ starts to
move with velocity ~v1 with respect to K along the Ox axis. It will be assumed that medium (II)
to which K ′ is attached, is a simple medium with loss when observed from K ′, while medium (I)
to which K is attached is a Lorentz medium for x > −∞ when observed from K. The interface
between media (I) and (II) is an infinite plane perpendicular to direction of motion of K ′ with
respect to K. Using the ‘modified Lorentz transformation’ and referring to Figure 1, the following
relations will hold:

x′0 = α(−x0 + rct0) (9a)

t′0 = α
(
− r

c′
x0 +

c

c′
t0

)
(9b)
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Figure 1: Initial coincidence of origins in space and time for K and K ′, and plane of x = −x0.

− x0 = α(x′0 − rc′t′0) (10a)

t0 = α

(
−r

c
x′0 +

c′

c
t′0

)
(10b)

For the application of the principle of the invariance of the complex phase we shall use an
argument similar to the one in [6], whereby the invariance is based on the transformation of the
fields between K and K ′ using the Lorentz transformation. The difference of our argument will be
that we shall use the ‘modified Lorentz transformation’ derived in [1] and not the classical Lorentz
transformation.

Referring to [1] the two set of fields measured from K and K ′ are related by

~E′ = α
(

~E + ~v × ~B
)

+ (1− α)
(
~v · ~E

) ~v

v2
(11)

where α = [1− (v1/c)2]−1/2 and primed and unprimed quantities are relevant to K ′ and K respec-
tively as in the entirety of this paper. In order that the above relation be true at all points in space
and time, the complex phase factors φ and φ′ defined as below on the basis of (8), and measured
from K and K ′ must be the same for the incident wave indicated by a subscript i.

φi = ki(x + x0)− ωi(t− t0) = k′1(x
′ − x′0)− ω′(t′ − t′0) = φ′i (12)

The constant terms in φ and φ′ constituted of a linear combination of t0 and x0 and a linear
combination of t′0 and x′0 respectively must also be equal as we shall see in the sequel.

Rewriting (12) as follows after splitting real and imaginary parts and utilizing the ‘modified
Lorentz transformation’ derived in [1] and which can also be found in [2]

φir = kir

[
α

(
x′ − rc′t′

)− α
(
x′0 − rc′t′0

)]− ωir

[
α

(
−r

c
x′ +

c′

c
t′
)
− α

(
−r

c
x′0 +

c′

c
t′0

)]

= k′1r

(
x′ − x′0

)− ω′r
(
t′ − t′0

)
= φ′ir (13)

will be found where the second subscript r stands for real part. Similarly for the imaginary part:

φii = kii

[
α

(
x′ − rc′t′

)− α
(
x′0 − rc′t′0

)]− ωii

[
α

(
−r

c
x′ +

c′

c
t′
)
− α

(
−r

c
x′0 +

c′

c
t′0

)]

= k′1i

(
x′ − x′0

)− ω′i
(
t′ − t′0

)
= φ′ii (14)

will be found where the second subscript i stands for imaginary part. Equating coefficients of x′ in
the two phase functions in the two Equations (13) and (14) yields:

αkir + α
r

c
ωir = k′1r

αkii + α
r

c
ωii = k′1i
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Equating coefficients of t′ in the two phase functions in the two Equations (13) and (14) yields:

αrc′kir + α
c′

c
ωir = ω′r

αrc′kii + α
c′

c
ωii = ω′i

From these four equations, we obtain

kir = αk′1r − α
r

c′
ω′r (15a)

ωir = −αrck′1r + α
c

c′
ω′r (15b)

kii = αk′1i + α
r

c′
(−ω′i) (16a)

ωii = −αrck′1i + α
c

c′
ω′i (16b)

Similarly the constant terms can be found to be equal in the two phase functions φi and φ′i as seen
below. To this end we make use of the results given in (15) and substitute expressions for kir and
ωir from these into the real parts of the constant terms in φi and φ′i as follows.

kirx0 + ωirt0 = x0

(
αk′1r − α

r

c′
ω′r

)
+ t0

(
−αrck′1r + α

c

c′
ω′r

)

= k′1rα (x0 − rct0)− αω′r
( r

c′
x0 − c

c′
t0

)
= −k′1rx

′
0 + ω′rt

′
0

will be found when we also observe (11). Similarly substitute expressions for kii and ωii from (16)
into the imaginary parts of the constant terms in φi and φ′i as follows.

kiix0 + ωiit0 = x0

(
αk′1i − α

r

c′
ω′i

)
+ t0

(
−αrck′1i + α

c

c′
ω′i

)

= k′1iα (x0 − rct0)− αω′i
( r

c′
x0 − c

c′
t0

)
= −k′1ix

′
0 + ω′it

′
0

will be found when we also observe (9). This and above result for real part was expected as per (12).
Equation (12) must hold also for the reflected wave in the following form:

φr = −kr(x + x0)− ωr(t− t0) = −k′1
(
x′ − x′0

)− ω′
(
t′ − t′0

)
= φ′r (17)

Following the same steps as for the incident wave which are omitted for conciseness we arrive at

krr = αk′1r + α
r

c′
ω′r (18a)

ωrr = αrck′1r + α
c

c′
ω′r (18b)

kri = αk′1i + α
r

c′
ω′i (19a)

ωri = αrck′1i + α
c

c′
ω′i (19b)

Similarly the constant terms can be found to be equal in the two phase functions φr and φ′r in just
the same way as was shown for the incident wave. We omit this part of the proof for conciseness.

Thus we have determined the transformation equations between ki, kr, ωr, ωi and k′1, ω′ which
we summarize as below.

ki = αk′1 − α
r

c′
ω′ (20a)

kr = αk′1 + α
r

c′
ω′ (20b)
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ωi = −αrck′1 + α
c

c′
ω′ (21a)

ωr = αrck′1 + α
c

c′
ω′ (21b)

In the above, quantities ki, kr, ωr, ωi and k′1, ω′ are complex quantities incorporating real and
imaginary parts given by (15), (16), (18) and (19). Similarly for the constant terms in φi, φ′i and
φr, φ′r

kix0 + ωit0 = −k′1x
′
0 + ω′t′0

−krx0 + ωrt0 = k′1x
′
0 + ω′t′0

hold. The boundary condition φ′i = φ′r at x′ = 0 is due to continuity of tangential component
of electric field on the interface of medium (I) and (II) and can be seen to be satisfied when the
constant terms in the two phase factors are disregarded.

4. DERIVATION OF RELATION WHICH SHOWS C IS DEPENDENT ON INERTIAL
FRAME

On the other hand, we can write the dispersion equation for medium (I) (the Lorentz medium) as
observed from K as follows for the incident wave: k2

i = ω2
i

c2 (1 − b2

ω2
i−ω2

0+i2δωi
) and for the reflected

wave as k2
r = ω2

r

c2 (1− b2

ω2
r−ω2

0+i2δωr
). It is easy to obtain

k2
i − k2

r =
ω2

i − ω2
r

c2
− b2

c2

(
ω2

i

ω2
i − ω2

0 + i2δωi
− ω2

r

ω2
r − ω2

0 + i2δωr

)
(22)

k2
i + k2

r =
ω2

i + ω2
r

c2
− b2

c2

(
ω2

i

ω2
i − ω2

0 + i2δωi
+

ω2
r

ω2
r − ω2

0 + i2δωr

)
(23)

Noting (20) and (21), from (22) one obtains,

ω2
i

(
ω2

r − ω2
0 + i2δωr

)
= ω2

r

(
ω2

i − ω2
0 + i2δωi

)
(24)

Noting (20) and (21) from (23), we get,

(
k′1

)2 −
(

ω′

c′

)2

= −b2

c2

(
ω2

i

ω2
i − ω2

0 + i2δωi

)
. (25)

From (21), we see that

ωi + ωr = 2α
c

c′
ω′ (26)

and

ωiωr =
(
α

c

c′
ω′

)2
− (

αrck′1
)2 (27)

From (24), we also obtain
ω2

0(ωi + ωr) = i2ωiωrδ. (28)

Using (26) in (28), we find 2ω2
0α

c
c′ω

′ = i2ωiωrδ or ωiωr = ω2
0α

c
ic′δω′ = ω2

0
b̄
iδ where b̄ = α c

c′ω
′.

Also ωi + ωr = 2α c
c′ω

′ = 2b̄. Since we know the sum and product of ωi and ωr, these are roots of
quadratic equation

W 2 − 2b̄W + b̄
ω2

0

iδ
= 0 (29)

Then

ω2
i − 2b̄ωi + b̄

ω2
0

iδ
= 0. (30)
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With some algebra, we can write (25) as

(
k′1

)2 −
(

ω′

c′

)2

= −b2

c2

b̄

b̄ + iδ
. (31)

On the other hand, the equality 2ω2
0α

c
c′ω

′ = i2ωiωrδ can be written as follows using (21).

ω2
0α

c

ic′δ
ω′ =

(αc

c′
ω′

)2
− (

k′1αrc
)2 (32)

or

ω2
0α

1
icc′δ

ω′ =
(

ω′

c′

)2

− α2r2

[
(
k′1

)2 −
(

ω′

c′

)2
]

. (33)

Using (25), we get

ω2
0α

c

icc′δ
ω′ =

(
ω′

c′

)2

+ α2r2

(
b2

c2

b̄

b̄ + iδ

)
. (34)

Noting b̄ = α c
c′ω

′, we finally can get
(

ω′

c′

)2

−
(

ω′

c′

)(
δ2 + α2ω2

0

iαcδ

)
+

1
c2

(
r2b2α2 − ω2

0

)
= 0 (35)

If in this equation, we set c = c′

α2
(
ω′

)2 − ω′
(

δ2 + α2ω2
0

iδ

)
+ α

(
r2b2α2 − ω2

0

)
= 0 (36)

will be found. If ω′ is solved for

ω′ =
1

i2αδ

(
α2ω2

0 + δ2 ± ∣∣α2ω2
0 − δ2 + i2r2b2α2δ

∣∣) (37)

will be obtained where | · | stands for the absolute value of a complex number. This relation clearly
points out to a dependence of c on α, hence on v1, since as noted above α = [1 − (v1/c)2]−1/2.
Hence c is dependent on the choice of reference frames. If based on this result we foresee c 6= c′,
then on condition that c 6= c′ is adhered to after (35), we get:

ω′
c

c′
=

1
i2αδ

(
α2ω2

0 + δ2 ± ∣∣α2ω2
0 − δ2 + i2r2b2α2δ

∣∣) . (38)
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Non-constancy of Speed of Light in Vacuum for Different Galilean
Reference Systems and Momentum and Energy of a Particle
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Abstract— The conservation of energy and momentum of a particle is investigated under a
‘modified Lorentz transformation’ which is a transformation law that emerges as compulsory af-
ter considering two lossy media to which inertial frames K and K ′ are attached. This emergence
is an outcome of the failure of Special Relativity Theory to account for the mentioned loss in
one of the media, as proved by the author in reported preceding work. This ‘modified Lorentz
transformation’ incorporates different speeds of light in vacuum c and c′ for K and K ′. The ve-
locity addition law under this transformation is given. Dependence of the relativistic expressions
of momentum and energy for a particle which are relegated to their nonrelativistic values in the
limiting case, on the magnitude of velocity is sought for. To this end collision and scattering
of two identical particles are considered. A small scattering angle θ′ is assumed in a glancing
collision of the two particles, and the demanded dependences on the magnitude of the velocity of
the particle are derived. This is achieved by considering a Taylor expansion of the conservation
of energy equation around the point θ′ = 0. The results dictate a covariant but not invariant
relation between the energy of a particle and its mass. This is due to the assumption of existence
of different speeds of light in vacuum c and c′ for frames K and K ′. This development is identical
with an existing one in the literature, but here the principle of constancy of speed of light is put
aside on the basis of the falsity of Special Relativity Theory that was established previously.

1. INTRODUCTION

Consider two Galilean reference frames K and K ′, of which K ′ is in uniform rectilinear motion
with speed v1 with respect to K.

The three assumptions of Special Relativity Theory are [1]

i) The principle of relativity (i.e., that laws of physics are the same in all Galilean reference
systems, there exists no preferred Galilean system),

ii) Assumption of homogeneity of space-time (to infer linearity of transform equations),
iii) Assumption of isotropy of space (to infer reciprocity also using the principle of relativity).

The author has established in [2, 3] that the principle of constancy of speed of light in vacuum [4–
6] that is a consequence of the above three assumptions, is false in the general case, by considering an
electromagnetic system, wherein the above inertial frame K is attached to a medium which is simple
but lossy, whereas inertial frame K ′ is attached to a medium which is a perfect electric conductor
filling the half space, such that the interface of the two media is an infinite plane perpendicular to
the velocity of K ′ in direction of Ox axis with respect to K.

It is noted in [3] as the outcome of this finding that if c 6= c′ (inequality of speeds of light
in vacuum for K and K ′) is assumed a ‘modified Lorentz transformation’ has to be derived that
considers unequal c and c′. Derivation of this transformation is given in [2]. Using the results of
this transform the following law of addition of velocities can be derived.

ux =
u′x − v2

(c′/c− ru′x/c)
uy =

u′y
α (c′/c− ru′x/c)

uz =
u′z

α (c′/c− ru′x/c)

Here ux, uy, uz and u′x, u′y, u′z are respectively the velocity components of a moving object as
observed from K and K ′. Here α = (1− r2)−1/2 with r = −v1/c = v2/c′ and v2 being the speed of
K with respect to K ′.

2. FUNCTIONAL FORM OF MOMENTUM AND ENERGY OF A PARTICLE

This section is exclusively based on [6] and only the changes called for by the non-constancy of
speed of light in vacuum for different Galilean reference systems are implemented in the derivation
of functional form of momentum and energy of a particle.
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For a particle with speed small compared to speed of light in vacuum

~p = m~u (1a)

E = E(0) +
1
2
mu2 (1b)

m is the mass of the particle, ~u is its velocity and E(0) is a constant corresponding to the rest
energy of the particle. We shall attempt to derive the momentum and energy of a particle in line
with the ‘modified Lorentz transformation’ law of velocities. The modified Lorentz transformation
is reported in [2, 3]. As stated above this transformation deviates from the Lorentz transformation
in that it incorporates two different speeds of light for systems K and K ′.

The only possible general versions of (1) in line with the principle of relativity are:

~p = M(u)~u (2a)
E = E(u) (2b)

where M(u) and E(u) are functions of the magnitude of the velocity ~u. The relativistic momentum
and energy of (2) must reduce to (1) in the nonrelativistic case. Hence

M(0) = m (3a)
∂E

∂u2
(0) =

m

2
(3b)

Our aim is to determine the functional dependence M(u) and E(u) on u. We make the assump-
tion that M(u) and E(u) are well behaved monotonic functions of u. We then consider the elastic
collision of two identical particles and utilize the conservation of momentum and energy which must
hold in all equivalent inertial frames, commensurate with the relativity principle. In particular, we
consider the collision in two frames K and K ′ related by the ‘modified Lorentz transformation’.

Let the inertial frame K ′ have two identical particles having initial velocities ~u′a = ~v, ~u′b = −~v
along the Ox axis. The particles collide and scatter after which they have final velocities ~u′c = ~v′
and ~u′d = ~v′′. The particles and their velocities are depicted in Figure 1.

In K ′ the conservation of momentum and energy read:

~p′a + ~p′b = ~p′c + ~p′d
E′

a + E′
b = E′

c + E′
d

Or with the form (2)

M(v)~v −M(v)~v = M
(
v′

)
~v′ + M

(
v′′

)
~v′′ (4a)

E(v) + E(v) = E
(
v′

)
+ E

(
v′′

)
(4b)

Because the particles are identical, E(v′) = E(v′′) must hold. Since we assumed monotonic
behavior for E(v), then v′ = v′′ is true. Then the second equation in (4) requires v′ = v′′ = v.
The first equation requires ~v′′ = −~v′. All four velocities are the same in magnitude with the final
velocities opposite in direction, just like the initial velocities. Assume θ′ represents the scattering
angle in K ′.

'x

'y

'au

'cu

'du

'bu

'θ

Figure 1: Initial and final velocity vectors in frame K ′ for the collision of two identical particles.
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We now consider the same collision in another inertial frame K moving with a velocity ~v2 = −~v
in the Ox direction with respect to K ′. From Section 1 where the transform equations for the
velocity are given, we observe that particle a moves along the Ox axis with velocity given by

uax =
2v

(c′/c− rv/c)
uay = 0 uaz = 0

~ua =
2~v

c′ (1 + v2/c2) /c
=

2c~β

(1 + β2)

(5)

where ~β = ~v
c′ and β = v

c′ .
Similarly, because ~u′c = ~v′ = v′ cos θ′~i + v′ sin θ′~j where ~i and ~j are unit vectors along O′x′ and

O′y′,

ucx =
v′ (1 + cos θ′)

c′ (1 + β2 cos θ′)
=

cβ (1 + cos θ′)
(1 + β2 cos θ′)

ucy =
cβ sin θ′

α (1 + β2 cos θ′)
(6a)

Similarly because ~u′d = −~v′ = −(v′ cos θ′~i + v′ sin θ′~j)

udx =
cβ (1− cos θ′)
(1− β2 cos θ′)

udy = − cβ sin θ′

α (1− β2 cos θ′)
(6b)

with α = (1− β2)−1/2.
The conservation of momentum and energy equations in K are:

M(ua)~ua + M(ub)~ub = M(uc)~uc + M(ud)~ud, (7a)
E(ua) + E(ub) = E(uc) + E(ud). (7b)

It can be seen from (5) and (6) that while particle b is at rest because

ubx =
u′bx(

c′/c− ru′bx/c
) =

−v + v

(c′/c + rv/c)
= 0 uby = 0, ubz = 0,

the other three velocities are all different in general. Thus the determination of M(u) and E(u)
from (7) looks complicated. We can however consider the limiting situation of a glancing collision
in which θ′ is very small. Then in the frame K, ~ud will be nonrelativistic and ~uc will differ only
slightly from ~ua. We can therefore make appropriate Taylor series expansions around θ′ = 0 and
obtain equations involving M(u), E(u) and perhaps their first derivatives.

Explicitly the y component of the momentum conservation equation in (7a) is:

0 = M(uc)
cβ sin θ′

α (1 + β2 cos θ′)
−M(ud)

cβ sin θ′

α (1− β2 cos θ′)

Canceling common terms and rearranging terms we have,

M(uc) = M(ud)

(
1 + β2 cos θ′

)

(1− β2 cos θ′)
,

This relation is valid for all θ′, and in particular for θ′ = 0. Examination of (6) shows that in
that limit uc = ua, ud = 0. Thus we obtain

M(ua) = M(0)
1 + β2

1− β2
. (8)

From (5) it can easily be observed that

1 + β2

1− β2
=

1√
1− u2

a/c2
= αa (9)

will hold.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1647

With the value M(0) = m from (3) we thus have

M(ua) = mαa

which implies that the momentum of a particle of mass m and velocity ~u is

~p = αm
⇀
u =

m~u√
1− u2/c2

(10)

Determining the functional form of E(u) needs examination of the conservation of energy equa-
tion for small θ′ rather than at θ′ = 0. From (7) we have

E(ua) + E(0) = E(uc) + E(ud) (11)

where uc and ud are functions of θ′. From (6), we find correct to order θ′2 inclusive,

u2
c = u2

a −
η

α3
a

+ O
(
η2

)

u2
d = η + O

(
η2

)

where αa is given by (9) and η is defined as η = c2β2θ′2

1−β2 .
In Equation (7b), we equate coefficients of different powers of η. First order terms yield for

η 6= 0

∂E(uc)
∂u2

c

(
− 1

α3
a

)
+

∂E(ud)
∂u2

d

= 0 (12)

∂E(uc)
∂u2

c

=
∂E(ua)

∂u2
a

(13)

But lim
η → 0

∂E(ud)
∂u2

d
= ∂E

∂u2 (0) = m
2 as per Equations (3). Utilizing (13) one has

∂E(ua)
∂u2

a

=
∂E(uc)

∂u2
c

= α3
a

∂E(ud)
∂u2

d

= α3
a

m

2
=

m

2 (1− u2
a/c2)3/2

Integration yields:

E(ua) =
mc2

(1− u2
a/c2)1/2

−mc2 + E(0) (14)

We have

p0 =
m√

1− u2/c2
c

cp0 =
mc2

√
1− u2/c2

Based on (14)
E(ua) + mc2 = E(0) + cp0 (15)

The solution to E(0) from this equation is provided in the Appendix and is found to be E(0) =
mc2. Hence

E(u) =
mc2

(1− u2/c2)1/2
.

The corresponding results derived for K ′ will read

E′(0) = mc′2

E′ (u′a
)

=
mc′2

[
1− (u′)2 /c′2

]1/2
=

mc′2

(1− u2/c2)1/2
.
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Appendix: Determination of E(0)

We shall utilize the fact that E(0) has to be the same in relativistic and nonrelativistic speeds
and compute the quantity E2(u) − (pc)2, using the expressions E(u) = E(0) + 1

2mu2, E(u) =
mc2

(1−u2/c2)1/2 −mc2 + E(0) and cp=
mc2√

1−u2/c2
. Then

E2(u)− (pc)2 = E2(0) + mu2E(0) +
1
4

(
mu2

)2 −m2

(
u2c2

1− u2/c2

)

= m2c4 +
2mc2

√
1− u2/c2

[
E(0)−mc2

]
+

[
E(0)−mc2

]2 (A1)

must hold for nonrelativistic speeds u. We now claim that the solution for above equation is
E(0) = mc2. To see this we substitute this value for E(0) in (A1). We get

m2c4 + mu2mc2 + m2c4

[
1
4

(
u2

c2

)2

−
(

u2/c2

1− u2/c2

)
− 1

]
= 0.

In this equation within the brackets, we neglect the term 1
4(u2

c2 )2 when compared with 1 and
divide the equation by c4 to get;

m2 + m2u2/c2 −m2

(
u2/c2

1− u2/c2

)
−m2 = 0.

Or

m2

[
1 +

u2

c2
− u2/c2

1− u2/c2

]
−m2 = 0.

This is equivalent to

m2

[(
1− u4/c4

)− u2/c2

1− u2/c2

]
−m2 = 0.

We again neglect the term (u2

c2 )2 when compared with 1.

m2

[
1− u2/c2

1− u2/c2

]
−m2 = 0

which shows that our solution E(0) = mc2 is true.
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Abstract— The coordinate transformation theory is used to design invisible cloaks including
the electromagnetic wave and the acoustic wave ones. By solving Laplace’s equation that de-
scribes how the coordinates transform, three-dimensional (3-D) electromagnetic (EM) invisible
cloaks with irregular boundary shapes can be designed provided the boundary conditions of the
cloaks can be determined by the corresponding transformation. This design process is efficiency
to design complicated and practical structures. Full wave simulations based on finite element
method verified the designed 3-D EM invisible cloaks. The constitutive material parameters of
the EM invisible cloaks can be calculated according to the coordinate transformation theory.

1. INTRODUCTION

The coordinate transformation method [1–6] for design invisible cloaks has attracted great atten-
tion in the scientific world. This method was firstly proposed by Pendry et al. [1] and the sphere
analytic solution was obtained. Almost at the same time, Leonhardt et al. [2] gave the optical
transformation method to design the invisible cloaks. These two papers brought the invisible the-
ory from wave absorption mechanism to wave transmission mechanism. Full wave simulations [3]
verified the invisible effects. A cylindrical electromagnetic cloaks [4] with metamaterials at mi-
crowave frequencies were designed and tested by experiment. Both simulation and experimental
results illuminated the invisible effects.

By using the form-invariance coordinate transformations of Maxwell’s equations, the electro-
magnetic wave cloaks and concentrators [5] were designed and verified. And ray tracing method [6]
was also used to design the invisible cloaks and calculate the material properties. By analogy to
the electromagnetic field, the acoustic equations [7] were transformed to design the acoustic cloaks.

All these cloaks are sphere and cylindrical cloak which have regular boundary shapes. In or-
der to make the cloaks go near to the practical applications, complicated structure cloaks [8–20]
were proposed and designed, such as the elliptical cylindrical cloaks [8–10], cloaks with arbitrary
boundary shapes [11–20]. These cloaks are complicated structure cloaks but they are still the ideal
ones because of the infinitely long in the perpendicularity direction. In other words, they are just
two-dimensional (2-D) case. But in the real world, all objects are three dimensional (3-D) ones. In
this paper, we use the Laplace equation to design the 3-D invisible cloaks with irregular boundary
shapes. In the following sections, we will discuss the design theory for 3-D case.

2. LAPLACE EQUATION FOR THE DESIGN OF 3-D CLOAKS

For a given transformation, the component of the Jacobian transformation matrix [6] between the
electromagnetic distorted space and the original physic space (flat space) is given by:

Λα′
α =

∂xα′

∂xα
(1)

The constitutive material parameter tensors (the effective permittivity tensors and the effective
permeability tensors) of the designed cloaks become:

εi′j′ =
∣∣∣det

(
Λi′

i

)∣∣∣
−1

Λi′
i Λj′

j εij

µi′j′ =
∣∣∣det

(
Λi′

i

)∣∣∣
−1

Λi′
i Λj′

j µij
(2)

where, x′ and x denote the coordinate in the transformed space and before the transformed space,
respectively. ε and µ denote the effective permittivity tensors and the effective permeability tensors,
respectively.
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The component of the Jacobian transformation matrix must be ascertained firstly. Then the
material parameter tensors of the cloaks can be obtained according to Eq. (2). Here, we use the
Laplace equation [18] to get the component of the Jacobian transformation matrix.

The inverse form of the Laplace equation [18] are as follows:
(

∂2

∂x
′2
1

+
∂2

∂x
′2
2

+
∂2

∂x
′2
3

)
Ui = 0, i = 1, 2, 3 (3)

Figure 1: The illumination of constructing an invisible cloak.

 

(a) (b)

(c)

Figure 2: The z component of the electric field: (a) 3-D profile (b) XOY plane (c) XOZ plane.
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where Ui denotes the coordinate in the original flat physic space. The corresponding of the boundary
condition is as the following figure shown:

From Fig. 1, an arbitrary cloak [18] can be constructed by enlarging the point a to the inner
boundary a′, while keeping the outer boundary of the region fixed (b = b′). So this transformation
process can be described by the Dirichlet boundary conditions:

U(a′) = a U(b′) = b (4)

By solving Eqs. (3) and (4), the deformation field inside of the cloak can be obtained. Then we
can get the material parameter tensors of the cloaks.

This design process mainly concludes two processes. The first step is solving the Laplace equation
with its corresponding boundary shapes to get the material parameter tensors of the cloaks. Then
a plane wave will propagate through the cloaks to verify the invisible effects.

3. DESIGN OF 3-D CLOAKS WITH IRREGULAR BOUNDARY SHAPES

The commercial software Comsol Multiphysics is used to design the 3-D electromagnetic invisible
cloaks with irregular boundary shapes. First of all, the PDE Module is used to set the boundary
conditions and get the material parameters of the invisible cloaks. Then the RF Module is used to
illuminate the cloaks by a plane wave. This modeling procedure is similar to that in Ref. [18].

In the computation domain, the inner boundary a′ of the cloak is perfect electric conductor
boundary condition, and the outer boundary b′ of the cloak is continuity boundary condition. A
time-harmonic uniform plane wave is incident onto the cloak, and then propagates along the cloak.
This modeling is shown in Fig. 2.

From Fig. 2, we can see that the electromagnetic incident on the cloaks, the inner boundary of
which has the structure as the stones, but does not enter into the cloaks. The wave shape does not
change after the propagation. So the stones can be invisible from outside observers. This process
just likes the case that water flows around the stones in the real world.

This design verifies the invisible effects. And the 3-D objects with irregular boundary shapes
can be hidden in the cloak region. This design can bring the cloaks go to the real world.

4. CONCLUSION

By solving Laplace equation and the corresponding boundary conditions, the material parameter
tensors of the 3-D electromagnetic invisible cloaks can be designed. Two steps are involved in the
designed process. The full wave simulation based on the finite element method verified our design
cloaks. The 3-D invisible cloaks with irregular boundary shapes make them go near to the practice.
In the near future, the cloaks will be used to hide the objects inside it.
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Abstract— Recently, the microwave frequency of millimeter-wave band in 30 ∼ 300 GHz is most
popular. In this article, we proposed an up-conversion system, make the use of semiconductor
optical amplifier (SOA) to achieve the frequency multiplication for four-wave mixing (FWM) of
nonlinear effects. The 7.5 GHz radio frequency (RF) signal will be fed and generated doubled
frequency, tripled frequency even to quadruple frequency multiplications, it means that 15 GHz,
22.5GHz and 30 GHz electrical signal can achieve. Finally this millimeter-wave signal is filtered
out by using optical band pass filter (OBF). Comparing to traditional high-frequency signal
generation system, this system is simple and lower cost.

1. INTRODUCTION

The traditional microwave frequency band of wireless network concentrates in 0.3 ∼ 30GHz. Nowa-
days the millimeter wave (mm wave) is the most popular topic in the microwave frequency band.
Comparing to the microwave signal, the size of mm wave electrical circuit and antenna is smaller,
the bandwidth is wider and the efficiency is higher. It can promote the facility of antenna. For
this reason, mm wave becomes a potential candidate of wireless communication in the future [1, 2].
The mm wave is referred to the radio wave which frequency situates between 30 ∼ 300GHz. The
mm wave frequency covers important frequency band of communication system. It can support the
satellite communication, automobile radar, and optical fiber communication system [3].

In this research, FWM within SOA to generate the mm wave is applied in our proposed system.
SOA has the advantages of simple configuration, small sealing, and easy integration. The most
important is that it will not have any influence of Brillouin scattering. Because of its non-linear
effects, for example, the self phase modulation (SPM), cross-phase modulation (XPM), self gain
modulation (SGM), cross gain modulation (XGM), and four wave mixing (FWM) [4], applies these
to the enlargement such as wavelength converter, amplification, chromatic dispersion compensation,
and regenerator. FWM can be observed by the non-linear effect of SOA. The supposition is two
wave frequencies its carrier frequencies are f1 and f2 respectively when they transmit by the optical
fiber to the SOA. By the non-linear effect will produce third and fourth wave frequencies, f3 and
f4, conform to f3 = 2f1 − f2; relationship of the f4 = 2f2 − f1. The supposition points out that
N wave frequencies are inputted will produce N2 ∗ (N − 1)/2 new members. As shown in Fig. 1,
f1 and f2 are the wave frequencies originally, after SOA’s four wave mixing effect produced new
wave bands f3 and f4. In general situation, FWM is a bad noise disturbance item. However, in
this research, uses this kind of non-linear effect in order to produce the different frequency optical
beat. After suitable processing, can obtain many slip frequency items in the frequency spectrum
from photo detector (PD) to perform electro-optical transformation. These optical beat signals are
located in the microwave band, then using SOA’s four wave mixing effect to obtain intended signal.

The millimeter wave signal which is produced by this way has broad line width. The wide
bandwidth can hold more information and be used as the transmission signal of the millimeter
wave optical fiber system.

2. EXPERIMENTAL

Figure 2 is an up-conversion system which shows using FWM to produce millimeter wave. 7.5 GHz
electrical signal is output from the micro-wave signal generator and then feeds to the Mach-Zehnder
modulator (MZM). The optical modulator’s input light source is 1534.95 nm provided by a single
mode laser diode, because the optical modulator has the sensitive characteristic regarding the input
photo source’s polarization state. In front of the MZM input section, needs to add on a polarization
controller (PC). This function is to maintain the input light at the specific polarization state when
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Figure 1: Four-wave mixing of nonlinear effects. Figure 2: The up-conversion system architecture
by using four-wave mixing to produce millimeter
wave.

the laser gets into the optical modulator. In the MZM output port, the optical signal sends to the
erbium doped fiber amplifier (EDFA). Because of the EDFA joined, may enable the optical signal
which from the optical modulator output port overcomes the insertion loss. Optical modulator has
enormous insertion loss, causes the optical signal passed optical modulator is weak, does not favor
the optical signal transmission. Optical signal launches to 2 nm band-pass filter to filter out the
noise which provided by EDFA. Passing through attenuator (ATT) to adjust the suitable input
power, avoids the SOA output power saturation.

In the experiment construction, optical isolators (ISO) are added on in the SOA’s input and
output port respectively, the main function is to prevent the optical signal has the reflection to
disturbance the system. After SOA’s four wave mixing effect, the output optical signal produces
many optical beats, then using optical spectrum analyzer (OSA) to measure optical spectrum. On
the other hand, using PD to transform optical signal to electrical one, then measures the output
frequency spectrum by using electrical spectrum analyzer (ESA).

3. RESULTS AND DISCUSSION

In FWM, three signals at frequencies fk, fl and fm interact through the third order electric suscep-
tibility to generate a new signal. When the generated signal wavelength coincides with the original
signal wavelength, it results in interference. The number of generated signals grows rapidly as the
number of transmitted signals/channels are increased. The generated signal power is expressed
as [5].

Pklm =d2k

(
α2

α2+∆β2

)
L2

eff PkPlPm exp[−αL] ·




(1−exp[−αL])2+4 exp[−αL] sin2
(

∆βL
2

)

(1− exp[−αL])2



 (1)

where Leff is the effective length of fiber, α the linear loss coefficient, L the fiber length and d the
degeneracy factor. It takes a value of 3 when the products mixed are degenerates (i.e., fk = fl 6= fm)
and a value of 6 when the products are non-degenerates (i.e., fk 6= fl 6= fm). In (1), the term Pk,
Pl and Pm are launched signal powers at frequencies fk, fl and fm respectively and k is given by

k =
1024π6

n4λ4c2

(
χ111

Aeff

)2

(2)

In (2), λ is the optical wavelength, c the speed of light in vacuum, χ111 represents the non-linear
susceptibility and Aeff the effective cross-sectional area of fiber core.

In Fig. 2 construction, system is to use intensity modulation. Adjusting the bias voltage Vπ of
the modulator to suppress the central wavelength produces standard double sideband signals as
shown in Fig. 3.

Enlarge the output signal by using the four wave mixing effect of the SOA. Fig. 4 shows two
new wavelengths produced after passing through SOA. The two wavelengths f3 (2f1 − f2) and
f4(2f2 − f1) are produced from the original signal. The signals in entire spectrum are shown in
Fig. 5. Due to the beat signals are detected by PD, the original 7.5 GHz (−47.71 dBm), the double
frequency 15GHz (−37.46 dBm), and the triple frequency 22.5 GHz (−56.40 dBm) signals appear
in the spectrum. The power of optical beat is detected by PD must to consider two points that
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Figure 3: The spectrum at the output of Mach-
Zehnder modulator.

Figure 4: The Spectrum at the output of the SOA.

Figure 5: After four-wave mixing, the entire fre-
quency spectrum.

Figure 6: By inspection to detect quadruple fre-
quency at 30 GHz.

are signal power can not be much difference between the optical beat and amount of optical beat.
Large power at 15 GHZ observed in Fig. 5 is because that 3 beats detected by PD and optical power
does not differ much from the optical beat signals. Finally, the quadruple frequency multiplication
30GHz (−49.15 dBm) is shown in Fig. 6.

4. CONCLUSION

Make the use of SOA to achieve the frequency multiplication for FWM of nonlinear effects. We feed
7.5GHz RF signal and generate frequency multiplications for 15 GHz, 22.5 GHz and 30 GHz. The
structure of experiment succeeds in the frequency of microwave signal to perform up-conversion to
millimeter-wave. The high-frequency signal in the output depends on the input RF signal frequency
that is more flexible. Comparing to traditional high-frequency signal generation system, this system
is simple and lower cost.
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Abstract— In this paper, a new method for the buried object detection is proposed. The center
position and dielectric properties of 2-D buried object are estimated by means of a regression
technique based on the use of support vector machines (SVMs). The proposed method, after
a proper training procedure, is able to reconstruct the center position and dielectric properties
of buried object inside a given investigation domain. Numerical results are provided for the
validation of the approach.

1. INTRODUCTION

In the past, many methods have been proposed to solve the electromagnetic inverse scattering
problem, in literature, lot of works are focused on the buried object detection. Civil applications
(mapping of urban services, archaeological surveys, detection of polluting materials) as well as mil-
itary applications (mapping of unexploded ordinances) may require, the goal is often not only to
detect the object’s position but also to get dielectric characteristics of the target. The inversion
techniques that have been proposed are mostly based on the numerical inversion of the integral
scattering equations in the spatial domain [1–3] or on iterative minimization technique [4, 5]. Un-
fortunately, all these methods often require a great amount of computational resources and long
CPU times. In the last years, a new technique based on the use of neural networks (NNs) has been
proposed to face inverse scattering problems [6–8]. As far as the reconstruction of buried targets
is concerned. Methods based on both multilayer perceptron neural networks (MLPNNs) [6, 7] and
radial basis function neural networks (RBFNNs) [8] have been successfully proposed.

In this paper, an algorithm based on the use of support vector machines (SVMs) is proposed. In
particular, as in the case of the using of neural networks, SVMs are used to estimate the unknown
function that relates the scattering field to the target’s properties. After a proper learning phase, the
SVMs can obtain reconstruction in real-time. Moreover, in SVMs, the original problem is recasted
into a constrained quadratic programming (CQP) problem, and it avoids typical drawbacks as
overfitting or local minima occurrence [9].

2. SUPPORT VECTOR MACHINES FOR REGRESSION PROBLEMS

A regression problem can be stated as follows. Given some training samples ({e1, v1}, . . . , {el, vl}) ∈∑×Θ (in particular, in this work, el = (Es)l, vl being the unknown properties of the target), the
goal is to find a function that have a maximum fixed error (defined in the following) for all the
samples belonging to the training set and that is as smooth as possible, in order to reduce the
effects on the estimated values due to the perturbation of the input data.

In the SVM regression, the unknown function is constructed by linearly combining the results
of a nonlinear transformation of the input samples [10]

Φ(e) =
nsv∑

n=1

(αn − α∗n)k(en, e) + b (1)

where nsv is the number of support vector, while functional parameters (αn, α∗n, b) are unknown
quantities and must be chosen in order to minimize the distance between the values predicted by
the function and the known samples, where k is a kernel function, it is a nonlinear transformation
function. In the literature, several kernel functions have been considered, such as polynomial
kernels, hyperbolic tangent kernels and Gaussian kernels [11].

The structural parameters (C, σ2, ε), the parameter C measures the trade-off between the ca-
pability of to approximate the input samples and the error on the new samples, while σ2 is the
variance of the kernel function, when Gaussian function are taken into account. The ε is the
so-called — insensitive loss, which is defined as [10]

c(e, v) =
{

0 if |v − Φ| ≤ ε

|v − Φ| − ε otherwise
(2)
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In the case, we are considering (the detection of buried object) the inputs of the SVMs are
the date extracted from the scattered field by the object while at the output we expect to have
the unknown parameters characterizing the target (i.e., the position, the dielectric properties). By
training the SVMs to relate its input patterns of data to the corresponding outputs, the structural
parameters (C, σ2, ε) of the SVMs are configured. Once this phase is concluded and the SVM’s
parameters determined, the characterization of a buried target is achieved by extracting the input
data from the scattered field and letting the SVMs to process them.

3. NUMERICAL RESULTS

In order to assess the effectiveness of the proposed approach, several numerical simulations have
been performed.

The kernel function used for the SVM regression in this work is a radial kernel, which is given
by

k(en, e) = e−‖en−e‖2/σ2
(3)

where σ2 is the variance of the radial function which has been chosen in training phase.
We analyze the capability of the SVM regression based on amplitude-only data to reconstruct

dielectric parameters (εr, σ) of buried cylinder. The problem considered is illustrated as in Fig. 1.
A TM uniform plane wave (with frequency f = 1GHz) traveling in the y-direction and incident
normally on the air-soil interface. A dielectric cylinder of known geometric property (R = λ0/6)
and unknown dielectric properties is buried in a lossy investigation domain having a side length
equal to λ0, and the target’s buried depth is λ0. The dielectric properties of the half space where
the cylinder is buried are εb = 4.0 and σb = 0.005 S/m. Its magnetic permeability is that of the
vacuum.

Exactly as in the previous example, 10 equally spaced observation points are used to measure the
amplitude of the scattered electric field. The unknowns of the problem are, in this case, the relative
dielectric permittivity εr and electric conductivity σ of the target and will be reconstructed by the
SVM regression. The data sets used for the training phase have been obtained by using FDTD, and
made up of 315 examples. In particular, 15 different values of εr (εr = 4.5+0.25n, n = 0, 1, . . . , 14)
and 21 values of σ (σ = 0.001 + 0.00045n (S/m), n = 0, 1, . . . , 20) have been used.

After the training phase, the structural parameters of the SVM regression are given in Table 1.
Then, we evaluated the precision of the SVM regression by using a test set made up of N = 108
examples (εr = 4.55, 4.80, 5.05, 5.30, 5.55, 5.76, 6.05, 6.30, 6.80, 7.30, 7.55, 7.90, σ = 0.00105 +
0.001n (S/m), n = 0, 1, . . . , 8). The reconstruction of both the relative dielectric permittivity εr

and the electric conductivity σ are reported in Figs. 2 and 3, respectively.

4. CONCLUSION

In this paper, a method for the localization and the dielectric characterization of buried cylindrical
object has been proposed. The proposed approach is based on the use of support vector machine for
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Figure 1: Problem geometry.
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Table 1: The structural parameters of the SVM regression.

C σ2 ε

εr 1000.2116 0.0028 0.001
σ 10000 1000 0.0001

Figure 2: SVMs-based approach. Estimation of the
buried cylinder’s relative permittivity.
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Figure 3: SVMs-based approach. Estimation of the
buried cylinder’s conductivity.

the solution of the regression problem. The efficiency of the proposed technique was illustrated in
the case of the detection of the position and in the case of reconstruction of the dielectric properties
of circular cylinder buried in a lossy half space. The training of SVM requires the solution of a
constrained quadratic optimization problem. This is a key point of the proposed approach which
allows to overcome the typical drawbacks as overfitting or local minima (with respect to NNs).
The results obtained are by themselves encouraging, compared with those obtained by BPNNs
approach. The proposed approach seems to be very attractive in many real applications because
of the fast processing times and the possibility to work on field.
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Abstract— At present, there is a growing interest in designing capacitor-less, resistor-less
current mode active only filters using only active elements such as Operational amplifier [OA],
Operational transconductance amplifiers [OTAs]. Current mode filters have many advantages
compared with their voltage mode counterparts. Current mode filters have large dynamic range,
higher bandwidth, greater linearity, simple circuitry, low power consumption etc.

A novel single-input current-mode active-R filter using two operational amplifiers (OAs) and re-
sistors is presented. The circuit is fully programmable and implements high pass (HP) functions.
The availability of currents at high impedances facilitates cascadibility feature. The filter per-
formance factors center frequency (ω0), bandwidth (ω0/Q), quality factor (Q) and gain (G) are
electronically tunable. The SPICE simulation results are included to confirm the workability of
the proposed circuit.

This circuit can realize quadratic transfer function. Paper includes theoretical frequency response
of second order high pass filter for cut off frequency 50 k with variable Q. The circuit is suitable
for high frequency operation and monolithic integration. The proposed second order high pass
filter works ideal for Q = 10 and central frequency from 1 kHz to 50 kHz. The gain roll-off is
40 dB/decade. The designed filter has passive sensitivities less than unity magnitude and active
sensitivities half in magnitude.

1. INTRODUCTION

At present, there is a growing interest in designing capacitor-less, resistor-less current mode active
only filters using only active elements such as Operational amplifier [OA], Operational transconduc-
tance amplifiers [OTAs]. Current mode filters have many advantages compared with their voltage
mode counterparts. Current mode filters have large dynamic range, higher bandwidth, greater
linearity, simple circuitry, low power consumption etc. Many circuits for realizing voltage mode
filters have been proposed by researchers. The realization of current mode transfer function is topic
of considerable interest for researchers. Misami Higashimura proposed a synthesis of current mode
high pass transfer function using op-amp pole [Higashimura, 1993]. Extensive work has been done
employing active devices such as OAs and OTAs [2, 3]. Due to their many advantages there is
growing interest in designing and implementing current mode active filters using second generation
current conveyors [CCIIs]. Several implementations of current mode CCII-based filters are avail-
able in literature. Current mode active filters are also designed with second generation duel output
current conveyors [DO-CCII] [10].

This paper focuses on second order current mode active-R filter with quadratic transfer function.
The proposed circuit is solely designed with op-amps and resistors and hence suitable for high
frequency operation. The filter has low passive sensitivities. The gain roll-off is 40 dB/decade.

2. CIRCUIT ANALYSIS AND ANALYTICAL TREATMENT

Figure 1 shows proposed circuit diagram of second order high pass filter. It consists of two op-amps
(LF 356N) having gain bandwidth ratio of 6.392 × 106. The resistors g1a, g1b, g2a and g2b serves
the voltage divider for op-amps.

The analysis gives the current transfer function TH = [Iout/Iin] as follows

TH [S] =
g0S

2

(g0 + g1 + g2 + g1bk1) S2 + (g1β1 + g2β2) k1S + g2β1β2k1k2
(1)

where
k1 =

g1a

g1a + g1b
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and

k2 =
g2a

g2a + g2b

If g1bk1 ¿ [g0 + g1 + g2], Equation (1) becomes,

TH [S] =
g0S

2

(g0 + g1 + g2)S2 + (g1β1 + g2β2) k1S + g2β1β2k1k2

3. THE PROPOSED CIRCUIT DIAGRAM

The frequency response for Q = 10 for different central frequency 50 kHz for different values of Q
is as shown in the Figure 2.
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Figure 1: Circuit configuration for electronically tunable current mode second order high pass filter with
variable central frequency f0.
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Figure 2: High pass response for electronically tunable current mode second order filter.

4. SENSITIVITIES

The practical solution is to design a network that has low sensitivity to element changes. The
sensitivity must be less than limit i.e., unity [2, 4].
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Table 1: Analysis of frequency response of the filter for Q = 10 with variable F0.

F0
FOH

Hz
F0-FOH

Hz

Gain Roll-off in stop
band

Gain
Stabilization

Peak Gain
of overshoot

in the
pass band

dB

FOSH

(kHz)

dB/decade

Decade
Starting

at
(Hz)

dB
FS

(kHz)

1 k 0.6 k 0.4 k 42 50Hz 0 30 k 20 1 k
5 k 3.2 k 1.8 k 40 100Hz 0 30 k 20 5 k
10 k 6.5 k 3.5 k 44 600Hz 0 40 k 20 10 k
20 k 12 k 8 k 41 1 k 0 100 k 20 20 k
50 k 32 k 18 k 41 2 k 0 110 k 20 50 k

FOH : −3 dBFrequency, FOSH : Frequency atwhich overshoot occurs, FS : Frequency atwhich gain stabilizes.

The equations of ω0 and Q sensitivities of the filter transfer functions with respective parameters
k1, k2, g1, g2, g0 are as follows:

Sω0
k1

= Sω0
k2

= Sω0
β1

= Sω0
β2

=
1
2

Sω0
g0

= − g0

2 (g0 + g1 + g2)

Sω0
g1

= − g1

2 (g0 + g1 + g2)

Sω0
g2

=
(g0 + g1)

2 (g0 + g1 + g2)

−SQ
k1

= SQ
k2

=
1
2

SQ
g0

= − g0

2 (g0 + g1 + g2)

From these equations filter developed were successful in obtaining passive sensitivities less than
unity in magnitude and active sensitivities half in magnitude.

5. RESULT AND DISCUSSION

We have proposed the circuit with k1 = k2 = 0.5ms, β1 = β2 = 6.392× 106 for LF 356 N.
The frequency response for Q = 10 for different values of central frequencies is as shown in

Figure 2. This second order high pass filter circuit works ideal for Q = 10 for all central frequencies
which are tabulated. The gain-roll off of this configuration is 40 dB/decade. It is also observe that
gain stabilizes at 0 dB.

High pass response of the filter for different values of f0 is shown in Figure 2. Gain roll-off values
varies between 41 to 44 dB/decade which is approaches to the ideal value 40 dB/decade for second
order filter. The value of overshoot is 20 dB and small decreases with increase in the value of central
frequency. The gain stabilizes at 0 dB after pass band for different values of center frequencies f0.

Table 1 gives analysis of frequency response of the filter for Q = 10 with variable F0.

6. CONCLUSION

The current mode active-R filter can realize quadratic transfer function. The proposed circuit works
ideal for Q = 10 as second order High pass filter for variable central frequencies tabulated since
the Roll-off is 40 dB/decade. Since the circuit is composed only of resistances, it is suitable for
high frequency operation and monolithic implementation. The circuit is suitable for high frequency
operation and monolithic integration. The proposed second order high pass filter works ideal for
Q = 10 and central frequency from 1 kHz to 50 kHz. The gain roll-off is 40 dB/decade. The designed
filter has passive sensitivities less than unity magnitude and active sensitivities half in magnitude.
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A SAR Superresolution Method Based on 2D Linear Prediction
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Abstract— A SAR (Synthetic Aperture Radar) bandwidth extrapolation method is presented
to improve SAR image resolution based on two-dimensional linear prediction extrapolation. The
method uses the SLC SAR image signal model and the measured data as the prior information
to estimate the 2D AR (AutoRegression) parameters. A lap-to-lap approach is developed for
the efficient bandwidth extrapolation to obtain a large dimension frequency domain spectrum.
Simulation and real measured data experiments validate the effectiveness of the paper’s method
together with the quantitative analysis.

1. INTRODUCTION

Conventional radar imaging methods based on Fourier transform provide good resolution as long
as the backscattered data is available over a large bandwidth and a sufficient aspect region. Wider
transmitted bandwidth achieves higher range resolution. Either a higher centre frequency or wider
aspect angle variation will improve azimuth resolution. But in many practical applications only
limited frequency and limited aspect region are available. This leads to radar images with limited
resolution.

The paper provides an efficient bandwidth extrapolation algorithm to reach a higher resolution
in SAR (Synthetic Aperture Radar) imaging based on 2D AR (AutoRegression) linear prediction
algorithm. The signal model is described in Section 2. The 2D AR parameters estimation method
used in the paper is presented in Section 3. In Section 4, the SAR superresolution imaging method
based on 2D AR linear prediction extrapolation is described and the method flow is given. Section 5
shows the experiments and the quality analysis. Section 6 gives the paper’s conclusion.

2. SIGNAL MODEL

Based on the theory of synthetic aperture radar imaging, the signal model of SAR imagery is
analyzed to be feasible by using data extrapolation methods to improve SAR image resolution in
this section. Generally, SAR systems use linear FM signal as transmitted signal. After imaging
processing, the form of scene echo can be represented as [1]

x (tr, ta) =
N∑

n=1

σnsinc [Br (tr − t1(Rr,n))]× sinc [Ba (ta − t2(Ra,n))] + n (tr, ta) (1)

where tr and ta represent time in slant range and azimuth direction, respectively; xr,n and xa,n

represent targets location in slant range and azimuth direction, respectively; Br and Ba represent
transmit signal bandwidth and Doppler bandwidth in azimuth, respectively; N is the number of
scatter centers. Transforming (1) into phase history domain, we can see a rectangle support domain
in the following expression

x (ωr, ωa)=
N∑

n=1

σnRect
[

ωr

Br

]
⊗Rect

[
ωa

Ba

]
×exp (−jt1(Rr,n)ωr)×exp (−jt2(Ra,n)ωa)+v (ωr, ωa) (2)

From the expression, we can see that SAR image signal model in phase history domain is a
band-pass function with a main frequency support domain as the following expression

x (ωr, ωa) =
N∑

n=1

σn × exp (−jt1(Rr,n)ωr)× exp (−jt2(Ra,n)ωa) + v (ωr, ωa) (3)

Thus, the problem of superresolution SAR imaging is transformed to solve the efficient band-
width extrapolation.
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3. ESTIMATION OF 2D AR PARAMETERS

To develop the 2D version AR model based on estimation of 2D AR parameters via the 2D covari-
ance method of linear prediction, consider the case of quarter-plane linear prediction error filter.
The linear prediction error filter of first-quarter plane is considered. x (m, n) is the M ×N dimen-
sion 2D measured data, and a1 (l1, l2) is the coefficients of (p1, p2) order linear prediction error filter
for 0 ≤ l1 ≤ p1 and 0 ≤ l2 ≤ p2. The linear prediction error filter is [2–5]

e1 (m,n) =
p1∑

l1=0

p2∑

l2=0

a1 (l1, l2)x (m− l1, n− l2) (4)

where a1 (0, 0) = 1. Assume e1 (m,n) is white noise process with the variance ρ1 = E
{∣∣e1 (m, n)

∣∣2
}

.
In a similar manner, we can define the second, third, and fourth quarter plane linear prediction
error filter outputs.

The two dimensional least squares normal equations of 2D covariance method of linear prediction
are obtained by M ×N measured data. The total sum of squared errors is

ρi =
M−1∑
m=p1

N−1∑
n=p2

∣∣ei (m, n)
∣∣2 = ai

(
M−1∑
m=p1

N−1∑
n=p2

x (m,n)xH (m,n)

)
aiH = aiRaiH (5)

where i = 1, 2, 3, 4. R is the (p1 + 1) (p2 + 1) × (p1 + 1) (p2 + 1) covariance variance matrix as
follows

R =
M−1∑
m=p1

N−1∑
n=p2

x (m,n)xH (m,n) = XXH =




R (0, 0) R (0, 1) · · · R (0, p2)
R (1, 0) R (1, 1) · · · R (1, p2)

...
...

. . .
...

R (p2, 0) R (p2, 1) · · · R (p2, p2)


 (6)

where R (i, j) =
N−1∑
n=p2

X (n− i)XH (n− j), and X is a block-Toeplitz matrix.

X =




X (p2) X (p2 + 1) · · · X (N − 1)
X (p2 − 1) X (p2) · · · X (N − 2)

...
...

. . .
...

X (0) X (1) · · · X (N − p2 − 1)


 ,

X (i) =




x (p1, i) x (p1 + 1, i) · · · x (M − 1, i)
x (p1 − 1, i) x (p1, i) · · · x (M − 2, i)

...
...

. . .
...

x (0, i) x (1, i) · · · x (M − p1 − 1, i)


 .

Minimize the total squared error.

a1R =
[

ρ1 · · · 0 0 · · · 0 · · · 0 · · · 0
]
,

a2R =
[

0 · · · 0 0 · · · 0 · · · ρ2 · · · 0
]

a3R =
[

0 · · · 0 0 · · · 0 · · · 0 · · · ρ3
]
,

a4R =
[

0 · · · ρ4 0 · · · 0 · · · 0 · · · 0
]

(7)

can compute the AR parameter ai.

4. METHODOLOGY

From the Equation (3), it is easy to see a stationary 2D backscattered field x (ωr, ωa) may be
predicted by a linear combination of its neighboring samples. The 2D AR parameters can be
estimated using the efficient bandwidth data. According to the 2D AR linear prediction model,
the lap-to-lap approach is used for the extrapolation of the efficient bandwidth to obtain a large
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dimension frequency domain spectrum, i.e., the bandwidth of the SAR image is increased. The lap-
to-lap approach can use more data of the efficient bandwidth. Then the new data in the frequency
domain can be transformed to the time domain and better resolution can be achieved.

In the 2-D linear modeling, a stationary 2-D backscattered field x̂ (m,n) may be predicted by
a linear combination of its neighboring samples. There are several causal models depending on
the prediction region. Using the quarter-plane model, the coefficient at the index (m,n) can be
predicted by four different prediction filters of order L. The Cartesian frequency region defined
by the extended data matrix x̂ (m,n) is divided into several regions as shown in Fig. 1. In these
regions, optimum quarter-plane prediction filter is used to predict the unmeasured samples.

Region A: The original M ×N data matrix is conserved in the centre of the 2D extended data
matrix as [6]

x̂ (m,n) = x (m−M1, n−N1) (8)

where N1 ≤ n ≤ N1 + N , M1 ≤ m ≤ M1 + M .
Region B: The prediction obtains the backward prediction on fx and fy as

x̂ (m,n) =
L∑

i=0

L∑

j=0

a∗i,j

i=j 6=0

x (m + i, n + j) ,

{ 1 ≤ m ≤ M1, N1 ≤ n ≤ N1 + N/2
1 ≤ m ≤ M1, 1 ≤ n ≤ N1

M1 ≤ m ≤ M1 + M/2, 1 ≤ n ≤ N1

(9)

Region C: The prediction obtains the backward prediction on fx and forward prediction on fy

as

x̂ (m, n) =
L∑

i=0

L∑

j=0

b∗i,j

i=j 6=0

x (m + i, n− j) ,

{ 1 ≤ m ≤ M1, N1 + N/2 ≤ n ≤ N1 + N
1 ≤ m ≤ M1, N1 + N ≤ n ≤ N2

M1 ≤ m ≤ M1 + M/2, N1 + N ≤ n ≤ N2

(10)

Region D: The prediction obtains the forward prediction on fx and on fy as

x̂ (m,n) =
L∑

i=0

L∑

j=0

ai,j

i=j 6=0

x (m− i, n− j) ,

{
M1 + M ≤ m ≤ M2, N1 + N/2 ≤ n ≤ N1 + N
M1 + M ≤ m ≤ M2, N1 + N ≤ n ≤ N2

M1 + M/2 ≤ m ≤ M1 + M, N1 + N ≤ n ≤ N2

(11)

Region E: The prediction obtains the forward prediction on fx and the backward prediction on
fy

x̂ (m,n) =
L∑

i=0

L∑

j=0

bi,j

i=j 6=0

x (m− i, n + j) ,

{
M1 + M/2 ≤ m ≤ M1 + M, 1 ≤ n ≤ N1

M1 + M ≤ m ≤ M2, 1 ≤ n ≤ N1

M1 + M ≤ m ≤ M2, N1 ≤ n ≤ N1 + N/2
(12)

where x̂ (m,n) is the extrapolated SAR data. ai,j , a∗i,j , bi,j , and b∗i,j are the prediction coefficients
of four one quarter plane models. L is the order of 2D prediction filters. The measured data is
M ×N dimension. M2 and N2 is the forward and backward extrapolated data.

Using the (8)–(12), the extrapolated data can be computed. The extrapolation order may be as
Fig. 2, which is extrapolated form inside to outside through the lap-to-lap order. Then Fig. 3 shows
the detailed process of the 2D AR linear prediction extrapolation superresolution SAR imaging
algorithm.

5. EXPERIMENTS

To test the feasibility and validity of the SAR super resolution imaging algorithm based on 2D AR
linear prediction extrapolation, we compared the results of traditional imaging algorithm and the
paper’s method using simulated data and real measured data.

The simulation of point target echo is used to validation the paper’s SAR superresolution imaging
algorithm based on 2D AR linear prediction extrapolation. Assume the chirp signal bandwidth is
150MHz, the sample frequency is 180MHz (I/Q), pulse repetition frequency is 1000 Hz, the velocity
of aircraft is 250m/s, the azimuth width of antenna is 2 m, the slant range in the scene center is
18km, and the signal noise ratio is 7 dB. Fig. 4 is the results comparison of two methods. (a) is the
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Figure 1: The extrapolation of 2D
SAR data.

Figure 2: the extrapolation
order.

Figure 3: Flow of SAR superresolu-
tion imaging algorithm based on 2D
AR linear prediction extrapolation.

Performace RD method The Paper’s Method

Range resolution(m) 1.0473 0.6217

Range PSLR (dB) −13.2699 −11.9431

Range ISLR (dB) −10.8154 −8.9883

Azimuth resolution(m) 1.0652 0.6100

Azimuth PSLR (dB) −11.8471 −9.0653

Azimuth ISLR (dB) −10.1703 −6.4878

Table 1: The indexes comparison of point target performance.
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(a) RD Method (b) The Paper's Method

Figure 4: The results comparison of two
methods.

  

(a) RD Method (b) The Paper's Method

Figure 5: The results comparison of two methods.

(b) The Paper's Method(a) RD Method

Figure 6: The results comparison of calibration
point.

result of Range Doppler imaging method (RD) and (b) is the result of two times data extrapolation
by the paper’s method. Table 1 is the indexes comparison of point target performance. From the
figure and the table, we can see the resolution improved for almost one time.

In order to validate the effectiveness of real measured data, the X band aircraft SAR data is
used, of which the resolution is 2.5 m × 2.5m and the height of aircraft is 10 km. Fig. 5 is the
comparison of processing results. (a) is the result of range Doppler imaging method and (b) is
the result of 2D AR linear prediction extrapolation. The calibration point is selected to analysis
the performance quantitatively. Fig. 6 is the comparison of the calibration point. (a) is the result
of RD imaging method and (b) is the result of 2D AR linear prediction extrapolation. Table 2 is
the indexes comparison of point target performance. From the figure and the table, we can see
the resolution improved obviously. However, for the sake of noise effect, the model is not accurate
enough to lose the performance of PLSR and ISLR.
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Table 2: The indexes comparison of point target performance.

Performace RD method The Paper’s Method
Range resolution (m) 2.5886 1.4287

Range PSLR(dB) −24.5681 −17.8467
Range ISLR(dB) −16.4489 −15.1185

Azimuth resolution(m) 2.5423 1.5876
Azimuth PSLR(dB) −11.4356 −8.7206
Azimuth ISLR(dB) −7.0187 −6.2644

6. CONCLUSION

In this paper, we present a SAR bandwidth extrapolation method to improve SAR image resolution
based on two-dimensional linear prediction extrapolation. The method uses the SLC SAR image
signal model as the prior information to estimate the 2D AR parameters. According to the 2D
AR linear prediction model, the lap-to-lap approach is used for the extrapolation of the efficient
bandwidth to obtain a large dimension frequency domain spectrum. From the process of simulation
and real measured data, we can obtain the better results using the paper’s method after quantitative
analysis.
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Abstract— The MODIS instruments have been flying onboard the Terra and Aqua platforms
and acquire Earth observation data since early 2000 and mid 2002. Data processing allows the
monitoring of the land cover dynamic. Here, a data processing scheme is described to generate
Earth reflectance and emissivity time series at a sub-kilometer spatial resolution and with a period
of 8 days. The data processing allows the identification of artifacts generated by clouds, aerosols
or other unwanted effects that corrupt the time series. In addition, a bidirectional reflectance
model, depending on the surface cover type, is applied to i) normalize the reflectance to a constant
viewing geometry and ii) compute a land surface albedo.

A web-service tool has also been developed for an easy analysis of the reflectance images and their
time-evolution. It is expected that the database and the tool will help researchers to identify
and quantify the anthropogenic impact on the Earth surface cover, and the impact of naturally-
induced disturbances such as fires, floods or droughts.

1. INTRODUCTION

The management of forest resources, the improvement of estimates of the Earth’s water and energy
cycles, and the modelling of climate and global carbon exchange among land, and the atmosphere
need an accurate climatology of land cover. Furthermore, the design of new space mission requires
also a precise land cover database which must cover the entire spectral optical range. The main
request of such data set is its realism in a statistical sense. Remote sensing from space is the better
alternative to build such global land cover. A first land cover at 1 km of resolution, with a period
of 10 days, have been produced from data collected in 1992 and 1993 by the National Oceanic
and Atmospheric Administration’s Advanced Very High Resolution Radiometer (Global Land 1 km
AVHRR http://edc2.usgs.gov/1KM/comp10d.php) but was limited by the limited number of bands
and the number of soil type.

More recently the GlobCover, [http://postel.mediasfrance.org/en/PROJECTS/Preoperational-
GMES/GLOBCOVER/] program using MERIS acquisitions, delivers a bimonthly composite at a
300 meter spatial resolution, along 1 year. Its main drawbacks are a limited spectral range, but
also some artefacts introduced by the cloud filtering.

The Terra satellite was launched in December 1999 and the Aqua one in May 2002. Both of
these NASA platforms carry the MODIS instrument. The high-resolution spectrometer acquires
continuously images of the Earth at a resolution between 250 m and 1 km, depending on the spec-
tral band, in the visible, solar infrared and thermal infrared. Their measurements serve many
scientific and operational objectives. In this paper, we focus on the monitoring of land surfaces
dynamics. MODIS [MOD09A1 product (http://modis.gsfc.nasa.gov/data/atbd/atbd mod08.pdf)]
has been developed to identify the surface cover type, to quantify the vegetation primary produc-
tivity, to monitor the surface snow cover, and to analyze the impact of natural and anthropogenic
disturbances to the surface cover and the vegetation state. MODIS on board Terra and Aqua
platforms are a good opportunity to refines global land cover. Boston University in Boston, Mass.,
developed maps based on a digital database of Earth images collected between November 2000 and
October 2001. “These maps, with spatial resolution of 1 kilometer (6 mile), mark a significant step
forward in global land cover mapping by providing a clearer, more detailed picture than previously
available maps,” says Mark Friedl, one of the project’s investigators. Such global land cover is able
to distinguished 17 different soil types.

MODIS acquisitions are routinely processed and the deduced top-of-atmosphere reflectance is
corrected from atmospheric effects to generate their surface counterparts. The resulting products
are distributed by NASA. Although these products have received a high interest and are very
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widely used, some artifacts may be pointed out due to the unscreened atmospheric influence or
other unwanted effects (see 2.2). Besides, the reflectance time-series show a large variability that
is due to the anisotropic properties of land surface reflectance. This variability makes difficult the
interpretation of time series by non specialists. In addition, data access is not straightforward and
requires some experience. This paper aims to describe the processing on MODIS data set to build
this database accessible through an easy-to-use web interface. It is built with a frequency of 8 days
and re-projected on a “plate-carree” grid (+− 85◦/ +−180◦) and contains the spectral reflectance
(respectively emissivity) in all the MODIS wavelengths at a resolution of 500 m (resp. 1 km). Orig-
inal data is cleaned from all pixel anomalies. Moreover, ground reflectances are corrected from
bi-directionality effects and normalized at a fixed sun and viewing geometry. From this data base,
directional surface reflectance and albedo or integrated spherical albedo can be deduced.

In Section 2 the developed algorithm identifying corrupted measurements, correcting the data
and normalizing the directional effects is described. Section 3 provides a comparison of this database
to the standard MODIS products. Finally, conclusions are given in Section 4.

2. ALGORITHM DESCRIPTION

2.1. Input Data
The reflectance NASA MOD09A1 product constitutes the input of our processing chain, which
also contains geophysical parameters. This product is available for the two instruments that are on
board the TERRA and AQUA platforms. In particular, the product includes the surface reflectance,
after atmospheric compensation, in 7 spectral bands ranging from 459 nm to 2155 nm with a spatial
resolution of 500 meters and a temporal resolution of 8 days gridded by a sinusoidal projection. The
temporal composite does not average the measurements but rather samples the best observation of
the period. “Best” is defined as no significant aerosol or cloud, absence of cloud shadow, and low
view angle.

For emissivity, the NASA MOD11 product ( http://modis.gsfc.nasa.gov/data/atbd/atbd mod1-
1.pdf) is used which contains level 2 and 3 land surface temperature and emissivity retrieved from
MODIS data at spatial resolutions of 1 km and 5 km over global land surfaces under clear-sky
conditions.

The directional signature correction, described below, requires the knowledge of the surface
type. To this end, the BOSTON university land cover product MOD12 is used to classify each
pixel according to the International Geosphere-Biosphere Program (IGBP, http://www.igbp.net/)
scheme. This set of cover types includes eleven categories of natural vegetation covers broken
down by life form, three classes of developed and mosaic lands, and three classes of non-vegetated
lands [1]. (http://modis.gsfc.nasa.gov/data/atbd/atbd mod12.pdf).
2.2. Filter Algorithms and BRDF Corrections
Despite its overall quality, the MODIS products include many anomalous measurements due to:

• data transmission errors that have not been detected in pre-processing,
• anomalies in the cloud detection, presence of cloud shadows,
• anomalies in snow detection,
• strong directional effects.

A 4 steps algorithm is proposed which aims to keep the general dynamic of the original measure-
ments, reject the contaminated measurements, and to rebuild the incomplete time series as close
as possible to reality. These 4 steps are:

1. Filter the contaminated pixels from clouds and cloud shadows based on a contrast method,
2. Apply BRDF corrections and compute the mean values over 4 consecutive 8-days periods for

both satellites.
3. Fill the missing measurements through either a simple temporal interpolation or by using data

from a nearby pixel with a similar signature and classification.
4. Final generation and projection.

2.2.1. Step 1: Contaminated Pixel Filtering and Pixel Mean Value Computation
The analysis of MODIS products shows a large number of erroneous pixels. In most cases, the
contamination can be traced back to clouds or cloud shadows directly affecting the signal level. To
detect this artifact, a spectral contrast test is developed, refered to as the “pixel contrast ratio”
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Figure 1: True color composite of land surface reflectances for an area located in Nigeria (−9.53W, −6.063E,
8.53N, 6.15S) (January 17). The reflectances are derived from a composite of 4 MOD09 periods. The
magenta pixels are those rejected as definitely cloudy. On the left image, in orange, we can observe all the
areas where the PCR test rejects at least one data among the 8 input values (scratch from bad inputs are
clearly detected). On the right image, in yellow, we see all the areas where less than 5 pixels are available
to compute the mean reflectance result.

(PCR). It is based, in the visible, that cloudy and shadow pixels have a lower spectral contrast than
their uncontaminated counterpart. One therefore defines the contrast P as the standard deviation
on the spectral reflectance in the three following bands: 0.459, 0.545, 0.620µm, divided by the
mean reflectance:

P =
1
xλ

√√√√
3∑

i=1

(xλi
− xλ)2

where xλi
is the measured reflectance in band λ. A pixel is declared contaminated by a cloud if

the contrast P is smaller than a threshold Tcloud shadow. This threshold, Tcloud or shadow = 0.04,
is empirically estimated by selecting several mid latitudes and equatorial geographic areas, the
threshold is increased until the extinction of all bad pixels clearly seen. Furthermore, the optimal
number of pixels we can collect to determine the mean value is 8 (4 periods of 8 days and two
satellites). However, after applying this test, a significant number of areas have just a few available
pixels and the threshold must be auto adjusted to increase the number of data sets. In the case
where less than 3 pixels fit the initial threshold condition, Tcloud or shadow is decreased step by step,
until finding enough pixels to compute the mean value. In this case, the corresponding pixels are
flagged “suspicious” and will be kept or rejected by the times series analysis. Since, this test also
rejects pixels naturally bright or dark, the further analysis of the time series will aim to recover
these very non-common areas.

Figure 1 illustrates the impact of the PCR method over an area located in Nigeria. A true color
composite is built using the mean value of the reflectance computed over 4 periods in January.
In magenta are inlayed the definitely cloudy areas for the period. In orange appear all the pixels
where the PCR test rejects at least one data from the 8 input values (Scratch from bad inputs are
clearly detected). Yellow pixels in the right display the areas where less than 5 pixels are available
to compute the mean values.

2.2.2. Step 2: Bidirectional Signature Correction
Land surface reflectances vary by a factor of more than two over the observation geometry range.
For a good analysis of the time series, it is therefore essential to normalize the measurements to a
reference observation geometry.

The BRDF correction depends on both the type of the landscape (or biome assuming it as
homogeneous) and the viewing geometry (sun, satellite). The biome is defined from the IGBP
product where 17 ones are identified. Thus, the corresponding BRDF correction is defined as
follow:

ρ(40, 0, 0)∗ = ρ(θs, θv, Φ) · BRDF(40, 0, 0)
BRDF(θs, θv, Φ)

where ρ(θs, θv, Φ) represents a MODIS acquisition in a given band in the viewing conditions
defined by the θs solar zenithal angle, the θv satellite zenithal angle and the Φ difference between
the solar and instrument azimuths, BRDF(θs, θv, Φ) is the BRDF model attached to a given
biome. The reference geometry is defined as θs = 40◦, θv = 0◦, Φ = 0◦.
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For most of the biomes, the “Ross-Li Hot Spot” model is used [3].

BRDF(θs, θv, Φ)∗ = k0

[
1 +

k1

k0
· F1(θs, θv, Φ) +

k2

k0
· F2(θs, θv, Φ)

]

For a given biome, its corresponding parameters (k0, k1, k2) are estimated with POLDER and
PARASOL [2, 3] measurements over several soil type defined by their normalized difference vegeta-
tion index (NDVI). Four intervals of NDVI are considered: [−0.2, 0.2], [0.2, 0.5], [0.5, 0.8], [0.8, 1.0].

Over bright areas like desert, a low estimation of the reflectance appears which is corrected by an
iterative algorithm where the initial Ross-Li coefficients are fitted using the measured reflectance:
(B) k2

k0
= aλ · k0,λ typic + bλ with the initial value k0 = ρref measure

1+C·F1+
k2
k0
·F2

, C being a constant.

For the snow biome, the reflectance model of A. Kokhanovsky & E. P. Zege [4] is used for this
normalization process. By selecting the normalized clean pixels from a window of 4 periods, a mean
value ρ(40, 0, 0)∗λit

is then computed for each band:

ρ(40, 0, 0)∗λit
=

1
M

t+M∑

j=t

ρ(40, 0, 0)∗λij

where M is the number of remaining pixels on the 4 periods of index j in a given band λi.
The operation is then repeated all year long with a shift of one period.

2.2.3. Step 3: Time Series Reconstruction
As discussed above, after the step one, each pixel is flagged (good, cloudy, snow or suspicious).

By studying along the year the variation of each pixel, the cloudy areas in the images is rebuilt
and kept or rejected. The analysis of many areas enables us to classify the times series into specific
patterns of missing data and then three main families are identified, each with a different correction
protocol:

• Ideal time series: alternating cloudy and clear pixels. The pixels reconstruction is carried
out by interpolating the missing cloudy level between the clear pixels. Note that in the case
where the gap between two successive clear pixels is important the interpolation is based on
the use of the closest similar biome. Around the pixel to rebuild, we search a similar biome
containing the missing values with the best correlation for the common values. The missing
values are then pick up from the similar biome and normalized by the ratio of the averaged
signal of the two biomes.

• Time series very cloudy: The reconstruction is carried out by interpolation using a close
similar biome.

• Time series with permanent indetermination: The flag suspicious is cleared and the
reconstruction of the cloudy pixels is performed as above.

2.2.4. Step 4: Final Generation and Projection
The results expressed in the MODIS geographic coordinates (sinusoidal representation) are then
projected in a plate-carrée representation in an HDF compressed format. Original 1 km data is
remapped at 500m by a near pixel interpolation. The land surface temperature and emissivity are
provided by TERRA and AQUA. Some ancillary data as biome type and vegetation index allows
estimating the reflectance in any geometry.

This new product, FDS, is implemented in an intuitive and simple interface able to browse the
huge volume of data and to extract from an area of interest the information such as values, graphics
or images. To this end, existing graphic packages (Mgraph, HDFLook. . .) are used to display the
results with a reasonable delay. (http://www-loa.univ-lille1.fr/).

3. VALIDATION

This validation is conducted in two stages. The first one follows a qualitative procedure based
on simple observations of the resulting time series over several landscapes. Such analysis allows
detecting possible artifact introduced by our algorithm. As an illustration, a very cloudy area
(Figure 2) in the Northwest of Argentina (W63.23◦, S24.72◦) is given where the temporal extension
of a farm area and the seasonal vegetation changes, period by period of 8 days, may be pointed
out.



1674 PIERS Proceedings, Xi’an, China, March 22–26, 2010

In a second step, the reflectance product (FDS) is compared with a similar MODIS Land group
product (MCD43A1 MODIS/Terra Albedo 8-Day L3 Global 500 m SIN Grid Version 5). Over the
same very cloudy Nigerian region of Figure 1 and the same period of time, we built a true color
composite of the albedo products (Figure 3) without the time series reconstruction (step 3). As
clearly seen in the left side, FDS results are less affected by cloudy or bad pixels.

In Figure 4 we divide the globe by 1 × 1 degree2 boxes and we display the relative variation
between both albedos at 620–670 nm for the period of January 17, 2006. The variation coefficient
(v) is computed as

v=1.0− ᾱmcd43a1

ᾱfds

2
0
0
6
/0

1
/0

1

Figure 2: True color composite for 46 8-day periods in 2006 (sinusoidal projection). The images focus on
a 50 × 35 km area in the North-West of Argentina. Note the appearance of clear pixels that indicates the
extension of an agriculture area over the surrounding vegetation.

Figure 3: Impact of the pixel filtering over the same area of Nigeria as Figure 1. On the left the final
FDS mean values before the time series reconstruction on the right the MCDA1 product result for the same
period.

Figure 4: Relative variation between MCD43A1 albedo and FDS albedo at 620–670 nm for the period of
January 17, 2006. Yellow pixels show the areas with ±3% of variation, blue pixels show a variation of ±10%
and red pixels point to areas with an over estimation of 30% for MCD43A1 compared with FDS values.
These regions correspond to very cloudy areas.
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where ᾱ is the mean albedo value within the box.
The result shows a very good agreement in the desert regions the yellow pixels show ±3% of

variation and an huge difference over the frequently cloudy regions the red pixels point out areas
with an over estimation of 30% of MCD43A1 compared to FDS.

4. CONCLUSION

A new and improved land cover data base is presented using MODIS measurements. The main
improvements in comparison with the nominal MODIS product a better cloud filtering, an improved
discrimination between cloud and snow and a temporal interpolation for screened pixels during an
entire 8 days period.

The validation phase shows that most artifacts have been removed and that the time-series are
very consistent with a reduced high frequency behavior.

However, the use of such FDS data base remains limited by a huge volume of data, a spectral
reflectance only known in the MODIS bands and finally only one year of MODIS data has been
processed. In the future, to make our database more statistically representative, we plan to process
more years of MODIS acquisitions. Then, to reduce the volume of data a statistical approach will
be taken into account. The main track, which will be investigated, is the evaluation and modeling
of the temporal variability of every biome by band of latitude. At last, the spectral extension will
be studied. Our purpose is to have a statistical estimation of every spectral reflectance whatever
the wavelength in the entire optical domain. Finally, the ground reflectance climatology will be
integrated in our 3D radiative transfer code MATISSE to improve the design of new remote sensing
sensors.
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Abstract— We propose a new concept of a cold atom generation using a tiny optical device
system. A system consists of a multi-stage nonlinear micro-ring system incorporating an add/drop
filter, which the storage unit can be formed the fast tweezers and the cold atom concept presented.
In operation, the optical tweezers can be generated by using a Gaussian pulse input into the
microring system, where the amplified and tuned optical tweezers using a light pulse propagating
within an add/drop filter. By using the suitable parameters such as ring radii, effective areas,
coupling coefficients and refractive indices, an atom/particle can be trapped by the specific optical
tweezers and propagating within a storage ring. Results obtained have shown that the fast
tweezers time is approached the negligible value, where the terms of time independent motion
of atom/particle can be performed by using the fast tweezers, and the cold atom concept is
obtained. In application, such a technique can be used to form the similar manner for molecule,
DNA, photon, or Ion, where the memory unit of them can be formed, which will be available for
a hybrid memory or computer in the near future.

1. INTRODUCTION

A concept of cold atom or atom traps has been proposed world wide, such as Bose-Einstein Con-
testation (BEC), optical lattice or optical tweezers and laser cooling [1–3]. According to a concept
of laser cooling, a laser beam was pointing opposite to the direction of the atoms. An atom will
absorb photons and it will lose a momentum equal to the momentum of the photon. If the atom,
which is now in the excited state, emits a photon spontaneously, it will be kicked by the same
amount of momentum but in a random direction. The result of the absorption and emission pro-
cess is to reduce the speed of the atom, provided its initial speed is larger than the recoil velocity
from scattering a single photon. If the absorption and emission are repeated many times, the mean
velocity, and therefore the kinetic energy of the atom will be reduced. Since the temperature of an
ensemble of atoms is a measure of the random internal kinetic energy, this is equivalent to cooling
the atoms. So we have an atom that is practically motionless (a “cold” atom). We can also use
a concept of optical tweezers to cold an atom [2], by exerting extremely small forces via a highly
focused laser beam. The beam is typically focused by sending it through a microscope objective.
The narrowest point of the focused beam, known as the beam waist, contains a very strong electric
field gradient. It turns out that dielectric particles are attracted along the gradient to the region
of strongest electric field, which is the center of the beam. The laser light also tends to apply a
force on particles in the beam along the direction of beam propagation. It is easy to understand
why if one considers light to be a group of particles, each impinging on the tiny dielectric particle
in its path. This is known as the scattering force and results in the particle being displaced slightly
downstream from the exact position of the beam waist, so an atom can be guided along the optical
path [4, 5]. There are several ways to achieve cold atom by those concepts, such as the concept of
cold atom toolbox [6] to trap and control the atom but in this paper we propose a new concept
of cold atom by using fast optical tweezers method. There for the source of laser was presented
and designed by P. P. Yupapin et al. [7–9], which its intensity and wavelength can be adjust and
controllable.

2. OPERATING AND PRINCIPLE

To generate the specific wavelength of light pulse, the simple device schematic diagram is as shown
in Fig. 1, when light from a monochromatic light source is launched into each ring resonator with
constant light field amplitude (E0) and random phase modulation (φ0), which results in temporal
coherence degradation. Hence, the input light field (Ein) can be expressed as

Ein(t) = E0 expjφ0(t) . (1)
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Figure 1: A schematic of the fast optical tweezers system.

(a)

(b)

(c)

(d)

Figure 2: Simulation Result with Gaussian pulse is input into a micro-ring system.

We assume that the nonlinearity of the optical ring device is of the Kerr-type, i.e., the refractive
index is given by

n = n0 + n2I = n0 +
(

n2

Aeff

)
P, (2)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical field power, respectively. The effective mode core area of the device is
Aeff . Thus, the normalized output of the light field can be expressed as

∣∣∣∣
Eout

Ein

∣∣∣∣
2

= (1− γ)2
[
1− κ

[
1− (1− γ)2τ2

]

1 + (1− γ)2(1− κ)τ − 2(1− γ)
√

1− κτ cosφ

]
. (3)

The close form of Equation (3) indicates that a ring resonator in the particular case to very
similar to a Fabry-Perot cavity, which has an input and output mirror with a field reflectivity,
1−κ, and a fully reflecting mirror. where n0 and n2 are the linear and nonlinear refractive indices,
the coupling coefficient is κ. Where x = exp−

αL

2 represents the one round-trip losses coefficient,
φ0 = kLn0 and φNL = kLn2 |E1|2 are the linear and nonlinear phase shifts, k = 2π/λ is the wave
propagation number in a vacuum, respectively.
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This nonlinear behavior of light traveling in a single ring resonator (SRR) is described. When
the parameters of the system are fixed to optical input power = 500 mW, λ0 = 1.55µm, n0 = 3.34,
Aeff = 25µm2, where the waveguide ring resonator loss is α = 0.5 dBmm−1. The propagation loss
as low as 1.3 ± 0.02 dBmm−1 at 1.55µm, where the fractional coupler intensity loss is γ = 0.1,
and R1 = 15µm, R2 = 10µm and R3 = 2.5µm. The coupling coefficient of the fiber coupler κ is
approximately 0.9. The nonlinear refractive index used is n2 = 2.2 × 10−15 m2W−1, and the data
of 40,000 iterations of roundtrips inside the optical micro ring is plotted. We assume that φL = 0
for simplicity, however, the change in phase is slightly altered the optical output, which means the
dispersion can be neglected when the resonant output is occurred.

3. SIMULATION RESULT AND DISCUSSION

Figure 2(a) show the Gaussian input pulse and Figs. 2(b)–(d) show the output pulse from micro-ring
system with ring radius of 15µm, 10 µm, and 2.5µm respectively. The maximum peak occurred
at 6.15 ns for the first ring and the time it take for the other round trips, for second ring, is reduce
to 4.1 ns, and finally for the third ring which smaller radius, the maximum peak is reduce to the
minimum value at 1.0 ns. The simulation results show that the time for revolution is reduced when
ring radius is deceased.

4. CONCLUSION

According to the integrated system the laser intensity and wavelength can be controlled to achieve
the source of laser for optical tweezers, the laser was fired into a cloud of atoms that had been deep
chilled into a slow-moving state known as a Bose-Einstein condensate. and then randomly the atom
could be trapped, by mean of fast optical tweezers and the hold system, laser and atom, has been
launched into the other optical ring resonator, even if the ring radius is small the time it takes for
revolution is vary shot, approximately 1.0 ns and could be approach to zero value if the ring radius
is sufficiently small. Then the system is adiabatic process, because it’s no heat transfer between
system and environment that mean cold atom concept has been achieved. In conclusion several
concepts of cold atom have been shown and discussion, and also the new concept of cold atom.
The results and discussion shows that it is possible to cold atom by using fast optical tweezers.

ACKNOWLEDGMENT

We would like to give our acknowledgement to the Faculty of Science, King Mongkut’s Institute
of Technology Ladkrabang, Bangkok 10520, Thailand for the partially supporting of this research
project.

REFERENCES

1. Fioretti, A., J. Lozeille, C. A. Massa, M. Mazzoni, and C. Gabbanini, “An optical trap for
cold rubidium molecules,” Optics Communications, Science Direct, Vol. 243, 203–208, 2004.

2. Dong, G., W. Lu, P. F. Barker, and M. N. Shneider, “Cold molecules in pulsed optical lattices,”
Progress in Quantum Electronics, Science Direct, Vol. 29, 1–58, 2005.
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Abstract— This paper presents the very fascinating simulation results of light pulse traveling
within a ring resonator system that have shown the unexpected results with various applications.
The design system consists of a nonlinear microring/nanoring resonator system incorporating an
add/drop filter. The proposed fabricated material used is InGaAsP/InP, which can provide the
required output behaviors. Three different forms of input light pulses are Gaussian pulse, dark
and bright soliton, whereas the suitable simulation parameters are input power, pulse width,
ring radii and the material refractive indices. Three different forms of the results have been
interpreted, whereas the dominants behaviors are such as Gaussian soliton, multisoliton and
tunable dark soliton, and the potential applications for new laser sources, new communication
bands, dynamic optical tweezers and high frequency source THz technology. The use of the
proposed system incorporating a nanoscale communication and networking via wavelength router
is discussed.

1. INTRODUCTION

Nanotechnology has become the major role in modern technology today. The use of pulse laser in
nano-device system has been the interesting aspects where many applications can be provided. A
Gaussian pulse has been recognized in the form of a laser pulse that can be used in both theoretical
and experimental investigation in many subjects. However, in some ways, the limit of laser power
cause a problem. Optical soliton becomes a powerful tool that can overcome such a problem,
i.e., for high power laser source. Furthermore, the non-dispersion of soliton in medium is the
other advantage. Optical solitons can naturally be divided into classes of dark and bright solitons,
whereas a dark soliton exhibits an interesting and remarkable behavior, when it is transmitted
into an optical transmission system. It has the advantage of the signal detection difficulty, when
the ambiguity of signal detection becomes a problem for the un-wanted users. In principle, the
soliton generations and their behaviors in media are well analyzed and described by Agarwal [1].
Many earlier theoretical and experimental works on soliton applications can be found in the soliton
application book by Hasegawa [2]. However, to make such a tool more useful, the problems of
soliton-soliton interactions [3], collision [4], rectification [5], and dispersion management [6] must
be solved and addressed. Therefore, in this work, we are looking for a powerful laser source with
broad spectrum that can be used in many applications.

2. OPERATING PRINCIPLE

Light from a monochromatic light source is launched into a ring resonator with constant light field
amplitude (E0) and random phase modulation as shown in Fig. 1(a), which is the combination of
terms in attenuation (α) and phase (φ0) constants, which results in temporal coherence degradation.
Hence, the time dependent input light field (Ein), without pumping term, can be expressed as [7]
where L is a propagation distance (waveguide length).

Ein(t) = E0 exp−αL+jφ0(t) (1)

We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, the refractive
index is given by

n = n0 + n2I = n0 + n2

(
P

Aeff

)
(2)
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Figure 1: A schematic of a Gaussian soliton generation system (a), a dark-bright soliton conversion system
(b), where Rs: ring radii, κs: coupling coefficients, Rd: an add/drop ring radius, Aeffs : Effective areas.

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff . For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [8, 9].

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [10].

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)


1−

(
1− (1− γ) x2

)
κ

(
1− x

√
1− γ

√
1− κ

)2 + 4 x
√

1− γ
√

1− κ sin2
(

φ
2

)

 (3)

Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-
Perot cavity, which has an input and output mirror with a field reflectivity, (1 − κ), and a fully
reflecting mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss
coefficient, φ0 = kLn0 and φNL = kLn2(P/Aeff ) are the linear and nonlinear phase shifts, k = 2π/λ
is the wave propagation number in a vacuum. Where L and α are a waveguide length and linear
absorption coefficient, respectively. In this work, the iterative method is introduced to obtain the
results as shown in Equation (3), similarly, when the output field is connected and input into the
other ring resonators.

Bright and dark soliton pulses are introduced into the multi-stage nano ring resonators as shown
in Fig. 1(b), the input optical field of the bright and dark soliton pulses input are given by an
Equations (4) and (5) [1], respectively.

Ein(t) = A sec h

[
T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(4)

and Ein(t) = A tan h

[
T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(5)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T0 is a soliton pulse propagation
time at initial input, where t is the soliton phase shift time, and the frequency shift of the soliton
is ω0.

The input optical field is input into a nonlinear microring resonator. By using the appropriate
parameters, the chaotic signal is obtained by using Equation (3). To retrieve the signals from the
chaotic noise, we propose to use the add/drop device with the appropriate parameters. This is
given in details as followings. The optical outputs of a ring resonator add/drop filter can be given
by the Equations (6) and (7).

∣∣∣∣
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Ein
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2

=
(1− κ1)− 2

√
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√
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2
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√
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(6)

and
∣∣∣∣
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2
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2
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where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [10]. In the case of add/drop device,
the nonlinear refractive index is neglected.

3. RESULTS

From Fig. 1(a), in principle, light pulse is sliced to be the discrete signal and amplified within
the first ring, where more signal amplification can be obtained by using the smaller rings device.
Finally, the required signals can be obtained via a drop port of the add/drop filter. In operation,
an optical field in the form of Gaussian pulse from a laser source at the specified center wavelength
is input into the system. From Fig. 2, the Gaussian pulse with center wavelength (λ0) at 130µm,
pulse width of 20 ns, peak power at 2 W is input into the system as shown in Fig. 2(a). After light is
input into the system, the Gaussian pulse is chopped (sliced) into a smaller signal spreading over the
spectrum due to the nonlinear effects [11], The large bandwidth signals can be seen within the first,
second microring and third nanoring device, and shown in Figs. 2(b), 2(c) and 2(d), respectively.

The suitable ring parameters are used, for instance, ring radii R1 = 15.0µm, R2 = 10.0µm, R3 =
5.0µm, and Rd = 155.0µm. In order to make the system associate with the practical device [8, 9],
the selected parameters of the system are fixed to n0 = 3.34 (InGaAsP/InP), Aeff = 0.50µm2

and 0.25µm2 for a microring and add/drop ring resonator, respectively, α = 0.5 dBmm−1, γ = 0.1.

(a) (b)

(c) (d)

(e) (f)

Figure 2: Result of the spatial pulses of Gaussian
soliton generation system with center wavelength at
1.3 µm.

(a) (b)

(c) (d)

(e) (f)

Figure 3: Result of the spatial pulses with center
wavelength at 1THz of Gaussian soliton generation
system.

(a) (b)

(c) (d)

Figure 4: The dynamic optical tweezers within add/drop filter.
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In this investigation, the coupling coefficient of the microring resonator is ranged from 0.55 to 0.90.
The nonlinear refractive index of the microring used is n2 = 2.2 × 10−17 m2/W. In this case, the
attenuation of light propagates within the system (i.e., wave guided) used is 0.5 dBmm−1. Result
of the spatial pulses with center wavelength at 1.30µm, Fig. 2(e), the large bandwidth signals,
Fig. 2(f), the filtering and amplifying signals from the drop port. The smallest free spectrum range
(FSR) and spectral width (∆λ) of 535 and 20 pm are generated respectively. The maximum output
power is 40 W which is available for high capacity and long distance communication link.

In operation of THz pulse, an optical field in the form of Gaussian pulse from a laser source
at the specified center wavelength is input into the system. In practice, the maximum wavelength
that can be confined within the optical waveguide has been increased by using the composite of
materials known as meta-materials [12], which is shown that the wavelength close to few mm can
be confined within the waveguide. From Fig. 3, the Gaussian pulse with center frequency (f0) at
1.0THz pulse width of 20 ns, peak power at 2 W is input into the system The large bandwidth
signals can be seen within the ring resonator device. The suitable ring parameters are used. The
smallest free spectrum range (FSR) of 0.3 PHz is generated.

From Fig. 1(b), a dark soliton pulse with 50-ns pulse width with the maximum power of 0.65 W
is input into the dark-bright soliton conversion system. The suitable ring parameters are ring radii,
where R1 = 10.0µm, R2 = 7.0µm, and R3 = 5.0µm. The selected parameters of the system are
fixed to λ = 1.50µm, n0 = 3.34. Aeff = 0.50, 0.25, and 0.10µm2 for a microring and nanoring
resonator, respectively. The input dark soliton pulse is chopped (sliced) into the smaller output
signals of the filtering signals within the rings R2 and R3. The soliton signals in R3 is entered
in the add/drop filter, when the bright soliton propagating into the add/drop system, the optical
tweezers behavior is occurred the dark-bright soliton collision in add/drop system is seen as shown
in Fig. 4.

4. NANOSCALE NETWORKING VIA A WAVELENGTH ROUTER

Let us consider that the case when the optical tweezers output is partially input into the quantum
processor unit, the transportation of the trapped atom/molecule/photon is plausible, this concept
is well described by the published work [13, 14], the transported atom with long distance link via
quantum tweezer is realized. The transmission of atoms/molecules from dark soliton pulses via a
wavelength router is plausible, which can be described: (i) a dark soliton pulse can propagate into
the optical device/media, (ii) atom/molecule being trapped by tweezers force during the movement,
the atom/molecule recovery can be realized by using the optical detection scheme [15]. From Fig. 5,
the transmission atoms/molecules can be performed by the dark soliton pulse, the atoms/molecules
recovery can be taken by using the add/drop filter incorporating in the wavelength router, i.e.,
optical network. However, the separation of atoms/molecules from light pulse is required to have
the specific environment, which becomes the interesting research area, where light with the specific
wavelength (λi) is detected by a detector, while the required molecule is absorbed by the specific
environment. Where the corresponding states of the transmitted atom/molecule between input
and output states can be recognized and formed the secret information. Therefore, in practice, the
quantum processing unit is required to connect into the system, where the input and output states
can be linked and obtained the required information.

Figure 5: A schematic of atomic/molecular router and network system, where Ri, Rj : ring radii and κis,
κjs are the coupling coefficients.

5. CONCLUSION

We have demonstrated that some interesting results can be obtained when the laser pulse is propa-
gated within the nonlinear optical ring resonator, especially, in microring and nanoring resonators,
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which can be used to perform many applications. For instance, the broad spectrum of a monochro-
matic source with the reasonable power can be generated and achieved by using a Gaussian pulse.
Moreover, the use of a Gaussian pulse can provide the non-dispersion soliton, where the genera-
tion of soliton communication bandwidth with the center wavelength at 1.30µm is achieved. The
dynamic optical tweezers can be generated by using a dark soliton and a bright soliton pulse with
the ring resonator system incorporating the add/drop multiplexer. We have also proposed the
simulation of THz carrier frequencies using the small device using a Gaussian beam propagating
within the device system. We found that the generated output power with the THz frequency can
be achieved. Moreover, the good frequency free spectrum range (FSR) results have shown that
they can be used to separate the two adjacent outputs seen. The spatial simulation output is also
demonstrated which is shown the use of the very high output power within the small device is plau-
sible, which means that the security imaging by using the propose device which is a tiny system
will be realized in the near future. Finally, the use of quantum tweezers for quantum-molecular
networking via a wavelength router is also described.
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Abstract— In this paper, we present the interesting results of THz carrier frequency generation
using the small device system for high frequency generation. Simulation results are obtained by
using a Gaussian beam propagating within the nonlinear device system, which is required to
use in the THz regime. A generated system consists of a micro and nano rings that can be
integrated into a single system, which can be employed to generate the large bandwidth of high
frequency bands by a Gaussian pulse propagating within the ring resonator system incorporating
an add/drop filter. The multiplexed transporters are generated and multiplexed via add/drop
filter, which can be used for high capacity molecular signal processing in the communication
system. By controlling the ring parameters, add/drop filter to increase the input add port, the
appropriate output power can be obtained, which can be modified to be suitable for nano-scale
communication applications. Moreover, the very wide band of wavelength can be simultaneously
generated and controlled for various applications. Moreover, we found that the generated output
power with the THz frequency carrier regime can be achieved.

1. INTRODUCTION

Recently, Mitatha et al. [1] have shown that the up-link and down link carrier frequencies can be
generated by using a single small device, where the advantage is that the simultaneous operation can
be operated. Moreover, the generated signals can be stored within the system which is confirmed by
Yupapin and Suwancharoen [2]. However, the problem of cut-off wavelength of light propagating
within the proposed device is become a problem, which is become a problem of the continuous
research works in the areas of meta-materials [3]. Up to date, light pulse with wavelength up
to sub millimeter wave can be confined within such a device [4]. In this work, we propose the
simulation of THz carrier frequencies using the small device, where a Gaussian beam is propagated
within the device system. We found that the generated output power with the THz frequency
can be achieved. Moreover, the Gaussian pulse exhibits the gain constant within the Gaussian
period. Furthermore, the selected light pulse can be trapped and used to perform the multiplex
channel, which is controlled by light. The adiabatic multiplex pulse process to preserve the coherent
information encoded can also be performed. The multiplexed transporters [5] are generated and
multiplexed via add/drop filter, which can be used for high capacity molecular signal processing via
the communication system. The key advantages of the system are the reversely compress bandwidth
and the maintaining power, which can be tuned to obtain the arbitrary pulse for high frequency
generation, which can be modified to be suitable for nano-scale communication applications.

2. CURRENT RESULTS

Light from a monochromatic light source is launched into a ring resonator with constant light field
amplitude (E0) and random phase modulation as shown in Fig. 1, which is the combination of terms
in attenuation (α) and phase (ω0) constant, which results in temporal coherence degradation.

Hence, the time dependent input light field (Ein), without pumping term, can be expressed
as [6]

Ein(t) = E0 exp−αL+jϕ0(t) (1)

where L is a propagation distance (waveguide length).
We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the

refractive index is given by
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(a) (b) 

Figure 1: A schematic of a Gaussian pulse generation system, where Rs: ring radii, κs and κ41 and κ42:
coupling coefficients, Rd: an add/drop ring radius, Aeff s: effective areas.

n = n0 + n2I = n0 + n2

(
P

Aeff

)
(2)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff . For the micro ring and nano ring resonators, the effective mode core areas range from 0.10
to 0.50µm2

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [7]

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)

[
1−

(
1− (1− γ) x2

)
κ

(
1− x

√
1− γ

√
1− κ

)2 + 4 x
√

1− γ
√

1− κ sin2
(ϕ

2

)
]

(3)

Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1-κ), and a fully reflecting
mirror. κ is the coupling coefficient, and x = e(−αL/2) represents a roundtrip loss coefficient,
ϕ0 = kLn0 and ϕNL = kL(n2/Aeff )P are the linear and nonlinear phase shifts, k = 2π/λ is
the wave propagation number in a vacuum. Where L and α are a waveguide length and linear
absorption coefficient, respectively. In this work, the iterative method is introduced to obtain the
results as shown in Equation (3), similarly, when the output field is connected and input into the
other ring resonators.

The input optical field as shown in Equation (1), i.e., a Gaussian pulse, is input into a nonlinear
micro ring resonator. By using the appropriate parameters, the chaotic signal is obtained by using
Equation (3). To retrieve the signals from the chaotic noise, we propose to use the add/drop device
with the appropriate parameters. This is given in details as followings. The optical output of a
ring resonator add/drop filter can be given by the Equations (4) and (5) [7, 8]
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where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [8]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where ϕ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals at
the specific wavelength band can be filtered and retrieved. K1 and K2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
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case of add/drop device, the nonlinear refractive index is neglected. In practice, the maximum
wavelength that can be confined within the optical waveguide has been increased by using the
composite of materials known as meta-materials [4], which is shown that the wavelength close to
few mm can be confined within the waveguide, MRR (Micro Ring Resonator), NRR (Nano Ring
Resonator).

In operation, light pulse is sliced to be the discrete signal and amplified within the first and
second ring, where more signal amplification can be obtained by using the smaller ring device (third
ring) as shown in Fig. 1(a). Finally, the required signals can be obtained via a drop port of the
add/drop filter. An optical field in the form of Gaussian pulse from a laser source at the specified
center wavelength is input into the system.

From Fig. 2, the Gaussian pulse with center wavelength (λ0) at 3.0 mm, pulse width (Full
Width at Half Maximum, FWHM) of 20 ns, peak power at 2 W is input into the system as shown
in Fig. 2(a). The large bandwidth signals can be seen within the first micro ring device, and shown
in Fig. 2(b). The suitable ring parameters are used, for instance, ring radii R1 = 15.0µm, R2 =
R3 = 9.0µm, and Rd = 50.0µm. In order to make the system associate with the practical device [6],
the selected parameters of the system are fixed to n0 = 3.34 (InGaAsP/InP), Aeff = 0.50µm2

and 0.25µm2 for a micro ring and add/drop ring resonator, respectively, α = 0.5 dBmm−1, γ = 0.1.
In this investigation, the coupling coefficient (kappa, κ) of the micro ring resonator is ranged from
0.10 to 0.96. The nonlinear refractive index of the micro ring used is n2 = 2.2×10−17 m2/W. In this
case, the attenuation of light propagates within the system (i.e., wave guided) used is 0.5 dBmm−1.
After light is input into the system, the Gaussian pulse is chopped (sliced) into a smaller signal
spreading over the spectrum due to the nonlinear effects [7], which is shown in Fig. 2(b). The large
bandwidth signal is generated within the first ring device. In applications, the specific input or out
wavelengths can be used and generated, where the suitable parameters are used and shown in the
figures. Fig. 2 shows the results of the spatial pulses with the center wavelength at 3mm, Fig. 3
shows the results of the 3 THz frequency band with the center frequency at 3 THz, where (a) the
input Gaussian pulse, (b) the large bandwidth signal, (c) the filtering and amplifying signals, (d)
output frequency band, (e) and (f) are the drop port signals, (g) and (h) are the through port
signals.

Multi Channel by using the propose design as shown in Fig. 1(b), the Gaussian pulse generation
system (Ein and EAdd) be used for multi frequency, which can be used employed via the simulta-
neous up link and down link system [1], the higher channel capacity can also be obtained by using

(a) Wavelength (mm) (b) Wavelength (mm)

(c) Wavelength (mm) (d) Wavelength (mm)

(e) Wavelength (mm) (f) Wavelength (mm)

(g) Wavelength (mm) (h) Wavelength (mm)

Figure 2: Results of the spatial pulses with the center wavelength at 3 mm, where (a) the input Gaussian
pulse, (b) the large bandwidth signal, (c) the filtering and amplifying signals, (d) output frequency band,
(e) and (f) are the drop port signals, (g) and (h) are the through port signals, with Rd and FSR are 50 µm
and 5.0 µm.
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(a) Frequency (THz) (b) Frequency (THz)

(c) Frequency (THz) (d) Frequency (THz)

(e) Frequency (THz) (f) Frequency (THz)

(g) Frequency (THz) (h) Frequency (THz)

Figure 3: Results of the THz frequency band with the center frequency at 3THz, where (a) the input
Gaussian pulse, (b) the large bandwidth signal, (c) the filtering and amplifying signals, (d) output frequency
band, (e) and (f) are the drop port signals, (g) and (h) are the through port signals, with Rd and FSR are
50 µm and 1.5 PHz.

(a) Frequency (THz)

(b) Frequency (THz) (c) Frequency (THz)

(d) Frequency (THz) (e) Frequency (THz)

(f) Frequency (THz) (g) Frequency (THz)

(h) Frequency (THz) (i) Frequency (THz)

Figure 4: Results of the THz frequency band with the center frequency at 3THz, where (a) the input
Gaussian pulse, (b) the large bandwidth signal, (c) the filtering and amplifying signals, (d) output frequency
band, (e) the Add port is Gaussian pulse with the center frequency at 1.95 THz (f) and (g) are the drop port
signals, (h) and (i) are the through port signals, with Rd and FSR are 50µm and 1PHz.

FSR modification and more available frequency bands, for instance, the use of system different pa-
rameters can provide more frequency bands as shown in Fig. 4. Results of the THz frequency band
with the Gaussian pulse center frequency at 3 THz and 1.95 THz, where (a), (e) the input and add
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port, (b) the large bandwidth signal, (c) the filtering and amplifying signals, (d) output frequency
band, (f) and (g) are the drop port signals, (h) and (i) are the through port signals. The generated
carrier signals can be used as the modulated carrier that can be used to form the simultaneous up
link, down link and multi channel, which is controlled by two input Gaussians pulse. This can be
used with the control network applications. Furthermore, the new available frequency bands can
be use to form the new multi channel, where more communication capacity can be performed.

The tunable spatial modes can be obtained by using the array waveguide as shown in Fig. 1(b)
and Fig. 4, which means that the Gaussian pulse can be generation the large bandwidth signal
by using the ring radii R1, R2 and R3. After the Gaussian pulse (Ein, EAdd port) is amplified
and reached the specified value. Finally, the required signals can be obtained via a drop port of
the add/drop filter, which the coupling coefficients κ41 and κ42 are designed to output signal by
controlling the ring parameters, add/drop filter.

3. CONCLUSION

The large bandwidth of the arbitrary wavelength of Gaussian pulse can be reversely compressed,
expanded and tuned to generate and multiplex within a nano-waveguide, whereas the Gaussian
pulse exhibits the gain constant within the Gaussian period. The selected light pulse can be trapped
and used to perform the multiplex Gaussian pulse, which is controlled by light. The multiplexed
transporters are generated and multiplexed via add/drop filter, which can be used for high capacity
molecular signal processing and communication system.
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Abstract— We propose a new system of quantum signal and parallel processing using Gaussian
pulses propagating within a nonlinear ring resonator system. To increase the channel capacity
and security, the multiplexer is operated incorporating a quantum processing unit via an optical
multiplexer. The transmitted part can be used to generate the high capacity packet of quantum
codes within the series of micro ring resonators. The received part can be used to detect the quan-
tum bits (qubits) via the optical link, which can be obtained via the end quantum processor. The
reference states can be recognized by using the cloning unit, which is operated by the add/drop
filter. Two add-drops that are in two parts can be used to be Alice and Bob, respectively, in
quantum communication. Results obtained have shown that the multiplexed wavelengths can be
formed by using the multiple operating systems, which is allowed the filtering at the end users
(Bob). In application, the embedded system within the computer processing unit is available for
quantum computer. Furthermore, such a concept is also available for hybrid communications,
for instance, wire/wireless, satellite, which will be discussed in details.

1. INTRODUCTION

Quantum key distribution has been recognized as the very good candidate for information security.
Many research works have been reported in the last decade. Recently, Suchat et al. [1] have
reported the interesting concept of continuous variable quantum key distribution via a simultaneous
optical-wireless up-down-link system, where they have shown that the continuous variable quantum
key distribution (KQD) could be performed via the chaotic signals that generated by a nonlinear
micro-ring resonator system, with appropriate soliton input power and micro-ring resonator. They
have also shown that the different time slot entangled photons can be formed randomly, which
can be used to select two different frequency bands for up-down-link converters within a single
system. Yupapin et al. [2] have proposed a new technique for QKD that can be used to make
the communication transmission security and implemented with a small device for such as mobile
telephone hand set. This technique used Kerr nonlinear type of light in the microring resonator to
generate the superposition of the chaotic signal via a four-wave mixing type that introduced the
second-harmonic pulse. Up to date, there is no quantum parallel processing manipulation using
a common laser (Gaussian pulse) via an optical multiplexer. In this paper, we have proposed the
use of nonlinear microring resonator to form the high capacity quantum codes, where the packet
of quantum codes can be generated by using Gaussian light pulse propagating with the series of
microring resonator. In application, the device can be embedded within the computer processing
unit with using to increase the capacity and the speed for quantum computer.

2. MULTI-LIGHT SOURCE GENERATION

Light from a monochromatic light source is launched into a ring resonator with constant light field
amplitude (E0) and random phase modulation, which is the combination of terms in attenuation
(α) and phase (φ0) constants, which results in temporal coherence degradation. Hence, the time
dependent input light field (Ein), without pumping term, can be expressed as Equation (1) and we
assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the refractive
index is given by Equation (2).

Ein(t) = E0 exp−αL+jφ0(t) (1)

and

n = n0 + n2I = n0 +
(

n2

Aeff

)
P (2)
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where L is a propagation distance(waveguide length). n0 and n2 are the linear and nonlinear
refractive indexes, respectively. I and P are the optical intensity and optical power, respectively.
The effective mode core area of the device is given by Aeff . For the microring and nanoring
resonators, the effective mode core areas range from 0.10 to 0.50µm2 [3].

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [4]

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)

[
1− (1− (1− γ)x2)κ

(1− x
√

1− γ
√

1− κ)2 + 4 x
√

1− γ
√

1− κ sin2(φ
2 )

]
(3)

Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. κ is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0= kLn0 and φ0= kL(n2/Aeff )P are the linear and nonlinear phase shifts, k = 2/πλ is the wave
propagation number in a vacuum. Where L and α are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results as
shown in Equation (3), similarly, when the output field is connected and input into the other ring
resonators.

The input optical field as shown in Equation (1), i.e., a Gaussian pulse, is input into a nonlinear
micro ring resonator. By using the appropriate parameters, the chaotic signal is obtained by using
Equation (3). To retrieve the signals from the chaotic noise, we propose to use the add/drop device
with the appropriate parameters. This is given in details as followings. The optical outputs of a
ring resonator add/drop filter can be given by the Equations (4) and (5) [5].

∣∣∣∣
Et

Ein

∣∣∣∣
2

=
(1− κ1)− 2

√
1− κ1 ·

√
1− κ2e

−α

2
L cos (knL) + (1− κ2) e−αL

1 + (1− κ1) (1− κ2) e−αL − 2
√

1− κ1 ·
√

1− κ2e
−α

2
L cos (knL)

(4)

and ∣∣∣∣
Ed

Ein

∣∣∣∣
2

=
κ1κ2e

−α

2
L

1 + (1− κ1) (1− κ2) e−αL − 2
√

1− κ1 ·
√

1− κ2e
−α

2
L cos (knL)

(5)

where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [5].

Where β = kneff represents the propagation constant, neff is the effective refractive index of
the waveguide, and the circumference of the ring is L = 2πR, here R is the radius of the ring. In
the following, new parameters will be used for simplification, where φ = βL is the phase constant.
The chaotic noise cancellation can be managed by using the specific parameters of the add/drop
device, which the required signals at the specific wavelength band can be filtered and retrieved. κ1

and κ2 are coupling coefficient of add/drop filters, kn= 2/πλ is the wave propagation number for
in a vacuum, and the waveguide (ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler
intensity loss is γ = 0.1. In the case of add/drop device, the nonlinear refractive index is neglected.

From Fig. 1, in principle, light pulse is sliced to be the discrete signal and amplified within the
first ring, where more signal amplification can be obtained by using the smaller ring device (second
ring). Finally, the required signals can be obtained via a drop port of the add/drop filter. In
operation, an optical field in the form of Gaussian pulse from a laser source at the specified center
wavelength is input into the system. After light is input into the system, the Gaussian pulse is
chopped (sliced) into a smaller signal spreading over the spectrum due to the nonlinear effects [5].
The large bandwidth signal is generated within the first ring device. In applications, the specific
input or out wavelengths can be used and generated. For instance, the center wavelength at 1.5µm
of the input pulse is shown in Fig. 2, where the suitable parameters are used and shown in the
figures.

3. QUANTUM PARALLEL PROCESSING VIA AN OPTICAL MULTIPLEXER

Let us consider that the case when the photon output is input into the quantum processor unit.
Generally, there are two pairs of possible polarization entangled photons forming within the ring
device, which are represented by the four polarization orientation angles as [0◦, 90◦], [135◦ and
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Figure 1: A schematic of a Gaussian soliton generation system, where Rs: ring radii, κs: coupling coefficients,
Rd: an add/drop ring radius, Aeff s: Effective areas.

(b)(a)

Figure 2: Results of the spatial pulses with center wavelength at 1.50 µm, where (a) large bandwidth signals,
(b) filtering and amplifying signals from the drop port.

180◦]. These can be formed by using the optical component called the polarization rotatable device
and a polarizing beam splitter (PBS). In this concept, we assume that the polarized photon can be
performed by using the proposed arrangement. Where each pair of the transmitted qubits can be
randomly formed the entangled photon pairs. To begin this concept, we introduce the technique
that can be used to create the entangled photon pair (qubits) as shown in Fig. 3, a polarization
coupler that separates the basic vertical and horizontal polarization states corresponds to an optical
switch between the short and the long pulses. We assume those horizontally polarized pulses with
a temporal separation of ∆t. The coherence time of the consecutive pulses is larger than ∆t. Then
the following state is created by Equation (6) [6].

|Φ〉p = |1,H〉s |1,H〉i + |2,H〉s |2,H〉i (6)

In the expression |k, H〉, k is the number of time slots (1 or 2), where denotes the state of
polarization [horizontal |H〉 or vertical |V 〉], and the subscript identifies whether the state is the
signal (s) or the idler (i) state. In Equation (6), for simplicity, we have omitted an amplitude term
that is common to all product states. We employ the same simplification in subsequent equations
in this paper. This two-photon state with |H〉 polarization shown by Equation (6) is input into the
orthogonal polarization-delay circuit shown schematically. The delay circuit consists of a coupler
and the difference between the round-trip times of the microring resonator, which is equal to ∆t.
The micro ring is tilted by changing the round trip of the ring is converted into |V 〉 at the delay
circuit output. Then Equation (6) is converted into the polarized state by the delay circuit and
by the coincidence counts in the second time slot, we can extract the fourth and fifth terms. As a
result, we can obtain the following polarization entangled state as

|Φ〉 = |2,H〉s |2,H〉i + exp[i (φs + φi)] |2, V 〉s |2, V 〉i (7)

We assume that the response time of the Kerr effect is much less than the cavity round-trip
time. Because of the Kerr nonlinearity of the optical device, the strong pulses acquire an intensity
dependent phase shift during propagation. The interference of light pulses at a coupler introduces
the output beam, which is entangled. Due to the polarization states of light pulses are changed and
converted while circulating in the delay circuit, where the polarization entangled photon pairs can
be generated. The entangled photons of the nonlinear ring resonator are separated to be the signal
and idler photon probability. The polarization angle adjustment device is applied to investigate the
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Figure 3: The schematic diagram (a) a quantum generation system at the transmission unit (TN ), where
RNS : ring radii, κNS : coupling coefficients, RdNS : an add/drop ring radius, can be used to be the received
part, PBS: Polarizing Beamsplitter, DN : Detectors. (b) The quantum manipulation within a ring resonator
at the receiver unit (RN ). The quantum state is propagating to a rotatable polarizer and then is split by
a beam splitter (PBS) flying to detector DN3 and DN4. (c) A schematic of a system of the transporters
transmission system via an optical link.

orientation and optical output intensity, this concept is well described by the published work [6, 7].
The transporter states can be controlled and identified by using the quantum processing system as
shown in Fig. 3.

The transmitter unit can be used to generate the quantum codes within the series of microring
resonators and the cloning unit [8], which is operated by the add/drop filter (RdN1) as shown in
Fig. 3(a). The receiver unit can be used to detect the quantum bits via the optical link, which
can be obtained via the end quantum processor and the reference states can be recognized by
using the cloning unit, which is operated by the add/drop filter (RdN2) as shown in the schematic
diagram in Fig. 3(b). The remaining part of a system is the parallel processing system which
can be combined the high capacity secret information via an optical multiplexer as shown in the
schematic diagram in Fig. 3(c). The multiplexed quantum codes are allowed to form and transmit
the secret information via the available link, where the quantum keys with different wavelengths
(λN ) can be generated and obtained, which is available for high capacity transmission of the secured
information. In application, the packet switching of data can be secured by using the quantum
codes which is known as quantum packet switching technique.

4. CONCLUSIONS

We have demonstrated that some interesting results can be obtained when the common laser pulse
is propagated within the nonlinear optical ring resonator, especially, in microring and nanoring
resonators, which can be used to perform many applications. For instance, the broad spectrum
of a monochromatic source with the reasonable power can be generated and achieved. By using a
Gaussian pulse, it can be converted to be a broad light source by using the ring resonator system
incorporating the add/drop multiplexer, which can be configured as multi light sources. Results
obtained have shown that the multiplexed sources with different wavelengths can be formed by
using the multiple operating systems. In application, the embedded system within the computer
processing unit is available for quantum computer to increase the channel capacity and security.
Furthermore, such a concept is also available for hybrid communications, for instance, wire/wireless
or satellite communication, where the use of quantum encoding for high capacity quantum com-
munication/cryptography via a single photon based technology in the communication link in the
network is plausible.
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Abstract— We proposes a new method of molecular transporters generations based on ant
colony algorithm for molecular classification and storage applications. The transportation net-
work of molecules via multi tweezers inside the close system can be manipulated in the same way
of ant colony algorithm relationship. In the proposed method, we assign each of ants represents
an individual tweezer. By using ant colony system, the random codes can be used to communicate
between ants inside swarm with pheromone being formed the random network. The quantum
state of transporters (individual ant) with different states and wavelengths can be represented
by the pheromone. In application, this proposal can be an alternative random networking which
may be use for communication security, where the fast multiple access may be plausible.

1. INTRODUCTION

Recently, several research works have show that use of dark and bright soliton in various applications
can be realized [1–6], where one of them has shown that the secured signals in the communication
link can be retrieved by using a suitable an add/drop filter that is connected into the transmission
line. The other promising application of a dark soliton signal [7] is for the large guard band of two
different frequencies which can be achieved by using a dark soliton generation scheme and trapping
a dark soliton pulse within a nanoring resonator [8]. Furthermore, the dark soliton pulse shows a
more stable behavior than the bright solitons with respect to the perturbations such as amplifier
noise, fiber losses, and intra-pulse stimulated Ramman scattering [9]. It is found that the dark
soliton pulses propagation in a lossy fiber, spreads in time at approximately half the rate of bright
solions.

2. THE ANT COLONY ALGORITHM [10]

In this section we explain the Ant Colony Algorithm is also called Ant Colony System (ACS),
Italian Scholar M. Dorigo propose a bionic evolution algorithm, who is showed by path selection
behavior of ant swarm in theirs finding food process. Ant swarm is able of finding the optimal
path from a food source to their nest theirs are using exploiting pheromone information. While
ant swarm is working it deposits pheromone on the ground, for pheromone previously deposited by
other ants. The step of ACS applied to solve problem is as follows. 1. Problem analysis: Making
the problem to be solved abstract, and giving the problem space parameters variables specific
implication. 2. Initialization: Giving every variable the initial value, ants all wait in the hole for
starting out to search food. 3. Optimal process: Ants make a dynamic selection in accordance
with given path length and information hormone strength, and release information hormone during
moving. 4. Cessation conditions: If given conditions are meet, the algorithm will case; otherwise
step onto 3. Step 3 is an adaptive process, and it embodies the essence of ant colony algorithm:
Selection mechanism and updating mechanism.

3. DARK SOLITON CONTROL THERY

We are looking for a stationary dark soliton pulse, which is introduced into the multistage micro-
ring resonators as shown in Fig. 1. The input optical field (Ein) of the dark soliton pulse input is
given by [8]

Ein(t) = A tanh
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(1)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T = t − β1 ∗ z where β1 and
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β2 are the coefficients of the linear and second-order terms of Taylor expansion of the propagation
constant. LD = T 2

0 /|β2| is the dispersion length of the soliton pulse. T0 in equation is a soliton pulse
propagationtime at initial input (or soliton pulse width), where t is the soliton phase shift time, and
the frequency shift of the soliton is ω0. This solution describes a pulse that keeps its temporal width
invariance as it propagates, and thus is called a temporal soliton. When a soliton peak intensity
(β2/ΓT 2

0 ) is give, then T0 is know. For the soliton pulse in the microring device, a balance should be
achieved between the dispersion lengths (LD) and the nonlinear lengths (LNL = 1/ΓφNL), where
Γ = n2 ∗ k0 is the length scale over which dispersive or nonlinear effects makes the beam become
wider or narrower. For a soliton pulse, ther is a balance between dispersion and nonlinear lengths,
hence LD = LNL. When light propagates within the nonlinear material (medium), the refractive
index (n) of light within the medium is given by

n = n0 + n2I = n0 +
n2

Aeff
P (2)

where n0 and n0 are the linear and nonlinear refractive indexes, respectively. I and P are the optical
intensity and optical power, respectively. The effective mode core area of the device is given by
Aeff. For the micro-ring resonator (MRR) and nano-ring resonator (NRR), the effective mode core
areas range from 0.5 to 0.1µm2 [9, 10]. When a soliton pulse is input and propagated within a
MRR, as shown in Fig. 1, which consists of a series MRRs. The resonat output is formed, thus,
the normalized output of the light field is the ration between the output and input fields in each
roundtrip, which is given by [10].
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(3)

The close form of Eq. (3) indicates that a ring resonator in this particular case is very similar
to a fabry-perot cavity, which has an input and output mirror with a field reflectivity, (1 − γ),
and a fully reflecting mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a
roundtrip loss coefficient, φ0 = kLn0 and φNL = kLn2 |Ein|2 are the linear and nonlinear phase
shifts, k = 2π/λ is the wave propagation number in avacuum, where L and α are waveguide length
and linear absorption coefficient, respectively in this work, the iterative method is introduced to
obtain the results as shown in Eq. (3), and similarly, when the output field is connected and input
into the other ring resonators.

4. MOLECULE TRANSPORTER GENERATION

In operation, a dark soliton pulse with 50-ns pulse width with the maximum power of 0.65 W
is input into the dark-bright soliton conversion system as shown in Fig. 1. The suitable ring
parameters are ring radii, where R1 = 10.0 µm, R2 = 7.0µm, and R3 = 5.0µm. In order to make
the system associate with the practical device the selected parameters of the system are fixed to
λ0 = 1.50µm, n0 = 3.34 (InGaAsP/InP). The effective core areas are Aeff = 0.50, 0.25, and 0.10µm2

Figure 1: Schematic of a dark-bright soliton conversion system, where Rs is the ring radii, ks is the coupling
coefficient, and k41 and k42 are the add/drop coupling coefficients.
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for a microring resonator (MRR) and nanoring resonator (NRR), respectively. The waveguide and
coupling loses are α = 0.5 dBmm−1 and γ = 0.1, respectively, and the coupling coefficients κs of
the MRR are ranged from 0.05 to 0.90. The nonlinear refractive index is n2 = 2.2×10−13 m2/W. In
this case, the waveguide loss used is 0.5 dBmm−1. The input dark soliton pulse is chopped (sliced)
into the smaller output signals of the filtering signals within the rings R2 and R3. We find that
the output signals from R3 are smaller than from R1, which is more difficult to detect when it is
used in the link. In fact, the multistage ring system is proposed due to the different core effective
areas of the rings in the system, where the effective areas can be transferred from 0.50 to 0.10µm2

with some losses. The soliton signals in R3 is entered in the add/drop filter, where the dark-bright
soliton conversion can be performed by using Eqs. (5) and (6). The dynamic dark soliton control
can be configured to be an optical dynamic tool known as an optical tweezers, where more details of
optical tweezers can be found in references. After the bright soliton input is added into the system
via add port as shown in Fig. 1, the optical tweezers behavior is occurred. The parameters of system
are used the same as the previous case. The bright soliton is generated with the central wavelength
λ0 = 1.5µm, when the bright soliton propagating into the add/drop system, the dark-bright soliton
collision in add/drop system is seen. The dark soliton valley dept, i.e., potential well is changed
when it is modulated by the trapping energy (dark-bright solitons interaction) as shown in Fig. 2
The dynamic dark soliton (optical tweezers) occurs within add/drop tunable filter, when the bright
soliton is input into the add port with the central wavelength λ0 = 1.5µm. (a) add/drop signals,
(b) dark-bright soliton collision, (c) optical tweezers at throughput port, and (d) optical tweezers
at drop port. The recovery photon can be obtained by using the dark-bright soliton conversion,
which is well analyzed by Sarapat et al. [6], where the trapped photon or molecule can be released
or separated from the dark soliton pulse, in practice, in this case the bright soliton is become alive
and seen.

The optical tweezers probe can be trapped/confined atom/light by using the appropriate probe,
which can be tuned to meet the specific requirement. The stability of the dual Brillouin is show
Fig. 3 the dark soliton valley dept, i.e., potential well, is changed when it was modulated by the
trapping energy (dark-bright solitons interaction) as shown in Fig. 2(b). The trapping of photon
within the dark well is occurred and seen, the recovery photon can be obtained by using the dark-
bright soliton conversion, which is well analyzed by Sarapat et al. [12], where the trapped photon
or molecule can be released an seen separately from the dark soliton pulse, in practice, in this case
the bright soliton is become alive and seen.

From the above reason, the transmission of atoms/molecules from dark soliton pulses via a wave-
length router is plausible, which can be described by the following reasons: (i) A dark soliton pulse

(a) (b)

(c) (d)

Figure 2: The dynamic dark soliton(optical tweezers) occurs within add/drop tunable filter, where (a)
add/drop signals, (b) darkCbright soliton collision, (c) optical tweezers at throughput port, and (d) optical
tweezers at drop port.
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Figure 3: A schematic of atomic/molecular router and network system, where Ri, Rj : ring radii and κis,
κjs are the coupling coefficients.

can propagate into the optical device/media, (ii) atom/molecule being trapped by tweezers force
during the movement, the atom/molecule recovery can be realized by using the optical detection
scheme, where the dark-bright conversion technique is also available. From Fig. 3, the transmission
atoms/molecules can be formed by the dark soliton pulse, the atoms/molecules from light pulse is
required to have the specific environment, which becomes the interesting research area, where light
with the specific wavelength (λi) is detected by a detector, while the required molecule is absorbed
by the specific environment.

5. CONCLUSION

We have demonstrated that some interesting results can be obtained when the laser pulse is prop-
agated with the nonlinear optical ring resonator, especially, in microring and nanoring resonators,
which can be used to perform many applications. For instance, the broad spectrum of a monochro-
matic a source with the reasonable power can be generated and achieved by using a dark soliton can
be converted to be a bright soliton by using the ring resonator system incorporation the add/drop
multiplexer, which can be configured as a dynamic optical tweezers. The use of quantum tweezers
for quantum-molecular communication/cryptography via a single photon based technology in the
communication link is plausible.
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Abstract— We propose an interesting result of the trapped multi photons distribution within
a fiber Bragg grating. The trapped photons are confined by the potential well, which introduce
the motion of photons in a fiber Bragg grating affected by multi perturbations. The external
perturbations are defined as series of nonlinear parametric in terms of potential energy. This in-
vestigation is developed by using the nonlinear couple mode equations and under Bragg resonance
condition where the initial frequency of the light, ω0 is the same value as the Bragg frequency,
ωB . The results show that the higher perturbation series represents the potential well is much
indifferent of equilibrium. In applications, the perturbation can cause the trapped photons in-
stability which introduces the escape photons from the potential well. The applications such as
entangled photon source and quantum sensors can be performed.

1. INTRODUCTION

Periodically structured optical media have been in the clarity of research activity for many years, due
to versatile technologies applications in the fields of telecommunications and sensor system [1], and
also as a subject of fundamental studies [2]. At the early stage of the work in this area, the pioneering
contribution by Winful et al. [3] laid the groundwork for extensive theoretical activities exploring
nonlinear pulse propagating in one dimensional periodic structure known as fiber Bragg gratings.
They have considered the role of the Kerr nonlinearity in the light transmission through the FBGs.
Bragg gratings in optical fibers are excellent devices for studying nonlinear phenomena particularly
based on the Kerr nonlinearity [4]. These structures are based on the periodic modulation of the
local periodic modulation of the local refractive index in the axial direction. A characteristic feature
of FBGs is a stopband, alias photonic bandgap, in their linear-propagation spectrum. The bandgap
is induced by the resonant coupling between the forward- and backward-propagating waves due to
the Bragg resonance [5]. The stationary properties of one-dimensional Bragg gratings were first
analyzed by Winful et al. [6]. Research on the existence of soliton in FBGs has been reported [7].
Chen and Mills coined the term gap soliton in their numerical work covering the nonlinear optical
super lattices [8]. Mills and Trullinger obtained an analytical solution for stationary gap solitary
waves [9]. Sipe and Winful [10], Christoudolides and Joseph [11], Aceves and Wabnitz [12], de
Sterke and Sipe [13] and recently, Senthilnathan et al. have derived the formation of bright and
gap soliton solution for nonlinear coupled mode equation, which governs the pulse propagation in
FBG [7].

The motion of a particle moving in FBG represents the pulse propagation in the grating structure
of fiber optics exhibiting the existence of optical soliton. In order to describe the photon motion, the
function of potential energy is depicted. Photon can be trapped by some parameters of potential
energy such as α and γ. The other parameter, theta, θ is introduced to describe any disturbance
effect of moving particle having specific energy. In this paper we further describe the effect of α
and γ to obtain the optimized point of the potential well.

2. MULTI PHOTONS POTENTIAL ENERGY DISTRIBUTION

Wave propagation in FBG is analyzed by solving Maxwell’s equation with appropriate boundary
conditions. In the presence of Kerr nonlinearity, using the coupled-mode theory, the nonlinear
coupled mode equation is defined under the absence of material and waveguide dispersive effects.
The dispersion arising from the periodic structure dominates near Bragg resonance conditions and it
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is valid only for wavelengths near to the Bragg wavelength. By substituting the stationary solution
to the coupled mode equation and by assuming E±(z, t) = e±(z)e−i~δct/n̄, we obtain

and
idef

dz + δ̂ef + κeb +
(
ΓS |ef |2 + 2ΓX |eb|2

)
ef = 0

−ideb

dz + δ̂eb + κef +
(
ΓS |eb|2 + 2ΓX |ef |2

)
eb = 0

, (1)

Equation (1) represents the time-independent light transmission through the gratings structure
where ef and eb are the forward and backward propagating modes [1]. In order to explain the
formation of Bragg soliton, consider the Stokes parameter [11] since it will provide useful information
about the total energy and energy difference between the forward and backward propagating modes.

A0 = |ef |2 + |eb|2 ,

A1 = efe∗b + e∗feb,

A2 = i
(
efe∗b − e∗feb

)
,

A3 = |ef |2 − |eb|2
(2)

with the constraint A2
0 = A2

1 + A2
2 + A2

3. In the FBG theory, the nonlinear coupled-mode (NLCM)
equation requires that the total power P0 = A3 = |ef |2 − |eb|2 inside the grating is constant along
the grating structures. Rewriting the NLCM equations in terms of Stokes parameter gives

dA0

dz
= −2κA2,

dA1

dz
= 2δ̂A2 + 3ΓA0A2,

dA2

dz
= −2δ̂A1 − 2κA0 − 3ΓA0A1,

dA3

dz
= 0 (3)

In Equation (3), we drop the distinction between the Self-Phase Modulation and cross effect mod-
ulation effects and hence it becomes 3Γ = 2Γx +Γs. It can be clearly show that the total power, P0

(= A3) inside the grating is found to be constant or conserved along the grating structure [2]. In the
construction of the anharmonic oscillator type equation, it is necessary to use the conserved quan-
tity, and it is obtained in the form δ̂A0 + 3

4ΓA2
0 + κA1 = C, where C is the constant of integration

and δ̂ is the detuning parameter. Using Equation (3), we obtain

d2A0

dz2
− αA0 + βA2

0 + γA3
0 = 4δ̂C (4)

where α = 2[2δ̂2 − 2κ2 − 3ΓC], β = 9Γδ̂ and γ = 9
4Γ2. Equation (4) contains all the physical

parameter of the NLCM equation.
In order to describe the motion of a particle moving with the classic anharmonic potential, where

the external disturbance is involved then we have the solution as follows,

V (A0) = −α
A2

0

2
+ β

A3
0

3
+ γ

A4
0

4
(5)

It represents the potential energy distribution in the Fiber Bragg Grating structures.

3. MULTI PHOTONS TRAPPING INSTABILITY

Consider Equation (2) having a set of constraints which is introduced by φ(e) =
∞∑

n=0
An

0 as a function

of perturbation factor then
d2A0

dz2
= φ′′e |n=0 (6)

If Equation (4) is accumulated using external perturbation, then

φ′′ |n=0 +
∞∑

n = 0
m = 1

CmAn
0 = ψ
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where ψ is a function of f(δ, C,Cm), and Cm = [α, β, γ, . . .].
The value of m = 2n for n = 1, 2, 3, . . ., m = 2n + 1 for n = 0, 1, 2, . . ..
C is constant and C = (C1, C2, C3, . . . , Cm). The value of C is linear to A0 but not to V .

Equation (5) can then be modified by

V (A0) =
∞∑

m = 1
n = 0

CmAn
0 (7)

Equation (7) represents the complete potential energy distribution in the Fiber Bragg Grating
structure. We believe at this juncture, the potential function is modified from Conti and Mills [14].
Using well-known Duffing oscillator type equation, analogically it is written as

φ′′e +
∞∑

m = 1
n = 0

CmAn
0 = 0 (8)

For multi perturbation of nonlinear parametric, two major shapes will be simplified in series term.
Figure 1 depicts the motion of photon in potential well changes when few nonlinear parameter

is take into account as shown is Equation (5). There are theoretically some comments in this
figure. Photon is trapped by α parameter which is depicted by legend V . When α is too large, the
potential well produces A0 an increase in and have a wider double well. γ parameter is shown by
X legend. When γ is large, the potential well produces an increase in A0. Suppose that the source
that is imposed onto FBG than initial power is used to generate the particles. It shows that double
well potential well is not symmetric and potential energy will decrease within the region at legend
Y . The other effect is the perturbation of potential energy by legend Z where photon cannot be
trapped symmetrically. It will tend to equilibrate but it is not stable where it will lead to losses.

In term of parametric function, we can describe it as follows. The change in α will affect the
dip of the potential well. If α is approximately too small, the shape of the potential well will turn
into a single potential well. The occurrence of β effect in the motion of photon will give effect to
the negative region for A0 < 0. The effect of γ shows that the width of potential well will decrease
if we increased the value of γ. Therefore if we increased the value of γ, we can assume that the
photon will be localized trapped. Another nonlinear factor, θ will turns the shape of potential well

Figure 1: The motion of photon in potential well for α = 0.9, β = 0.3, θ = 0.09 and γ is varies from 0.3 to
0.9.
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(a) (b)

Figure 2: The disturbance factor that affect the shape of the potential well of the motion of photon.

rapidly. If we include the existence of θ, the shape of potential well becomes chaotic. The photon
does not only move in certain region known as potential well but also can be termed as free moving
particles. Figure 2 explains the extrapolation of the graph if more factors of perturbation added
into Equation (7). The addition of parametric factors by the higher odd number (Figure 2(b)) will
lead the photon to be untrapped and higher even number (Figure 2(a)) will allow the photon to
move in a well. It is clearly shown in the graphs that as n À ∞, the value of |A0| will remain
constant in the range of −2 < A0 < 2. However, when the value of V(0) is equal to zero, there are
many possibilities of A0, meaning the exact value of intentsity, A0 to trap the photon is difficult
to determine in this condition. If the parametric factor is considered is too large then we may
conclude that the photon is in indifferent state part of the equlibrium.

The stationary solutions of Equation (7) are applied neither for bright nor dark soliton solution
since the dominant parameters in contributing A0 is unknown. However, from Equation (7) we
have

A0 = A0 (Cm, z) (9)

Under these conditions, the frequencies with photonic band gap keep forming an envelope after
the exact balancing at grating-induced dispersion with nonlinearity. It either decays or increased
with the forward and backward waves being transferred by Bragg reflection process. The total
energy of the system, potential energy function is equal to zero having multi perturbation which is
−1 < A0 < 1 and if V →∞, A0 = 2.

4. QUANTUM PROCESSING UNIT

Let us consider that the case when the photon output is input into the quantum processor unit.
Generally, there are two pairs of possible polarization entangled photons forming within the ring
device, which are represented by the four polarization orientation angles as [0◦, 90◦], [135◦ and
180◦]. These can be formed by using the optical component called the polarization rotatable device
and a polarizing beam splitter (PBS). In this concept, we assume that the polarized photon can be
performed by using the proposed arrangement. Where each pair of the transmitted qubits can be
randomly formed the entangled photon pairs. To begin this concept, we introduce the technique
that can be used to create the entangled photon pair (qubits) as shown in Figure 3, a polarization
coupler that separates the basic vertical and horizontal polarization states corresponds to an optical
switch between the short and the long pulses. We assume those horizontally polarized pulses with
a temporal separation of ∆t. The coherence time of the consecutive pulses is larger than ∆t. Then
the following state is created by Equation (10),

|Φ〉p = |1,H〉s |1,H〉i + |2,H〉s |2,H〉i (10)

In the expression |k, H〉, k is the number of time slots (1 or 2), where denotes the state of
polarization [horizontal |H〉 or vertical |V 〉], and the subscript identifies whether the state is the
signal (s) or the idler (i) state. In Equation (10), for simplicity, we have omitted an amplitude term
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that is common to all product states. We employ the same simplification in subsequent equations
in this paper. This two-photon state with |H〉 polarization shown by Equation (10) is input into the
orthogonal polarization-delay circuit shown schematically. The delay circuit consists of a coupler
and the difference between the round-trip times of the micro ring resonator, which is equal to ∆t.
The micro ring is tilted by changing the round trip of the ring is converted into |V 〉 at the delay
circuit output. That is the delay circuits convert |k,H〉 to be

r |k, H〉+ t2 exp(iφ) |k + 1, V 〉+ rt2 exp(i2φ) |k + 2,H〉+ r2t2 exp(i3φ) |k + 3, V 〉 .
where t and r is the amplitude transmittances to cross and bar ports in a coupler. Then Equa-
tion (10) is converted into the polarized state by the delay circuit as

|Φ〉 = [|1,H〉s + exp(iφs) |2, V 〉s]× [|1, H〉i + exp(iφi) |2, V 〉i]
+[|2,H〉s + exp(iφs) |3, V 〉s]× [|2,H〉i + exp(iφi) |2, V 〉i]

= [|1,H〉s |1, H〉i + exp(iφi) |1, H〉s |2, V 〉i] + exp(iφs) |2, V 〉 s |1,H〉i
+exp[i (φs + φi)] |2, V 〉s |2, V 〉i + |2,H〉s |2,H〉i + exp (iφi) |2,H〉s |3, V 〉i
+exp (iφs) |3, V 〉s |2,H〉i + exp[i (φs + φi)] |3, V 〉s |3, V 〉i (11)

By the coincidence counts in the second time slot, we can extract the fourth and fifth terms. As
a result, we can obtain the following polarization entangled state as

|Φ〉 = |2,H〉s |2,H〉i + exp[i (φs + φi)] |2, V 〉s |2, V 〉i (12)

We assume that the response time of the Kerr effect is much less than the cavity round-trip
time. Because of the Kerr nonlinearity of the optical device, the strong pulses acquire an intensity
dependent phase shift during propagation. The interference of light pulses at a coupler introduces
the output beam, which is entangled. Due to the polarization states of light pulses are changed
and converted while circulating in the delay circuit, where the polarization entangled photon pairs
can be generated. The entangled photons of the nonlinear ring resonator are separated to be the
signal and idler photon probability. The polarization angle adjustment device is applied to inves-
tigate the orientation and optical output intensity, this concept is well described by the published
works [15, 16].

Figure 3: A schematic of an entangled photon pair manipulation within a ring resonator. The Bell’s state
is propagating to a rotatable polarizer and then is split by a beam splitter (PBS) flying to detector D1 and
D2.

5. CONCLUSION

We successfully modified and developed the potential energy distribution of photon by setting the
disturbance of multiperturbation potential energy in a fiber Bragg grating. It is found that the
potential well under Bragg resonance condition is not symmetrical and conserved. The higher
perturbation series representing the potential well is much indifferent of the equilibrium in both
odd and even nonlinear parametric factor of n.
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Abstract— We propose a novel system that can be used to form the security using quantum
technique in communication link. Further more, it can form multi channels — multi layers
communication link by using the transportation of an atom via dynamic tweezer. The system
consist on two parts. First, the system for generating the dynamic tweezer, which used to collect
an atom and transport via wavelength router. Second, the modulator which use to modulate
the trapped atom in tweezer with microwave signal. After we uplink the modulated signal
via microwave communication link, the received signal still have a trapped atom which can be
detected/demodulated to read back. Further more, quantum security can be obtained by using
quantum processing unit to detect atom polarization. If the communication has been trapped,
The modulated atom will be lost and cannot be detect by the receiver, So we knew that the
security has been broken.

1. INTRODUCTION

Dynamic optical tweezers are a powerful tool for use in the three-dimensional rotation of and
translation (location manipulation) of nano-structures such as micro- and nano-particles as well as
living micro-organisms [1]. We have described a new concept of developing dynamic optical tweezers
source using a Gaussian pulse. The developed tweezers has many potential applications in electron,
ion, atom and molecule probing and manipulation as well as DNA probing and transportation. Fur-
thermore, the soliton pulse generator is a simple and compact design, making it more commercially
viable. We also present the very interesting work of the use of a dynamic optical tweezers as a
probe and transport of atoms or molecules via communication links, which is important to ensure
that the transported atom/molecule is not lost in the link media. The propose system also have a
quantum-molecular state to ensure the security of the communication link. Finally we also show
that our proposed system can be use in multi-channels which mean, More than one communication
channel can exist in only one media link which no interfere to each other.

2. DYNAMIC OPTICAL TWEEZERS GENERATION

Light from a monochromatic light source is launched into a ring resonator with constant light
field amplitude (E0) and random phase modulation as shown in Fig. 1, which is the combination of
terms in attenuation (α) and phase (φ0) constants, which results in temporal coherence degradation.
Hence, the time dependent input light field (Ein), without pumping term, can be expressed as

Ein(t) = E0 exp−αL+jφ0(t) . (1)

where L is a propagation distance (waveguide length).
The input optical field as shown in Eq. (1), i.e., a Gaussian pulse, is input into a nonlinear mi-

croring resonator. By using the appropriate parameters, the chaotic signal is obtained. To retrieve
the signals from the chaotic noise, we propose to use the add/drop device with the appropriate
parameters. This is given in details as followings. The optical outputs of a ring resonator add/drop
filter can be given by the Eqs. (2) and (3) [2].

∣∣∣∣
Et

Ein

∣∣∣∣
2

=
(1− κ1)− 2

√
1− κ1 ·

√
1− κ2 e−

α

2
L cos(knL) + (1− κ2)e−αL

1 + (1− κ1)(1− κ2)e−αL − 2
√

1− κ1 ·
√

1− κ2 e−
α

2
L cos(knL)

(2)

and
∣∣∣∣
Ed

Ein

∣∣∣∣
2

=
κ1κ2e

−α

2
L

1 + (1− κ1)(1− κ2)e−αL − 2
√

1− κ1 ·
√

1− κ2 e−
α

2
L cos(knL)

(3)
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where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [3]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where φ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals
at the specific wavelength band can be filtered and retrieved. κ1 and κ2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
case of add/drop device, the nonlinear refractive index is neglected.

3. QUANTUM-MOLECULAR COMMUNICATION SECURITY

Let us consider that the case when the optical tweezers output from the throughput port in Fig. 1 is
partially input into the quantum processor unit as shown in Fig. 2. Generally, there are two pairs of
possible polarization entangled photons forming within the ring device, which are represented by the
four polarization orientation angles as [0◦, 90◦], [135◦ and 180◦]. These can be formed by using the
optical component called the polarization rotatable device and a polarizing beam splitter (PBS).
In this concept, we assume that the polarized photon can be performed by using the proposed
arrangement. Where each pair of the transmitted qubits can be randomly formed the entangled
photon pairs. To begin this concept, we introduce the technique that can be used to create the
entangled photon pair (qubits) as shown in Fig. 2, a polarization coupler that separates the basic
vertical and horizontal polarization states corresponds to an optical switch between the short and
the long pulses. We assume those horizontally polarized pulses with a temporal separation of ∆t.
The coherence time of the consecutive pulses is larger than ∆t. Then the following state is created
by Eq. (4) [4].

|Φ〉p = |1,H〉s |1,H〉i + |2,H〉s |2,H〉i (4)

In the expression |k, H〉, k is the number of time slots (1 or 2), where denotes the state of polarization
[horizontal |H〉 or vertical |V 〉], and the subscript identifies whether the state is the signal (s) or
the idler (i) state. In Eq. (4), for simplicity, we have omitted an amplitude term that is common to
all product states. We employ the same simplification in subsequent equations in this paper. This
two-photon state with |H〉 polarization shown by Eq. (4) is input into the orthogonal polarization-
delay circuit shown schematically. The delay circuit consists of a coupler and the difference between
the round-trip times of the microring resonator, which is equal to ∆t. The microring is tilted by

Figure 1: A schematic of a Gaussian soliton generation system with trapped atom from atomic chamber,
where Rs: ring radii, κs: coupling coefficients, Rd: an add/drop ring radius, Aeffs: effective areas.
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changing the round trip of the ring is converted into |V 〉 at the delay circuit output. That is the
delay circuits convert |k, H〉 to be

r |k,H〉+ t2 exp(iφ) |k+1, V 〉+ rt2 exp(i2φ) |k+2,H〉+ r2t2 exp(i3φ) |k+3, V 〉 .

where t and r is the amplitude transmittances to cross and bar ports in a coupler. Then Eq. (4) is
converted into the polarized state by the delay circuit as

|Φ〉 = [|1,H〉s + exp(iφs) |2, V 〉s]× [|1,H〉i + exp(iφi) |2, V 〉i]
+[|2,H〉s + exp(iφs) |3, V 〉s]× [|2,H〉i + exp(iφi) |2, V 〉i]

= [|1,H〉s |1,H〉i + exp(iφi) |1,H〉s |2, V 〉i] + exp(iφs) |2, V 〉 s |1,H〉i
+exp[i (φs+ φi)] |2, V 〉s |2, V 〉i + |2,H〉s |2,H〉i
+exp (iφi) |2, H〉s |3, V 〉i + exp (iφs) |3, V 〉s |2,H〉i + exp[i (φs+ φi)] |3, V 〉s |3, V 〉i (5)

By the coincidence counts in the second time slot, we can extract the fourth and fifth terms. As a
result, we can obtain the following polarization entangled state as

|Φ〉 = |2,H〉s |2,H〉i + exp[i (φs + φi)] |2, V 〉s |2, V 〉i (6)

We assume that the response time of the Kerr effect is much less than the cavity round-trip
time. Because of the Kerr nonlinearity of the optical device, the strong pulses acquire an intensity
dependent phase shift during propagation. The interference of light pulses at a coupler introduces
the output beam, which is entangled. Due to the polarization states of light pulses are changed and
converted while circulating in the delay circuit, where the polarization entangled photon pairs can
be generated. The entangled photons of the nonlinear ring resonator are separated to be the signal
and idler photon probability. The polarization angle adjustment device is applied to investigate the
orientation and optical output intensity, this concept is well described by the published work [5].
The transporter states can be controlled and identified by using the quantum processing system
after as shown in Fig. 2.

By using the reasonable dark-bright soliton input power, the tunable optical tweezer can be
controlled, which can provide the entangled photon as the dynamic optical tweezer probe. The
smallest tweezer width of 16 nm is generated and achieved. In application, such a behavior can be
used to confine the suitable size of light pulse or molecule, which can be employed in the same way
of the optical tweezer. But in this case the terms dynamic probing is come to be a realistic function,
therefore, the transportation of the trapped atom/molecule/photon by a single photon is plausible.
For simplicity, the entangled photons power is attenuated to be a single photon be fore the detection,
therefore, the separation between photon and molecule is employed the same way of a single photon
detection scheme. This means that the detection of the transported single atom/molecule can be
configured by using the single photon detection method. Thus, the transported molecule/atom with
long distance link via quantum-molecular transporter is realized. Furthermore, the secured hybrid
quantum-molecular communication can be implemented within the existed transmission link.

Figure 2: A schematic of an entangled photon pair manipulation within a ring resonator. The Bell’s state
is propagating to a rotatable polarizer and then is split by a beam splitter (PBS) flying to detector D1 and
D2.
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Figure 3: A schematic of the atomic and quantum molecular transmission using dynamic optical tweezers.

4. MULTI CHANNELS — MULTI LAYERS ATOM TRANSPORTATION AND
QUANTUM SECURITY

From Fig. 1, by using the reasonable optical input power into the microring system, the tunable
optical tweezers can be controlled, which can provide the entangled photon as the dynamic optical
tweezers probe. The smallest tweezer width of 11 nm is generated and achieved. In application, such
a behavior can be used to confine the suitable size of light pulse or atom, which can be employed
in the same way of the optical tweezers. But in this case the terms dynamic probing becomes to
be a realistic function, therefore, the transportation of the trapped atom/atom/photon by a single
photon is plausible.

For simplicity, the entangled photons power is attenuated to be a single photon be fore the
detection, therefore, the separation between photon and atom is employed the same way of a single
photon detection scheme. This means that the detection of the transported single atom/atom can
be configured by using the single photon detection method. Thus, the transported atom/atom with
long distance link via quantum-molecular transporter is realized. Furthermore, the secured hybrid
quantum-molecular communication can be implemented within the existed transmission link as
shown in Fig. 3. The transmitter unit can be used to generate the quantum codes within the series
of micro ring resonators and the cloning unit, which is operated by the add/drop filter (RdN1). The
receiver unit can be used to detect the quantum bits via the optical link, which can be obtained via
the end quantum processor and the reference states can be recognized by using the cloning unit,
which is operated by the add/drop filter (RdN2). The remaining part of a system is the parallel
processing system using the multi transporters multiplexing via an optical multiplexer as shown in
the schematic diagram in Fig. 3. The multi transporters (arrays) are allowed to form and transmit
via the optical link, where the transporters with different wavelengths (λN ) can be generated and
obtained which is available for multi atoms transportation. Moreover, the atom identification can
be recognized and confirmed by using the transporter quantum state.

5. CONCLUSION

We have proposed a new system of security communication link using the trapped atom by dynamic
optical tweezers and quantum-molecular state. Begin with the generation of optical tweezers using
a Gaussian pulse as an input for the microring resonator. Then the optical tweezers have fed to
atomic chamber to collect an atom. After that, Optical tweezers with trapped atom propagate to
quantum generator microring to detect state and sent to modulator to modulate with conventional
communication link. Finally, the receiver have received the optical tweezers using demodulator. The
trapped atom and quantum state have been detect for ensure the security of the communication
link. In case of security breach, The trapped atom must be lost or quantum state has been
changed or both. Further more, The proposed system can be use in multi channels — multi
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layers communication link, which mean more than user or communication pipe can use the same
conventional communication link such as microwave link.
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Abstract— We propose a new design of a security scheme by using the nonlinear behaviors
of light pulses in a micro ring resonator for signal security application. The DNA codes can
be performed and modulated by the generated carrier within the ring system. The DNA codes
can be generated and formed by the logical pulses “A” or “T” or “C” or “G” by using the
signal quantizing method, which can be randomly coded by controlling the specific optical input
coupling power, i.e., coupling coefficient and ring radii. Simulation results when the ring radius
used is 10.0 µm, Aeff = 25 µm2, and the other selected parameters are closed to the practical
device values that are presented and discussed. The security concept provided by DNA codes
can be generated using the random control of coupling powers. For instance, the controlled
input power used is between 2.0 and 3.5 mW, whereas the quantizing threshold powers and the
traveling roundtrips are 0.3–0.4 mW and 8, 000–10, 000, respectively. In application, the required
information data can be secured in the transmission lines in the public networks.

1. INTRODUCTION

Recently, Mitatha et al. [1] have shown that the secured communication message in the present
technology via the microring resonator device has shown the promising realistic application. One
of the application of the practical device using a microring radius of 10µm has been reported [2, 3].
The nonlinear behaviors of light in a microring resonator have been investigated and used for
communication security [4, 5]. Morover, when such a device is fabricated within the range of a
micrometer scale [2, 3], it can be used incorporating a system such as an access point, optical
wireless LAN, computing system, and computer networks. The message coding and the nonlinear
effect of the coding process and control signal encoding were studied. The system used consists
of three methods, such as (1) control input power (mW); (2) control threshold power (mW); and
(3) timing control.

In recent years, semiconductor microring resonators have received great interest as potential
building blocks for optoelectronic integrated circuits due to their ultra compactness and small
size, which can lead to high device integration densities. Moreover, the field buildup inside the
ring cavity can be used for all optical signal processing functions based on enhanced nonlinear
effects [6]. In principle, The DNA coding methods are processed by sampling, quantizing, and
synchronization. In this paper, we have proposed the extended details of our previous work [7],
where the other point of view from its applications is the optical output which can be formed by
the DNA codes. The selected input signals can be used to control the required DNA encoding,
which can be distributed into the wavelength router or optical wireless link. These can be applied
into the optical networks to encrypt and the required communication data can be retrieved. The
ring parameters used are based on the practical device parameters as shown in references [2, 3].
Simulation results obtained have shown the potential of application for secure wireless link in the
optical networks. The basic theory of a microring resonator is reviewed, the DNA quantizing and
coding and control are presented in detail.

2. CHAOTIC SIGNAL GENERATION

A simple device schematic diagram is as shown in Fig. 1, when the light from a monochromatic light
source is launched into a ring resonator with constant light field amplitude (E0) and random phase
modulation (ø0), which is the combination of terms in attenuation (α) and phase (f0) constants,
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Figure 1: A schematic diagram of micro ring resonator.

which results in temporal coherence degradation. Hence, the time dependent input light field (Ein),
without pumping term, can be expressed as [8]

Ein(t) = E0 exp−αL+jφ0(t) . (1)

The optical fields E1 and E2 represent the right and left hand circulations in a ring resonator,
respectivelty. Where L is a propagation distance (waveguide length). We assume that the nonlin-
earity of the optical ring resonator is of the Kerr-type, i.e., the refractive index is given by

n = n0 + n2I = n0 +
(

n2

Aeff

)
P, (2)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff. For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [9, 10].

When a Gaussian pulse is input and propagated within a ring resonator, the resonant output
is formed, thus, the normalized output of the light field is the ratio between the output and input
fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [11]
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Ein(t)
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√
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√
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√

1− γ
√

1− κ sin2
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φ
2

)

 (3)

Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0 = kLn0 and φNL = kL( n2

Aeff
)P are the linear and nonlinear phase shifts, k = 2π/λ is the wave

propagation number in a vacuum. Where L and are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results
as shown in Eq. (3), similarly, when the output field is connected and input into the other ring
resonators.

This nonlinear behavior of light traveling in a single ring resonator (SRR) was investigated, where
the parameters of the system were fixed to λ0 = 1.55µm, n0 = 3.34, Aeff = 25µm2, α = 0.5 dB,
where the practical bending loss of the waveguide fabricated by InGaAsP/InP is confirmed by
reference [6], where the propagation loss as low as 1.3 ± 0.2 dB/mm at 1.55µm [12], γ = 0.1,
and R1 = 10µm. The coupling coefficient of the micro ring resonator coupler was fixed in this
investigation to κ = 0.0225. The nonlinear refractive index was n2 = 2.2 × 10−15 m2/W [13], and
the 20, 000 iterations of round-trips inside the optical fiber ring plotted. We assume that φL = 0
for simplicity.

To design the nonlinear micro ring resonator, firstly, the nonlinear behaviour of light in the ring
is required to characterize. The nonlinear behavior of the micro ring resonator with the roundtrips
of 10, 000 is as shown in Fig. 2. When the ring radius is 10µm, the nonlinear effect is not occurred
as shown in Fig. 2(a). It is occurred when the ring radius is 20µm as shown in Fig. 2(b), where
the filter characteristics have also shown.
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Figure 2: Shows the nonlinear behaviors of light in a micro ring resonator with (a) R = 10 µm and (b)
R = 20 µm.

3. DNA ENCODING

The signals are generated by using Eq. (3), which can be electronically formed by the digital codes
as the following details. The quantitatively present logic coding can be expressed by Eq. (4).

u(v) =





A, v < 3.0mW
T, 3.0mW ≤ v < 3.5mW
C, 3.5mW ≤ v < 4.0mW
G, v ≥ 4.0mW

(4)

Furthermore, when u(v) represents the logic states, v is the signal power. The quantization and re-
quantization can be processed the similar transfer characteristics. We assume that the quantizing
involved is infinite, which means that the system input signal is never clipped by saturation of the
quantizing. In this case, the corresponding transfer functions of the quantizing output to its input
can be expressed analytically in terms of the quantizing step size as detail in reference [14].

The logical code with the logic state “A” or “T” or “C” or “G” is generated from the previous
description, after the chaotic behaviors of the device are characterized, the next step is that random
coding can be generated by controlling the input optical power, which then enters into the microring
device. The required DNA codes can be electronically generated.

The DNA coding creation can be processed as the followings: (i) The signals can be gener-
ated within a ring resonator by controlling the optical input power which can be specified by the
roundtrip number, i.e., time, (ii) to start the DNA coding with the threshold power, where it is
marked before averaging using least-square method, (iii) the clipping signals is introduced, (iv) the
DNA code generation is completed by using the approximation and sampling methods.

The first DNA codes generation is as shown in Fig. 3. The relationship between the output
signals and roundtrips is as shown in Fig. 3(a), the nonlinear behavior occurs when the roundtrips
number is 10, 000. Fig. 3(b) the encoding roundtrips are from 8,900–8,950. Fig. 3(c) shows the
clipping signals, 3(d) the clipping signals is performed by using the least- squares method, and
3(e) the DNA codes is obtained using the approximation method, which the logic code obtained
is [GACCCCCCTGACCTGAGTGACCTGAGACC CCTGACCTGACCCTGACCTGAC], which
there are 50 logic codes, a roundtrip time is 10−12 sec.

Similarly, Fig. 4 are the results which are described as the following figure captions. Fig. 4(a),
the optical output power is 0.5mW, with 10, 000 roundtrips, where the threshold power is between
0.30 and 0.40 mW with the encoding roundtrips that range between 9050 and 9100 as shown in
Fig. 4(b); where 4(c) shows the clipping signals, and the least-squares method is applied as shown
in Fig. 4(d). There are 50 logic codes obtained with a bit time of 32 × 10−12 sec as shown in
Fig. 4(e).
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Figure 3: Show the DNA codes: [GACCCCCCTGACCTGAGTGACCTGAGACCCCTGACCTGACCCT-
GACCTGAC].

Figure 4: Show the DNA codes: [GAGAGAGAGACCTGAGAGACCGAGACCCGTGACCTGAGTGAGT-
GACCTGAG].

Figure 5: The schematic diagram of the synchronous encryption and the encryption system.

4. CONCLUSION

From Fig. 5, the signals are generated by using the micro ring part, while the DNA codes are
electronically performed by the encryption data. The signals are multiplexed and transmitted via
either wire or wireless links to the required receivers. The transmitted signals are received and
de-multiplexed, where the synchronously decryption to the encryption data is processed before the
DNA codes being intercepted by the specific users for signal security.

We have proposed the use of a microring resonator to generate the DNA codes, where the ad-
vantages of such a device are (1) the signal are randomly encoded, (2) easy to design an implement,
and finally (3) the control optical power could be selected. In an application, such a proposed
device can be fabricated and implemented in the communication. For examples, an access point,
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optical wireless LAN, computing system, and computer networks. The signal can be encoded by
using the electronically synchronized technique, where the required message can be successfully
decoded by subtracting the oscillation. This is operated by the receiver on the transmitted signal
by using the least-squares method. We have demonstrated that the signal is logically encoded by
using the waveforms of the transmitter and signal of the receiver output. Thus, we can use the
proposed system for the alternative security technique that can provide the secure transmission
of a message by logical coding using the electronic quantizing, and coding by using the microring
incorporating in the communication transmission.
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Abstract— We propose a new system of a molecular-quantum networking using the optical
tweezers, whereas the transportation of molecules via wavelength router and network can be
performed. In addition, the molecule transportation states can be identified by using the quantum
states of the transporters, which can be formed in the network. The proposed fabricated material
used is InGaAsP/InP, which can provide the required output signals. The design system
consists of a nonlinear microring/nanoring resonator system incorporating an add/drop filter and
a wavelength router. The transporter can be formed by the dark soliton, the optical transporter
is tuned and amplified by the bright soliton and transmitted into the network. In applications,
the use of the proposed system incorporating a nanoscale communication and networking via
wavelength router is available for long distance link.

1. INTRODUCTION

Optical tweezers technique has become a powerful tool for manipulation of micrometer-sized parti-
cles in three spatial dimensions [1]. Initially, the useful static tweezer is recognized, and the dynamic
tweezer is now realized in practical work. Typically by using the continuous-wave (cw) lasers, the
spatial control of atoms, beyond their trapping in stationary potentials, has been continuously
gaining importance in investigations of ultra cold gases and in the application of atomic ensembles
and single atoms for cavity quantum electrodynamics (QED) and quantum information studies.
Recent progress includes the trapping and control of single atoms in dynamic potentials [2, 3], the
sub-micron positioning of individual atoms with standing-wave potentials [4, 5], micro-structured
and dynamic traps for Bose-Einstein condensates [6–8] and, as another example, the realization
of chaotic dynamics in atom-optics ”billiards” [9–11]. Recently, Matthias et al. [12] have shown
that the transfer of trapped atoms between two optical potentials could be performed. In this
paper, we present a novel system of the optical tweezers storage using a dark-bright soliton pulses
propagating within an add/drop optical filter. The multiplexing signals with different wavelengths
of the dark solitions are controlled and amplified within the system. The dynamic behaviors of
dark bright soliton interaction is analyzed and described. The storage signals are controlled and
tuned to be an optical probe which is known as the optical tweezers. The optical tweezers storage
is obtained by using the embedded nanoring resonator within the add/drop optical filter system.
In application, the optical tweezers can be stored and trapped light/atom, which can be formed
the tweezer memory.

2. PERFUME TRAPPING TOOL

We are looking for a stationary dark soliton pulse, which is introduced into the multistage micro-
ring resonators as shown in Fig. 1 [13]. The input optical field (Ein) of the dark soliton pulse input
and the add optical fied (Eadd) of the bright soliton pulse at add port are given by [14]

Ein(t) = A tanh
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
,

Eadd(t) = A sech
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
,

(1)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T = t − β1 ∗ z, where β1 and
β2 are the coefficients of the linear and second-order terms of Taylor expansion of the propagation
constant. LD = T 2

0 /|β2| is the dispersion length of the soliton pulse. T0 in equation is a soliton pulse
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propagation time at initial input (or soliton pulse width), where t is the soliton phase shift time, and
the frequency shift of the soliton is ω0. This solution describes a pulse that keeps its temporal width
invariance as it propagates, and thus is called a temporal soliton. When a soliton peak intensity
(|β2/ΓT 2

0 |) is given, then T0 is known. For the soliton pulse in the microring device, a balance
should be achieved between the dispersion length (LD) and the nonlinear length (LNL = 1/ΓφNL),
where Γ = n2 ∗ k0, is the length scale over which dispersive or nonlinear effects makes the beam
become wider or narrower. For a soliton pulse, there is a balance between dispersion and nonlinear
lengths, hence LD = LNL.

When light propagates within the nonlinear material (medium), the refractive index (n) of light
within the medium is given by

n = n0 + n2I = n0 +
n2

Aeff
P, (2)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff. For the microring resonator (MRR) and nanoring resonator (NRR), the effective mode
core areas range from 0.50 to 0.10µm2. When a soliton pulse is input and propagated within a
MRR, as shown in Fig. 1, which consists of a series MRRs. The resonant output is formed, thus,
the ormalized output of the light field is the ratio between the output and input fields [Eout(t) and
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Figure 1. A schematic diagram of an add/drop filter.
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Figure 2. Result of the optical tweezers in the add/drop filter system, where Rad = 15µm, κ1 = 0.35 and
κ2 = 0.7. (a) Dark soliton input power, (b) dynamic tweezer, (c) throughput port signal, and (d) drop port
signal.
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Ein(t)] in each roundtrip, which is given by
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The close form of Eq. (3) indicates that a ring resonator in this particular case is very similar to a
Fabry-Perot cavity, which has an input and output mirror with a field reflectivity, (1− κ), and a
fully reflecting mirror. κ is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss
coefficient, φ0 = kLn0 and φNL = kLn2|Ein|2 are the linear and nonlinear phase shifts, k = 2π/λ
is the wave propagation number in a vacuum, where L and α are waveguide length and linear
absorption coefficient, respectively. In this work, the iterative method is introduced to obtain the
results as shown in Eq. (3), and similarly, when the output field is connected and input into the
other ring resonators.

To retrieve the signals from the chaotic noise, we propose to use the add/drop device with
the appropriate parameters. This is given in the following details. The optical circuits of ring-
resonator add/drop filters for the throughput and drop port can be given by Eqs. (4) and (5),
respectively [13, 14]
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where Et and Ed represent the optical fields of the throughput and drop ports, respectively. β =
kneff is the propagation constant, neff is the effective refractive index of the waveguide, and the
circumference of the ring is L = 2πR, with R as the radius of the ring. In the following, new
parameters will be used for simplification with φ = βL as the phase constant. The chaotic noise
cancellation can be managed by using the specific parameters of the add/drop device, and the
required signals can be retrieved by the specific users. κ1 and κ2 are the coupling coefficient of
the add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and where the
waveguide (ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1.
In the case of the add/drop device, the nonlinear refractive index is neglected.

By controlling the bright soliton which is input into the add port as shown in Fig. 1, the dynamic
behaviour of optical tweezers is occurred and seen. The used parameters are the add/drop optical
filter radius Rad = 15µm, the coupling coefficients κ1 = 0.35 and κ2 = 0.7, and the dark and bright
solitons are generated at the central wavelength λ0 = 1.5µm. When the bright soliton propagating
into the add/drop system, the dark-bright soliton collision within the add/drop system is occurred
as shown in Figs. 2(a)–(b). The smallest tweezer width (full width at half maximum, FWHM) of
11 nm is obtained. The maximum power is 50W, which means that the optical tweezers probe in
the form of intense field, i.e., potential well is formed, which can be used to trap/confine atom/light.
The dark soliton valley dept, i.e., potential well, is changed when it is modulated by the trapping
energy (dark-bright solitons interaction) as shown in Fig. 2(b). The trapping of photon within the
dark well is occurred and seen. The recovery of trapped atom/photon can be obtained by using
the dark-bright soliton conversion behavior, which is well analyzed by Sarapat et al. [13], where
the trapped photon or molecule can be released an seen separately from the dark soliton pulse, in
practice, in this case the bright soliton is become alive and seen.

3. TUNABLE AND STORAGE TRAPPING TOOL

The schematic diagram of the optical tweezers storage is designed and shown in Fig. 3. In operation,
to form the memory unit, a nanoring resonator is embedded within the add/drop optical filter
system. The nanoring resonator radius (Rring) and the coupling coefficient (κ) are 100 nm and
0.15, respectively. The parameters of the add/drop optical filter system are set the same as the
previous section. In the system design, the dark soliton pulse is input into the input port through
the coupler with the coupling coefficient is κ1 = 0.35. It is partially input into the nanoring
resonator with 20,000 roundtrips, where the storage signal is observed, the memory time is noted.
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Figure 3. A schematic diagram of storage optical tweezers.

The output field (Et1) at throughput port is expressed by
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where the x1 =
√
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√
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The power output (Pt1) at throughput port is given by

Pt1 = |Et1|2 . (7)

The output field (Et2) at drop port is
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The power output (Pt2) at drop port is

Pt2 = |Et2|2 . (9)

The optical tweezers storage signals within the add/drop system is as shown in Fig. 4. We
found that the storage time is 1.2 ns, the tweezer widths of the storage tweezers in add/drop at the
throughput and drop ports are 19.2, 17.6 and 18.6 ns, respectively. In Figs. 4(a)–(c), the tweezers in
the form of potential wells are seen, which can be used for atom/molecule trapping. The potential
well dept (peak valley) can be controlled by adjusting the system parameters, for instance, the
bright soliton input power at the add port and the coupling coefficients. The potential well of
the tweezers is tuned to be the single well and seen at the add port, as shown in Fig. 4(c). In
application, the optical tweezers in the design system can be tuned and amplified as shown in
Figs. 2 and 4. Therefore, the tunable optical tweezers can be controlled by the dark-bright soliton
collision within the add/drop optical system by adjusting the parameters of the input power at the
input and add ports, respectively. The output power at the throughput port is shown in Fig. 2(c),
where the single potential well with the optical power of 15 W is seen.

4. PERFUME TRAPPING AND TRANSPORTATION VIA WIRELESS LINK

From Fig. 4, by using the reasonable optical input power into the microring system, the tunable
optical tweezers can be controlled, which can provide the entangled photon as the dynamic optical
tweezers probe. The smallest tweezers width of 17.6 nm is generated and achieved. In application,
such a behavior can be used to confine the suitable size of light pulse or molecule, which can be
employed in the same way of the optical tweezers. But in this case the terms dynamic probing is
come to be a realistic function, therefore, the transportation of the trapped atom/molecule/photon
by a single photon is plausible. For simplicity, the entangled photons power is attenuated to be
a single photon be fore the detection, therefore, the separation between photon and molecule is
employed the same way of a single photon detection scheme. This means that the detection of the
transported single atom/molecule can be configured by using the single photon detection method.
Thus, the transported molecule/atom with long distance link via molecular transporter is realized.
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Figure 4. Result of the optical tweezers storage signals in the add/drop system, where Rad = 15 µm and
Rring = 100 nm, κ = 0.15, κ1 = 0.35 and κ2 = 0.1. (a) storage tweezer, (b) throughput port signal, and (c)
drop port signal.

Figure 5. The schematic diagram of the molecular transporter via wireless.

Furthermore, the secured hybrid molecular communication can be implemented within the existed
transmission link.

From Fig. 5, the signals are generated by using the micro ring part, while the codes are elec-
tronically performed by the encryption data. The signals are multiplexed and transmitted via
either wire or wireless links to the required receivers. The transmitted signals are received and
de-multiplexed, where the synchronously decryption to the encryption data is processed before the
codes being intercepted by the specific operation case.

5. CONCLUSION

We have proposed the interesting idea where perfume molecule distribution via an optical wireless
link can be formed. The generated optical tweezers can be performed the rapping tools, tuned and
storage. The smallest tweezers width of 17.6 nm is generated and achieved. In application, such a
behavior can be used to confine the suitable size of light pulse or molecule and transported via the
communication link.
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Abstract— We propose a novel system of a quantum-molecular cryptography using the op-
tical tweezers, whereas the transportation of molecules in the communication system can be
performed. The molecule transportation states can be identified by using a single photon state
of the transporter, which can be formed in the transmission line. The proposed fabricated ma-
terial used is InGaAsP/InP, which can provide the required output signals. The design system
consists of a nonlinear microring/nanoring resonator system incorporating an add/drop filter
and a quantum signal processor. The transporter can be formed by the dark soliton, where the
optical transporter is tuned and attenuated to be a single photon by the bright soliton control
and transmitted into the link. In applications, the use of the proposed system incorporating a
quantum processor can be performed the secured molecular communication.

1. INTRODUCTION

Recently, several research works have shown that use of dark and bright soliton in various ap-
plications can be realized [1–6], where one of them has shown that the secured signals in the
communication link can be retrieved by using a suitable an add/drop filter that is connected into
the transmission line. The other promising application of a dark soliton signal [7] is for the large
guard band of two different frequencies which can be achieved by using a dark soliton generation
scheme and trapping a dark soliton pulse within a nanoring resonator [8]. Furthermore, the dark
soliton pulse shows a more stable behavior than the bright solitons with respect to the perturba-
tions such as amplifier noise, fiber losses, and intra-pulse stimulated Raman scattering [9]. It is
found that the dark soliton pulses propagation in a lossy fiber, spreads in time at approximately
half the rate of bright solitons. Recently, the localized dark solitons in the add/drop filter has
been reported [10]. In this paper, the use of dark and bright solitons propagating within the pro-
posed ring resonator systems is investigated and described, where the use of suitable parameters
based on the realistic device is discussed. The potential of using the generated dark soliton signals
for single photon tweezer and molecular transporter, especially, for the hybrid quantum-molecular
communication and transportation in the communication network, which is described in details.

Bright and dark soliton pulses are introduced into the multi-stage nanoring resonators as shown
in Fig. 1, the input time dependent optical field (Ein) of the bright and dark soliton pulses input
are given by an Equations (1) and (2) [8], respectively.

Ein (t) = A sech

[
T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(1)

and

Ein(t) = A tanh
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(2)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T = t − β1 ∗ z, where β1 and
β2 are the coefficients of the linear and second-order terms of Taylor expansion of the propagation
constant. LD = T 2

0 /|β2| is the dispersion length of the soliton pulse. T0 in equation is a soliton pulse
propagation time at initial input (or soliton pulse width), where t is the soliton phase shift time, and
the frequency shift of the soliton is ω0. This solution describes a pulse that keeps its temporal width
invariance as it propagates, and thus is called a temporal soliton. When a soliton peak intensity
(|β2/ΓT 2

0 |) is given, then T0 is known. For the soliton pulse in the microring device, a balance
should be achieved between the dispersion length (LD) and the nonlinear length (LNL = 1/ΓφNL),
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where Γ = n2 ∗ k0, is the length scale over which dispersive or nonlinear effects makes the beam
become wider or narrower. For a soliton pulse, there is a balance between dispersion and nonlinear
lengths, hence LD = LNL. Similarly, the output soliton of the system in Fig. 2 can be calculated
by using Gaussian equations as given in the above case.

We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the
refractive index is given by

n = n0 + n2I = n0 + (
n2

Aeff
)P, (3)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff . For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [11, 12].

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [13]

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)

[
1− (1− (1− γ)x2)κ

(1− x
√

1− γ
√

1− κ)2 + 4x
√

1− γ
√

1− κ sin2(φ
2 )

]
(4)

Equation (4) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0 = kLn0 and φNL = kL( n2

Aeff
)P are the linear and nonlinear phase shifts, k = 2π/λ is the wave

propagation number in a vacuum. Where L and α are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results as
shown in Equation (4), similarly, when the output field is connected and input into the other ring
resonators.

The input optical field as shown in Equations (1) and (2), i.e., a soliton pulse, is input into a
nonlinear microring resonator. By using the appropriate parameters, the chaotic signal is obtained
by using Equation (4). To retrieve the signals from the chaotic noise, we propose to use the add/drop
device with the appropriate parameters. This is given in details as followings. The optical outputs
of a ring resonator add/drop filter can be given by the Equations (5) and (6) [14].
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and ∣∣∣∣
Ed
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κ1κ2e
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1− κ2e
−α

2
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(6)

where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [14]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where φ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals
at the specific wavelength band can be filtered and retrieved. κ1 and κ2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
case of add/drop device, the nonlinear refractive index is neglected.

2. SINGLE MOLECULE TRANSPORTER GENERATION

In operation, a dark soliton pulse with 50-ns pulse width with the maximum power of 0.65 W is input
into the dark-bright soliton conversion system as shown in Fig. 1. The suitable ring parameters
are ring radii, where R1 = 10.0µm, R2 = 7.0µm, and R3 = 5.0µm. In order to make the system
associate with the practical device [11, 12] the selected parameters of the system are fixed to λ0 =
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1.50µm, n0 = 3.34 (InGaAsP/InP). The effective core areas are Aeff = 0.50, 0.25, and 0.10µm2

for a microring resonator (MRR) and nanoring resonator (NRR), respectively. The waveguide and
coupling loses are α = 0.5 dBmm−1 and γ = 0.1, respectively, and the coupling coefficients κs of
the MRR are ranged from 0.05 to 0.90. The nonlinear refractive index is n2 = 2.2× 10−13 m2/W.
In this case, the waveguide loss used is 0.5 dBmm−1. The input dark soliton pulse is chopped
(sliced) into the smaller output signals of the filtering signals within the rings R2 and R3. We find
that the output signals from R3 are smaller than from R1, which is more difficult to detect when
it is used in the link. In fact, the multistage ring system is proposed due to the different core
effective areas of the rings in the system, where the effective areas can be transferred from 0.50
to 0.10µm2 with some losses. The soliton signals in R3 is entered in the add/drop filter, where
the dark-bright soliton conversion can be performed by using Equations (5) and (6). The dynamic
dark soliton control can be configured to be an optical dynamic tool known as an optical tweezers,
where more details of optical tweezers can be found in references [15, 16]. After the bright soliton
input is added into the system via add port as shown in Fig. 2, the optical tweezers behavior is
occurred. The parameters of system are used the same as the previous case. The bright soliton is
generated with the central wavelength λ0 = 1.5 µm, when the bright soliton propagating into the
add/drop system, the dark-bright soliton collision in add/drop system is seen. The dark soliton
valley dept, i.e., potential well is changed when it is modulated by the trapping energy (dark-
bright solitons interaction) as shown in Fig. 2. The dynamic dark soliton (optical tweezers) occurs

Figure 1: Schematic of a dark-bright soliton conversion system, where Rs is the ring radii, κs is the coupling
coefficient, and κ41 and κ42 are the add/drop coupling coefficients.

(a) (b)

(c) (d)

Figure 2: The dynamic dark soliton(optical tweezers) occurs within add/drop tunable filter, where (a)
add/drop signals, (b) dark-bright soliton collision, (c) optical tweezers at throughput port, and (d) optical
tweezers at drop port.
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within add/drop tunable filter, when the bright soliton is input into the add port with the central
wavelength λ0 = 1.5µm. (a) add/drop signals, (b) dark-bright soliton collision, (c) optical tweezers
at throughput port, and (d) optical tweezers at drop port. The recovery photon can be obtained
by using the dark-bright soliton conversion, which is well analyzed by Sarapat et al. [6], where the
trapped photon or molecule can be released or separated from the dark soliton pulse, in practice,
in this case the bright soliton is become alive and seen.

3. MULTI-WAVELENGTH TRANSPORTERS

The received part can be used to detect the quantum bits via the optical link, which can be obtained
via the end quantum processor and the reference states can be recognized by using the cloning unit,
which is operated by the add/drop filter (RdN2), used to be Bob as shown in the schematic diagram
in Fig. 3. The transmitted part (extended from Fig. 1) can be used to generate the high capacity
packet of quantum codes within the series of micro ring resonators and the cloning unit, which
is operated by the add/drop filter (RdN1), used to be Alice as shown in the schematic diagram
in Fig. 4. The remaining part of a system of the quantum signal and parallel processing using
Gaussian pulses via an optical multiplexer is as shown in the schematic diagram in Fig. 5.

By using the reasonable dark-bright soliton input power, the tunable optical tweezer can be
controlled, which can provide the entangled photon as the dynamic optical tweezer probe. The
smallest tweezer width of 16 nm is generated and achieved. In application, such a behavior can be
used to confine the suitable size of light pulse or molecule, which can be employed in the same way
of the optical tweezer. But in this case the terms dynamic probing is come to be a realistic function,
therefore, the transportation of the trapped atom/molecule/photon by a single photon is plausible.
For simplicity, the entangled photons power is attenuated to be a single photon be fore the detection,
therefore, the separation between photon and molecule is employed the same way of a single photon

Figure 3: A schematic of a Gaussian soliton generation system, where RNS : ring radii, κNS : coupling
coefficients, RdNS : an add/drop ring radius, can be used to be the received part.

Figure 4: A schematic of an entangled photon pair manipulation within a ring resonator. The quantum
state is propagating to a rotatable polarizer and then is split by a beam splitter (PBS) flying to detector
DN3 and DN4.
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Figure 5: A schematic of a system of the quantum signal and parallel processing using Gaussian pulses via
an optical multiplexer, where RN : the received part, TN : the transmitted part.

detection scheme. This means that the detection of the transported single atom/molecule can be
configured by using the single photon detection method. Thus, the transported molecule/atom with
long distance link via quantum-molecular transporter is realized. Furthermore, the secured hybrid
quantum-molecular communication can be implemented within the existed transmission link.

4. CONCLUSION

We have demonstrated that some interesting results can be obtained when the laser pulse is propa-
gated within the nonlinear optical ring resonator, especially, in microring and nanoring resonators,
which can be used to perform many applications. For instance, the broad spectrum of a monochro-
matic source with the reasonable power can be generated and achieved by using a dark soliton can
be converted to be a bright soliton by using the ring resonator system incorporating the add/drop
multiplexer, which can be configured as a dynamic optical tweezers. The use of quantum tweezers
for quantum-molecular communication/cryptography via a single photon based technology in the
communication link is plausible.
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Abstract— We propose a new system of a multi molecular transporters generation for hybrid
signal processing and networking applications. The transportation of molecules via multi tweezers
in the wavelength layer and network can be performed. The design system consists of a nonlinear
microring/nanoring resonator system incorporating an add/drop filter and a wavelength router.
The multi transporters with different wavelengths can be generated and formed by the multi
optical tweezers. The multiplexed transporters can be use for high capacity molecular signal
processing and communication in the hybrid networks. In applications, the use of the proposed
system incorporating a nanoscale communication and networking via the multi wavelength layer
and routers is available for high density molecule transportation and long distance link.

1. INTRODUCTION

Bright and Dark Soliton behaviors have been widely investigated in different forms [1, 2]. The
use of soliton, i.e., bright soliton in long distance communication link has been implemented for
nearly two decades, however, the interesting works using bright solitton in communication remain,
whereas the use a soliton pulse within a micro ring resonator for communication security. This
means that we can use the dark soliton penalty due to the low level of the peak power to be the
benefit, where the promising idea is that a dark soliton can be performed the communication trans-
mission carrier where the recovery can be retrieved by the dark-bright soliton conversion. Recently,
several research works have shown that use of dark and bright soliton in various applications can be
realized [3–8], where one of them has shown that the secured signals in the communication link can
be retrieved by using a suitable an add/drop filter that is connected into the transmission line. The
other promising application of a dark soliton signal [9] is for the large guard band of two different
frequencies which can be achieved by using a dark soliton generation scheme and trapping a dark
soliton pulse within a nanoring resonator [10]. In this paper, the use of dark and bright solitons
propagating within the proposed ring resonator systems is investigated and described, where the
use of suitable parameters based on the realistic device is discussed. The potential of using the
generated dark soliton signals for single photon tweezer and molecular transporter, especially, for
the hybrid quantum-molecular communication and transportation in the communication network,
which is described in details.

Bright and dark soliton pulses are introduced into the multi-stage nanoring resonators as shown
in Fig. 1, the input time dependent optical field (Ein) of the bright and dark soliton pulses input
are given by an Eq. (1) and (2) [8], respectively.

Ein(t) = A sec h
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(1)

and

Ein(t) = A tanh
[

T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(2)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T = t − β1 ∗ z, where β1 and
β2 are the coefficients of the linear and second-order terms of Taylor expansion of the propagation
constant. LD = T 2

0 /|β2| is the dispersion length of the soliton pulse. T0 in equation is a soliton pulse
propagation time at initial input (or soliton pulse width), where t is the soliton phase shift time, and
the frequency shift of the soliton is ω0. This solution describes a pulse that keeps its temporal width
invariance as it propagates, and thus is called a temporal soliton. When a soliton peak intensity
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(|β2/ΓT 2
0 |) is given, then T0 is known. For the soliton pulse in the microring device, a balance

should be achieved between the dispersion length (LD) and the nonlinear length (LNL = 1/ΓφNL),
where Γ = n2 ∗ k0, is the length scale over which dispersive or nonlinear effects makes the beam
become wider or narrower. For a soliton pulse, there is a balance between dispersion and nonlinear
lengths, hence LD = LNL. Similarly, the output soliton of the system in Fig. 2 can be calculated
by using Gaussian equations as given in the above case.

We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the
refractive index is given by

n = n0 + n2I = n0 +
(

n2

Aeff

)
P, (3)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff . For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [11, 12]

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [13]

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)


1−

(
1− (1− γ) x2

)
κ

(1− x
√

1− γ
√

1− κ)2 + 4x
√

1− γ
√

1− κ sin2
(

φ
2

)

 (4)

Equation (4) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0 = kLn0 and φNL = kL( n2

Aeff
)P are the linear and nonlinear phase shifts, k = 2π/λ is the wave

propagation number in a vacuum. Where L and α are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results
as shown in Eq. (4), similarly, when the output field is connected and input into the other ring
resonators.

The input optical field as shown in Eqs. (1) and (2), i.e., a soliton pulse, is input into a nonlinear
microring resonator. By using the appropriate parameters, the chaotic signal is obtained by using
Eq. (4). To retrieve the signals from the chaotic noise, we propose to use the add/drop device with
the appropriate parameters. This is given in details as followings. The optical outputs of a ring
resonator add/drop filter can be given by the Eqs. (5) and (6) [14].

∣∣∣∣
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(1− κ1)− 2
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√
1− κ2e

−α

2
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√

1− κ1 ·
√

1− κ2e
−α

2
L cos (knL)

(5)

and ∣∣∣∣
Ed

Ein
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2

=
κ1κ2e

−α

2
L

1 + (1− κ1) (1− κ2) e−αL − 2
√
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√

1− κ2e
−α

2
L cos (knL)

(6)

Figure 1: Schematic of a dark-bright soliton conversion system, where Rs is the ring radii, κs is the coupling
coefficient, and κ41 and κ42 are the add/drop coupling coefficients.
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where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [14]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where φ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals
at the specific wavelength band can be filtered and retrieved. κ1 and κ2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
case of add/drop device, the nonlinear refractive index is neglected.

2. MULTI QUANTUM-MOLECULAR TRANSPORTERS

In operation, a dark soliton pulse with 50-ns pulse width with the maximum power of 0.65 W is input
into the dark-bright soliton conversion system as shown in Fig. 1. The suitable ring parameters
are ring radii, where R1 = 10.0µm, R2 = 7.0µm, and R3 = 5.0µm. In order to make the system
associate with the practical device [11, 12] the selected parameters of the system are fixed to λ0 =
1.50µm, n0 = 3.34 (InGaAsP/InP). The effective core areas are Aeff = 0.50, 0.25, and 0.10µm2

for a microring resonator (MRR) and nanoring resonator (NRR), respectively. The waveguide and
coupling loses are α = 0.5 dBmm−1 and γ = 0.1, respectively, and the coupling coefficients κs of
the MRR are ranged from 0.05 to 0.90. The nonlinear refractive index is n2 = 2.2×10−13 m2/W. In
this case, the waveguide loss used is 0.5 dBmm−1. The input dark soliton pulse is chopped (sliced)
into the smaller output signals of the filtering signals within the rings R2 and R3. We find that
the output signals from R3 are smaller than from R1, which is more difficult to detect when it is
used in the link. In fact, the multistage ring system is proposed due to the different core effective
areas of the rings in the system, where the effective areas can be transferred from 0.50 to 0.10µm2

with some losses. The soliton signals in R3 is entered in the add/drop filter, where the dark-bright
soliton conversion can be performed by using Eqs. (5) and (6). The dynamic dark soliton control
can be configured to be an optical dynamic tool known as an optical tweezers, where more details of
optical tweezers can be found in references [15, 16]. After the bright soliton input is added into the
system via add port as shown in Fig. 2, the optical tweezers behavior is occurred. The parameters
of system are used the same as the previous case. The bright soliton is generated with the central
wavelength λ0 = 1.5µm, when the bright soliton propagating into the add/drop system, the dark-

(a) (b)

(c) (d)

Figure 2: The dynamic dark soliton(optical tweezers) occurs within add/drop tunable filter, where (a)
add/drop signals, (b) dark-bright soliton collision, (c) optical tweezers at throughput port, and (d) optical
tweezers at drop port.
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bright soliton collision in add/drop system is seen. The dark soliton valley dept, i.e., potential
well is changed when it is modulated by the trapping energy (dark-bright solitons interaction) as
shown in Fig. 2. The dynamic dark soliton (optical tweezers) occurs within add/drop tunable filter,
when the bright soliton is input into the add port with the central wavelength λ0 = 1.5µm. (a)
add/drop signals, (b) dark-bright soliton collision, (c) optical tweezers at throughput port, and (d)
optical tweezers at drop port. The recovery photon can be obtained by using the dark-bright soliton
conversion, which is well analyzed by Sarapat et al. [6], where the trapped photon or molecule can
be released or separated from the dark soliton pulse, in practice, in this case the bright soliton is
become alive and seen.

Let us consider that the case when the optical tweezers output from the throughput port in
Figs. 1 and 2 is partially input into the quantum processor unit as shown in Fig. 3. Generally,
there are two pairs of possible polarization entangled photons forming within the ring device,
which are represented by the four polarization orientation angles as [0◦, 90◦], [135◦ and 180◦].
These can be formed by using the optical component called the polarization rotatable device and
a polarizing beam splitter (PBS). In this concept, we assume that the polarized photon can be
performed by using the proposed arrangement. Where each pair of the transmitted qubits can be
randomly formed the entangled photon pairs. To begin this concept, we introduce the technique
that can be used to create the entangled photon pair (qubits) as shown in Fig. 3, a polarization
coupler that separates the basic vertical and horizontal polarization states corresponds to an optical
switch between the short and the long pulses. We assume those horizontally polarized pulses with
a temporal separation of ∆t. The coherence time of the consecutive pulses is larger than ∆t. Then
the following state is created by Eq. (7) [17].

|Φ〉p = |1,H〉s |1,H〉i + |2,H〉s |2,H〉i (7)

In the expression |k, H〉, k is the number of time slots (1 or 2), where denotes the state of polarization
[horizontal |H〉 or vertical |V 〉], and the subscript identifies whether the state is the signal (s) or the
idler (i) state. In Eq. (7), for simplicity, we have omitted an amplitude term that is common to all
product states. We employ the same simplification in subsequent equations in this paper. This two-
photon state with |H〉 polarization shown by Eq. (7) is input into the orthogonal polarization-delay
circuit shown schematically. The delay circuit consists of a coupler and the difference between
the round-trip times of the microring resonator, which is equal to ∆t. The microring is tilted
by changing the round trip of the ring is converted into |V 〉 at the delay circuit output. That
is the delay circuits convert |k, H〉 to be r|k, H〉 + t2 exp(iφ)|k + 1, V 〉 + rt2 exp(i2φ)|k + 2,H〉 +
r2t2 exp(i3φ)|k + 3, V 〉, where t and r is the amplitude transmittances to cross and bar ports in a
coupler. Then Eq. (7) is converted into the polarized state by the delay circuit as

|Φ〉 = [|1,H〉s + exp(iφs)|2, V 〉s]× [|1,H〉i + exp(iφi)|2, V 〉i]
+[|2,H〉s + exp(iφs)|3, V 〉s]× [|2,H〉i + exp(iφi)|2, V 〉i]

= [|1,H〉s|1,H〉i + exp(iφi)|1,H〉s|2, V 〉i] + exp(iφs)|2, V 〉s|1, H〉i
+exp[i(φs + φi)]|2, V 〉s|2, V 〉i + |2,H〉s|2, H〉i + exp(iφi)|2,H〉s|3, V 〉i
+exp(iφs)|3, V 〉s|2,H〉i + exp[i(φs + φi)]|3, V 〉s|3, V 〉i (8)

By the coincidence counts in the second time slot, we can extract the fourth and fifth terms. As a
result, we can obtain the following polarization entangled state as

|Φ〉 = |2,H〉s |2,H〉i + exp[i (φs + φi)] |2, V 〉s |2, V 〉i (9)

We assume that the response time of the Kerr effect is much less than the cavity round-trip
time. Because of the Kerr nonlinearity of the optical device, the strong pulses acquire an intensity
dependent phase shift during propagation. The interference of light pulses at a coupler introduces
the output beam, which is entangled. Due to the polarization states of light pulses are changed and
converted while circulating in the delay circuit, where the polarization entangled photon pairs can
be generated. The entangled photons of the nonlinear ring resonator are separated to be the signal
and idler photon probability. The polarization angle adjustment device is applied to investigate the
orientation and optical output intensity, this concept is well described by the published work [18].
The transporter states can be controlled and identified by using the quantum processing system
after as shown in Fig. 3.
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Figure 3: A schematic of a Gaussian soliton generation system, where RNS : ring radii, κNS : coupling
coefficients, RdNS : an add/drop ring radius, can be used to be the received part.

Figure 4: A schematic of atomic/molecular router and network system, where Ri, Rj : ring radii and κis,
κjs are the coupling coefficients.

3. QUANTUM-MOLECULAR TRANSPORTATION VIA MULTI WAVELENGTH
LAYERS

By using the reasonable dark-bright soliton input power, the tunable optical tweezer can be con-
trolled, which can be used as the dynamic optical tweezer probe. The smallest tweezer width of
16 nm is generated and achieved. In application, such a behavior can be used to confine the suitable
size of light pulse or molecule, which can be employed in the same way of the optical tweezer. But in
this case the terms dynamic probing is come to be a realistic function, therefore, the transportation
of the trapped atom/molecule/photon is plausible. Moreover, the trapped states of the transported
atom/molecule can be configured by using the quantum processor as shown in Fig. 3. Thus, the
transported atom with long distance link via quantum tweezer is realized.

From the above reasons, the transmission of atoms/molecules from dark soliton pulses via a
wavelength router is plausible, which can be described by the following reasons: (i) a dark soliton
pulse can propagate into the optical device/media, (ii) atom/molecule being trapped by tweezers
force during the movement, the atom/molecule recovery can be realized by using the optical de-
tection scheme, where the dark-bright soliton conversion technique is also available [6]. However,
the separation of atoms/molecules from light pulse is required to have the specific environment,
which becomes the interesting research area, where light with the specific wavelength (λi) is de-
tected by a detector, while the required molecule is absorbed by the specific environment. The
atom/molecule states can be allocated by using the quantum processing unit as shown in Fig. 3,
where the corresponding states of the transmitted atom/molecule between input and output states
can be recognized and formed the secret information. Therefore, in practice, the quantum process-
ing unit is required to connect into the system, where the input and output states can be linked
and obtained the required information.
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4. CONCLUSION

We have demonstrated that some interesting results can be obtained when the laser pulse is propa-
gated within the nonlinear optical ring resonator, especially, in microring and nanoring resonators,
which can be used to perform many applications. For instance, the broad spectrum of a monochro-
matic source with the reasonable power can be generated and achieved by using a dark soliton can
be converted to be a bright soliton by using the ring resonator system incorporating the add/drop
multiplexer, which can be configured as a dynamic optical tweezers. The use of quantum tweezers
for quantum-molecular communication/cryptography via a single photon based technology in the
communication link is plausible.
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Abstract— We propose a new system of quantum signal and parallel processing using Gaussian
pulses propagating within a nonlinear ring resonator system. To increase the channel capacity
and security, the optical embedded multiplexer is operated incorporating a quantum processing
unit via an optical multiplexer. The transmitted part can be used to generate the high capacity
packet of quantum codes within the series of microring resonators. The received part can be used
to detect the quantum bits (qubits) via the optical link, which can be obtained via the far ended
quantum processor. The reference states can be recognized by using the cloning unit, which is
operated by the add/drop filter. Two add/drop filters that are in two parts can be used to be pre-
sented as Alice and Bob, respectively, in quantum communication. Results obtained have shown
that the multiplexed wavelengths can be formed by using the multiple operating systems, which
is allowed to obtain the filtering signals at the end users (Bob). In application, the embedded
system within the computer processing unit is available for quantum computer. Furthermore,
such a concept is also available for hybrid communications, for instance, wire/wireless, satellite,
which will be focused in the future research works.

1. INTRODUCTION

Quantum key distribution has been recognized as the very good candidate for information
security. Many research works have been reported in the last decade. Recently, Suchat et al. [1] have
reported the interesting concept of continuous variable quantum key distribution via a simultaneous
optical-wireless up-down-link system, where they have shown that the continuous variable quantum
key distribution (KQD) could be performed via the chaotic signals that generated by a nonlinear
micro-ring resonator system, with appropriate soliton input power and micro-ring resonator. They
have also shown that the different time slot entangled photons can be formed randomly, which
can be used to select two different frequency bands for up-down-link converters within a single
system. Yupapin et al. [2] have proposed a new technique for QKD that can be used to make
the communication transmission security and implemented with a small device for such as mobile
telephone hand set. This technique used Kerr nonlinear type of light in the microring resonator to
generate the superposition of the chaotic signal via a four-wave mixing type that introduced the
second-harmonic pulse. An experimental technique of communication security via the quantum
chaotic encoding has been investigated by Yupapin and Chunpang [3], where the use of quantum-
chaotic encoding of light traveling in a fiber ring resonator to generate two different codes i.e.,
quantum bits and chaotic signal was investigated. Mitatha et al. [4] have proposed the system
of secured packet switching using the nonlinear behaviors of light in microring resonator, which
can be made high-capacity and security switching in transmission line. Such a system can be
used for the security requirement by using the tunable band pass and band stop filters. Another
technique [5] used the nonlinear behavior of light in microring resonator for packet switching start-
stop bits generation, which has shown that the generated start-stop bits can used to be secured
codes. Yupapin et al. [6] have shown that the entangled photon states can be recovered by using the
entangled states with the lower input to higher amplitude using pumping EDF and tilting PC. Next
system [7] of the quantum key generation via a microring resonator for mobile telephone network
can be used for the conversation messages and secured by using a quantum code/decode (CODEC)
technique incorporated in the public networks. Another system [8] has shown the dissipative effect
of the entangled photons that the entangled strength measurement depends on three main factors;
the nonlinear susceptibility of the third harmonic generation, the damping rate that represents loss
of energy from the system to the reservoir, and the diffusion of fluctuations in the reservoir into the
entangled photon modes. Up to date, there is no quantum parallel processing manipulation using
a common laser (Gaussian pulse) via an optical multiplexer. In this paper, we have proposed the
use of nonlinear microring resonator to form the high capacity quantum codes, where the packet
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of quantum codes can be generated by using Gaussian light pulse propagating with the series of
microring resonator. In application, the device can be embedded within the computer processing
unit with using to increase the capacity and the speed for quantum computer. Furthermore,
such a concept is also available for hybrid communications, for instance, wire/wireless or satellite.
However, to give the reader familiarity, the theoretical background of multi-light source generation
is reviewed.

2. MULTI-LIGHT SOURCE GENERATION

Light from a monochromatic light source is launched into a ring resonator with constant light field
amplitude (E0) and random phase modulation, which is the combination of terms in attenuation
(α) and phase(φ0) constants, which results in temporal coherence degradation. Hence, the time
dependent input light field (Ein), without pumping term, can be expressed as

Ein(t) = E0 exp−αL+jφ0(t) . (1)

where L is a propagation distance (waveguide length).
We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the

refractive index is given by

n = n0 + n2I = n0 +
(

n2

Aeff

)
P, (2)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff . For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [9].

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [10]
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Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. κ is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0 = kLn0 and φNL = kL( n2

Aeff
)P are the linear and nonlinear phase shifts, k = 2π/λ is the wave

propagation number in a vacuum. Where L and α are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results as
shown in Equation (3), similarly, when the output field is connected and input into the other ring
resonators.

The input optical field as shown in Equation (1), i.e., a Gaussian pulse, is input into a nonlinear
microring resonator. By using the appropriate parameters, the chaotic signal is obtained by using
Equation (3). To retrieve the signals from the chaotic noise, we propose to use the add/drop device
with the appropriate parameters. This is given in details as followings. The optical outputs of a
ring resonator add/drop filter can be given by the Equations (4) and (5) [11].

∣∣∣∣
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2
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(4)

and ∣∣∣∣
Ed

Ein
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2

=
κ1κ2e

−α

2
L

1 + (1− κ1) (1− κ2) e−αL − 2
√

1− κ1 ·
√

1− κ2e
−α

2
L cos (knL)

(5)

where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [11]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
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Figure 1: A schematic of a Gaussian soliton gener-
ation system, where Rs: Ring radii, κs: Coupling
coefficients, Rd: An add/drop ring radius, Aeff s:
Effective areas.

(a)

(b)

Figure 2: Result of the spatial pulses with center
wavelength at 1.30 µm, where (a) large bandwidth
signals, (b) filtering and amplifying signals from the
drop port.

of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where φ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals
at the specific wavelength band can be filtered and retrieved. κ1 and κ2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
case of add/drop device, the nonlinear refractive index is neglected.

From Fig. 1, in principle, light pulse is sliced to be the discrete signal and amplified within the
first ring, where more signal amplification can be obtained by using the smaller ring device (second
ring). Finally, the required signals can be obtained via a drop port of the add/drop filter. In
operation, an optical field in the form of Gaussian pulse from a laser source at the specified center
wavelength is input into the system. From Fig. 2, the Gaussian pulse with center wavelength
(λ0) at 0.40µm, pulse width (Full Width at Half Maximum, FWHM) of 20 ns, peak power at
2W is input into the system as shown in Fig. 2(a). The large bandwidth signals can be seen
within the first microring device, and shown in Fig. 2(b). The suitable ring parameters are used,
for instance, ring radii R1 = 9.0µm, R2 = 9.0µm, and Rd = 5.0µm. In order to make the
system associate with the practical device [12], the selected parameters of the system are fixed to
n0 = 3.34 (InGaAsP/InP), Aeff = 0.50µm2 and 0.25µm2 for a microring and add/drop ring
resonator, respectively, α = 0.5 dBmm−1, γ = 0.1. In this investigation, the coupling coefficient
(kappa, κ) of the microring resonator is ranged from 0.55 to 0.90. The nonlinear refractive index
of the microring used is n2 = 2.2 × 10−17 m2/W. In this case, the attenuation of light propagates
within the system (i.e., wave guided) used is 0.5 dBmm−1. After light is input into the system,
the Gaussian pulse is chopped (sliced) into a smaller signal spreading over the spectrum due to
the nonlinear effects [11], which is shown in Fig. 2(a). The large bandwidth signal is generated
within the first ring device. In applications, the specific input or out wavelengths can be used and
generated. For instance, the different center wavelengths of the input pulse can be ranged from 1.3,
1.5µm as shown in Figs. 2–4, where the suitable parameters are used and shown in the figures.

We have shown that the multi-wavelength bands can be generated by using a Gaussian pulse
propagating within the microring resonator system, which is available for the extended DWDM with
the wavelength center at 1.30, 1.50µm, which can be used with the existed public networks, where
the non-dispersive wavelength (1.30µm) can be extended and used to increase the communication
capacity, furthermore, for long distance link, the pumping is not required in such a system. One of
the results with the center wavelength at 1.50µm has shown that the spatial pulse width of 1.0 nm
and the spectrum range of 3.0 nm can be generated and achieved, which is as shown in Fig. 3(b).
Moreover, the problem of signal collision can be solved by using the suitable FSR design [10].
In general, by using the wider range of ring parameters, the spectral range of the output can be
covered wider range instead of fraction of nm. The large increasing in peak power is seen when light
propagates from the large to small effective core area, where the other parameter is the coupling
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Figure 3: Results of the spatial pulses with center
wavelength at 1.50 µm, where (a) large bandwidth
signals, (b) filtering and amplifying signals from the
drop port.

 

Figure 4: A schematic of a quantum tweezers
generation system at the transmission unit (TN ),
where RNS: Ring radii, κNS: Coupling coefficients,
RdNS: An add/drop ring radius, can be used to
be the received part, PBS: Polarizing Beamsplitter,
DN : Detectors.

coefficient. However, the amplified power is required to control to keep the device being realistic.

3. QUANTUM PARALLEL PROCESSING VIA AN OPTICAL MULTIPLEXER

Let us consider that the case when the photon output is input into the quantum processor unit.
Generally, there are two pairs of possible polarization entangled photons forming within the ring
device, which are represented by the four polarization orientation angles as [0◦, 90◦], [135◦ and
180◦]. These can be formed by using the optical component called the polarization rotatable device
and a polarizing beam splitter (PBS). In this concept, we assume that the polarized photon can be
performed by using the proposed arrangement. Where each pair of the transmitted qubits can be
randomly formed the entangled photon pairs. To begin this concept, we introduce the technique
that can be used to create the entangled photon pair (qubits) as shown in Fig. 4, a polarization
coupler that separates the basic vertical and horizontal polarization states corresponds to an optical
switch between the short and the long pulses. We assume those horizontally polarized pulses with
a temporal separation of ∆t. The coherence time of the consecutive pulses is larger than ∆t. Then
the following state is created by Equation (6) [13].

|Φ〉p = |1,H〉s |1,H〉i + |2,H〉s |2,H〉i (6)

In the expression |k,H〉, k is the number of time slots (1 or 2), where denotes the state of
polarization [horizontal |H〉 or vertical |V 〉], and the subscript identifies whether the state is the
signal (s) or the idler (i) state. In Equation (6), for simplicity, we have omitted an amplitude term
that is common to all product states. We employ the same simplification in subsequent equations
in this paper. This two-photon state with |H〉 polarization shown by Equation (6) is input into the
orthogonal polarization-delay circuit shown schematically. The delay circuit consists of a coupler
and the difference between the round-trip times of the microring resonator, which is equal to ∆t.
The microring is tilted by changing the round trip of the ring is converted into |V 〉 at the delay
circuit output. That is the delay circuits convert |k,H〉 to be

r |k,H〉+ t2 exp(iφ) |k + 1, V 〉+ rt2 exp(i2φ) |k + 2,H〉+ r2t2 exp(i3φ) |k + 3, V 〉

where t and r is the amplitude transmittances to cross and bar ports in a coupler. Then Equation (6)
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Figure 5: A schematic of the quantum tweezers
manipulation within a ring resonator at the receiver
unit (RN ). The quantum state is propagating to
a rotatable polarizer and then is split by a beam
splitter (PBS) flying to detector DN3 and DN4.

 

Figure 6: A schematic of a system of the transporters
transmission system via an optical link, where RN :
The receiver part, TN : The transmitter part.

is converted into the polarized state by the delay circuit as

|Φ〉 = [|1,H〉s + exp(iφs) |2, V 〉s]× [|1, H〉i + exp(iφi) |2, V 〉i]
+[|2,H〉s + exp(iφs) |3, V 〉s]× [|2,H〉i + exp(iφi) |2, V 〉i]

= [|1,H〉s |1, H〉i + exp(iφi) |1, H〉s |2, V 〉i] + exp(iφs) |2, V 〉s |1,H〉i
+exp[i (φs + φi)] |2, V 〉s |2, V 〉i + |2,H〉s |2,H〉i + exp (iφi) |2,H〉s |3, V 〉i
+exp (iφs) |3, V 〉s |2,H〉i + exp[i (φs + φi)] |3, V 〉s |3, V 〉i (7)

By the coincidence counts in the second time slot, we can extract the fourth and fifth terms. As
a result, we can obtain the following polarization entangled state as

|Φ〉 = |2,H〉s |2,H〉i + exp[i (φs + φi)] |2, V 〉s |2, V 〉i (8)

We assume that the response time of the Kerr effect is much less than the cavity round-trip
time. Because of the Kerr nonlinearity of the optical device, the strong pulses acquire an intensity
dependent phase shift during propagation. The interference of light pulses at a coupler introduces
the output beam, which is entangled. Due to the polarization states of light pulses are changed and
converted while circulating in the delay circuit, where the polarization entangled photon pairs can
be generated. The entangled photons of the nonlinear ring resonator are separated to be the signal
and idler photon probability. The polarization angle adjustment device is applied to investigate the
orientation and optical output intensity, this concept is well described by the published work [13, 14].
The transporter states can be controlled and identified by using the quantum processing system as
shown in Figs. 4 and 5.

The transmitter unit can be used to generate the quantum codes within the series of microring
resonators and the cloning unit [6], which is operated by the add/drop filter (RdN1). The receiver
unit can be used to detect the quantum bits via the optical link, which can be obtained via the
end quantum processor and the reference states can be recognized by using the cloning unit, which
is operated by the add/drop filter (RdN2) as shown in the schematic diagram in Figs. 4 and 5.
The remaining part of a system is the parallel processing system which can be combined the
high capacity secret information via an optical multiplexer as shown in the schematic diagram in
Fig. 6. The multiplexed quantum codes are allowed to form and transmit the secret information
via the available link, where the quantum keys with different wavelengths (λN ) can be generated
and obtained, which is available for high capacity transmission of the secured information. In
application, the packet switching of data can be secured by using the quantum codes which is
known as quantum packet switching technique.

4. CONCLUSION

We have demonstrated that some interesting results can be obtained when the common laser pulse
is propagated within the nonlinear optical ring resonator, especially, in microring and nanoring
resonators, which can be used to perform many applications. For instance, the broad spectrum
of a monochromatic source with the reasonable power can be generated and achieved. By using a
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Gaussian pulse, it can be converted to be a broad light source by using the ring resonator system
incorporating the add/drop multiplexer, which can be configured as multi light sources. Results
obtained have shown that the multiplexed sources with different wavelengths can be formed by
using the multiple operating systems. In application, the embedded system within the computer
processing unit is available for quantum computer to increase the channel capacity and security.
Furthermore, such a concept is also available for hybrid communications, for instance, wire/wireless
or satellite communication, where the use of quantum encoding for high capacity quantum com-
munication/cryptography via a single photon based technology in the communication link in the
network is plausible.
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Abstract— In a highly nonuniform radiation field of hertz dipole induced by polarized laser
lights, the gradient force exerted on a plasmonic nanoparticle is extremely large when the laser
is excited near Fröhlich frequency. The force always tends to pull the nanoparticle back to the
central position of the radiation field where the electric field is maximal. According to this
mechanism, a nanoparticle oscillator and a rotational oscillator of a spheroidal nanoparticle are
proposed with operating frequency up to terahertz.

1. INTRODUCTION

Micromechanical oscillators or resonators are very useful in variety fields such as ultra-sensitive
mass detection [1, 2], radio-frequency signal processing [3, 4]. With help of multiwalled carbon
nanotubes (MWNT), Zheng and Jiang proposed a nanoscale oscillator which extends the operating
frequency of mechanical resonance up to several gigahertz [5]. In their report, they show that there
is a very large van der Waals potential energy when the inner tube of the MWNT is pulled out of
its equilibrium position, this van der Waals force tends to attract the inner tube back to its initial
equilibrium position in order to minimize the total energy. Due to the large ratio between the van
der Waals force and the mass of the core shell of the MWNT, the proposed nanoscale resonator can
operate at a frequency of gigahertz. In this letter, we will show that even larger ratio of force to mass
can be found in other mechanical system than that experienced by the multi-wall nanotube, thus
the operating frequency of mechanical oscillators can be probably enhanced to terahertz (THz).

A typical case of large ratio of force to mass is associated with the optical tweezers [6–10] (initially
proposed by Ashkin [11]), the gradient force of a laser beam is used to manipulate nano-objects.
Chaumet et al. [6]. theoretically show that a force of several pN can be induced by the radiation
field of a 5W laser beam near a tungsten probe. Miao and Lin also experimentally show that a pN
force can be achieved by exciting a polarized laser on an Au nanoparticle array [7, 12]. The works
used to compute the optical forces on small particles in a gradient field are well documented [13–15].
Since the gradient force is quadratic with the intensity of electric field, the gradient force exerted
on a nanoparticle by the radiation field can be easily enhanced to the amplitude comparable to
the van der Waals force exerted on the core shell of the MWNT, this make it possible to create
another type of gigahertz oscillator by the gradient force of a laser beam. In addition, the gradient
force imposed on a plasmonic nanoparticle can be hundred times larger than that on a traditional
nanoparticle, this may lead to a plasmonic nanoparticle oscillator with operating frequency up to
terahertz. In the following, we will demonstrate the principle of a plasmonic nanoparticle oscillator.

2. DIELECTROPHORESIS FORCE OF PLASMONIC PARTICLES

A simple oscillator contains at least two factors: a mass and a restoring force [16]. Let’s start with
characterization of the restoring force of the proposed oscillator. For a hertz dipole, its radiation
field in the far field is reduced to the following simple expression [17, 18]:

E = −_

θ
k2p

4πε0r
sin θ cos(kr − ωt). (1)

where p is the dipole moment, E is the radiated electric field, k is wavenumber, ε0 is the permittivity
of the surrounding medium, r is the radial distance between the observing point and the center of
the dipole. Noting that the variables k2, p and 1/r are small quantities at low frequency and far
distance, the radiation field of the dipole is usually not considerable. However, for a laser beam
and on a nanoscale, these variables are of very large magnitude, so it is possible to produce a
huge gradient force. The dipole moment p can be generated in many ways: such as by exciting
localized surface plasmon on Au nanoparticles with a polarized laser [7], or evanescent illumination
at a tungsten probe apex [6], or illumination under total internal reflection on gold pads [9]. Our
proposed model is close to the first one, with the magnitude of the dipole moment p linearly related
to the incident electric field of the polarized laser beam [7].
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The gradient force (known also as dielectroporesis force) exerted on a particle in a nonuni-
form field E0 depends on the gradient of the field and the dielectric constant of the particle εp:
F = (α/2)∇E2

0 [19], where α = 4πε0a
3K(ε0, εp), and a is the radius of the particle, K(ε0, εp) is

the Clausius-Mossotti (CM) factor characterizing the strength of the polarization of the particle.
Combined with Eq. (1), the gradient force induced by the radiation field can be written as:

F = (α/2)
(

k2p

4πε0

)2 (
−_

r
2
r3

sin2 θ +
_

θ
2
r3

sin θ cos θ

)
. (2)

As shown in Fig. 1, two gold pads with a distance 2h are under illumination of a polarized
laser to generate hertz dipoles, a nanoparticle is placed at the central point between the pads.
Supposing the nanoparticle has a tiny displacement x (x ¿ h) from the center point along the
horizontal direction, the restoring force can be obtained from Eq. (2) as:

Fx = Fr cos θ + Fθ sin θ ≈ − (α/2)
(

k2p

4πε0

)2 8
h4

x. (3)

The relations h ≈ r, sin θ ≈ 1 and cos θ ≈ x/h are used to derive Eq. (3). The symmetry
of the system leads to zeros force along y-axis, i.e., Fy = 0. As shown by Miao and Lin [7], the
restoring force calculated from Eq. (3) is of the scale of several pN for a 10 nm particle placed in the
radiation field of a 0.1 mW laser beam focused into a 100µm2 spot at the distance of 1µm. Noting
that Fx ∝ p2 ∝ E2

0 ∝ P (P is the power of the laser), the restoring force can be easily enhanced to
10 nN by using a 1W laser beam while other parameters are kept unchanged. Therefore, one can
find that the restoring force shown here is on the same scale as that stated in Zheng’s model [5],
so an oscillator with gigahertz operating frequency can also be proposed.

Since K usually takes the form (εp − ε0)/(εp + 2ε0), for most traditional materials εp > ε0, one
could find 0 < K < 1, so the gradient force F is only governed by the term ∇E2

0 . However, by
using plasmonics particles with negative permittivty [20–22], the Clausius-Mossotti factor can take
any value. For example, nearing so called Fröhlich frequency, the permittivity of the particle εp =
−2ε0 [23], K can be infinitely large. To avoid singularity, more précised analysis on CM factor can
be conducted by using the exact expression of the electric dipole polarizability α = (6πiε0/k3)a1,
where a1 is the electric dipole coefficient derived from Mie theory [23, 24]:

a1 =
nψ1(nx)ψ′1(x)− ψ1(x)ψ′1(nx)
nψ1(nx)ξ′1(x)− ξ1(x)ψ′1(nx)

, (4)

with ψ1 and ξ1 being Riccati-Bessel functions and x = ka, n = √
εp/
√

ε0. Keeping the power of
the laser beam unchanged, the restoring force can be conveniently enhanced to 10µN by using a
nanoparticle with a dielectric constant of εp = −2.03ε0 (see in Fig. 2). This value is chosen to make
the CM factor positive and maximal.

(a) (2n − 1) π < t < 2nπ (b) 2n < t < (2n + 1) π

Figure 1: Scheme of model configuration. Two gold
pads (typical radius 1µm) are under illumination of
a laser beam to served as hertz dipoles. A nanopar-
ticle is placed in the radiation field of the pads and
thus exerted on a restoring force Fx.
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3. OSCILLATING FREQUENCY

Compared Eq. (3) of the restoring force with a mass-spring system, the effective stiffness of the
nanoparticle system can be found κeff = (α/2) (k2p

/
4πε0)2(8

/
h4). Thus the operating frequency

of the nanoparticle oscillator can be written as [16]:

ω0 =
√

κeff
m

=
k2p

2πε0h2

√
α

m
, (5)

with m being the mass of the nanoparticle. It is found that the operating frequency can be easily
tuned by the power of the incident laser beam.

Figure 3 shows the calculated operating frequency from Eq. (5) for the nanoparticles with
εp = 2.0ε0 and εp = −2.03ε0 respectively. The radii of the particles are assumed to be 10 nm, and
the densities are taken from that of gold. For epsilon positive nanoparticle, the resonance frequency
is found to be 0.25 GHz under a 1 W laser power illumination. For the plasmonic particle, the
resonance frequency is increased to 13.5 GHz under the same illumination. As for epsilon positive
nanoparticles, the CM factor is independent of the particle radius, while the dipole polarizability
and the mass both rely on a3, thus the resonance frequency will not be affected by the size of the
particle as long as a ¿ λ. From Eq. (4), suitable permittivity and radius should be chosen to obtain
maximal dipole polarizability. The insert in Fig. 3 shows the resonance frequency of an aluminum
particle with a radius of 2.5 nm and a distance of h = 0.5µm. The wavelength of the laser beam is
of 147 nm, at this wavelength the permittivity of the aluminum equals to εp = (−2.2 + 0.2i)ε0 [25].
One would find that the operation frequency is enhanced to 0.57THz while a laser beam with power
of 10 W is used. Supposing the nanoparitlce is place at x0 = 50 nm from its equilibrium position, its
potential energy can be estimated by U = (1/2)κeffx2

0. Thus the velocity of the Al nanoparticle is
estimated to be v0 = (ω0/2π)x0 = 4546m/s when it passes the central position where the restoring
force is zero.

For a spherical particle, the gradient force imposes only a net force on the particle. However,
for an ellipsoidal particle it will experience a torque as well as the net force. Assuming the particle
is a spheroid, with α being the angle between its long axis and the direction of the electric field. In
a radiation field with θ = π/2, the electric filed is horizontal. According to Landau et al. [26], the
torque can be calculated by:

T =
εp(εp − ε0)2 |1− 3ζ| |E|2 V sin 2α

8π[ζεp + ε0 − εp][(1− ζ)εp + ε0 + ζε0]
, (6)

where ζ is the depolarizing factor of the spheroid along the long axis. The torque is directed so
that it tends to turn the long axis parallel to the electric field, so it’s a ‘restoring torque’. The
effect of the restoring torque on the redirection of the ellipsoidal particle is similar as that of the
restoring force. When an ellipsoidal particle is placed in a dipole field with α = α0, the torque
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turns the particle to the direction α = 0. Due to the inertia, the particle keeps oscillating round
its equilibrium position. The related vibrating frequency can be obtained by ω0 =

√
ηeff

/
Ixx, with

ηeff = T/α being the torsional stiffness, Ixx = 2mb2
/
5 is the moment of the inertia, b is short

semiaxe. For the same Al and Au ellipsoidal particles, with long semiaxe a = 20 nm, and b = 5 nm,
under the same dipole field as discussed in Fig. 3, the vibration frequencies are calculated and
shown in Fig. 4, the Al ellipsoidal particle is estimated to vibrate at a frequency up to 1.0 terahertz
under a laser power of 10 W. The high frequency vibration is expected to be used as the propeller
of molecular motors.

The distance between the nanoparticle and the gold pads is assumed to be large enough so
that the van der Waals force can be neglected in our model. Since the resonance frequency of the
oscillator is much lower than that of the incident laser beam, the restoring force will be perturbed
by the laser fluctuation although Eq. (3) is a time-averaged expression. However, the direction of
the restoring force will be not affected by the laser fluctuation as the gradient force (Eq. (2)) always
points to the center position of the gold pads. Recognizing that the balance position along y-axis
is unstable, the high frequency oscillator may be severely damaged, some extra restriction should
be applied to the nanoparticle along vertical direction for implementation.

The realization of the oscillators would be extremely challenging, as the nanopaticle oscillators is
not self-detecting as nanotube oscillators [4, 27]. Experimental implementation is proposed to start
with measuring the restoring force or gradient force of nanoparticles experienced in the radiation
field of hertz dipoles. Techniques used in the optical tweezers would be helpful [6–11].

4. CONCLUSION

The gradient force and torque of plasmonic particles under dipole field are calculated, dramatically
enhancement of the force and torque are found for particles near Fröhlich frequency. Mie scattering
theories are used to accurately predict such gradient force. Based on the huge gradient force and
torque of plasmonic particles, terahertz frequency oscillator and rotational oscillator are shown in
an optical tweezer system. Transformation of kinetic energy and potential energy is discussed.
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Microwave Absorption Properties of Cobalt Nanowires Fabricated
by Pulse Electrodeposition
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Abstract— In this work, cobalt nanowires with a preferred growth orientation have been
fabricated by a pulse electrodeposition method. The imaginary part of the permeability spectra
for the nanowire/paraffin composite samples exhibit a strong absorption peak at 6.1 GHz and
two minor peaks at above 10GHz. It is determined that the peak at 6.1 GHz is attributed to
the natural resonance mechanism and the other two peaks are caused by eddy current effect.
We have fitted the permeability spectra attributed to natural resonance using the LLG equation.
Calculation based on the Kittel equation substantiates our explanation. The electromagnetic
wave reflection loss values of the nanowire/paraffin composite indicate that cobalt nanowires
composites can be used for microwave absorption.

1. INTRODUCTION

One of the urgent problems plaguing the modern world is the widespread electromagnetic pollution
(EMP), brought about by the growing development of wireless telecommunication. To combat this
problem, considerable efforts have been devoted to explore novel microwave absorption materials
that can meet requirements like strong absorption in a wide frequency range and light weight [1–
4]. Low-dimensional ferromagnetic nanowires provide one solution to the EMP problem [5, 6].
One facile way to manufacture metal nanowires is to utilize electrodeposition and porous template
such as anodic aluminum oxide (AAO) and polycarbonate membrane. Nanowires deposited in
these templates have several advantages. First of all, their diameters usually are smaller than the
skin depth, ensuring the propagation of microwaves and the repression of eddy current effect. In
addition, the dielectric nature of the templates helps reduce the electric conductivity, which is also
desirable for microwave absorption. Moreover, as pointed out by Encinas and co-workers [5], the
resonance frequency of nanowire array can be tuned over a large range by varying the porosity of
the template, the geometry of nanowires, the type of the magnetic material, and the magnetization
states of nanowires.

In this work, cobalt nanowires have been fabricated within the AAO templates through a pulse
electrodeposition method. The nanowires were released from the template and mixed with paraffin
wax in order to investigate their microwave absorption properties in the range of 0.5∼18GHz. Their
behaviours have been discussed by combining the nanowires’ morphology, crystal structure, static
magnetic property, and classic theories such as the LLG and Kittel equations.

2. EXPERIMENTAL DETAILS

The AAO templates with nominal pore size of 200 nm and thickness of 60µm were purchased
from Whatman Corp. R©. A typical three-electrode cell was used for electrodeposition. Pulsed
electrodeposition was carried out by employing two voltage steps alternatively throughout the
experiment: −1.5V versus a saturated calomel electrode (SCE) for 5 seconds followed by −0.4V
versus SCE for 1.5 seconds. When the voltage was −1.5 V, cobalt was deposited in the AAO
template; when the voltage was −0.4 V, the deposition was halted and Co ions were restored in
the depleted region near the Au electrode. The deposition-relaxation cycle may help improve the
crystal quality and homogeneity of the deposited nanowires [7, 8]. The electrolyte consisted of
100 g/L CoSO4·7H2O and 30 g/L H3BO3. The pH of the electrolyte was adjusted to 3.0 with HCl.
The crystal structure of the as-prepared cobalt nanowires within the AAO template was investigated
using X-ray powder diffraction (XRD, Cu Kα radiation). The static magnetic properties of the
as-prepared nanowire array were characterized by a vibrating sample magnetometer (VSM). To
investigate the morphology and microwave properties of the cobalt nanowires, the as-prepared
sample was dissolved with a 4 wt% NaOH solution for 24 hours and then rinsed with de-ionized
water repeatedly until the solution was neutralized. The morphology of the liberated nanowires
was observed by a scanning electron microscopy (SEM) equipped with energy dispersive x-ray
spectrometer (EDS). Then the cobalt nanowires were randomly dispersed in paraffin wax with the
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nanowires’ weight ratio of 50% in the composites. The nanowire/paraffin composite samples were
pressed into a toroidal shape with outer diameter of 7mm and inner diameter of 3 mm for microwave
measurement. The complex relative permittivity and permeability of the composite samples were
measured by an Agilent Vector Network Analyzer 8720 in the range of 0.5–18GHz. All experiments
were conducted at room temperature.

3. RESULTS AND DISCUSSIONS

Figures 1(a) and (b) shows the morphology of the cobalt nanowires after dissolving the AAO
template. The diameter of the nanowires is around 200 nm and the length of the nanowire is
around 6µm. It is clear that after dissolving the AAO template completely, cobalt nanowires
are released from the template, see Fig. 1(b). The XRD data shows that Co nanowires in the
AAO template have a preferential growth direction along the [110] direction, implying that the
magnetocrystalline easy axis of the cobalt nanowires — the [002] direction — is perpendicular to
the wire length [9, 10].

(c)

(a) (b)

Figure 1: SEM image of cobalt nanowires in (a) and (b): (a) shows the side view of the Co nanowire array
after partial dissolution of the AAO template; (b) is the well dispersed nanowires after dissolving the AAO
template completely; (c) shows the magnetic hysteresis loops of Co nanowires array.

Illustrated in Fig. 1(c) are the normalized magnetic hysterersis loops of the cobalt nanowire
array in the AAO template. The measurements were made with the external magnetic field applied
perpendicular and parallel to the wire length. It is evident that the easy axis of the nanowires is
normal to the wire length, corroborating the XRD results. However, the normalized remanence
(Mr/Ms) for both loops is smaller than 0.1 and the coercivities are low (276 Oe when magnetic field
is perpendicular to the wire length and 220 Oe when magnetic field is parallel to the wire length),
which suggests that the large shape anisotropy associated with nanowires is greatly undermined.
For cobalt nanowires, the shape anisotropy Kshape is estimated to the as large as 6× 105 J/m3 by
using the equation [11].

Kshape = µ0(Nx −Nz)M2
s /2, (1)

where µ0 is permeability of vacuum, Ms (14× 105 A/m) is the saturation magnetization of cobalt;
Nx, Nz are the demagnetizing factors in the directions normal and parallel to the wire length,
respectively. The shape anisotropy would usually align the magnetic moments along the wire
length and lead to a square shape of hysteresis loop when the magnetic field is applied parallel to
the wire length. The reason we have not observed an obvious anisotropy behaviors is that there are
other factors affecting the alignment of magnetic moments, such as magnetocrystalline anisotropy
and magnetostatic interaction [12, 13].
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The frequency (f) dependence of relative complex permittivity and permeability for the nanowir-
e/paraffin composite sample is shown in Figs. 2 (a) and (b). It can be observed that the imaginary
part of permittivity (ε′′) exhibits one major peak at around f = 5 GHz and one minor peak at
around f = 10 GHz. The inset in Fig. 2(a) demonstrates that the ε′ − ε′′ relation is mainly
composed of a typical Cole-Cole semicircle, indicating that the permittivity spectra conform to
the Debye relaxation model [14]. The permeability spectra of the nanowire/paraffin composite
samples are shown in Fig. 2(b). The real part (µ′) firstly increases in the 0.5∼ 5.5GHz region and
then decreases in the 5.5∼ 6.9GHz regime, after which the value of µ′ shows minor fluctuations
at around f =12.3∼ 13.5 and 14.8∼ 16.5GHz. In the meantime, the imaginary part (µ′′) shows a
major peak at around f = 6.1GHz and two minor peaks at around f = 12 and 16 GHz. Generally,
magnetic loss is attributed to hysterersis, domain-wall displacement, natural resonance, and eddy
current effect [15]. Hysterersis could be neglected when a weak field is applied and domain-wall
displacement can be ruled out since it only happens in the MHz region, not in the GHz arena.
Now consider the eddy current effect and natural resonance mechanism. If the magnetic loss only
results from eddy current loss, the value of C should

C = µ′′µ′−2f−1 = 2πµ0σd2/3 (2)

be a constant when the frequency is varied [16]. In the Equation (2), σ refers to the electric
conductivity, d is the diameter of nanowires. Fig. 3(a) shows the value of C as a function of
frequency. As can be seen, when f < 10GHz, C changes drastically, but when f > 10GHz,
C remains approximately a constant. Thus the peak of µ′′ at f = 6.1GHz is not caused by
eddy-current loss. In other words, this peak originates only from natural resonance mechanism.
Meanwhile, the other two minor peaks at around f = 12 and 16 GHz are ascribed to eddy current
effect, which may be brought about by the large diameter of single cobalt nanowire approaching
the skin depth. This indicates the importance of reducing the diameter of nanowires in order to
suppress eddy current loss in the GHz region.

The dynamic permeability spectrum stemming from natural resonance could be fitted by the
Landau-Lifshitz-Gilbert (LLG) equation. After including the shape anisotropy, we can solve the
LLG equation and obtain µ′ and µ′′ as a function of frequency:

µ′ = 1 + µi
fmfy[fxfy − (1 + α2)(2πf)2] + α2(2πf)2fm(fx + fy)

[fxfy − (1 + α2)(2πf)2]2 + α2(2πf)2(fx + fy)2
, (3)

µ′′ = µi
2πfαfmfy(fx + fy)− 2πfαfm[fxfy − (1 + α2)(2πf)2]

[fxfy − (1 + α2)(2πf)2]2 + α2(2πf)2(fx + fy)2
, (4)

fm = γMs, fx = (Nx −Nz)fm, fy = (Ny + Nk −Nz)fm, (5)

where γ (2.21 × 105 mA−1S−1) is the Gilbert gyromagnetic ratio, α is the damping constant, µi

is the initial permeability, f is the frequency. Nx, Ny, Nz are the demagnetizing factors in the
X, Y , Z direction. The value of Ms is chosen as 14× 105 A/m, which is close to the saturation
magnetization of bulk cobalt and cobalt nanowires reported in previous works [17]. Exploiting the
above formula, µ′′ ∼ f spectrum is fitted firstly and the fitted parameters are then used to calculate
the µ′ ∼ f spectrum. The fitted results are displayed in Fig. 2(b). The best agreement between
experiment results and calculation could be obtained when the resonance frequency fres = 6.1 GHz
and K1 = 5.794 × 105 J/m3, α = 0.098, µi = 0.158. Deserving special mention is the value of
K1, which is very close to the value of shape anisotropy and large enough to compete with it. The
Kittel equation is employed to evaluate the fitted resonance frequency and related parameters [18].
When the easy axis is perpendicular to the wire length, the Kittel equation gives:

fres =
γ

2π

√
((Nx −Nz)Ms −Hk)(Nx −Nz)Ms (6)

where Hk = 2K1/µ0Ms is the effective magnetocrystalline field. The calculated resonance frequency
is fres = 6.03GHz, which matches well with the experimental value and the LLG solution. This
justifies our proposal that the peak of µ′′ at f = 6.1GHz is due to natural resonance and this value
is a result of the competition between shape anisotropy and other factors such as magnetocrystalline
anisotropy and magnetostatic interaction. Using the experimental data and the transmission line
theory, the reflection loss R (dB) of the nanowire/paraffin composite samples is calculated [2], as
shown in Fig. 3(b). As shown, the minimum reflection loss value is R = −23.5 dB around 6.5GHz
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for nanowire/paraffin sample with a thickness of 5mm and weight ratio of 50%. It is worth noting
that the eddy current effect is also suppressed in this frequency regime. It is clear that cobalt
nanowires are one of promising candidates as a microwave absorber.

(a) (b)

Figure 2: (a) The measured relative complex permittivity spectra, the inset in (a) shows the relation between
ε′ and ε′′ (Cole-Cole semicircle). (b) The measured and fitted relative complex permeability spectra. NR
denotes “natural resonance”, ECE denotes “eddy current effect”.

(a) (b)

Figure 3: The value of µ′′µ′−2
f−1 as a function of frequency in (a), and the reflection loss of Co nanowires

composites with different thickness in (b).

4. CONCLUSIONS

Cobalt nanowires with preferred growth orientation were prepared by pulsed electrodeposition. It
is found that there is a strong absorption peak at 6.1GHz in the imaginary part of their per-
meability spectra, which is believed arising from natural resonance. The reflection loss value for
the nanowire/paraffin composite sample with thickness of 5 mm and weight ratio of 50% can reach
−23.5 dB at around 6.5 GHz while the eddy current effect is also suppressed, indicating its potential
application as microwave absorbers.
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with Perpendicular Anisotropy
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Abstract— The zero-field microwave susceptibility dispersion spectra of 3× 3 cylindrical nan-
odot arrays with perpendicular anisotropy have been studied by means of OOMMF. It is revealed
that the remnant domain states of these nanodot arrays evolve as a function of the interdot dis-
tance. Increasing the interdot distance from 10 nm to 60 nm, the domain state for the central
dot transforms from stripe-domain structure to bi-domain bubble state, to multi-domain bubble
state, and finally to single domain flowering state. The corresponding dynamic susceptibility
spectra of these nanodot arrays show different resonance peaks, each related to a unique domain
state. It is distinguished that magnetostatic interaction between nanodots is the cause for the
evolution of the domain states and the susceptibility spectra with the interdot distance, which
suggests a potential way to utilize the dynamic properties of nanodot arrays.

1. INTRODUCTION

Magnetic nanodots with perpendicular anisotropy have received a lot of attention in recent years
due to their potential applications in data storage industry [1]. The dynamic susceptibility of
these nanodots is of critical importance for magnetic recording applications because it controls the
magnetization switching process [2]. To exploit the dynamic susceptibility of magnetic nanodots,
it is necessary to understand their domain states. N. Vukadinovic et al. have revealed that single
nanodot with uniaxial perpendicular anisotropy can exhibit a variety of remnant magnetization
states such as the bubble state, the vortex sate, and the stripe-domain state by adjusting the
geometry of the nanodot and the strength of the anisotropy [1, 3]. However, to our knowledge, few
works have addressed the effect of magnetostatic interaction on the dynamic susceptibility spectra
of nanodot arrays. In this work, we find that the remnant magnetization states of nanodots can be
controlled by putting them in an array and tuning the interdot distance. The dynamic susceptibility
spectra associated with different domain states are also obtained through micromagnetic simulation.
The behavior of a single isolated nanodot is also simulated for comparison.

2. MICROMAGNETIC SIMULATIONS

The micromagnetic simulations are performed using the public domain 3D OOMMF by solving
the Landau-Lifshitz-Gilbert (LLG) equation as a function of time [4]. The material parameters in
OOMMF for cobalt are taken: saturation magnetization Ms = 14 × 105 A/m, exchange stiffness
constant A = 30 × 10−12 J/m, anisotropy constant K1 = 5.2 × 105 J/m3. The direction of the
anisotropy constant is set to be along the length direction (Z-direction) of the nanodots to ensure
perpendicular anisotropy. The gyromagnetic ratio γ is set to be 2.21 × 105 mA−1S−1 and the
damping constant α is set to be 0.015. A cubic cell size of 5×5×5 nm3 is taken. The field-dependent
behavior of a single isolated cylindrical nanodot with height of 50 nm and its corresponding 3× 3
periodic arrays is simulated. For the purpose of comparison, the diameter of these nanodots is fixed
to be 100 nm and the adjacent interdot distance (edge-to-edge spacing d) is varied from 10 nm to
60 nm.

The dynamic susceptibility spectra are obtained following the routes described in Refs. [2]
and [5]. Firstly, the equilibrium configuration of magnetization is obtained in the absence of exter-
nal magnetic applied field. Then a weak pulse field assuming the form of H(t) = 1000 exp(−109t)
(t in s, H in A/m) is applied perpendicular to the long axis of the dots. The dynamic response
of magnetization is tracked under the pulse field. Both the pulse field and excited magnetization
are then processed by a Fast Fourier Transform approach, after which the susceptibility spectrum
χ(ω) are calculated by:

χ(ω) = M(ω)/H(ω) = χ′ − iχ′′, (1)

where ω is the frequency, M(ω) and H(ω) are the expressions in frequency domain for magnetization
and pulse field after FFT treatment, respectively; χ′ refers to the real part of χ(ω) and χ′′ denotes
the imaginary part.
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3. RESULTS AND DISCUSSIONS

Figure 1 demonstrates the remnant magnetization states for a 3× 3 nanodot array with different
interdot distance d. Fig. 2 shows their corresponding susceptibility spectra. As can be seen, the
stable magnetization state for a single isolated nanodot with diameter of 100 nm and height of
50 nm is flowering state (Fig. 2). In contrast, the nanodots in the 3× 3 arrays exhibit a variety of
domain states as the interdot distance varies. When d = 10 nm (Fig. 1(a)), the dot at the center
of the array exhibits a stripe-domain pattern, with most of its magnetization pointing down and
the rest pointing up. The dots situated at its right and bottom show two stripe-domain walls,
which are separated by 180◦ domains. It is worth noting that the shape of the domain walls is
asymmetric, arising from the strong dipolar interaction between the dots in the array. Other dots
in the array display uniform flowering domain, the geometry of which is also slightly distorted.

As d increases to 20 nm, the magnetization state for the dot at the center evolves into concentric
bi-domain bubble states (Fig. 1(b)). The inner domain of the bubble state is upward magnetized
and the outer domain is downward magnetized; between them is a circular domain wall, twisted with
a Bloch character at the dot center and a Néel character at the dot surfaces. Detailed descriptions
of the magnetization configuration of the bubble state can be found in Refs. [1] and [3]. In the
meantime, the dots surrounding the central dot show similar two stripe-domain structure: at the
center of the dot the magnetization points upward and at the two edges of the dot the magnetization
points downward. Other dots at the corner of the array manifest stable flowering state, since they
are less affected by adjacent dots.

When d further increases to 30 and 40 nm, all the dots in the array display single-domain
flowering state except the one situated at the center of the array. The central dot for the array
with d = 30 nm is confined in a bubble state with four tips stretched out by the influence from
surrounding elements. As d becomes 40 nm, the influence from surrounding elements is decreased
and the domain state for the central dot is stabilized in the bubble state. Eventually, all dots in the
array are able to support the single-domain flowering state when d increases to 60 nm (not shown
here), resulting from the diminished magnetostatic interaction between the dots.

The susceptibility spectrum for single nanodot is shown in Fig. 2. Three resonance peaks A1,
A2, and A3 can be identified in the frequency range of 0 ∼ 50GHz, located at 9.3, 16.5, and 20 GHz,
respectively. Previous investigations on nanowires and nanodots reveal that peaks A2 and A3 are
related to the magnetization distribution at the bulk part of the dot, whereas peak A1 is due to the
splay pattern of the surface magnetization configuration. The intensity of the A1 peak is stronger
than that of A2 and A3, which is ascribed to the fact that the volume of the surface magnetization
is larger than that of the bulk magnetization. Due to the existence of the flowering state for all the
dot arrays, the three resonance peaks also sustain for all arrays, with their intensity and position
being modified. In the case of nanodot array with d = 60 nm and all dots in the array showing
flowering state, the position of the three resonance peaks is shifted to the lower frequency region
and peak A1 and A2 are split due to the minor inhomogeneity of the magnetization configuration
in each dot.

For nanodot array with d = 40 nm, new resonance peaks B4 and B5 arise as a result of the
bubble state, situated at 12.7 and 16 GHz, respectively. As a matter of fact, the bubble state
should give rise to three resonance peaks: one associated with the inner domain, one resulted from
the outer domain and one ascribed to the circular domain wall [1, 3]. Note that the magnetization
of the inner domain is in the same direction as that of the flowering state surrounding the central
dot, so it is highly possible that the resonance peak corresponding to the inner domain is obscured
by the resonance peaks arising from the flowering state. For nanodot array with d = 30 nm,
the magnetization configuration for the central dot show four additional tips. Accordingly, a new
resonance peak C6 emerges on its susceptibility spectrum. When the nanodot array with d = 20 nm
display stripe-domain structure, its susceptibility spectrum exhibit corresponding resonance peak
D7, along with the characteristic peak B4 of the bubble state. When the bubble state disappears
in the domains state of the nanodot array with d = 10 nm, its corresponding resonance peaks also
vanish. In the meantime, the irregular stripe domain pattern in Fig. 1(a) is responsible for the
rough shape of peak D7, D8, and D9.

While many factors account for the domain patterns and susceptibility spectra of nanodot
arrays, magnetostatic interaction between nanodots is the prime variable as interdot distance d
varies. It is revealed that magnetostatic interaction energy between nanodots would decrease as
d adds up [6, 7]. Thus it is understandable that when d increases to an extent (d > 60 nm in our
simulation), the domain states for nanodot arrays would behave like that of a single dot and their
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Figure 1: Zero-field domain state for a 3×3 nanodot
array with different interdot distance d (top view).
(a) d = 10 nm; (b) d = 20nm; (c) d = 30 nm; (d)
d = 40 nm.

Figure 2: The microwave susceptibility dispersion
spectra for a single nanodot and nanodot arrays with
different interdot distance d. The inset shows the
remnant state for a single isolated nanodot (flower-
ing state).

corresponding susceptibility spectra also show resonance peaks much like that of the single dot. The
rich domain states demonstrated by the nanodot arrays, along with their diversified susceptibility
spectra, provide an opportunity to tailor, design and exploit their dynamic properties.

4. CONCLUSIONS

The zero-field microwave susceptibility spectra for 3 × 3 nanodot arrays with different interdot
distance d have been simulated through OOMMF. It is found that their remnant magnetization
states evolve as a function of d. For instance, the domain state for the central dot transforms from
stripe-domain structure to bi-domain bubble state, to multi-domain bubble state, and finally to
single domain flowering state. Accordingly, their corresponding dynamic susceptibility spectra show
different resonance peaks, each related to a unique domain state. Since magnetostatic interaction
between nanodots is the prime variable as interdot distance d varies, it is responsible for the
variation of the domain states and their corresponding dynamic susceptibility spectra, which offers
another way to exploit the dynamic properties of nanodot arrays.
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Abstract— The FeCoBSi thin films were deposited on the flexible mylar substrates by DC
magnetron sputtering. The as-deposited films showed as an amorphous structure. Permeability
characteristics in the range of 0.5–18 GHz were investigated. The values of permeability increased
with an increasing thickness of the films when the thickness was less than 1 µm. This unusual
result may be due to the various microstructures, stress or defects of the films. When the
thickness was more than 1 µm, the values of both permeability and resonance frequency decreased
significantly. The results may be attributed to the increase of eddy current loss. The electric
properties, including sheet resistance and resistivity for the films with various thicknesses, have
also been investigated.

1. INTRODUCTION

Materials with high microwave permeability are of practical importance for a number of applica-
tions. As ferromagnetic films with in-plane anisotropy are able to overcome the Snoek’s limits, they
might obtain larger values of microwave permeability than bulk magnets [1]. So a lot of research has
been carried out to develop ferromagnetic thin films for the use in high frequency devices such as
high-frequency micro inductors or micro transformers. However, more and more new applications
such as flexible EMI suppressors require flectional samples which under a suitable form [2]. This
was the motivation for the experimental study of thin films deposited on thin flexible substrates.

Observed MW permeability of ferromagnetic alloys is typically lower than the intrinsic perme-
ability because of skin effect. Even if the film thickness d is less than skin depth δ; eddy currents
widen the absorption line and therefore lower the operating frequencies of a magnet. Hence, to
reveal the high intrinsic MW permeability of a ferromagnetic alloy film, the condition d ¿ δ should
be satisfied [3].

Iron-based films are known with high saturation magnetization. Alloying iron with cobalt,
boron and silicon may result in the materials with high saturation magnetization and appropriate
anisotropy or resistivity. Such films may have high permeability at frequencies of several GHz [4, 5].

The paper deals with FeCoBSi films based on flexible mylar substrates, aiming at the structure
and microwave properties of the films. The thickness effects on microwave magnetic properties of
the laminates and the FeCoBSi films were specialized studied. The effect of film thickness on the
electric properties was also investigated.

2. EXPERIMENTAL

Fe66Co17B16Si1 thin films were produced on flexible 11.5µm thick mylar substrates by DC mag-
netron sputtering. The microstructure of the thin films was examined using X-ray diffractometry
(XRD) with Cu Kα radiation, and the electrical resistivity of the samples is determined by a
standard four-point method. The microwave permeability is measured in the frequency range of
0.5–18GHz by the technique that implies winding a film into a roll for a coaxial line [6]. Since an
alternating electric field is normal to the film plane and magnetic field is in-plane, the technique sim-
ulates the magnetic performance of laminates. As the relationships between the intrinsic properties
of inclusion and the effective properties of the composite are well known, measuring the composite
properties leads to the intrinsic electromagnetic properties of the ferromagnetic inclusions.

3. RESULT AND DISCUSSION

The X-ray diffraction spectra for FeCoBSi thin film deposited on a flexible mylar substrate is shown
in Fig. 1. There is only one peak at the position about 25.5◦ in the figure, which is the peak of
the mylar substrate. The XRD spectra dos not exhibit any clear (110) peak of α-Fe or α-FeCo
phase. It means the FeCoBSi films prepared on thin flexible mylar substrates have an amorphous
structure. Actually, it is difficult to obtain crystallized metal films on such flexible thin substrate
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by our sputtering process. The temperature of the centre area for magnetron sputtering is much
higher than the temperature the flexible mylar substrates could endure. To make the thin films and
substrate no curling, deformation and even burned down during the sputtering process, it need to
be flexible substrate close to water-cooling system. It also can not be imposed any heat treatment
after sputtering. So the films usually present an amorphous structure. Amorphous structure is
beneficial to obtaining lower coercivity and larger permeability.

The MW performance of an arbitrary magnetic film can be estimated by a useful integral
analogue of Acher’s law [7]:

2
π

∫ ∞

0
µ′′ (f)fdf = kA (γ4πMs)

2 (1)

where µ′′(f) is the imaginary part of permeability component related to microwave magnetic field
applied in the film plane along the hard axis, f is the frequency, kA is a randomization factor.
Value of kA helps to understand film quality. The closer is kA to unity, the better is the film from
the viewpoint of microwave application. A perfect film with uniform magnetization and in-plane
anisotropy has kA =1, and the best value for the isotropic in-plane sample, kA = 0.5. As we did
not induce anisotropy during the sputtering process, the FeCoBSi film shows isotropic in-plane. So
the internal in-plane magnetic moment is random orientation. In this case, kA in Eq. (1) is ≤ 0.5.

The permeability spectra for the laminates filled with FeCoBSi films with various thicknesses are
shown in Figs. 2(a) and 2(b). From the figures, increasing the film thickness leads to an increase in
the level for the real part and imaginary part of the permeability of the laminates. It is attributed to
the increasing ferromagnetic inclusions’ volume fraction. With the increasing of the ferromagnetic
inclusions, the saturation magnetization values of the laminates increased, which was proportional
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Figure 1: Thickness effects on X-ray diffraction spectra of FeCoBSi thin film deposited on a flexible mylar
substrate.
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Figure 2: The real part (a) and imaginary part (b) of the complex permeability spectra for the laminates
filled with FeCoBSi films with various thicknesses.
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to the Acher’s constant. Therefore, increasing the ferromagnetic inclusions by increasing the film
thicknesses in the laminates lead to an increase in the level of permeability.

The intrinsic magnetic spectra for the FeCoBSi films with a range of thicknesses are shown in
Fig. 3. From the magnetic spectra, the general trend is that the ferromagnetic resonances shift
toward the low frequencies with the increasing thickness. When the thickness was more than 1µm,
the values of both permeability and resonance frequency decreased significantly. The results may
be attributed to the increase of eddy current loss. In thick films, the skin effect is pronounced.
The magnetic absorption spectrum may be formed mainly by the skin effect, with the contribution
from the ferromagnetic resonance being negligible. In this case the absorption peak is located at
the frequency where the penetration depth is equal to the film thickness. Therefore, the effective
permeability of the thick FeCoBSi films is much smaller than the permeability of the thin FeCoBSi
films.

But we also noticed that the values of permeability increased with an increasing thickness of the
films when the thickness was less than 1µm. It is worthy of attention because the phenomenon is
neither consistent with the theory of demagnetizing fields [8] nor consistent with most reports [9].
This unusual result may be due to the various microstructures, stress, defects, etc.

The effect of film thickness on the electric properties was also investigated. Table 1 shows the
room-temperature sheet resistance Rs and resitivity for the films with various thicknesses. The
general trend is that resistance decreases with increasing thicknesses. Relatively high resistance for
a thinner film demonstrates the effects of worse microstructure, defects and the mylar-film interface.
The values of the resistivity for the films are of the order 10−3 Ωcm, which is larger than the value
for crystalline FeCoBSi films or for FeCoBSi films on rigid substrates [10]. The high resistivities, on
the one hand, result from the amorphous structure. It has been reported that amorphous Fe-based
films have higher resistivity than nanocrystalline films and bulk large-size crystalline materials have
the lowest resistivity [11]. On the other hand, the higher resistivities should also result from the
effect of the mylar substrate.

The high resistivity is obviously an advantage for the high frequency application of the soft
magnetic film since the eddy loss can be reduced by an increasing electrical resistance due to an
increasing skin depth. But if the high values of resistivity were attributed to the imperfect magnetic
structure or the defects of the film, the permeability would typically be worse.
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Figure 3: The real part (a) and imaginary part (b) of the intrinsic magnetic spectra for the FeCoBSi films
with various thicknesses.

Table 1: Thickness effects on the electrical resistivity of FeCoBSi films deposited on flexible substrate.

Thickness (nm) 300 515 1020 1545
Rs (Ω/¤) 116.9 60.2 29.2 7.7

ρ (×10−3 Ωcm) 3.51 3.10 2.98 1.07
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4. CONCLUSIONS

The FeCoBSi thin films on the flexible mylar substrates were produced by DC magnetron sputtering.
The as-deposited films showed as an amorphous structure. The coaxial technique has been used
for characterizing the microwave properties. The ferromagnetic resonances shift toward the low
frequencies with the increasing film thickness. When the thickness was more than 1µm, the values
of both permeability and resonance frequency decreased significantly. When the thickness was
less than 1µm, the values of permeability increased with an increasing thickness of the films. This
unusual result may be due to the various microstructures, stress, defects, etc. The electric properties
of the thin film on mylar with various thicknesses were also studied. The high resistivity is usually
an advantage for the high frequency application of the soft magnetic film. But if the high values
of resistivity were attributed to the imperfect magnetic structure or the defects of the film, the
permeability would typically be worse.
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Abstract— This paper investigated the influential rule of the thickness and dielectric constant
of thin film material to the resonant frequency of single-layer FSS in practical fabrication. Firstly,
ring loop and four-legged loaded elements of single-layer FSS without considering the effect of
thin film is designed and simulated. The results show that the resonant frequency (f0) bounds
when the dielectric thickness is 1/4λ and 3/4λ for both structures, and this is very agree with FSS
theory. Then thin film material is added between the FSS and dielectric layer. The simulated
results show that the f0 changes when the thin film’s thickness and dielectric constant varies, and
f0 bounds at some frequency value. This illuminates that the thickness and dielectric constant
of thin film material is paramount factor for the f0 of single-layer FSS in practical fabrication.

1. INTRODUCTION

Frequency selective surface (FSS) has been extensively studied over these years due to its extensive
application in microwaves, infrared, even in optical spectrum. In order to obtain special resonant
frequency and bandwidth performance, the element of the FSS is often designed with different
configurations to ensure electromagnetic wave fully pass or reflected at its resonant frequency.
Whereas the bandwidths of the FSS is determined not only by the single element, but also the
array arrangement, the resonance characteristics of different element shape can supply us a good
start in FSS design by choosing proper element [1, 2]. The frequency characteristics of the FSS
are influenced greatly by the style of unit, and the dielectric layer acting the support role of the
structure. When the dielectric thickness reaches some value, the resonance frequency of the FSS
which embedded in the dielectric layers will be stable [3]. The transmission coefficient of a two-layer
periodic array structure using symmetrical and asymmetrical method has been detailed analyzed
in [4].

Various methods have been proposed for the analysis of FSS under the infinite-array approxi-
mation, namely, the periodic method of moments (MoM) [1], equivalent-circuit modes [5], the finite
difference time-domain (FDTD) method [6], and the finite-element method (FEM) [7].

This paper investigates the effect of thin film material in a single-layer FSS to its resonant
frequency using FDTD method. This study is meaningful for the practical application of the FSS,
and well explained the disagreement of some testing results with pre-design.

2. FORMULATION AND MODELING

The FSS is under study modeled as a one dielectric layer structure, see Figure 1, where A+ and
B− are column matrices containing the mode coefficients of the total incident field. The column
matrices A− and B+ contain the mode coefficients of the total scattered field. The characteristics
of the FSS are given by a scattering matrix S,

(
A−

B+

)
= S

(
A+

B−

)
=

(
S11 S12

S21 S22

)(
A+

B−

)

Given a known inter-element periodicity (P ), the frequency for onset of grating lobes for angle
of incidence η can be predicted using [1]:

f =
C

P (sin η + 1)
(Hz)

where c is the velocity of light.
The geometry of the FSS element is depicted in Figure 2. We show two different FSS units

in this paper, i.e., four-legged loaded element and ring loop element to find the relation between
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Figure 1: Frequency selective structure represented as a scattering matrix.

Figure 2: Geometry of two different elements of the FSS: four legged loaded element and ring slot element.

Figure 3: Sandwich structure of single-layer FSS loaded with thin film.

resonant frequency f0 and thickness of the dielectric layer. The FSS is assumed to be infinitely
extended in the xy-plane. The z-axis is assumed to be orthogonal to the surface of the perfectly
conducting FSS. These apertures are spaced periodically along the x-axis and y-axis with the same
period D = P = 7 mm. For ring loop FSS, the inner radius loop Rin = 3 mm and the loop width
w = 0.18mm. For four-legged loaded element, the parameter of unit are L = 5.5 mm, T = 1.4mm
and slot width w = 0.18mm. In these two case, the same FR-4 electronic board is used as dielectric
substrates, with thickness of h = 7.15mm, exactly the half dielectric wavelength corresponding to
the resonant frequency of the FSS. The difference is that we consider a very thin film between the
FSS and the dielectric substrate in one case, whereas we didn’t consider it in other case.

3. SIMULATED RESULTS

From Figure 4, we can see that when the thickness of dielectric substrate h sub varies, the relation
between f0 and thickness of dielectric layer changes regularly for both FSS elements and f0 bounds
at the same dielectric thickness. However, although the two curves have similar changing regularity,
the changing rate of four-legged loaded element is much smaller than the ring loop one. This means
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Figure 4: f0 vs. thickness of dielectric substrate.
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Figure 5: f0 vs. thickness of thin film (ε = 2.3)
material.
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Figure 6: f0 vs. thickness of thin film (ε = 4.4)
material.

that the rule between f0 and dielectric thickness is decided by the thickness of substrate, not FSS
unit. But the four-legged loaded element is more stable than the ring loop unit. So in practical
fabrication, four-legged loaded element is usually chosen as periodic unit.

Figure 5 and Figure 6 shows that when thin film material is added between FSS and dielectric
layer, f0 changes along with the thickness of thin film material varying. And, the changing rate
increases with the dielectric constant increases. From the results curve we find that, when the
thickness of thin film material is only 20µm, the resonant frequency of designed FSS shifts about
1.6GHz and 2.6 GHz when the dielectric constant of thin film material is 2.32 and 4.4 respectively.
The simulated results accurately illustrate that, in practical fabrication, such as pasting single-layer
FSS inside of a radome, why the experimental results and designed results are different. In other
words, because of the dielectric constant and thickness of thin film is not assured accurately, the
resonant frequency of experiment shifts about 1.3GHz compared with pre-designed f0.

In practical fabrication, the gluey film material is used as thin film material. For gluey film
material having the similar characteristics as dielectric, we consider it as a thin film dielectric layer
in simulation. If the glue is assorted manually, the dielectric constant of the glue is hardly assured
accurately. And in fabrication, the thickness of thin film is also hardly assured. The above reasons
lead to the experimental results not agrees with pre-designed results.

4. CONCLUSION

From the above results we can find that, for the same single-layer FSS, same period, different
FSS units, the relation between f0 and the thickness of dielectric layer have the similar regularity.
And the simulated results illustrates that four-legged loaded element is more stable than the ring
loop one. But when thin film material is added between FSS and dielectric layer, f0 varies with
the thickness of thin film material changing. And the changing rate increases with the dielectric
constant increases. This illustrates that the thickness and dielectric constant of thin film material
greatly affects the resonant frequency of single-layer FSS. Therefore, thin film material’s dielectric
constant and thickness must be pre-considered before practical fabrication. This can avoid resonant
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frequency shift between designed and testing results.
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Abstract— For the high frequency application in mobile communication technology, the op-
erating frequency is over 3GHz, hence the ferromagnetic resonance frequency (fres) of magnetic
films must be over 3 GHz. In this study, FeCoHfO alloy is chosen as a promising material sys-
tem for this application. Inserting an insulator (e.g., AlOx) layer into ferromagnetic layers is a
good way to enhance the resistivity and therefore to reduce the eddy current loss. A significant
reduction of hard axis anisotropic field was observed when the number of multilayer reached five.
With this optimum condition of [FeCoHfO (400 nm)/AlOx (10 nm)]3, favorable magnetic prop-
erties (effective anisotropy field of 110 Oe), high frequency characteristics (permeability ∼ 100
at 100 MHz and ferromagnetic resonance frequency over 3 GHz) and high electrical resistivity
ρ ∼ 1074 µΩcm were obtained.

1. INTRODUCTION

Soft magnetic thin films with high magnetic moments have been studied intensively because they
are of significance both in micromagnetic devices and high-frequency applications, such as planar
inductors and transformers used in integrated circuits, which also require the high ferromagnetic
resonance frequency (fFMR) [1]. Magnetic thin films can not only be utilized to fabricate micro-
inductors but also to enhance the inductance of magnetic inductors. The magnetic thin films
provide favorable alternatives in reduction of the device dimensions and in the development of elec-
tromagnetic high frequency devices [2]. According to the Kittel’s equation, the magnetic resonance
frequency is defined as

fFMR =
λ

2π

√
MSHk

µ0
(1)

where fFMR is ferromagnetic resonance frequency, MS is saturation magnetization, µ0 is the initial
permeability, γ is the gyromagnetic factor, and the anisotropy field is defined as HK = 2Ku/MS .
The appropriate HK , and MS should be as high as possible [3–5] to increase the ferromagnetic
resonance frequency.

The magnetic thin films applied in high-frequency inductors are supposed to have high MS , low
coercive field (HC), and appropriate in-plane uniaxial anisotropy (HK) to increase ferromagnetic
resonance frequency (fFMR) and permeability (µ′). Meanwhile, high resistivity (ρ) is necessary to
decrease eddy current loss in high frequency range. Nanocomposite oxygen-based soft magnetic
films, FeCo-X-O (X = Hf, Zr, Al, etc.) show excellent soft magnetic properties [6, 7]. However,
uniaxial anisotropy of these films should be improved further for high-frequency applications.

In this work, the multilayered film technique laminating the magnetic layers with non-magnetic
oxide spacers is exploited to achieve appropriate uniaxial anisotropy field in FeCoHfO, aiming to
obtain good soft magnetic properties for application in high-frequency inductors. The effects of the
stacking levels on the microstructure, tensile stress, electrical resistivity and domain structures have
been investigated, and their relationships between the magnetic and high frequency characteristics
were discussed.

2. EXPERIMENTAL

The FeCoHfO/AlOx multilayer films were deposited on Si (100) substrates by dc reactive magnetron
co-sputtering with Ar + O2 gases in a working pressure 1×10−3 Torr. The power of the Fe7Co3, Hf
and Al targets was 200, 50 and 50 W, respectively. The multilayered structure was the FeCoHfO
ferromagnetic layer with total thickness of 1.2µm separated by AlOx interlayers with 10 nm in
thickness. The t/d ratio refers to the thickness ratio of the AlOx (t = 10nm) spacer to single-
layered FeCoHfO (d). The samples were named as Mx, where the x refers to the number of the
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ferromagnetic layers in one film. For example, M3 refers to the multilayer film composed of three
ferromagnetic layers. The as-deposited FeCoHfO/AlOx multilayer films were annealed at 300◦C for
3 hours along hard axis in presence of a magnetic field of 2 kOe. Magnetic properties were measured
with a vibrating sample magnetometer (VSM), and the permeability was evaluated using PMF-
3000 permeameter with a maximum frequency of 3 GHz. A high-resolution transmission electron
microscope (HRTEM, JEOL-3000F, Japan) was employed to investigate the detailed microstructure
of the multilayer films. The magnetic domain structure was observed by magnetic force microscope
(MFM). The residual stress was measured using the scanning laser curvature method.

3. RESULTS AND DISCUSSION

Figure 1(a) shows the change of HK and MFM images with stacking levels in FeCoHfO/AlOx

multilayer films. The anisotropic field is reduced with the number of stacking layers. When the
stacking level increases from one to three layers, the HK obviously decreased. When magnetic thin
films exhibit a perpendicular anisotropic field, the stripe domains are observed. Fig. 1(a) shows
a stripe domain for the sample M1 where bright-to-dark contrast came from the magnetization
canted up or down out of the film plane, demonstrating the presence of perpendicular anisotropy.
Therefore, the sample M1 has a large value of the anisotropic field. However, typical characteristics
of in-plane anisotropy were observed in samples M3–M5. The stripe domain was eliminated, and
the non-contrasted MFM image was observed. Hence, samples M3–M5 had the smaller values
of the anisotropic field. The effective anisotropy field of sample M3 was 110 Oe. If the stripe
domain exists in thin film, it will affect the limiting value of in-plane microwave permeability due
to the influence of the dynamic demagnetizing fields at the domain walls [8], and therefore the
permeability is relatively lower than the film without stripe domain.

The bright-field HRTEM images and corresponding electronic diffraction pattern indicating
samples of M1 and M3 are shown in Figs. 1(b)–1(c). There are several sharper rings, assigned as
(110), (200), (211) and (220) planes of bcc FeCo. The average grain size of FeCo grains is 2–5 nm.
In addition, one hazy and broad ring comes from amorphous HfO2.

As discussed before, the anisotropic filed is reduced with the increase of the number of stacking
layers (see Fig. 1(a)). The anisotropic field is influenced by magnetocrystalline anisotropy and
magneto-elastic anisotropy. According to random anisotropy theory [9], the effective magnetic
anisotropy (〈K〉) is expressed as:

〈K〉 = K1

(
D

Lex

) 3
2

(2)

where K1 is the magnetic crystalline anisotropy constant, D is grain size, and Lex is the exchange
length. For very small grains, the ferromagnetic exchange interaction forces the magnetic moments
to align parallel to each other. Thus, the effective anisotropy will be an average over several grains
and will be reduced in magnitude [10]. When the grain size D is smaller than the exchange length
Lex, the effective anisotropy provided from magnetocrystalline anisotropy is very small value (〈K〉)
( by Eq. (2)). From TEM analysis, the average grain size of the FeCoHfO film (DFeCo) is 2–5 nm
(see Figs. 1(b)–1(c)). The exchange length of FeCo phase (Lex-FeCo) is about 32 nm [11]. The
magnetocrystalline anisotropy of the investigated multilayer films was calculated to be a very small
value around 0.61 kJ/m3.

In this case, magneto-elastic anisotropy plays an important role in magnetic anisotropy. The
magneto-elastic anisotropy can be described as follows [12],

Kσ = −3
2
λS · σ (3)

where λS is the saturation magentostriction, and σ is the stress. It is revealed that the stress is
reduced with the increase of the number of stacking layers (see Fig. 2). With the variation of the
stacking levels, the anisotropic field and stress exhibit a similar trend, which strongly indicates that
the inner stress is associated with the magnetic anisotropy in the FeCoHfO/AlOx multilayer films.

The eddy current loss is one of the main dissipation factors. The resistivity of the FeCoHfO/AlOx

multilayer films increases with the stacking levels (see Fig. 2). The resistivity is significantly
dependent on the microstructure [13]. When the amorphous insulator (AlOx) layer is inserted
into the crystalline FeCoHfO films, the transport electrons are scattered by the amorphous region,
giving rise to an enhancement of resistivity.
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(a) (b)

(c)

Figure 1: (a) Dependence of MFM images (5 × 5 µm2) and anisotropic field of FeCoHfO/AlOx multilayer
films on the stacking levels, and high-resolution TEM images and selected area diffraction patterns of the
FeCoHfO/AlOx multilayer films with various stacking levels, (b) one layer, and (c) three layers.

Figure 2: Dependence of the resistivity and stress of the FeCoHfO/AlOx multilayer films as the function of
t/d ratio.

(a) (b)

Figure 3: (a) real parts of complex permeability (µ′) and (b) imaginary parts of complex permeability (µ′′)
of FeCoHfO/AlOx multilayer films with various stacking levels measured along the hard axis. The stacking
levels are one layer, three layers and five layers.

With respect to µ′ of samples M1–M5 (see Fig. 3(a)), the stripe domain was observed in samples
M1, and therefore the permeability of M1 is expected to be relatively lower than those of M3 and
M5.

The increasing permeability (µ′) with the stacking layers can be attributed to the enhancement
of resisitivity and reduction of anisotropy field. Fig. 3(b) shows the imaginary part of complex
permeability (µ′′) for FeCoHfO/AlOx multilayer films with various stacking levels. When the
stacking level increases from three to five layers, the HK is slightly decreased (see Fig. 1(a)). Hence
the sample M3 exhibited ferromagnetic resonance frequency larger than 3GHz. The ferromagnetic
resonance frequency of sample M5 with only 2.8 GHz was lower than that of sample M3.

In summary, the sample M3 exhibited excellent high frequency and electrical resistivity proper-
ties. The resistivity of sample M3 was over 1000µΩcm. The permeability (µ′) of sample M3 was
around 100 at 100 MHz, and the ferromagnetic resonance frequency exceeded 3GHz.
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4. CONCLUSIONS

Soft magnetic FeCoHfO/AlOx multilayered films with favorable high frequency magnetic properties
were successfully deposited by dc sputtering. A significant reduction of effective uniaxial anisotropic
field was observed when the number of layers reached five. The influence of stacking levels on the
microstructure, stress, magnetic and electrical properties and high-frequency characteristics was
investigated. The multilayer structures reduce the stress in the FeCoHfO/AlOx samples, and the
decreasing stress leads to the lower anisotropic field. The suitable anisotropic field obviously en-
hances the ferromagnetic resonance frequency in FeCoHfO thin films. The ferromagnetic resonance
frequency of sample M3 is enhanced in excess of 3 GHz, with permeability around 100 at 100 MHz
and high electrical resistivity ρ ∼ 1074µΩcm. It is demonstrated that the FeCoHfO/AlOx multi-
layered structure possesses potential application in high-frequency electromagnetic devices.
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Abstract— The precise permittivity determination of dielectric materials has been a very
important task for ever-increasing microwave and millimeter-wave applications. For these reasons,
various microwave techniques, each with its unique advantage and constraints, are introduced
to characterize the electrical properties of materials. Owing to its relative simplicity, broad
frequency coverage and higher accuracy, short-circuited line method, a type of non-resonant
method, is widely utilized for characterization of materials. However, obtaining the electrical
permittivity from the experimental measurements requires solving a transcendental equation of
the form (tanhz)/z = c on the complex plane, where c is obtained experimentally. In solving these
transcendental equations, iterative numerical methods are employed, of which the more commonly
used is the Nowton-Raphson method. However, the main problem is that the transcendental
equation has many roots, and it is difficult for its solution to converge to the correct value
unless a very good initial guess is provided using some extra approach. In this presentation, a
mathematical procedure is proposed which combines contour integral method, full-label triangles
method, and simplex method for solving the transcendental equation on the complex plane which
arises in the short-circuited line method. Although this equation possesses infinite solutions, only
one of them is physical. Before deciding which of the solutions is the physical one it is better to
find all possible permittivity in the given range. In our procedure, a formula of contour integral
is used to determine the root number of the transcendental equation in the given range after
the singularities are eliminated. And the equation is solved by simplex method from the initial
values found by full-label triangles method. The main advantage of this procedure is that all
roots can be solved only one time. The inherent ambiguity in the transcendental equation is
avoided with the aid of measurement results at adjacent frequency. By using this procedure, a
precise characterization of the complex permittivity is possible, thus overcoming some limitations
of previous methods. Simulation and measurement of reference material have been carried out
to validate the method.

1. INTRODUCTION

Two kinds of microwave techniques, resonant method and non-resonant method, have been widely
utilized to characterize the permittivity of dielectric at microwave and millimeter wave band [1]. In
the non-resonant method, the permittivity is calculated from the scattering parameters of a trans-
mission line in which the specimen is placed. Short-circuited line method, a type of non-resonant
method, is widely used owing to its relative simplicity, broad frequency coverage and higher accu-
racy. However, obtaining the electrical permittivity from the experimental measurements requires
solving a transcendental equation on the complex plane [2].

Various methods have been used to solve the complex transcendental equation, such as: one-
dimensional techniques for low-loss materials [3], chart method [4], linear equation approxima-
tion [5], Newton-Raphson method [6], Kuhn’s algorithm [7], and simplex method [8]. Among these
methods, Newton-Raphson method, Kuhn’s algorithm, and simplex method can achieve more pre-
cision than others. However, Newton-Raphson method and simplex method need initial value first,
and only converge to local optimal point. Although Kuhn’s algorithm can find all zeros, it is
complex to program.

In this paper, simplex method is introduced to solve complex transcendental equation. And a
method which is easy to program is used to find all initial points one time. One disadvantage of this
method is it consumes a tiny long time compared with other precision method. But the difference
of time consumption is hard to be discovered.

2. FUNDAMENTAL THEORY

2.1. Derivation of the Equation
The specimen with the thickness of l1 is placed at the end of a shorted waveguide as shown in Fig. 1.
And the distance between the shorted plane and the reference plane is l0. If the measurement
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Figure 1: Schematic of shorted waveguide method.

reflection coefficient is Γ1, the reflection coefficient at the interface of air and the specimen is

ΓL = Γ1 exp [j2β0 (l0 − l1)] (1)

where β0 is the phase factor of mode TE10. l0 can be deduced from ϕ0, the phase of reflection
coefficient of empty shorted waveguide.

l0 =
π − ϕ0

2β0
(2)

Therefore, the input impedance at the interface of air and the specimen is

ZL = Z0
1 + ΓL

1− ΓL
(3)

Alternately, the specimen filled in the waveguide is considered as a lossy transmission line. So the
input impedance is also expressed as

ZL = Z1th(γ1l1) (4)

where γ1 = α1 + jβ1 and Z1 = jωµ0/γ1 is the propagation constant and characteristic impedance
respectively. Eq. (3) equals Eq. (4), so

th(γ1l1)
γ1l1

=
1

jβ0l1

1 + ΓL

1− ΓL
(5)

The right part of the equation is measurable. Therefore the permittivity can be solved if the γ1 is
get from the above equation. Let right part of Eq. (5) be A and z = γ1l1, the equation is simplified
to

th(z)
z

= A (6)

In order to eliminate the singular points of Eq. (6), the two parts of the equation is multiplied by
z(e2z + 1). Thus, the equation changes into

f(z) = (Az − 1)e2z + Az + 1 = 0 (7)

2.2. Number of Roots
Equation (7) has infinite roots in the complex plane. Only one of them is physical. And several of
them are the possible ones. Therefore, the possible range of z or γ1 is derived from the range of
possible permittivity. Let the possible range of z in complex be D. Obviously, f(z) is an analytic
function in D. Let L be the simple closed curve around D. And L does not have zero of f(z).
Process contour integral along L [9], and let

sk =
1

2πj

∮

L
zk f ′(z)

f(z)
dz (8)

so,

sk =
n∑

p=1

ξk
p (9)

where ξp, p = 1, 2, . . . , n are zeros of f(z) in D. The number of roots n of f(z) in D can be deduced
from Eqs. (9) and (10) if k equals 0.

n =
1

2πj

∮

L

f ′(z)
f(z)

dz (10)
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2.3. Initial Values
Full-label triangle method is used to find the initial values. To begin with it, triangulation is applied
in the possible domain D first. Then, f(z) is calculated at the vertexes of the triangles, and the
phase of f(z) is confined in (−π, π]. Label the vertexes by

L(z) =

{ 1, −π/3 ≤ arg f(z) ≤ π/3
2, π/3 < arg f(z) ≤ π
3, −π < arg f(z) ≤ −π/3

(11)

A triangle is full labeled if the labels of three vertexes are 1, 2, and 3 respectively. f(z) is the
mapping from complex plane Z of z into W . Complex plane W is divided into three equal sectors
by L(z). The label L(z) of z in Z is determined by which sector that W = f(z) is located in
W . The mappings in W of the three vertexes of full label triangles are surround the origin and
distributed in the three vectors. Because the preimage of the origin in W is the zero of f(z) = 0,
there must have zeros of f(z) = 0 near the full-label triangles. If the number of full-label triangle
in D is less than the number of zero n, that means there are at least two zeros near one full-label
triangle. For this reason, triangulation should be refined until the number of full label triangle
equals n.

2.4. Determining the Permittivity
The complex transcendental equation is solved by simplex method from the initial values, n full-
label triangles [8]. Simplex method is a searching method using reflection, contraction, and ex-
pansion to optimizing the objective function. Until the standard deviation of objective function of
three vertexes of the full-label triangles is less than a small value to obtain a certain precision, the
mean of the three vertexes of the full label triangles is used as the root of f(z) = 0. Then, the
permittivity is got from z or γ1.

εr = ε′r − jε′′r =
(

λ0

λc

)2

−
(

λ0

2π

)2

γ2
1 (12)

The simplex method can found n roots in the possible domain. However, only one root is the real
value. Others are caused by the phase ambiguity. The roots which are not physical change more
rapid versus frequency than the physical one [5]. Therefore, the physical one can be distinguished
by the measurement result at near frequency.

3. SIMULATION AND EXPERIMENT RESULT

A simulation and experiment result are used to verify the validity and practicability of the method
presented above. In the simulation, a specimen is deposited in the end of a BJ100 waveguide. The
thickness of the specimen is 4 mm, the relative permittivity is 4.4(1 − j0.02), and the simulation
frequency band is 9 ∼ 11GHz. The reflection coefficients of empty short waveguide and dielectric-
filled short waveguide are calculated theoretically. Assuming the possible permittivity range is
1 ∼ 50, the permittivity and loss tangent is calculated using the two reflection coefficient and
shown in Fig. 2. It is seen that there are two sets of values. One set of values remain stable versus
frequency, and other set of values bend obviously. So, the stable set of values is affirmed physical.
At 10 GHz, the value of the stable curve is 4.3999999969(1 − j0.0200000002) which is consistent
with theoretical value.

Figure 2: The calculated permittivity.
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A piece of PTFE with thickness of 4.83mm is measurement at X band by six-port equipment.
And its permittivity is calculated by the measurement coefficient with the method mentioned above.
The result is 2.04, which is consistent with the value in literature.

4. CONCLUSION

A numerical method for complex transcendental equation which has to be solved in the permittivity
determination in short-circuited line has been presented. The method can solve all the roots in one
time without the need of initial values and is easy to program. The validity and practicability is
verified by simulation and measurement results.
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Abstract— The vector network analyzer (VNA) has been widely applied in the measurement
of microwave devices with wide frequency bandwidths. Particularly, the measurement of the com-
plex reflection coefficients of waveguide devices is its important applications. Due to connecting
the devices to be measured to the VNA with a coaxial-to-waveguide adaptor, the systemic error
caused by the defect of the coaxial-to-waveguide adaptor will be introduced. For solving the
problem, the calibration of the coaxial-to-waveguide adaptor is needed by connecting a series
of known standard components to the measurement system. Subsequently, the systemic error
can be obtained by analyzing the measurement results of the known standard components. The
traditional calibration method uses three standard components, i.e., a load, a short circuit, and
an offset short with known phase. However, with the traditional calibration method, the exact
location of the short plane is difficult to be determined at the range of millimeter wave frequen-
cies. In this paper, a novel calibration procedure using a matched load and an adjustable shorter
with several unspecified phases is proposed to reduce the systemic error caused by the adaptor.
The advantage of this method is only to define one shorter plane as reference plane. During the
calibration process, the position of the piston is unnecessary to be recorded. More offset shorts
are used; more accurate de-embedding effect can be get. The proposed calibration method is
especially fitted to the system calibration at the range of millimeter wave frequencies, where the
accuracy of the system calibration is very sensitive to the position of standard short plane. The
measured results show that the module of corrected S11 of a shorter is less than 0.1 dB with linear
phase delay and the corrected S11 of a matched load is below −40 dB. The results are much more
accurate than the raw readings, 1.3 dB and −15 dB respectively, before the adaptor calibration.
It is also shown that the technique is resistant to the error of the adjustable shorter position and
is easy to implement.

1. INTRODUCTION

Calibration is an important part in the procedure of microwave measurement. A coaxial-to-
waveguide adaptor has to be used when measuring a waveguide load with a VNA, because the
VNA has only coaxial ports. The phase shift and reflection of coaxial-to-waveguide adaptor vary
with operating frequency. So the error caused by adaptor has to be removed by calibration before
measurement. The purpose of calibration is to resolve the S-parameter of two-port network, and
then the reflection of waveguide load is deduced form the measurement result of VNA.

Theoretically, the solution of S-parameter of two-port network is based on three standard com-
ponents, i.e., a shorter, an open circuit, and a matched load. In practice, the open circuit is
replaced by an offset shorter because waveguide open circuit doesn’t exist. However, the position
of an adjustable shorter is difficult to be determined accurately at high frequency. In this paper, a
calibration method which doesn’t need the phase information of an adjustable shorter is presented.
The method uses a matched load and an adjustable shorter with at least three unspecified phases,
and one of position of adjustable shorter is used as a reference plane. That means the scale on
the piston need not to be read. In the calibration, based on the reflection coefficients of adjustable
shorter are in the same circumference, the S-parameter of adaptor is calculated. This calibration
method is easy to implement, and the validity was verified by experiment.

2. THEORITICAL ANALYSIS

The configuration of reflection coefficient measurement of waveguide load by VNA is shown in
Fig. 1. In this measurement, the reflection coefficient at waveguide load is ΓL, the reflection
coefficient measured by VNA is Γin, and the S-parameter of coaxial-to-waveguide is symboled by
S, as described in Fig. 1.

The relation between reflection coefficients of two ports of a two-port network is:

Γin = S11 +
S12S21ΓL

1− S22ΓL
(1)
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Figure 1: Configuration of calibration measurement.

By connecting a matched load, S11 can be obtained by

S11 = Γin,match (2)

Connecting an adjustable shorter to the adaptor, the reflection coefficient at the load is expressed
as

ΓL,short,i =
(Γin,short,i − Γin,match)

(Γin,short,i − Γin,match)S22 + S2
12

(3)

or
ΓL,short,i =

Ai + jBi

(Ai + jBi) (x1 + jy1) + x2 + jy2

where i is the index of the position of the adjustable shorter, and ΓL,short,i is the ith reflection
coefficient at the adjustable shorter. Ai and Bi are real and imaginary parts of Γin,short,i−Γin,match

which are measurable. x1, y1, x2, and y2 are real and imaginary parts of S22 and S2
12 which need

to be solved. As the module of reflection coefficient of adjustable shorter is equal to unity, Eq. (3)
can be replaced as(

A2
i + B2

i

) (
x2

1 + y2
1

)
+

(
x2

2 + y2
2

)
+ 2Ai (x1x2 + y1y2) + 2Bi (x1y2 − y1x2) = A2

i + B2
i (4)

Let the first position of adjustable shorter be a reference plane. Eq. (3) becomes

A1 + jB1

(A1 + jB1) (x1 + jy1) + x2 + jy2
= −1 (5)

Substituting Eq. (5) into Eq. (4) and eliminating x2 and y2, one get

a1

(
x2

1 + y2
1

)
+ a2x1 + a3y1 = b (6)

where a1, a2, a3, and b can be expressed by Ai and Bi which are measurable. Eq. (6) has two
unknowns, therefore a1, a2, and a3 must be correlated. Provided that

c1a1 + c2a2 = a3 (7)

Eq. (6) is replaced as
a1

(
x2

1 + y2
1 + c1y1

)
+ a2 (x1 + c2y1) = b (8)

From the expression of a1, a2, and b, it can be deduced that

[ a1 a2 ] ·
[

1
−1

]
≡ b (9)

One get
x2

1 + y2
1 + c1y1 ≡ 1, x1 + c2y1 ≡ −1 (10)

Then, S22 and S12S21 can be deduced from Eq. (10) and Eq. (5). Finally, ΓL is calculated by
S-parameter and Γin

ΓL =
Γin − S11

S12S21 + ΓinS22 − S11S22
(11)

3. CALIBRATION PROCEDURE

Based on the theoretical analysis in Section 2, the calibration procedure is:

1). Connect a matched load, and measure the Γin,match which is equal to S11;
2). Connect adjustable shorter, rotate it, and measure the Γin,short,i at different position, i =

1, 2, . . . , n, n ≥ 3;
3). Calculate a1, a2, a3, c1, and c2 from Eqs. (7)–(9);
4). Calculate S22 and S12S21 from Eq. (5) and Eq. (10);
5). Calculate ΓL from Eq. (11).
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4. EXPERIMENT

The validity is verified by experimental result measured by VNA (Agilent E8363E) from 8 GHz to
12GHz. The coaxial-to-waveguide adaptor is connected to port 1 or VNA, and the dimension of
the waveguide is 22.86mm × 10.16 mm. Using the proposed method, the reflection coefficients of
a matched load and an adjustable shorter are measured and calculated. More than 10 different
positions of adjustable are used. And the first of the positions is set as the reference plane. The
S11 after calibration and raw measuration S11 before calibration of a shorter and a matched load
are shown in Fig. 2. It can be seen that the module of corrected S11 of a shorter is less than
0.1 dB compared with the raw readings of 1.3 dB and the calibrated S11 of a matched load is below
−40 dB compared with the raw readings of 40 dB. The results are much more accurate than the
raw readings before the adaptor calibration.

Theoretically, reflection data of only three positions of adjustable shorter are enough to calibrate
the adaptor. Calibration error caused by measurement will be reduced and calibration will perform
better if data of more positions are used. Therefore, least-squares method is used to solve Eq. (7).
The maximum S11 of a shorter after calibration decreases if the number of position used is increasing
shown in Fig. 3. If the number exceeds 8, the S11 becomes very low. In practical, the number of
position can be easily obtained by just pulling and pushing the piston.

The performance of this calibration is also revealed by the tangent method used in characterizing
the discontinuous of transmission line. The discontinuous part can be represented as an ideal
transformer with ratio N and the transformer is θ1 and θ2 away from the reference planes of the
two port. When an adjustable shorter is connected to port 2, the electric length φ2 from the
reference plane of port 2 to short plane and the electric length φ1 from the reference plane of port
1 to node position have a relation from which the ratio N can be obtained. The curves of φ1 versus
φ2 of the adaptor before and after calibration are shown in Fig. 4. Calculated from the φ1 − φ2

curve, the ratio N of the adaptor before and after calibration are 1.79 and 1.09, respectively.

 
(a) S   of a shorter11 (b) S   or a matched load11

Figure 2: Module of S11 after and before calibration.

Figure 3: The maximum S11 of a shorter after cali-
bration versus number of position in use.

Figure 4: φ1-φ2 curve.
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5. CONCLUSION

An adaptor calibration method with only a matched load and an adjustable shorter has been
presented. During the calibration procedure, it is very flexible to pull and push the piston because
its position need not to be recorded, thus the error is eliminated. And the performance of the
calibration can be improved by using the data of more of the positions which is easy to implement.
Another advantage of this method is that the computation formulas are concise. The validity is
verified by measurement results.
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Abstract— In this work, using a coplanar waveguide employing Periodically Arrayed Ground
Structure(PAGS) on silicon RFIC, a highly miniaturized and broadband on-chip impedance trans-
former was developed for application to low impedance matching in broadband. Its size was
0.01mm2 on silicon substrate, which was 6.99% of the one fabricated by conventional coplanar
waveguide. The transformer showed a good RF performance from 1 to 40GHz.

1. INTRODUCTION

With the evolution of silicon CMOS device process technology, demands for fully-integrated CMOS
RFIC, including all matching components, have increased in the wireless communication systems
market [1]. However, bulky passive components such as conventional impedance transformers and
dividers have been fabricated outside of RFIC owing to their large sizes [2] and most microwave
circuits and antennas use some form of impedance transformers, and in many applications wide
band transformers are required [9]. To solve this problem, transmission line employing periodic
structure on GaAs and silicon substrate were reported [6, 7].

In this paper, a coplanar waveguide employing Periodically Arrayed Ground Structure (PAGS) [8]
was fabricated on silicon substrate, and its basic characteristic was investigated. The coplanar
waveguide employing PAGS exhibited a wavelength much shorter than the conventional one. In
addition, using the coplanar waveguide employing PAGS, a highly miniaturised on-chip impedance
transformer was developed for silicon RFIC applications.

2. STRUCTURE OF COPLANAR WAVEGUIDE EMPLOYING PAGS

We proposed CPW (Coplanar waveguide) employing PAGS [8], which is shown in Fig. 1. It shows
a top view and corresponds to a cross-sectional view of the CPW employing PAGS. As shown in
Fig. 1, PAGS exists at the interface between the SiO2 film and the silicon substrate, and it was
electrically connected to top-side ground planes (GND planes) through the contacts. Therefore,
PAGS was grounded through GND planes. As is well known, a conventional CPW without PAGS
has only a periodical capacitance Ca per unit length, while the CPW employing PAGS has an
additional capacitance, Cb as well as Ca, owing to PAGS. As shown in this figure, Cb is capacitance
between the line and PAGS. Therefore, we can see that the CPW with PAGS exhibits much lower
characteristic impedance (Z0) and shorter guided-wavelength (λg) than conventional one, because
Z0 and λg are inversely proportional to the periodical capacitance, in other words, Z0 = (L/C)0.5

and λg = 1/[f · (LC)0.5] [3, 4].

Figure 1: Structure of coplanar waveguide employing PAGS.
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Figure 2: Wavelength of CPW employing PAGS and
conventional one.

Figure 3: Characteristic impedance of the CPW
with PAGS.

As shown in Fig. 2, the novel transmission line with PAGS exhibits a much shorter λg than
the conventional one. The CPW was fabricated on a silicon substrate with a height of 600 mm.
Fig. 3 shows the characteristic impedance the CPW employing PAGS. From Fig. 1, we can see
that an increase of strip width ‘T ’ results in an enhancement of periodical capacitance Cb owing
to an increase in capacitive area. Therefore, as shown in Fig. 3, the characteristic impedance Z0

of the CPW employing PAGS could be easily controlled by changing the strip width ‘T ’, because
Z0 depends on the periodic capacitance of the transmission line. These results indicate that highly
miniaturised passive components with various impedances can be realised using the CPW employing
PAGS.

3. IMPEDANCE TRANSFORMER EMPLOYING CPW WITH PAGS

In this paper, using PAGS structure on silicon substrate, an impedance transformer was fabricated
on silicon substrate. Fig. 4 shows a photograph of the single section l/4 impedance transformer
employing a PAGS structure on a silicon substrate. The characteristic impedance Z0 of the trans-
former is given by Z0 = (ZC1ZC2)0.5 [3, 4], where ZC1 and ZC2 are the source and load impedance,
respectively, as shown in Fig. 4. In this work, ZC1 and ZC2 are 50 and 28 Ω, respectively, and Z0 is
37.5Ω. For a centre frequency of 21GHz, the length of the l/4 transformer, which was determined
from Fig. 2, is 0.5mm, and the line width W is 20 mm. Therefore, the size of the transformer is
0.01mm2, which is 6.99% the size of the transformer fabricated by a conventional CPW. The size
comparison of the transformers is summarized in Table 1.

Figure 5 shows measured return loss S11 and insertion loss S21 of transformers, respectively. As
shown Fig. 5 the return and insertion loss are −45 and −1.3 dB, respectively, at a centre frequency
of 21GHz. We can observe return loss values better than −11.5 dB from 1 to 40 GHz, and insertion

Figure 4: A photography of the impedance trans-
former of the CPW with PAGS.

Figure 5: Measured return and insertion loss of the
CPW with PAGS.

Table 1: Size of conventional CPW and PAGS on silicon substrate.

Distribution W (µm) λg/4 (mm) Size (mm2)
Conventional coplanar waveguide 130 1.1 0.143

PAGS 20 0.5 0.01



1774 PIERS Proceedings, Xi’an, China, March 22–26, 2010

loss values better than −1.93 dB in the above frequency range, which mainly originate from a high
conductivity of silicon substrate [1, 5].

4. CONCLUSIONS

The CPW employing PAGS showed a wavelength much shorter than the conventional one. The
impedance transformer CPW employing PAGS showed good RF performance from 1 to 40 GHz,
and its size was 0.01mm2, which is 6.99% of the conventional one. The characteristic impedance of
the CPW employing PAGS was easily controlled by changing the strip width of PAGS. According
to the results, it was found that the PAGS structure is a promising candidate for application to a
development of highly miniaturized broaband on-chip passive components on Si RFIC.
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Abstract— In this study, we propose a highly miniaturize on-chip 90◦ Hybrid Coupler on
radio frequency integrated circuit (RFIC), which was fabricated by a coplanar line employing
periodically arrayed grounded-strip structure (PAGS). Using the coplanar waveguide employing
PAGS, we can realized a miniaturized 90◦ Hybrid Coupler on Silicon RFIC. The 90◦ Hybrid
Coupler exhibited good performances from 41.75 to 50GHz, and its size was 0.46 × 0.55mm2,
which is 37% of conventional one. The coplanar waveguide employing PAGS exhibited much
shorter wavelength than conventional one. Using the coplanar waveguide employing PAGS,
we fabricated a highly miniaturized 90◦ Hybrid Coupler on silicon substrate for U band RFIC
applications.

1. INTRODUCTION

Nowadays, demands for fully integrated and miniaturized RFIC (Radio Frequency Integrated Cir-
cuits) have increased in wireless communication system. Especially, according to an evolution of
silicon CMOS device process technology, fully integrated silicon ICs (Integrated Circuits) including
RF and based-band block have been developed [1]. However, passive components such as coupler,
divider and filters are fabricated in outside of ICs due to their bulky sizes, which have been a great
obstacle to a realization of a fully-integrated silicon front-end design [10]. To solve this problem,
short wavelength transmission line applicable to a development of miniaturized passive components
on silicon substrate should be developed.

Using PBG (Photonic Band Gap) structure, a number of miniaturized passive components
have been fabricated on GaAs and Teflon substrate to date [2, 3]. However, a short wavelength
transmission line and miniaturized passive components on silicon substrate have not been studied
yet, because a study on silicon passive components has been focused on a development of low
loss structure such as PGS (Patterned Ground Shield) due to the high conductivity of silicon
substrate [4].

In this study, in order to realize highly miniaturized passive components on silicon RFICs,
we proposed a novel coplanar waveguide employing periodically arrayed grounded-strip structure
(PAGS) that has much shorter wavelength than conventional structure. Using the coplanar waveg-
uide employing PAGS, we can realized a highly miniaturized 90◦ Hybrid Coupler for U band silicon
RFIC application.

2. A SHORT WAVELENGTH COPLANAR WAVEGUIDE EMPLOYING PAGS

Figure 1 shows a structure of the coplanar waveguide employing PAGS. As shown in Fig. 1,
PAGS was inserted at the interface between SiO2 film and silicon substrate, and it was electrically
connected to top-side ground planes (GND planes) through the contacts. Therefore, PAGS was
grounded through GND planes. As is well known, conventional coplanar waveguide without PAGS
has only a periodical capacitance Ca (Ca is shown in Fig. 1) per a unit length, while the coplanar
waveguide employing PAGS has additional capacitance Cb as well as Cb due to PAGS. As shown in
Fig. 1, Cb is a additional capacitance between line and PAGS. In other words, a total capacitance
(per unit length) of the coplanar waveguide employing PAGS corresponds to Ca + Cb, but, it
corresponds to Ca for a conventional coplanar waveguide without PAGS. Therefore, the coplanar
waveguide employing PAGS exhibits wavelength (λg) much shorter than conventional one, because
λg is inversely proportional to the periodical capacitance, in other words, λg = 1/[f · (LC)0.5] [11].

3. MEASURED RESULTS

Using the periodically arrayed grounded-strip structure (PAGS) on silicon substrate [9], we fabri-
cateda highly miniaturized 90◦ hybrid coupler for U band silicon RFIC application. Fig. 2 shows
power division, isolation and return loss characteristics of the 90◦ hybrid coupler employing PAGS.
We can observe good power division characteristic from 41.75 to 50GHz. Concretely, S21 and S31
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exhibit a value of −5.7 dB at 46GHz. In a frequency range of 41.75–50GHz, S21 and S31 show
a value of −5.9 ± 0.5 and −5.5 ± 0.5 dB, respectively. Actually, a value of power division of the
90◦ hybrid coupler fabricated on Teflon substrate [6] is about −5 ± 0.5 dB, and the 90◦ hybrid
coupler employing PAGS shows a loss higher 0.7 dB than conventional one, which originated from
high conductivity of silicon substrate. Isolation characteristic (S41) shows a value of −18.1 dB at
46GHz, and a value of −13 ∼ −18.1 dB in a frequency range of 41.75–50 GHz. All ports show the
same return loss due to symmetry of the structure, and only S11 was plotted in Fig. 1. The S11

shows a value of −11.1 dB at 46 GHz, and lower than −10 dB in a frequency range of 41.75–50 GHz.
Also, Fig. 2 also shows the phase division characteristic of the 90◦ hybrid coupler employing PAGS.
The phase division shows a value of 90.1◦ at 46GHz, and a value of 90± 4.8◦ in a frequency range
of 41.75–50 GHz.

Figure 1: A structure of the coplanar waveguide employing PAGS.

Figure 2: A measured RF characteristics of the hybrid coupler employing PAGS.
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4. CONCLUSIONS

The coplanar waveguide employing PAGS exhibited much shorter wavelength than conventional
one. Above all result, using coplanar waveguide employing PAGS, we can realize a highly minia-
turized 90◦ hybrid coupler on silicon substrate for U band RFIC application. The novel 90◦ hybrid
coupler shows good RF performance from 41.75 to 50 GHz and its size of the was 0.46× 0.55mm2,
which is 37% of conventional one. The coplanar waveguide employing PAGS exhibited much shorter
wavelength than conventional one. Using the coplanar waveguide employing PAGS, we fabricated
a highly miniaturized 90◦ Hybrid Coupler on silicon substrate for U band RFIC applications.
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Abstract— In this paper, a miniaturized doubly balanced ring mixer is presented and investi-
gated. The proposed miniaturized mixer is composed of two novel Marchand baluns, four diodes
in a ring configuration and a pair of LPF filters. By utilizing the newly proposed coupled artificial
transmission lines, the new Marchand balun features a compact size and comparable operating
bandwidth as its conventional counterpart. The doubly balanced ring mixer is fabricated on a
six-layered printed circuit board and occupies an area of 16.7 by 16 mm2. The conversion loss
of the ring mixer is less than 11 dB as the RF frequency varies from 1.1 to 3GHz. The isola-
tions between all three ports remain pretty good for frequencies up to 4.5GHz, and the 1-dB
compression power is 5 dBm.

1. INTRODUCTION

Microwave mixer is one of the core components in the RF front end. Due to the nonlinearly char-
acteristics, the mixer is commonly used for frequency up-conversion or down-conversion. Several
different architectures of the mixers have been introduced in [1]. It is observed that the doubly
balanced mixer can be applied for achieving even better performances. The ring configurations are
capable of providing a wider dynamic range, good port-to-port isolations, and good rejection of
even-order spurious responses. The doubly balanced ring mixer consists of two Marchand baluns
and four diodes. However, the Marchand balun, comprising two sections of quarter-wavelength cou-
pled lines, still occupies a large area and hence requires a more compact design. Various advanced
miniaturized designs have been proposed in the literatures [2, 3]. By replacing the conventional
coupled lines with coupled artificial transmission lines (ATLs) [4, 5], the Marchand balun, the most
critical part in a doubly balanced mixer, could demonstrate a very compact size. The coupled
artificial transmission lines used is a modification of the design in [6, 7]. The goal of this paper
is to develop a new miniaturized doubly balanced ring mixer using the novel coupled artificial
transmission lines.

2. NOVEL MINIATURIZED MARCHAND BALUN

Figure 1 illustrates the circuit layout of the miniaturized Marchand balun. The balun was fab-
ricated on a six-layered printed circuit board with Rogers RO4003C substrates. To enhance the
coupling between the coupled lines, the spacing between metal layer M3 and M4 is 8 mils. The
substrate thicknesses between all other layers, on the other hand, are 20mils. The developed
Marchand balun consists of two cascaded sections of coupled artificial transmission lines, i.e., the
miniaturized broadside coupler in [4], along with an additional artificial line for compensation. The
operating principle of the miniaturized Marchand balun has been investigated in detail in [5], and
was redesigned to 2.4GHz for the application of the ring mixer in this paper. In addition, three
stripline-to-conductor-backed coplanar waveguide transitions are connected to the input/output
ports for measuring purpose. In a back-to-back configuration, the insertion loss of the transition
is less than 1 dB over the band of concern. The vias around the ports are used to suppress higher
order modes. Although not shown in Fig. 1, the Marchand balun is surrounded by a row of vias to
prevent potential exterior interference during measurement.

The dimensions of the proposed miniaturized Marchand balun were determined by Ansoft HFSS.
The balun features a very compact size of 15.925 by 4.2 mm2, or equivalently, 0.234 by 0.062λ2

g.
Here λg is referred to as the guided wavelength of a 50 Ω stripline in the same substrate at 2.4 GHz.
The simulation was completed by HFSS while the measurement was performed using an Agilent
performance network analyzer (PNA) E8363B along with a probe station. In the simulation the con-
ductors were modeled by infinitely thin perfect conductors due to insufficient computing resource.
The 40A-GSG-400-DP-W probe heads from Picoprober were used for measurement. Fig. 2(a)
shows the simulated and measured S-parameters of the Marchand balun at all ports. The mea-
sured 10-dB return loss (RL) bandwidth is 1.87–3.50 GHz, i.e., a fractional bandwidth of 68%. The
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Figure 1: Circuit layout of the miniaturized Marchand balun. Three-dimensional view and the cross-sectional
view. h1 = h3 = 40 mil, and h2 = 8 mil.

(a) (b) 

Figure 2: Comparisons of the simulated and measured results of the miniaturized Marchand balun: (a)
S-parameters. (b) Amplitude and phase imbalance.

maximum return loss is 28.8 dB, and the minimum insertion loss is 3.31 dB. At the center frequency,
the measured insertion losses at ports 2 and 3 are 3.41 dB and 3.40 dB, respectively. The measured
phase difference is 179 degrees. The measured amplitude and phase imbalance between the two
balanced ports is illustrated in Fig. 2(b). From 1.87 to 3.07 GHz, the proposed balun simultane-
ously meet the following specifications: return loss ≥ 10 dB, amplitude imbalance ≤ 0.5 dB, and
phase imbalance ≤ 3 degrees. This corresponds to a fractional bandwidth of 50%. The discrep-
ancy between the simulated and measured results can be mostly attributed to the nonideal effects
of the ignored finite conductor thicknesses. The fabrication tolerance and the uncertainty of the
termination resistors may contribute to the discrepancy as well.

3. MINIATURIZED DOUBLY BALANCED RING MIXER

The standard topology of a doubly balanced ring mixer is shown in Fig. 3(a). The unbalanced
ports of the baluns are separately connected to the RF and LO ports, respectively. The four diodes
are arranged in a ring configuration, and are serially connected to the balanced ports of the two
baluns for signal mixing. The LO signal can drive the ring quad diodes into nonlinear operation,
which are in turn mixed by the RF signal. The IF signal, in our design, is retrieved at the output
ports of the RF balun with an air bridge, as shown in Fig. 3(b). Two second-order lowpass filters
with a cutoff frequency of 150MHz, are used at the IF port to avoid the potential interference from
the LO signal. In addition, to avoid the incorrectly short circuits at the ends of the coupled-line
sections at the IF frequency, two AC-coupled capacitors are added to the output ports of the RF
balun to separate the RF and IF signals. A complete circuit layout of the proposed ring mixer is
shown in Fig. 3(c). The slight difference between the two baluns are owing to the different operating
frequency, i.e., 2.3 and 2.4 GHz, respectively, at the RF and LO ports. The mixer was fabricated
on the same six-layered printed circuit board as the Marchand balun design. The overall dimension
of the proposed doubly balanced ring mixer is merely 16.7 by 16 mm2.
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(a) (b) (c)

Figure 3: (a) Configuration of a doubly balanced ring mixer. (b) Lowpass filter along with AC-coupled
capacitors for acquiring IF signal. (c) Circuit layout of the proposed miniaturized doubly balanced ring
mixer.

Figure 4: Photograph of the miniaturized doubly balanced ring mixer.

(a) (b) 

Figure 5: Measured conversion loss of the proposed mixer: (a) As a function of IF frequency with fixed LO
frequency. (b) As a function of RF frequency with fixed IF frequency.

A fabricated sample of the proposed doubly balanced ring mixer is shown in Fig. 4. The sur-
face mount Schottky crossover quads from MA-COM (MA4E2072M-1068) was used as the mixing
diodes. The lowpass filters were realized by chip inductors and capacitors. The measurement
was carried out by three coplanar on-wafer GSG probes along with an Agilent PNA E8363B in
frequency-offset mode. An Agilent signal generator E4438C is served as the LO source. The power
levels of the RF and LO signals are −10 and 10 dBm, respectively, throughout the measurement.
Fig. 5(a) illustrates the measured conversion loss of the proposed ring mixer with respect to vari-
ation of the IF frequency. The LO frequency is 2.3GHz. The conversion loss (CL) is better than
7.3 dB from 10 to 150MHz, and has a minimum value of 5.4 dB. As illustrated in Fig. 5(b), with
a fixed IF frequency of 100MHz, the measured conversion loss is smaller than 11 dB between 1.1
and 3 GHz. In addition, the conversion loss is 7.8 dB when the RF frequency is 2.4 GHz. The mea-
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(a) (b) 

Figure 6: (a) Measured isolations of the proposed mixer between the RF, LO and IF ports. The LO and RF
power levels are −10 and 10 dBm. (b) Linearity of the proposed miniaturized doubly balanced ring mixer.

sured isolations between all three ports, i.e., the RF, LO and IF ports, are described in Fig. 6(a).
The LO-to-IF and RF-to-IF isolations are better than 30 dB from 0.1 to 4.5 GHz and from 0.1
to 3.77 GHz, respectively. Meanwhile, the LO-to-RF isolation is better than 20 dB up to 4 GHz.
Fig. 6(b) illustrates the IF output power versus the swept RF input power. According to the figure,
the 1-dB compression point is 5 dBm at a LO power level of 10 dBm.

4. CONCLUSIONS

In this paper, a novel miniaturized doubly balanced ring mixer has been investigated and experimen-
tally verified. The baluns are realized by coupled artificial transmission lines with extraordinarily
compact sizes. The proposed mixer merely occupies an area of 16.7 by 16 mm2. It provides good
performances in terms of the conversion loss, port-to-port isolations and linearity. The proposed
design can be applied to MMIC fabrication process as well. With better line resolution, which
is 0.1 mm in the current design, it is believed that the size reduction capability can be further
improved.
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Abstract— The purpose of this work was to set up a magnetic filtration in laboratory scale.
Theoretical discussions for a longitudinal magnetic filtration are described. A magnetic filter
was designed and built to capture magnetic-particle samples (paramagnetic, diamagnetic or fer-
romagnetic materials) in fluid flowing in the direction of a uniform external magnetic field from
0 to 105.4 mT. The samples, Fe powder with diameter less than 75 µm suspending in a PVC
pipe flowing at a constant velocity of 1.7mm/s, were captured by a bed of spherical collectors
(85 pieces with diameter 3.455mm for each), ferromagnetic materials. In order to obtain the filter
performance, efficiencies of both the filter and the collectors were discussed relative to the pre-
vious magnetic field range. The experimental results show good agreement with the theoretical
calculation from related reports.

1. INTRODUCTION

A magnetic filter is a tool to remove magnetic particles from fluid systems. The process to removal
of these particles is called a “magnetic filtration”. Many researches about a magnetic filtration were
both by theoretical models and by experiments [1–17]. In principle, a magnetic filter consists of a
nonmagnetic (stainless steel) canister, filled with paramagnetic or ferromagnetic matrix elements,
called collectors, and a magnetic field sufficient to saturate the elements. The magnetic filter is
separated in two types: a longitudinal magnetic filter and a transverse magnetic filter [4, 7, 9].
For the first type, direction of flowing fluid is parallel to the direction of an applied magnetic
field. In the second, the direction of the flowing fluid is perpendicular to the direction of the
applied field. Most magnetic filtration experiments are performed with collectors using a single
wire or spheres made from ferromagnetic materials [3, 5, 6, 11]. These methods were used for many
applications [6, 10–12, 14, 15, 17].

The purpose of this research was to study efficiencies of a longitudinal magnetic filter and
spherical collectors by experiments in applied magnetic fields from 0 to 105.4 mT In this work, the
filter was built and used to capture magnetic particles. The efficiency for either filter or collectors
was discussed and compared to theoretical calculation from the previous reports [4, 7].

2. LONGITUDINAL MAGNETIC FILTRATION

Many theoretical models about a magnetic filtration have been reported [1, 2, 4, 7–9, 13, 16]. The
model for the longitudinal magnetic filtration is also purposed [4, 7]. In the model, by using an
effective medium treatment, spherical collectors and fluid system replacing by a sphere with radius
a and a fluid shell with radius b, called a composite sphere, immerging in an effective medium, as
shown in Fig. 1. The fluid flows passing through collectors in the z direction, the same direction of
a uniform applied magnetic field (

⇀

H0). The composite sphere is represented by a packing fraction
γ3, actual volume fraction of the collectors to the fluid in the filter (γ3 = a3/b3). When magnetic
particles moves to the collectors, some of these particles are attracted and captured by the collectors
on account of magnetic forces (

⇀

fm) induced from the applied magnetic field. However, effects
from drag forces (

⇀

fd) are also considered With neglect of inertial, gravitational and (short-ranged)
electrical forces the equation of motion for the magnetic particles becomes

⇀

f d +
⇀

fm =
⇀

0 (1)

From Equation (1), theoretical efficiency (εT ) of the collectors used in the model could be calculated
by a following equation

εT = 1− exp
(
−3Acγ

3L

4πa3

)
(2)

where L is the length of the filter bed. Ac is the capture area, a cross section area that moving
magnetic particles are captured. For the longitudinal design, Ac = πr2

c , and rc is the capture radius.
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Figure 1: A composite sphere immerging in an ef-
fective medium.

Figure 2: Diagram of an experimental longitudinal
magnetic filter.

In general, experimental efficiency (εE) for a filter or collectors can be written by

εE =
Ncap

Nin
(3)

where Nin is the number of magnetic particles entering the collectors and Ncap = Nin−Nout is the
number of magnetic particles captured by the collectors, and Nout is a number of magnetic particles
passing through the collectors.

3. MATERIALS AND METHODS

A longitudinal magnetic filter was designed and built in our laboratory (Applied Magnetic Fields
Research, Ubon Ratchathani University). The filter was composed of a bed of spherical collectors,
85 pieces with diameter 3.455 mm for each, placed in a PVC pipe with internal diameter 40.85 mm
The collectors were placed in the direction parallel to an applied magnetic field producing from a
235mT resistive magnet system with two solenoid coils (Walker Scientific, Model HV-4H, USA) and
a current supply (Walker Scientific, Model HS7354A, USA) Diagram of an experimental longitudinal
magnetic filter is shown in Fig. 2.

In order to study the capture of magnetic field particles, the longitudinal magnetic filtration
experiments were performed at room temperature with a fluid sample flowing with a constant
velocity of 1.7 mm/s in the applied magnetic field varied from 0 to 105.4 mT The sample could
be prepared by mixing Fe power (dimension ≤ 75µm) with water by ratio of 14,000 ml water
per 50 ml Fe powder. Efficiencies of the collectors and the filter could be calculated by using
Equation (3). In the equation, the number of magnetic particles suspended in the fluid were
measured in concentration of Fe powder in water (unit of mg/ml) by weighting the mass of Fe
powder for each sample before and after filtrated in the same water volume. In this process, the
water in the sample was removed by filtration with a very good piece of filter paper. Finally,
efficiencies in percents (%) for both filter and collectors were plotted as a function of the applied
magnetic filed in the 0–105.4 mT range.

4. RESULTS AND DISCUSSIONS

Figure 3 shows the efficiency of the longitudinal magnetic filter (dashed line and black-triangle
points) and that of the collectors (solid line and black-square points) versus the applied magnetic
field varied from 0 to 105.4mT. Experimental results show that the efficiencies for both filter and
collectors rapidly increase during the magnetic field range between 0 and 18 mT. The efficiencies
still increase to saturated values (99% for the filter and 96% for the collectors) during the magnetic
field range between 18 and 105.4 mT. In the figure, the efficiency for the filter is greater than that of
its collectors, which has a value at 68%, although the applied magnetic field is switched off. That is
because of, in the experiments, Fe powder suspended in water dropped under a gravitational field
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Figure 3: Efficiency of the longitudinal magnetic filter (dashed line and black-triangle points) and that of
the collectors (solid line and black-square points) versus the applied magnetic field between 0 and 105.4 mT.
The fluid sample is Fe powder suspended in water.

before entering into the collectors resulting in a higher efficiency for the filter than the collectors.
Compared to the previous reports [4, 7], the experimental data trend to be correspond to the
theoretical calculation.

5. CONCLUSION

In this work, efficiencies of both longitudinal filter and collectors increase to a saturated value
and these approaches one hundreds percents when increasing the applied magnetic field from 0
to 105.4 mT. These data quite agree with the theoretical calculation in the previous reports [4, 7].
Further work should study experiments on a transverse magnetic filter and try to use the filter with
a wastewater sample.

ACKNOWLEDGMENT

This work was supported by Physics Department, Science Faculty, Ubon Ratchathani University,
Thailand.

REFERENCES

1. Briss, R. R., R. Gerber, and M. B. Howard, “Magnetic interaction between a strongly magne-
tized sphere and weakly magnetized particles carried by fluid flow,” J. Magn. Mat., Vol. 15–18,
1565–1566, 1980.

2. Friedlaender, F. J., R. Gerber, W. Kurz, and R. R. Briss, “Particle motion near and capture
on sphere in HGMS,” IEEE Trans. Magn., Vol. 17, No. 6, 2801–2803, 1981.

3. Parker, M. R., “Magnetic filtration by a current-carrying wire matrix,” IEEE Trans. Magn.,
Vol. 17, No. 6, 2816–2818, 1981.

4. Moyer, C. A., M. Natenapit, and S. Arajs, “Magnetic filtration particles in laminar flow through
a bed of spheres,” J. Magn. Mat., Vol. 44, 99–104, 1984.

5. Arajs, S., C. A. Moyer, R. Aidun, and E. Matijevic, “Magnetic filtration of submicroscropic
particles through a packed bed of spheres,” J. Appl. Phys., Vol. 57, No. 1, 4286–4288, 1985.

6. Haque, M. F., R. Aidun, C. Moyer, and S. Arajs, “Magnetic filtration of submicron hematite
particles,” J. Appl. Phys., Vol. 63, No. 8, 3239–3240, 1988.

7. Natenapit, M. “Effective medium treatment of laminar flow in magnetic filtration,” J. Appl.
Phys., Vol. 78, No. 7, 4353–4359, 1995.

8. Badescu, V., V. Muariu, O. Rotariu, and N. Rezlescu, “A new modeling of the initial buildup
evolution on a wire in an axial HGMF filter,” J. Magn. Mat., Vol. 163, 225–231, 1996.

9. Natenapit, M. and W. Sanglek, “Capture radius of magnetic particles in random cylindrical
matrices in high gradient magnetic separation,” J. Appl. Phys., Vol. 85, No. 2, 660–664, 1999.
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Abstract— In this paper, we proposed a novel type phase shifter using rat-race hybrid with
one additional quarter-wavelength transmission line for phase compensation and two varactors
as phase controlling elements. The circuit has been simulated by IE3D and fabricated on FR-4
substrate. The simulated and measured results are in good agreement with in the frequency of
interest.

1. INTRODUCTION

Phase shifters are widely used in phase array radar systems [1, 2] for radiation beam steering on
searching and tracking, and modern wireless communication system’s base station antennas for
adjusting the radiation coverage to improve the service quality. Phase shifter circuit can be simply
made by different transmission lines and switches. In 1965, J. F. White used high power PIN diodes
and transmission lines created L/S bands phase shifter circuit [3]. Cheah, Y. C., Paoloni, F. J.
proposed a variable attenuators and phase shifters also using PIN diodes in 1984 [4]. Neidert, R. E.,
Krowne, C. M. in 1985 proposed a voltage-controlled phase shifter [5]. Lian, C., Rosenau, S. A.,
Zhang, W. K., Chang, C. C., Domier, C. W. and Luhmann, N. C. used lumped element in phase
shifter design in 2000 [6].

The deployment of Radio Frequency Identification (RFID) is increasingly popular in many fields,
ranging from access control, livestock management to logistics, and the available frequency band are
125 kHz, 13.56 MHz, 869 MHz, 902–928 MHz, 2.45GHz, and 5.8 GHz. As the antenna is an integral
part of whole RFID system design, the antenna is crucial to the overall system performance.

The proposed phase shift circuit is shown Fig. 1, port 3 is input, port 2 is output, and port 4
is shunted to ground through a capacitor, port 1 is also shunted to ground through a quarter-wave
transmission line and a capacitor with the same value as that at port 4. The circuit forming a phase
shift structure in which the phase will change with the capacitor values. The proposed structure
has been simulated by using the software, IE3D, to have a comparison on phase shift between the
simulation and measurement results.

Figure 1: Schematic diagram of the proposed phase shift circuit.

2. CIRCUIT ANALYSIS

The proposed phase shifter circuit shown in Fig. 1can be divided into upper and lower half circuits,
as depicted in Figs. 2 (a) and (b) respectively, where θ1, θ2 and θ3 denote the electrical lengths, Z1
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(a) (b)

Figure 2: (a) The upper half part of the proposed circuit. (b) The lower half part of the proposed circuit.

and Z2 are the characteristic impedances. The upper half circuit, cascaded by two transmission line
sections and lump circuit, can be expressed in matrix form of Eq. (1), and the lower half circuit is in
Eq. (2), where ZC is the impedance of capacitor and Zin is the input impedance of the transmission
line, Z3 and θ3 connected with shunted capacitor C.

[ cos θ1 jZo sin θ1

j
1
Zo

sin θ1 cos θ1

]
·
[ 1 0

1
Zc

1

]
·
[ cos θ2 jZo sin θ2

j
1
Zo

sin θ2 cos θ2

]
(1)

[ cos θ1 jZo sin θ1

j
1
Zo

sin θ1 cos θ1

]
·
[ 1 0

1
Zin

1

]
·
[ cos θ1 jZo sin θ1

j
1
Zo

sin θ1 cos θ1

]
(2)

Zc =
1

jωC
(3)

Zin = ZTL · Zc + j · ZTL · tan θ3

ZTL + j · Zc · tan θ3
(4)

The total transmission matrix, ABCD matrix, shown in Eq. (1) has the elements A1, B1, C1

and D1, shown in Eqs. (5)–(8) respectively, and vise versus Eq. (2) is expressed in Eqs. (9)–(12).

A1 = cos θ2

(
cos θ1 +

jZo sin θ1

Zc

)
− sin θ1 · sin θ2) (5)

B1 = jZo sin θ2

(
cos θ1 +

jZo sin θ1

Zc

)
+ jZo sin θ1 cos θ) (6)

C1 = cos θ2

(
j sin θ1

Zo
+

cos θ1

Zc

)
+

j cos θ1 sin θ2

Zo
(7)

D1 = jZo sin θ2

(
j sin θ1

Zo
+

cos θ1

Zc

)
+ cos θ1 · cos θ2) (8)

A2 = − sin2 θ1 + cos θ1

[
cos θ1 +

jZo sin θ1(ZTL + tan θ3
ωC )

ZTL (Zc + jZTL tan θ3)

]
(9)

B2 = jZo cos θ1 sin θ1 + jZo sin θ1

[
cos θ1 +

jZo sin θ1(ZTL + tan θ3
ωC )

ZTL (Zc + jZTL tan θ3)

]
(10)

C2 =
j cos θ1 sin θ1

Zo
+ cos θ1

[
j sin θ1

Zo
+

cos θ1(ZTL + tan θ3
ωC )

ZTL (Zc + jZTL tan θ3)

]
(11)

D2 = cos2 θ1 + jZo sin θ1

[
j sin θ1

Zo
+

cos θ1(ZTL + tan θ3
ωC )

ZTL (Zc + jZTL tan θ3)

]
(12)
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The whole circuits ABCD matrix with elements A, B, C and D are in Eqs. (13)–(16) respec-
tively. The matrix can then transfers into scattering parameters as Eqs. (17) and (18). The phase
of S21 has the expression of Eq. (19). Where Eq. (19) a and jb denote the real part and image part
of S21 parameters respectively.

A =
A1B2 + A2B1

B1 + B2
(13)

B =
B1B2

B1 + B2
(14)

C =
(A2 −A1)(D1 −D2) + (B1 + B2)(C1 + C2)

B1 + B2
(15)

D =
D1B2 + B1D2

B1 + B2
(16)

S11 =
A + B

Zo
− C × Zo −D

A + B
Zo

+ C × Zo + D
(17)

S21 =
2

A + B
Zo

+ C × Zo + D
(18)

∠S21 = tan−1 jb

a
(19)

When Z1 = Z2 = Z3 = 70.7Ω, θ1 = 90◦, θ2 = 270◦, θ3 = 90◦ are carried in the Eqs. (18) and (19)
with center frequency 925MHz and capacitance 2.81 pF, we can get S21 = −0.1259− j0.9359 with
phase −97.65◦; and the S21 = −0.7728 − j0.6009 with phase −142.13◦ while center frequency is
2.45GHz and capacitance 2.81 pF. By knowing the scattering parameter S21 at the center frequency,
we can determine phase changing at different capacitance values.

(a) (b)

(c)  (d)

Figure 3: (a) The layout of the 925 MHz phase shifting circuit. (b) The 925 MHz phase shifting circuit
fabricated on FR-4 substrate. (c) The simulated and measured magnitude results of the phase shifting
circuit at 925 MHz. (d) The simulated and measured phases of the 925 MHz phase shift circuit.
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3. CIRCUIT DESIGN

A phase shift circuit was implemented based on the derived equations and simulated by using EM
simulation tool, IE3D. FR-4 substrate was used, with thickness 1.6 mm and dielectric constant 4.3.
The two varactors (D1 and D2) model no. SMV1234, SKYWORK, are applied on the two circuits
of center frequency 925 MHz and 2.45 GHz with a range from 1.32 pF to 9.63 pF. The characteristic
impedances of input and output port are both 50Ohm.

The layout of the circuit is shown in Fig. 3(a). The lengths of L1, L2, W1 and W2 can be
calculated by Line Gauge of IE3D are 46.02, 4.5, 47.55, 1.64, 3.1 and 0.41 mm respectively, at
925MHz. This physical circuit is shown in Fig. 3(b) with 95.32mm × 52.12mm. The frequency
response of both simulation and measurement results is shown in Fig. 3(c), where the dash line

(a) (b)

(c) (d)

Figure 4: (a) The layout of the 2.45 GHz phase shifting circuit. (b) The 2.45 GHz phase shifting circuit
fabricated on FR-4 substrate. (c) The simulated and measured magnitude results of the phase shifting
circuit at 2.45 GHz. (d) The simulated and measured phases of the 2.45 GHz phase shift circuit.

(a) (b)

Figure 5: (a) The measured results of the 925MHz phase shifting circuit. (b) The measured results of the
2.45GHz phase shifting circuit.
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denotes the simulation results by IE3D, solid line is measured results when the varactors biased at
4V. The corresponding phase of S21 is shown in Fig. 3(d). It has a good agreement of frequency
response between measurement and simulation at 925 MHz.

The Figs. 4(a)–4(d) demonstrate the simulated and measured results of another phase shifter
circuit designed at 2.45GHz, where the circuit dimension are 38.02 mm × 23.13mm, L1: 17.37 mm,
L2: 4.52 mm and L3: 17.95mm, W1: 1.64mm, W2: 3.1 mm and W3: 0.41 mm.

The relationship between phase changing and the bias voltage of varactors are shown in Fig. 5(a)
and Fig. 5(b) at 925 MHz and 2.45GHz respectively. The varactors bias voltage from 0 V–5 V at
925MHz and 0 V–7V at 2.45 GHz has a good linearity result shown in Fig. 5(a) and Fig. 5(b).

4. CONCLUSIONS

In this paper, we proposed a novel type phase shifter using rat-race hybrid with one additional
quarter-wavelength transmission line for phase compensation and two varactors as phase controlling
elements. The equivalent circuit of this phase shifting structure was obtained by calculating the
ABCD matrices. The phase will be changed by the different capacitor values or different bias
voltages applying to varactors. The circuit has been simulated by IE3D and fabricated in FR-4
substrate. The simulated and measured results are in a good agreement with in the frequency of
interest.
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Design of a Class F Power Amplifier
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Abstract— A Class F power amplifier (PA) at 2.5 GHz has been designed and fabricated. Test
results show 15.7 dB gain with 75.75% power added efficiency (PAE ), at an input level of 25 dBm.
The design procedure is presented, with various issues illustrated and addressed. A new method
is proposed to obtain the optimum load and source impedances without iterations, which would
usually be necessary.

1. INTRODUCTION

The Class F amplifier is a reduced angle amplifier with load harmonic modulation control to shape
the drain voltage in a way that it does not or rarely does coincide with drain current, thus greatly
reducing the power dissipated by the device, and hence further increasing the efficiency without
having to drive the amplifier into compression. The theory has been well explained by Cripps [1]
and Raab [2].

Design of a Class F amplifier involves matching network design at the fundamental frequency,
and load harmonic tuning network design up to certain order harmonics. The common practice
is to present a short circuit at the even order harmonics, and an open circuit at the odd order
harmonic. Note that shorting the even order harmonics has its sound theoretical foundation, while
the principle regarding odd order harmonics is just a folklore notion, the insight on which has been
discussed by Cripps [1]. In most cases only the second and third order harmonics are considered,
since higher order harmonic control would lead to more complexity and possibly further loss [3].
Some published papers have reported Class F power amplifiers with efficiency around 80% at 2 GHz
or lower frequencies [4, 5]. This paper presents the design of a Class F power amplifier at 2.5GHz,
which is required to deliver at least 5 W output power Pout with no more than 25 dBm input power.

2. DESIGN

The transistor chosen is Cree CGH40010 GaN HEMT. It is biased at VDD = 28 V, IDQ = 200mA.
A corresponding large signal model is provided by Cree, Inc. The software used is AWR Microwave
Office. Taconic ORCER RF-35 is chosen to be the board material with a thickness of 60 mils, while
the metal is 1 oz copper. RF-35 has a stable εr of 3.5 over a wide frequency band from 2 GHz to
10GHz, and a dissipation factor of 0.0018 at 2.5 GHz. The design procedure is illustrated in the
following subsections.
2.1. Prototyping Using Ideal Components
Usually the first step would be to get the optimum load impedance that induces maximum satura-
tion power, and the source impedance that presents maximum transistor gate voltage. In the case
of this design however, these parameters are already provided in the data sheet — at the funda-
mental frequency f0 = 2.5GHz, optimum load impedance ZL is 6.37−j0.1, and optimum source
impedance ZS is 4.0−j4.0.

If it were a Class A amplifier, one would be able to start designing the matching network
right away given ZL and ZS . However, since the Class F amplifier design involves load harmonic
control, which undoubtedly would change the load impedance at the fundamental frequency f0, it
is reasonable to design the harmonic control circuitry, and then complete additional load circuitry
that presents ZL at f0 to the transistor output.

It is beneficial to first build up a prototype with lossless transmission lines (TLs), and ideal
lumped components, just to verify that ZL and ZS indeed produce the required performance.
Figure 1 shows the load network, where TL3 and TL4 together presents an open circuit to the
drain at the 3f0, TL5 works as the RF choke and also presents a short circuit to the drain at 2f0.
The rest of the circuit makes sure that ZL is presented to the transistor drain at f0.

The source matching is a basic process thus is not shown here. The Pout/PAE vs. input power
(Pin) plot is shown in Figure 2. It is observed that maximum efficiency of this configuration is
84.34%, with Pout more than 39 dBm. However it should be noted that at that point the amplifier
has already reached well into saturation.
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2.2. Design with Lossy Components

As the design evolves to lossy components, several problems need to be addressed. One is that
lumped components of certain values at such high frequencies might not be available. For example,
in the matching network prototype the DC blocking capacitors have a value of 1000 pF. This is
already close to the upper bound of chip capacitors at 2.5GHz. Thus they should be replaced with
smaller, more practical ones. However the reason why such large capacitance was chosen in the
first place is to make sure its impedance is small enough at f0 to be ignored. Once the capacitance
is changed to a much smaller value, the matching network needs to be redesigned. Therefore it is
suggested this should be considered at the stage of ideal circuit prototyping to save some repetitive
work. In this design, 0.7 pF is chosen as the DC blocking capacitance, and it is considered when
designing the matching networks.

Another problem is the effect of the microstrip line junction on the lengths of the lines connected
to it. Figure 3 shows four microstrip lines connected by a junction component named “MCROSS”
in Microwave Office. When designing the impedance network four such TLs are connected to an
artificial “point”, which has no physical dimensions whatsoever. But in practice it is necessary to

Figure 1: Ideal load network.

Figure 2: Pout and PAE vs. Pin of the amplifier prototype using ideal components.
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investigate the junction.
Figure 4 is to explain how to connect several lines together. W1 to W4 are widths of the con-

nected lines, whose reference planes are the black dashed lines, meaning the “MCROSS” component
is bounded by the black dashed lines. However, in practice the artificial “point” mentioned above is
usually transformed into two reference planes represented by the red dashed line. For this reason,
if the line connected to port 1 of the junction has a length of L in the design, once it is connected
in Microwave Office with “MCROSS”, 0.5·W4 has to be subtracted from L. The same principle
applied for all other ports.

With the problems above solved, the design becomes a simple task. However, tuning or op-
timization is inevitable after the initial design, for small variations of TL length can affect the
performance severely at GHz frequencies. Using the optimizer in Microwave Office, it is fairly easy
to make the matching network present the desired impedance at a certain frequency.

For the load network, first the harmonic control circuit is tuned, followed by optimization at
f0. Note that short at 2nd order harmonic can be quite accurate, while open circuit at 3rd order
harmonic may not necessarily yield infinite impedance. The best value in this example is 2200Ω,
which is good enough to get a high efficiency. The simulation result is shown in Figure 5, where
it is observed that both power and efficiency are lower than their counterparts in the ideal case.
Microwave Office is used for the PCB design. And the final board is shown in Figure 6. Note that
different capacitors are connected in parallel in the bias circuits so that their resonances can be
cancelled out, and sudden changes of the bias voltages can be prevented.

Figure 3: Four microstrip lines with a junction. Figure 4: Illustration of the microstrip line junction.

Figure 5: Pout and PAE vs. Pin of the amplifier
using lossy components.

Figure 6: Final board.
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3. MEASUREMENTS

Measurements are performed at f0, and the results are shown in Table 1. With these measurement
results, the DC power dissipated by the transistor is 15.4 W, and the PAE is 75.75%.

Table 1: Measurement results.

Pin (dBm) Gain (dB) Pout (dBm) Idraindc
(A) Vdraindc

(V)
25 15.785 40.785 0.55 28

4. NEW METHOD TO OBTAIN OPTIMUM IMPEDANCES

Although in this design the optimum impedances are readily available from the datasheet, one can
always obtain them by performing load pulling and source pulling. This is usually a back-and-forth
process, since one might not be able to pull both sides simultaneously.

To avoid this process, one could reason that it is the duty of the load network to sustain
maximum drain voltage swing just when the drain current swing reaches its maximum value, and
the load impedance that makes this happen is the optimum load impedance. With this principle,
pulling can be performed without repetition whether in a simulator or with actual pulling devices.
In the simulator, first, a voltage source is connected directly to the transistor gate to make sure
the drain current reaches its maximum swing. And then, load pull can be performed to get the ZL.
Finally, the load impedance is set to ZL and source pull is performed to get ZS .

Regarding the final step, if one wishes to measure the input large signal impedance of the
transistor and use the conjugate of that value as ZS , it also works. There is however an interesting
point here. At the input side of the amplifier, what matters is how much gate voltage swing is
available given a certain input power. While what conjugate matching guarantees is maximum
power transfer. These are actually two different problems. Suppose the large signal admittance of
the transistor is Yin = Gin + jBin, it is not difficult to deduce the relation between gate power Pg

and gate voltage Vg, as shown in Equation (1), from which one can tell that maximum gate power
indeed corresponds to maximum gate voltage swing.

Pg = 0.5 · |Vg|2 ·Gin (1)

5. CONCLUSION

The design procedure of a Class F amplifier has been presented, with various practical design issues
addressed. A novel means of obtaining optimum impedances is discussed, with the relation between
transistor gate voltage and power elucidated.
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Abstract— In this work, equivalent circuit of short wavelength microstrip line employing peri-
odically perforated ground metal (PPGM) were investigated using theoretical analysis. Equiva-
lent circuits for the PPGM cell were extracted, and all lumped circuit parameters were expressed
by closed-form equation. For application to miniaturized on-chip passive components, Wilkinson
power divider and imped-ance transformer employing microstrip line with PPGM were fabri-
cated on GaAs MMIC. The size of power divider and impedance transformer were 6 and 0.64%
of the conventional ones. Above results reveal that the transmission line employing PPGM is a
promising candidate for a development of matching and passive elements on MMIC.

1. INTRODUCTION

Recently, demands for highly integrated and miniaturized monolithic microwave integrated circuit
(MMICs) have increased in wireless communication systems market. However, the signal coupling
between adjacent lines have been an obstacle for chip size reduction, because a large spacing between
adjacent lines is required to suppress the signal coupling in higj frequency.

In this work, we propose the short wavelength microstrip line employing PPGM (Periodically
Perforated Ground Metal), and its equivalent circuit was thoroughly studied for application to
circuit design. Using a microstrip line employing PPGM on GaAs MMIC, a highly miniaturized
and broadband on-chip impedance transformer was developed for application to low impedance
matching in broadband.

2. STRUCTURE OF MICROSTRIP LINE EMPLOYING PPGM AND ITS
WAVELENGTH CHARACTERISTIC

Figure 1 shows the structure of the microstrip line employing PPGM, and its cross-sectional view ac-
cording to Y -Y direction. As shown in Fig. 1, PPGM was inserted at the interface between SiN film
and GaAs substrate, and it was electrically connected to backside GND metal through the via-holes.
As is well known, conventional microstrip line without PPGM has only a periodical capacitance Ca

(Ca is shown in Fig. 1) per a unit length, while the microstrip line employing PPGM has additional
capacitance Cb as well as Ca due to PPGM. Therefore, as shown in Table 1, the microstrip line
with PPGM exhibits much shorter guided-wavelength (λg) than conventional one, because λg is
inversely proportional to the periodical capacitance, in other words, λg = 1/[f · (LC)0.5]. The
characteristic impedance Z0 and guided-wavelength λg for the conventional microstrip line. Above
results indicate that highly miniaturized passive circuits can be realized by using the microstrip
line employing PPGM. We can deduce that the above structure shows high isolation characteristics
from equivalent circuit.

Z0 =

√
L

C
λg =

1
f
√

LC
(1)

Z0 =
√

L

Ca + Cb
λg =

1
f
√

L(Ca + Cb)
(2)

Equation (1) is characteristic impedance and wavelength of conventional microstrip line. L and
C correspond to the periodical inductance and capacitance of the LC equivalent circuit of the
conventional microstrip line. Equation (2) is characteristic impedance and wavelength of PPGM
structure. From (1) and (2), we can see that the microstrip line employing PPGM will exhibit
lower Z0 and λg than the conventional one. We can control the value of the additional capacitance
Cb by changing the spacing T of Fig. 1, which enables an adjustment of values for Z0 and λg.
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Figure 1: Structure of microstrip line employing PPGM.

Table 1: Measured wavelength (λg) for the microstrip line employing PPGM and conventional one at 20 GHz.

Microstrip line employing PPGM 2.2mm
Conventional microstrip line 5.6mm

Figure 2: An equivalent circuit for a unit cell of the
microstrip line employing PPGM.

Figure 3: The equivalent circuit for microstrip line
employing PPGM.

3. EQUIVALENT CIRCUIT OF MICROSTRIP LINE EMPLOYING PPGM

Figure 2 shows the equivalent circuit of adjacent two lines, which corresponds to the equivalent
circuit of the Nth unit section of the periodic structure surrounded by rectangular box in Fig. 1.
Cb corresponds to the capacitance between top line and PPGM, which is shown in Fig. 1, and it is
proportional to the cross area W · T of line of line and PPGM (As shown in Fig. 1, W and T are
the width of top lines and the periodic strips of PPGM, respectively). Rg and Lg are resistance and
inductance originating from the loss and current flow of the periodic strip of PPGM with width
T , respectively. Cg corresponds to the capacitance between PPGM and backside metal of GaAs
substrate. Lind is parasitic inductance originating from via-holes.

Figure 3 shows an equivalent circuit of the microstrip line employing PPGM. As shown in this
figure, a number of the equivalent circuits of unit section are connected to each other, and via-hole
was expressed as lumped inductor. The capacitance and inductance of the equivalent circuit are
given by,

Lind =

[
0.0267−

(
T

W

)
× 0.776 +

(
T

W

)2

× 0.0533

]
nH (3)

Cb =

[
0.0933 +

(
T

di

)
× 6× 10−4 −

(
T

di

)2

× 1.33× 10−6

]
pF (4)

where, W , T and di are top line width, width of periodic metal strip and the thickness of SiN (See
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Figure 4: Measured and calculated insertion loss S21 for microstrip line employing PPGM.

Fig. 1). The whole equivalent circuit is shown in Fig. 3. As shown in this figure, a number of
the equivalent circuits of unit section are connected to each other, and via-hole was expressed as
lumped inductor.

Figure 4 shows measured and calculated insertion loss S21 for microstrip line employing PPGM.
For the calculation result, equivalent circuit of Fig. 3 and above closed form equations were used.
As shown in this figure, we can observe a fairly good agreement between calculated and measured
results.

4. CONCLUSIONS

In this work, equivalent circuit of microstrip line employing PPGM were investigated using theo-
retical analysis. Above result indicates that the transmission lines employing PPGM is very useful
for application to compact signal lines of highly integrated MMIC requiring a high isolation char-
acteristics between lines. According to results, a much better isolation characteristic was observed
from the adjacent microstrip lines employing PPGM compared with conventional microstrip lines,
and the frequency range for high isolation was easily controlled by changing the PPGM structure.

For simplification of design process, equivalent circuits for the PPGM cell were extracted, and all
lumped circuit parameters were expressed by closed-form equation. The calculated results showed
a comparatively good agreement with measured ones.

For application to miniaturized on-chip passive components, Wilkinson power divider and impedance
transformer employing microstrip line with PPGM were fabricated on GaAs MMIC. The size of
power divider and impedance transformer were 6 and 0.64% of the conventional ones. Above results
reveal that the transmission line employing PPGM is a promising candidate for a development of
matching and passive elements on MMIC.
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Abstract— This paper presents a design method of a balanced-to-unbalanced bandpass filter
by using multilayer configuration provided by LTCC (Low Temperature Co-fired Ceramic) tech-
nology. The design method for the balun is based on three quarter-wave-length transmission lines.
By using the high-frequency simulation software, a balun bandpass filter with two transmission
zeros is designed, whose center frequency is 2.45 GHz. Its insertion loss is less than 3.5 dB and
size is 2.0mm× 1.25mm× 0.9 mm, which is widely used for wireless communication systems. It
has smaller size than the balun filter manufactured on PCB (Printed Circuit Board).

1. INTRODUCTION

With the development of the wireless communication technology, the demand of compact and low
loss components is increased. To meet the requirements, many efforts have been focused on the
integration of passive components, which usually work in a cascade fashion [1–3]. LTCC technology
becomes more and more useful for the productions of the device. Over the pass few years, several
balanced filters have been developed which focus on the integration of the bandpass filter and
balun to form a three-port balanced bandpass filter [4-7]. Among them, microstrip balanced filters
are proposed with bulky size. In [8, 9], the proposed balanced filters using LTCC technology have
smaller size. Concerning the balun, the planar version of Marchand balun has been adopted for a
long time due to its good amplitude and phase characteristics. Then, the three line baluns which
have smaller size have been presented [9, 10].

In this paper, we utilize a second order filter using SIR (Stepped Impedance Resonators) to
reduce the size of filter. In order to improve the suppression performance at the stopband, two
transmission zeros are introduced into the proposed filter, one below the passband and the other
above the passband. The balun is based on three quarter-wave-length transmission lines, and
each line is implemented as a spiral line for size reduction. At last, by using the high-frequency
simulation software, a balanced bandpass fiter realized in 9 layers has been designed, whose center
frequency is 2.45 GHz. Its insertion loss is less than 4 dB and size is 2.1mm × 1.25mm × 0.9 mm,
which is widely used for wireless communication systems such as bluetooth and WLAN system.

2. FILTER DESIGN

There is magnetic and electric coupling between adjacent resonators. In this paper, a second order
filter is chosen as shown in Fig. 1(a) [10–12]. To enhance the suppression, the transmission zeros
are introduced. A lumped capacitive C3 between input and output port is added to produce two
transmission zeros. If the capacitive mutual coupling is too small to be neglected as Fig. 1(b), one
transmission zero is blow the passband while the other is up the passband. With the C3 increased,
the frequencies of the transmission zeros are more and more close to the center frequency as shown
in Fig. 2.

(a) (b)

Figure 1: (a) Schematic of two second bandpass filter. (b) Equivalent circuit of the filter structure.
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Figure 2: Frequency response of two second bandpass filter with different value of C3.

Figure 3: Schematic of the three line balun.

When C3 = 0.06 pF, the frequencies of transmission zeros are near 1.6GHz and 3.1 GHz with
68.07 dB and 73.92 dB insertion loss. With C3 increased to 0.08 pF, the transmission zeros locate
at 1.84 GHz and 2.98 GHz.

3. BULAN DESIGN

The balun is a necessary passive component for converting an unbalanced signal into two balanced
signals with the same magnitude and reverse phase. In this paper, a three-line balun is designed.
Fig. 3 shows the equivalent circuit for the proposed balun based on three quarter-wave-length
transmission lines.

From [9], we can know the impedance matrix [Z] of the circuit in Fig. 3 is

[Z] =




0 −jC33

νC12C33

jC22

νC12C33

−jC33

νC12C33
0 0

jC22

νC12C33
0 0


 (1)

where ν denotes the velocity of TEM-mode wave propagation in the medium, and the capacitance
matrix [C] is

[C] =

[
C11 C12 C13

C21 C22 C23

C31 C32 C33

]
=




c′11 + c′12 −c′12 0
−c′12 c′21 + c′22 0

0 0 c′33


 (2)

where c′ii (i = 1, 2, 3) denotes capacitance per unit length between transmission line i and ground,
and c′12 and c′21 denotes capacitance per unit length between transmission line 1 and 2.
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4. DESIGN OF THE BALANCED FILTER AND SIMULATION RESULTS

The balanced filter is realized as a combination of the filter and the balun. The 3-D structure is
presented in Fig. 4. It has 9 mental layers with 3 ground planes. The filter using SIR structure is
located in upper part and balun with spiral structure is located in lower part. They are connected

Figure 4: 3-D LTCC structure of the balanced filter.

(a)

(b)

Figure 5: Simulated results of the designed balanced filter. (a) Amplitude response of the balanced filter.
(b) Phase response of the balanced filter.
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with via holes. Consequently, the middle ground plane is used for isolating the filter and balun.
Unbalanced input and balanced outputs impedances are also 50Ω and the size of the designed
balanced filter is 2.0mm× 1.25 mm× 0.9mm.

Figure 5 shows the simulation results of the balanced filter by HFSS. As shown in Fig. 5(a), the
balanced filter is designed to operate in the 2.4GHz–2.5 GHz frequency. The maximum insertion
loss in the passband is 3.48 dB. And the two transmission zeros are located at 2.19 GHz and 3.54 GHz
with 42.52 dB and 44.99 dB insertion loss of S21, while 2.2 GHz and 3.57 GHz with 44.67 dB and
45.46 dB of S31. Fig. 5(b) shows that the phase difference between the two balanced outputs is
about 180 degree.

5. CONCLUSION

In this paper, by using multilayer configuration which provided by LTCC technology, a balanced
bandpass filter composed of a 2-port filter and a 3-port balun with an unbalanced input and two
balanced outputs has been designed. It has well amplitude and phase response. The size of the
balanced filter with 2.45 GHz center frequency is 2.0mm× 1.25mm× 0.9mm, which is widely used
for wireless communication systems such as bluetooth and WLAN system.
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Abstract— Measurements of the frequency and field dependence of the complex magnetic
susceptibility, χ(ω, H) = χ′(ω, H)− iχ′′(ω,H) of a magnetic fluid and a suspension of magnetic
beads over the frequency range 100 Hz to 1 MHz are presented. A magnetic polarizing field, H,
is applied to both samples, first in a forward direction and then in a reverse direction. The
resulting data is then used to investigate the dominant relaxation mechanisms and also the
hysteresis properties of the samples.

1. INTRODUCTION

Colloidal suspensions of nano-particles and of magnetic beads, or microspheres as they are often
referred to, are of current interest particularly in the medical area [1]. A common factor in both
types of fluids is that they both comprise of nano-particles, with the ferrofluid comprising of nano-
particles, of diameter 10 nm, with, say, a volume fraction of 5%, whilst the microspheres, of diameter
say 200 nm, may contain a 50% volume fraction of nanoparticles [2, 3]. After manufacture the latter
colloid consists of microspheres which have an emulsifier on their surface; the emulsifier forming a
layer at the interface between the magnetic fluid droplets and the water.

Thus it is of interest to examine how the dynamic properties of both types of suspensions act in
response to both ac and dc magnetic fields. This comparison may be realized through measurement
of the frequency dependent complex susceptibility, χ(ω) = χ′(ω) − iχ′′(ω), of the suspensions. In
particular one can determine which relaxation mechanism, Brownian [4] or Neel [5] dominates [6].

Both colloids consist of single domain particles which have a magnetic moment, mp, given by,
mp = Msv where Ms denotes the saturation magnetisation and v is the magnetic volume of the
particle.

The Brownian relaxation time τB is given by [4]

τB = 4πr3η/kT (1)

where r is the hydrodynamic radius of the particle, η is the dynamic viscosity of the carrier liquid,
k is Boltzmann’s constant and T is the temperature.

In the case of the Néel relaxation mechanism, the relaxation time, τN was estimated by Néel [5]
to be:

τN = τ0 exp(σ) (2)

τ0 is a damping time and σ = Kv/kT , where K is the anisotropy constant of the particle.

2. COMPLEX SUSCEPTIBILITY

The frequency dependent susceptibility, χ(ω), may be written in terms of its real and imaginary
components, where, χ(ω) = χ′(ω)− iχ′′(ω).

The theory developed by Debye [7, 8] to account for the anomalous dielectric dispersion in dipolar
fluids may be used for the analogous case of magnetic colloids in the frequency range used here.
According to Debye’s theory, χ(ω) has a frequency dependence as given by the equation,

χ(ω)− χ∞ = (χ0 − χ∞)/(1 + iωτ) (3)

where
χ0 = nm2/3kTµ0 (4)

and
τ = 1/ωmax = 1/2πfmax (5)
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where fmax is the frequency at which χ′′(ω) is a maximum, n is the particle number density and
χ0 and χ∞ indicate susceptibility values at ω = 0 and at very high frequencies.

Thus by determining fmax, Equations (1) and (5) enable one to obtain the mean particle size
and also identify the existence of aggregation in the sample.

2.1. Polarising Field (H)
To examine the polarising field response of the samples an external polarising field, H, is applied to
the samples and assuming the Langevin function for the magnetization of the samples, an expression
for the field dependence of the a.c. susceptibility, χ(ω,H), can be written as follows [9],

χ (ω,H) =
χ0 (1 + f (H))− χ∞

1 + iωτ (H)
+ χ∞ (6)

with

(1 + f (H)) = 3

[
1 +

(
kT

mH

)2

− coth2

(
mH

kT

)]
(7)

For increasing values of polarising field, Equations (6) and (7) predict, respectively,

i) a reduction in both χ′(ω) and χ′′(ω) with increasing biasing field and,
ii) a corresponding shift in fmax due to the polarizing field dependence of the relaxation time,

τ(H). For instance, in the case of the Brownian relaxation time [10],

τB (H) = τB
ξ

L (ξ)
[
1− coth2 (ξ) + ξ−2

]
(8)

with ξ = mH
kT and τB given by Equation (1).

3. EXPERIMENTAL AND RESULTS

Complex magnetic susceptibility measurements, over the frequency range 100 Hz to 1MHz, were
made by means of the toroidal technique [11] in conjunction with a Hewlett Packard RF Bridge
4291A. A high permeability toroid wound with twenty excitation turns was used. A second coil
comprising of 3 turns was also wound on the toroid and connected to a stabilized D. C. supply
to provide biasing magnetic fields, H. The biasing field was varied from 0 to 13.6 kA/m; the
approximate values of H used being, 0, 2.7 kA/m, 5.5 kA/m, 8.2 kA/m, 10.9 kA/m and 13.6 kA/m.

Here we present the results of measurements performed on two colloidal samples, sample 1 was
a 110G colloidal suspension of magnetite in water, of mean radius 5 nm and a surfactant of oleic
acid, whilst sample 2 was a dilute (0.06% vol fraction) magnetic emulsion of 200 nm spheres; the
spheres contained maghemite (γFe2O3) particles of mean particle radius 10 nm.

3.1. Sample 1
Figure 1 shows a plots of χ′(ω, H) and χ′′(ω, H) obtained for sample 1 over the polarising field, H,
range, 0 up to 13.6 kA/m and back down to 0. All are shown to have Debye type profiles with fmax

varying from 5.4 kHz to 20 kHz; these frequencies being indicative of Brownian relaxation [12]. The
shift of fmax towards higher frequencies with the increase of H is in agreement with Equation (8).
fmax = 5.4 kHz, corresponding to zero polarizing field, is indicative of the presence of aggregation
and the increase in fmax corresponds to an apparent decrease in average hydrodynamic aggregate
size.

It is also noted that both χ′(ω) and χ′′(ω) decrease with increasing polasirising field, H, as
predicted by Equations (6) and (7).

Figure 1 also shows the similarity between the profiles for a cyclic variation of H thereby
indicating that no hysteresis [13] has resulted from the polarizing process. This is further confirmed
by Fig. 2 which is a plot of χ0 against H in a forward and reverse direction of polarization; χ0

being taken as the value of χ′(ω) at a frequency of 100 Hz.

3.2. Sample 2
Complex susceptibility measurements were then performed on sample 2. Since the sample was a
dilute one, no useful signal was obtained below 200 Hz and for convenience, the static susceptibility,
χ0 was taken to be equivalent to the values of χ′(ω) obtained at 400Hz. Fig. 3 shows the χ′′(ω)
component of the susceptibility spectra. One can observe that χ′′(ω) exhibits a relaxation peak in
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the low frequency region and another peak in the high frequency region. In stark contrast with
sample 1, the amplitude of the low frequency relaxation peak is found to increase with increasing
H and fmax varies from approx between 200–300 Hz to 1.8 kHz, over the range of H.

Figure 4 shows a plot of χ0 against H for sample 2, and an interesting feature emerges in that
after an initial decrease, χ0 starts to increase until H = 13.6 kA/m. Again this is in contrast to
what happens in the case of sample 1 where the equivalent components decrease with increasing
H. However, on decreasing H, the increase in χ0 continues up to a value of H = 8kA/m, after
which it falls to a value of approximately, H = 4.5 kA/m. Following a further decrease in H, χ0

decreases rapidly to a value approximately equal to the unpolarised case. This hysteresis effect [14]
is not observed in the case of sample 1.

4. RELAXATION MECHANISMS

The dominant relaxation mechanism in sample 1 was Brownian, but what of the microspheres,
where consideration must be given to the sphere itself and the particles within the sphere?

Considering the possibility of Néel relaxation of the microspheres, from Equation (2) we have
τN = τ0 exp(σ), σ = Kv/kBT . Thus for spheres of radius 100 nm, with K = 9.5 · 103 J/m3, one
gets a value of σ = 9.6 · 103, which gives an exponentially large relaxation time, corresponding to
an almost zero frequency. This thus rules out this possibility.

Assuming the possible rotation of microspheres within the carrier liquid (water), from Equa-
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tion (1) with the spheres of radius 100 nm, the dynamic viscosity of water, η = 1 cP and the
temperature of 300 K, one obtains a Brownian relaxation time in order of 3 ·10−3 s. With this value
in Equation (5) one gets an fmax of the relaxation peak of 50Hz. This is slightly smaller than the
observed fmax in zero polarizing field (see Fig. 3). In Ref. [15], it is clearly demonstrated that the
nanoparticles of a magnetic fluid still experience Brownian rotation below the freezing temperature
of the carrier liquid, if the surfactant remains liquid. In other words, if the dynamic viscosity of
the surfactant is smaller than the dynamic viscosity of the carrier liquid, then the particles can
relax through Brownian rotation within the surfactant layer. In the case of sample 2, assuming the
rotation of the microspheres within the emulsifier layer with, say, a dynamic viscosity η = 0.5 cP,
one gets a frequency, fmax, corresponding to the maximum of χ′′, of 106 Hz. This is within the
frequency range where the loss-peaks were detected in zero polarizing field.

Now considering the maghemite particles which are extremely confined (closely packed) inside
the microspheres, due to the elimination of their mechanical degree of freedom, they cannot expe-
rience Brownian rotation.

However, if the Neel time is evaluated for a smaller particle of radius 10 nm, the value of
σ equals 9.6 and using a value of τ0 = 10−10 s, as suggested in [16] for maghemite, one gets
fmax = 105 Hz. This value corresponds closely with the high frequency peak of Fig. 3, obtained for
H = 0. Previously [14] the generally accepted value of τ0 = 10−9 s was used resulting in inaccurate
deductions being made.

Thus, using a value of τ0 = 10−10 s, it appears that the low frequency loss peaks detected are
mainly due to the Brownian relaxation arising out of the rotation of the microspheres within the
emulsifier layer and the high frequency relaxation peaks are due to the Néel relaxation process in
the nanoparticles within the microspheres.

5. CONCLUSIONS

In this paper, measurements of the frequency dependent, complex susceptibility, χ(ω) = χ′(ω) −
iχ′′(ω), over the frequency range 100 Hz to 1 MHz, of a magnetic fluid comprised of magnetite
particles and a magnetic suspension consisting of 200 nm spherical beads, containing maghemite
(γFe2O3) nanoparticles, have been presented. It has been shown that, unlike in the case of ferrofluids
where the amplitude of the static susceptibility, χ0, decreases with increasing polarizing field, H,
the general trend in the case of the emulsion is for the amplitude of the static susceptibility to
increase with increasing H.

Within the measured frequency range, the magnetic fluid experience a Brownian relaxation
process and the magnetic suspension of microspheres exhibits Brownian relaxation due to the
rotation of the microspheres within the emulsifier layer and Néel relaxation process due to the
nanoparticles within the microspheres.

Finally, by means of the application of a reverse polarizing field the existence of a hysterises
effect was confirmed in the case of the microspheres but not in case of the ferrofluid.
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Abstract— A traditional multi-band planar inverted-F (PIFA) antenna by a preferred em-
bodiment makes use of an open slot loop or multi slot. The slots are formed to cause multiple
frequency dependent nulls in the EM current field modal distribution. A built-in, low-profile
antenna having a PIFA antenna and a parasitic element by top loading having a wide band-
width to facilitate wireless mobile within a plurality of frequency bands is designed, disclosed
and measured.

1. INTRODUCTION

Along with the monopole, patch and slot antennas, the inverted-F antenna (IFA) has become of
primary importance for portable and handheld wireless communication units. Planar inverted-F
antennas have been widely applied in the mobile phone as internal antennas. Designing an internal
antenna is challenging because of its close proximity to other metallic objects (shielding cans, screws,
and battery). The planar inverted-F antenna (PIFA) has become the main candidate for such
applications since it performs reasonably well compared to other alternatives when operated close
to a ground plane. It is known as a high efficiency quasi-omnidirectional antenna. The inverted-F
antenna, wire or planar (PIFA), is a low-profile modification of the quarter-wave monopole, and
thus belongs to the group of unbalanced antennas.

There is a huge amount of research and development work on classical and novel single IFA
configurations The PIFA antenna is popular for mobile handset (Figure 1) because of its low pro-
file and compact size. The conventional PIFA usually cannot provide a wide operating band to
cover GSM850/900/1800/1900/UMTS operation. If we consider merging of technologies where
both TDMA and GSM are integrated in one phone, triple-band or even quad-band antennas may
be needed. For instance, consider a device that operates in the TDMA 800, GSM 900, and
TDMA/GSM 1900 MHz and UMTS bands. This means that the device operates in the 824–
894MHz, 880–960MHz, 1850–1990 MHz and 2110–2170 MHz bands. Thus in the lower band the
bandwidth required is 136 MHz which is almost twice as much of that required for GSM or TDMA
alone. This is no doubt very difficult to obtain with a PIFA. For the achievement of additional
operating bandwidths, parasitic or additional resonant elements are added. The PIFA is designed
to reference a ground plane [1–3].

Figure 1: Traditional PIFA. Figure 2: The proposed PIFA.
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In this paper we propose a new type of the ultra-wideband PIFA with a parasitic element by
top loading for the desired wideband operation in the mobile phone. Experimental and simulation
results are presented and discussed.

2. ANTENNA DESIGN

The proposed PIFA (Figure 2) presents results from a comprehensive investigation on the perfor-
mance of a conventional PIFA with a parasitical patch radiator to enhance antenna bandwidth.
The geometry of the antenna is shown in Figure 2. It is apparent that there are two layers. The
bottom layer consists of a printed circuit board (30 mm by 26 mm) and two metallic strips. The
detail description of this layer can be found from Figure 2. The antenna is on the top layer at
a height, 9 mm from the PCB. The air is as the dielectric in between the antenna and the PCB.
From Figure 1, one of the vertical elements connecting the antenna and the PCB is the RF feed.
In practice this will be a signal pin connecting the antenna and the RF signal pad on the PCB. In
Figure 2 more detailed description of the antenna is shown. One parasitical patch radiator is on the
above of the PIFA. The height between the parasitical patch and PIFA is 9 mm. The entire volume
of the proposed antenna is 30mm by 26 mm by 19.6mm. The height of 9 mm is a small separation
between the parasitical patch and the PIFA. The parasitical patch is floating on the PIFA.

The proposed PIFA with coupling effect antenna is analyzed and the influence of structure on
bandwidth, gain, and radiation efficiency are presented. These results (Figure 3) are very useful
in the design of a PIFA for applications requiring a parasitical radiator. Enhanced gain of PIFA
antenna loaded with a parasitical patch has been demonstrated.

3. MEASUREMENT RESULTS

An important parameter associated with antenna characterization is the radiation efficiency. It is
defined as

η =
Pr

Pr + PL
(1)

where Pt is the radiated power, PL is the power loss in the antenna.
Measurements show that the bandwidth of the antenna can be improved without sacrificing the

antenna radiation efficiency (Figure 4 and Figure 5). The gain enhancement mechanism, bandwidth,
and antenna radiation gain and patterns are presented and discussed. The new radiators are
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developed by adding parasitic elements or tuning devices to a familiar PIFA. Simulation based
upon the method of moments (Microwave Office) is used to model the performance of the antennas.
Comparisons with measured results on fabricated antenna structures are provided for simulations
validation. Slot loaded has applied on PIFA antenna and investigated in this paper. Multi slots
are inserted to reach multi band operations, respectively.

The antennas resonance frequencies are selected in the GSM, DCS, and PCS band to be com-
patible with commercial mobile phone applications. The antennas are designed, analyzed and
fabricated using substrates as foam with εr = 3.0 and FR4 with εr = 4.5. Compact size operation
is achieved by using trapezoidal shorted capacitive plate between the antenna radiator and the
ground plane and top loading by a EM coupling. Computed return loss data for the proposed
antenna is shown in Figure 3. As can be seen the antenna has two distinct resonances around
850/900MHz and 1800/1900/2100MHz. This enhances the antenna efficiency from conventional
PIFA antenna. The antenna efficiency characteristics are acceptable in all cases with gain about −1
to −6.5 dB. The simulated 900 MHz current distribution by HFSS is shown in Figure 6, 1900 MHz
is shown in Figure 7. The Measured 3D radiation pattern with 900 MHz of Proposed PIFA is shown
in Figure 7. The −6 dB antenna impedance bandwidth is better and for all operating frequency
bands and radiation pattern is acceptable in 3D OTA antenna measurement system [4, 5].

Figure 6: Current distribution of 900 MHz. Figure 7: Current distribution of 1900MHz.

Figure 8: The measured 3D radiation pattern of proposed PIFA.
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4. CONCLUSIONS

A dual-wideband band planar inverted-F antenna (PIFA), designed here, covers both 850–960 MHz
and 1710–1990 MHz used in all GSM and CDMA2000 standards. Simulated and measured re-
turn loss and radiation patterns of the antenna are presented and are in reasonable agreement.
Experimental results indicate a very wide operational bandwidth for PDA phone application.
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Abstract— The Marchand balun for microwave band as a feeding network structure that
effectively excited corrugated tapered slot antenna geometry is proposed. The designed antenna
has the merits such as wideband, simple feeding network, low profile compact size with fairly
good antenna performances.

1. INTRODUCTION

The radiation mechanism of a tapered slot antenna is based on traveling wave propagation along
the tapered aperture slot, which results in an end-fire antenna. Tapered slot antenna exhibits some
advantages such as wideband, wide scanning, high gain, low cross polarization and symmetrical E
and H plane radiation patterns [1–6] for an array or embedded circuits as antenna radiating ele-
ments. The designed antenna can be used not only for EMC measurements, but also for broadband
communication systems.

In this paper, the Marchand balun with a balanced to unbalanced transition is shown good
impedance matching and easy to integration and fabrication and the frame of the planar structure
on corrugated tapered slot antenna was experimentally investigated. Measured system [7] and
results indicate that effects have significant impacts on the return loss, input impedance, radiation
patterns and antenna gain of the corrugated tapered slot antenna.

2. ANTENNA DESIGN

The Marchand balun for microwave band as a feeding network structure that effectively excited
corrugated tapered slot antenna geometry is proposed (Figure 1). The designed antenna has the
merits such as wideband, simple feeding network, and low profile compact size with fairly good
antenna performances. The radiation mechanism of a tapered slot antenna is based on traveling
wave propagation along the tapered aperture slot, which results in an end-fire antenna. The distance
between inner slot line at the feed location is small and the waves are tightly bound. As the slot
line widens, the bound becomes weaker gradually. The narrow slot line decides high frequency
band, otherwise the wide slot line decides low frequency band. Tapered slot antenna exhibits some
advantages such as wideband, wide scanning, high gain, low cross polarization and symmetrical E
and H plane radiation patterns. In this paper, the Marchand balun with a balanced to unbalanced
transition is shown good impedance matching and easy to integration and fabrication and the frame
of the planar structure on corrugated tapered slot antenna was experimentally investigated. The
designed antenna fed by microstrip-slot transition is presented. It exhibits the merits of geometric
simplicity, wide bandwidth, lightweight, low cross polarization, and high peak gain.

Figure 1: Corrugated tapered slot antenna.
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On small antennas undesired surface currents on the outlines lead to near field radiation and
thereby to a reduced gain as well as high side lobe levels. Especially in short-range radar applications
there is a need of very linear phase behavior and compact antennas with a narrow 3 dB beam
width. To suppress the currents on small antennas corrugations had been studied. Corrugations
are well known for horn antennas suppressing higher modes and therefore guaranteeing polarization
pureness. This type of corrugation has been found unfavourable in a two dimensional slot antenna
since they tend to be a constraint to an undisturbed radiation. Corrugated flares at the edges of
the antenna for the use in antenna arrays. However, the influence of these corrugations on antennas
for radar application had been found too small.

The design parameters are dielectric constant and thickness of the substrate, conductor width
and the gap width of the slot. The feed port is located across the narrow slot, where a 50 Ω coaxial
line is connected, the location of the feed point is also important for impedance matching. The
antenna is designed to be fabricated on a low-cost FR4 substrate, the thickness of which is 1mm.
We chose a value of 4.5 as the relative permittivity of the dielectric. If we select higher relative
permittivity dielectric, the size of the antenna will be smaller while possessing similar requirements.
To obtain a good bandwidth, the translation from the microstrip line to the radiation part should
be carefully designed. For the antipodal structure of the antenna, the wideband translation is
possible. The main part of the antenna is two pieces of quarter triangle. The major goal of the
work is to find a planar antenna with low return loss, high gain and good radiation patterns in
the frequency range between 2 and 4GHz. We get a set of geometric parameters as shown in the
Figure 1.

3. MEASUREMENT RESULTS

For return loss measurements, an Agilent E8357A network analyzer is used. The measured return
loss is shown in Figure 2. The return loss is good over the entire 2 to 4 GHz range, so it satisfies
the proposed requirement. As one can see, very wide-band impedance matching is achieved. It can
be found that at low frequency band, the patterns are much similar to that of a dipole. Because
the effective region is located at the top of the antenna, the bottom part has little effects on the
radiation. At medium and high frequency bands, the patterns behave more directivity. Because of
the effective region is moved to the middle part, the bottom part acts as a reflector.

Experimental investigation of antennas with Marchand balun and aperture configuration has
been carried using network analyzer Agilent E8537A in the frequency range of 2 to 4 GHz. The
radiation patterns in Figure 3 and Figure 4 and peak gain in Table 1. Figure 3 and Figure 4 show
the measured radiation pattern. It shows the proposed antenna has a comparatively stable and
symmetrical pattern and low side lobes through the operating band. Measured results indicate
that effects have significant impacts on the return loss, input impedance, radiation patterns and
antenna gain of this antenna. One of the important parameters for the UWB antennas, especially
when used to send/receive pulsed signals, is the time domain response. This tapered slot antenna
is suitable for UWB impulse radio operation and application.

Figure 3: The 2.5 GHz measured data of H-plane. Figure 4: The 2.5 GHz measured data of E-plane.

Table 1: The measured data of antenna gain.

Frequency (GHz) 1.5 2 2.5 3
Gain (dBi) 4.3 5.3 5.8 4.6
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4. CONCLUSIONS

The designed corrugated tapered slot antenna fed by a Marchand balun and the transition is
presented. The Marchand balun allowed somewhat widening the frequency band of antenna as well
as improved antenna characteristics. It exhibits the merits of geometric simplicity, wide bandwidth,
lightweight, low cross polarization, and high peak gain. This corrugated tapered slot antenna is
suitable for UWB impulse radio operation and application.
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Abstract— An ultra small low-profile, low-Q circular arms dipole antenna for ultra-wideband
(UWB) operations is proposed. A circular arms dipole radiator with tapered effect is used to
enhance the impedance matching and frequency range. The designed UWB antenna for 2 to
15GHz is attainable.

1. INTRODUCTION

The design [1, 2] of a UWB dipole antenna with circular arms has simulated and measured. This
UWB dipole has omni-directional radiation pattern and wide bandwidth is obtained by using
circular arms. The balun feeding with ferrite core removes unwanted radiation pattern disturbances
and canceled unbalanced current distribution.

2. ANTENNA DESIGN

This paper proposes an omni-directional UWB dipole antenna (Figure 1), low voltage standing wave
ratio (VSWR), and easy to construct antenna for ultra wideband (UWB) systems. The designed
antenna uses the balanced coaxial feed line to excite dipole antenna. The UWB dipole antenna
suitable for IEEE 802.15.3a and IEEE 802.16 UWB communication applications at 3.1–10.6 GHz
and 2–11 GHz bands is presented [3]. This paper discusses the phenomenon of dispersal in UWB
antennas and presents a simple design to evaluate the radiated fields from antennas structures.

Table 1: The measured data of antenna gain.

Frequency (GHz) 2 3 4 5
Gain (dBi) 2.6 2.9 3.2 3.9

Frequency (GHz) 6 7 8 9
Gain (dBi) 4.2 4.5 5.2 5.6

Figure 1: The proposed UWB dipole antenna. Figure 2: The measured data of S11.

3. MEASUREMENT RESULTS

Measured results exhibits extend return loss bandwidth (Figure 2), gain (Table 1), and lower
omni-directional pattern in Figures 3, 4, 5 and 6. The proposed UWB dipole antenna structure
is capable of achieving broadband and omni-direction characteristics within 2–11 GHz for UWB
wireless communication applications.
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Figure 3: Current distribution and radiation pattern at 2.4GHz.

Figure 4: Current distribution and radiation pattern at 3.8GHz.

Figure 5: Current distribution and radiation pattern at 4.5GHz.

Figure 6: Current distribution and radiation pattern at 5.2GHz.
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4. CONCLUSION

The very small UWB dipole antenna of a circular arms dipole radiator is successfully developed.
This designed antenna covers quite wide band from 2 GHz to 15GHz. Evidently, it is very useful
for many kinds of wireless communications.
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Abstract— An inverted-F antenna has a folded line section so as to shorten the length from
the corresponding monopole antenna in this design. In high performance folded inverted-F an-
tenna for WLAN and Bluetooth operations, where size, profile, and performance are of major
considerations, compacter length of antenna are desirable.

1. INTRODUCTION

A high performance wire inverted-F antenna fabricated using a metal wire line as radiator is
presented. A prototype of the proposed inverted-F antenna with a compact area size is imple-
mented, and the multi-function WLAN/Bluetooth antenna shows a wide operating bandwidth
(2400MHz∼ 2500 MHz) for WLAN and Bluetooth bandwidth, making it easy to cover the IEEE
802.11b and IEEE 802.11g bands for wireless communication and high speed wireless communica-
tion operations.

A high performance monopole antenna fabricated using a folded wire line and a metal patch
as radiator is presented. A prototype of the proposed monopole antenna with a compact area size
of 20 mm × 10mm is implemented, and the multi-band WLAN antenna shows a wide operating
bandwidth of about 200 MHz and 1000MHz for low band and high band, bandwidth, making it
easy to cover the IEEE 802.11a, IEEE 802.11b, IEEE 802.11g and IEEE 802.11n (MIMO) bands
for wireless communication and future 4G wireless operation of a mobile VoIP/VoWLAN handset
phone.

The Institute of Electrical and Electronics Engineers (IEEE) has defined the most important
characteristics of wireless LAN in the 802.11a, 802.11b, 802.11g and 802.11n group of standards
of wireless network communication. Data is transmit ted predominantly in the radio frequency
range 2.4 GHz and 5 GHz. In this implement, the study mainly focuses on the current trends in
development of compact and low profile multi-media PDA and smart mobile phone and provides a
wideband monopole antenna design suitable for application in wireless LAN communicating system
in the near future. By utilizing the monopole antenna structure, the proposed antenna design is
easy to be embedded into the mobile phone co-integration operation. Some antenna structures [15]
to satisfy specific bandwidth specifications for modern wireless LAN communication systems such as
IEEE 802.11a (5.15–5.35GHz and 5.47–5.825 GHz), IEEE 802.11b (2.4–2.485 GHz), IEEE 802.11g
(2.4–2.485GHz) and IEEE 802.11n (2.4–2.485GHz, 5.15–5.35 GHz and 5.47–5.825 GHz) have been
implemented and developed. Antennas that can be easily integrated on the RF circuit board and
module of a wireless device for wireless consumer electronics operations has been reported recently.
In this implement, the study mainly focuses on the current trends in development of compact and
low profile Wi-Fi PDA and smart mobile phone and provides a wideband monopole antenna design
sui table for application in wireless LAN communicating system in the near future.

In this design, the innovative monopole antenna for single fed to excite dual radiator path is
presented. These proposed antennas can find applications in wireless LAN IEEE 802.11a/b/g/n and
VoIP/WiFi wireless systems application. The design of a dual wideband monopole antenna with
dual path of folded wire and metal patch radiator with applications for wireless VoIP and VoWLAN
uses is investigated. With the broadside radiations, the proposed dual wideband monopole antenna
carries a stable gain variation in the 2.4–2.5 GHz and 5–6GHz bands, respectively.

2. ANTENNA DESIGN AND RESULTS

In this paper, the shorting monopole antenna has several advantages over conventional monopole-
like antenna and planar antenna for mobile handsets [1]. The co-design of folded metal wire
antenna can overcome the problem of narrow band of the conventional antenna. By adding a low-
Q resonator as a radiator, the coupling between the folded wire radiators can be improved and
measured [2–4]. The design of monopole antenna with folded path of wire line radiator for WLAN
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applications and results are shown in Figure 1 and Table 1, respectively. The proposed folded
inverted-F wire antenna is designed of compact size of 8.5mm × 7mm × 6mm. This long folded
wire radiator has a total length of about 21.5mm, which excited band operation. The total length
of the effective radiator wire path of the designed antenna is close to one quarter wavelength at
free space of the center frequency about 2450MHz of operation band. By fine-tuning the length of
the length of the folded radiator, the antenna resonant frequencies can be effectively control led.
Further, characteristics simulations and measurements are conducted about a folded line structure
applicable to WLAN/BT 2.4 GHz antenna operation, and the like, wherein the total length of the
meander line antenna is set between 0.25 wave-lengths at 2450MHz center frequency.

An internal small antenna usually suffers from degradation in performance of narrow bandwidth
and radiation efficiency. In this experiment, we design and fabricate a dual broadband interior type
wire and metal patch monopole with a high performance radiation pattern over a design operation
band using dual path, as shown in Figure 1. It has a measured return loss bandwidth (referenced
−10 dB) about 200 MHz with center frequency at 2.35 GHz (2.25–2.45 GHz) and 1000 MHz with
center frequency at 5.375GHz (5–6 GHz), as shown in (Figure 2). With the rapid growth of mobile
Wi-Fi technique, wireless communication devices are more mini-size and had multi-band wireless
functions.

In this thesis, the dual wideband monopole antenna has several advantages over convent ional
monopole-like antenna and planar antenna for mobile handsets. The small compact and low profile
antenna radiator structure such as the wire and metal patch monopole antenna that can be mounted
on the portable equipment are becoming very attractive for the VoIP and VoWLAN communications
application. In this design, we designed a novel compact internal wire monopole antenna for multi-
band operation covering the IEEE 802.11a/b/g/n and Bluetooth co-existed bands and applications.
In this design, multi-band monopole antenna for Wireless LAN antenna device applications is
proposed. This kind of folded wire and metal patch monopole antenna co-design can overcome
the narrow bandwidth problem that happens to the convent ional patch antenna; in practical
application, when electronic components are placed very close to the conventional antenna, large
degradation of the antenna performance will occur.

In the proposed wire antennas, by adding a low-Q resonator factor as a wideband radiator design,
antenna coupling between the low band and high band radiator can be improved and enhanced
antenna bandwidth. We present an innovative wire monopole antenna suitable for application as

Figure 1: The proposed antenna.

Table 1: Measured gain data.

Frequency (MHz) 2400 2420 2440 2460 2480 2500
Gain (dBi) 3.1 3.1 3.3 3.6 3.5 3.2
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Figure 2: Measured data of return loss.

an internal antenna co-integration on mobile PDA handheld. The proposed dual path monopole
antenna is designed on a practical PCB size (100 mm× 60mm), which serves as a support for the
monopole, and has a radiator compact size of (20 mm× 10mm). which excited high band antenna
bandwidth of the metal patch monopole antenna.

With the finite dimensions of the folded wire monopole antenna in this design, the total length
of the effective radiator wire path of the antenna is close to one quarter wavelength at free space of
the center frequency of low band and high band, the low band resonant frequency of the long wire
radiator occurs at about 2350MHz center frequency and high band resonant frequency of the short
wire radiator occurs at about 5375 MHz center frequency. In addition, by fine-tuning the length of
the wire length of the long and short metal patch radiators, the antenna resonant frequency of the
bandwidth can be effectively controlled, but antenna multi-coupling effect for multi-interference by
long folded wire and short metal patch so the antenna resonant frequency has affected with each
other.

3. CONCLUSION

This design focuses on the structure of the wireless headset antenna application of 2.4GHz ISM
band system. The low material cost as well as the high product stability and apply the antenna
design of WLAN/BT for PDA headset. Base on the EM simulation and measurement results, the
folded line monopole antenna is applied for the ISM frequency band 2400 MHz–2500MHz operation.
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Abstract— A meander line antenna has several meander line sections so as to shorten the
length from the corresponding monopole antenna in this design. In high performance meander
line antenna for GPS and A-GPA applications, where size, profile, and performance are of major
considerations, shorter length of antenna are desirable.

1. INTRODUCTION

The general GPS functions of PDA support the assisted functionali ty in 2.5/3G wireless net-
works. Traditional antennas [1] such as monopoles, dipoles and patches are not suitable to meet
the requirements of modern wireless communication and highly demanding mobile GPS systems.
As a result, there is the need for alternative approaches to small antenna and high performance
design. This paper describes a miniaturized meander shorting monopole for integration in modern
GPS wireless systems. GPS is a satellite-based positioning system operated by the United States
Department of Defense was officially put into operation in 1995. Using the difference in the radio
signal propagation times of at least three of the 24 GPS satellites, a GPS receiver can accurately
determine its position worldwide to within a few meters. Signals for civil use are transmitted at a
frequency of 1575.42 MHz and bands. The general GPS functions of PDA support the assisted func-
tionality in 2.5/3G wireless networks. Traditional antennas such as monopoles, dipoles and patches
are not suitable to meet the requirements of modern wireless communication and highly demanding
mobile GPS systems. As a result, there is the need for alternative approaches to small antenna
and high performance design. This design describes a miniaturized meander shorting monopole for
integration in modern GPS wireless systems.

This thesis accomplished a GPS band for meander inverted-F monopole antenna structure and
easy applied mobile cellular phone application. The measured and simulated data including return
loss, antenna gain and radiation patterns are presented.

2. ANTENNA DESIGN AND RESULTS

The resonance mode of a shorting meander wire antenna covers the GPS communication band-
width of 1571.42–1579.42MHz. The simple wire tuning expansion are introduced to confine the
resonance mode region and to facilitate the frequency modes and impedance match expansion eas-
ily for antenna and wireless system integration design. The design requirements for GPS antenna
is combined into multiple objective goals, such as simplicity of the antenna geometry, radiation
pattern, return loss, antenna impedance and polarizations. This design in general to a mobile com-
munication apparatus and global positioning system antenna, and more particularly to a mobile
communication system, which utilizes a small-scale metal for the GPS antenna design. Further,

Figure 1: The proposed antenna.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1821

characteristics simulations and measurements are conducted about a meander line structure appli-
cable to GPS antenna operation, and the like, wherein the total length of the meander line antenna
is set between 0.25 wave-lengths at 1575 MHz center frequency. The resonance mode of a shorting
meander wire antenna. covers the GPS communication bandwidth of 1571.42–1579.42 MHz. The
simple wire tuning expansion are introduced to confine the resonance mode region and to facilitate
the frequency modes and impedance match expansion easily for antenna and wireless system inte-
gration design. This design proposes meander shorting monopole antenna design for single-band
GPS wireless communications, especially for PDA and Smart mobile phones. The single-frequency
design for mobile handset mainly utilizes meander line to excite radiation mode. By tuning the
dimensions of meander line, the VSWR ratio of the antenna’s resonance frequency can be achieved,
which makes it very promising for GPS and A-GPS operations.
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Figure 2: The measured data of S11.

Table 1: The measured data of antenna gain.

Frequency (GHz) 1.48 1.5 1.52 1.54
Gain (dBi) 3.1 3.6 3.4 3.5

Frequency (GHz) 1.56 1.58 1.6 1.62
Gain (dBi) 3.4 3.8 3.7 3.3

3. CONCLUSIONS

This structure focuses on design of the wireless PDA headset application of 1575 MHz GPS band
system. The low material cost as well as the high product stability and apply the antenna design of
GPS system for PDA headset. Base on the EM simulation and measurement results, the meander
line monopole antenna is applied for the GPS band operation.

This article describes a low profile, compact, meander loaded monopole antenna with single
feed. A shorting type monopole is used to enhance the impedance matching. This provides a low
radiation resistance within the GPS band. Shorting meander inverted-F monopole antenna leads
to a middle gain. In addition, the meander loading also permits the antenna’s height and to be
reduced antenna size. This antenna also offers a characteristic of high radiation efficiency. Antenna
bandwidth of 3.8% (1.53 to 1.59 GHz) was experimentally obtained for a return loss −10 dB. In well
known antenna design techniques a matching structure is typically employed to provide matching
between the antenna and the GPS circuitry for efficient transfer of energy.
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Abstract— The mobile phone under test of far-field range testing has been the plan at the
Cellular Telecommunications & Internet Association (CTIA) certification program [1, 2] test re-
quirements for performing radiated power and receiver performance measurement.

1. INTRODUCTION

In this study, facilities of mobile phone measurement have recently commissioned a spherical far-field
measurement system (Figure 1). The low profile far-field spherical scan system provides significant
advantages over the older far-field testing including elimination of problem of simple theta (θ) and
phi (φ) rotary axis with indoor far-field range testing, complete measurement characterization of the
antenna, and improved accuracy. This thesis discusses the antenna and wireless system integration
tested with the antenna efficiency, mean effective gain, total radiated power (TRP), total isotropic
sensitivity (TIS), and spherical antenna measurement for far-field wireless network system, and the
measured results being achieved. Three-dimensional field pat tern of a directional antenna with
maximum radiation in z-direction at θ = 0◦. Most of the radiation is contained in a main beam (or
lobe) accompanied by radiation also in minor lobes (side and back). Between the lobes are nulls
where the field goes to zero. The radiation in any direction is specified by the angles θ and φ. The
direction of the point P is at angles θ = 30◦ and φ = 85◦. this pattern is symmetrical in φ and a
function only of θ.

2. 3D FAR-FIELD ANTENNA MEASUREMENT SYSTEM AND EXPERIMENTS

In this study, the author has established a 3D far-field antenna measurement system. Based on
this 3D spherical far-field measurement system, the low-profile mobile antennas measurements and
mobile phone for wireless network are applied. The 3D antenna measurement system and study
can be applied to wireless OTA measurement. The fields around an antenna may be divided into
two principal regions, one near the antenna called the near field or Fresnel zone and one at a large
distance called the far field or Fraunhofer zone. Referring to, the boundary between the two may
be arbitrarily taken to be at a radius.

In the far or Fraunhofer region, the measurable field components are transverse to the radial
direct ion from the antenna and all power flow is directed radially outward. In the far field the
shape of the field pattern is independent of the distance [4]. In the near or Fresnel region, the
longitudinal component of the electric field may be significant and power flow is not entirely radial.
In the near field, the shape of the field pattern depends, in general, on the distance.

Figure 1: 3D antenna measurement system.
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Two-dimensional field, power and decibel plots of the 3-D antenna pattern of. Taking a slice
through the middle of the 3-dimensional pattern of results in the 2-dimensional pattern at (a).
It is a field pattern (proportional to the electric field E in V/m) with normalized relative field
En(θ) = 1 at θ = 0◦. The half-power beam width (HPBW) = 40◦ is me as before and assured at
the E = 0.707 level.

3. 3D ANTENNA MEASUREMENT PRINCIPLE

3D antenna system is a measurement of the RF device’s transmitter performance. This measure-
ment procedure records 3D antenna pattern every 15 and 30 degrees for the total of 528 and 120
points (2 orthogonal linear polarizations × 12 theta’s data × 24 phi’s data and 2 orthogonal linear
polarizations × 5 theta’s data × 12 phi’s data). As a result, a 3D pat tern is obtained showing
maximum and minimum points of transmitter performance. This section discusses the methodol-
ogy [3, 4] of 3D polarization measurement and environment. Directivity (D), equation is defined as
the ratio of the wave radiation intensity in certain direction to the average radiation intensity, and
show the spherical coordinates used for measurement.

4. 3D ANTENNA MEASUREMENT SYSTEM FOR WIRELESS NETWORK

In this measurement system [5–10], each transmit-test spherical-scan file shall contain measurements
for 11 theta cuts × 24 phi cuts × 2 polarizations. Based on samples measured every 15 degrees
of rotation for each cut, 528 measurements are thus recorded in each transmit test file. Assuming
that theta is a complete sphere measured with N theta intervals and M phi intervals, then the
total radiated power (TRP) may be calculated. Receiver performance is equally important to
the overall system performance, as is transmitter performance. The downlink or subscriber unit
receiver path is integral to the quality of the devices operation. Poor receiver radiated performance
can cause the user of the subscriber unit to hear a low quality voice signal. This can also cause
the subscriber unit to lose the base station signal resulting in abrupt termination of the cell. This
test plan requires spherical effective radiated receiver sensitivity (termed total isotropic sensitivity,
TIS) to be measured. Assuming that theta is a complete sphere measured with N theta intervals
and M phi intervals, then the total isotropic sensitivity (TIS) may be calculated. The spherical
far field antenna measurement systems are rotated and measured for a full spherical scan of the
radiated AUT or mobile test. High-accuracy far-field antenna measurement for spherical scan
system is suitable for low gain characteristic of the mobile under test for spherical far-field scan
and full 3 dimension field energy by numerical formula computation for measurement error can
be seriously reduced, resulting in evaluation of measurement environment of antenna under test
and detailed full spherical scan operation. The spherical far-field instrument and software co-design
systems are created not only for high accuracy but also for high stability in the testing environment.
This system is designed to measure the directivity, gain, efficiency for passive antenna condition
and total radiated power (TRP), total isotropic sensitivity (TIS) for mobile phone radiated RF
power and receiver sensitivity performance with 3D integral. Measurement systems are used in the
EIRPθ(θi, θj) and EIRPφ(θi, θj) for TRP radiated power and EISθ(θi, θj) and EISφ(θi, θj) for
TIS receiver sensitivity calculation. In this study, the measurement system is set for the specific
communication channel for uplink and downlink with based station and mobile terminal link.

5. CONCLUSIONS

The 3D antenna system for spherical far-field techniques and system are applied in a spherical
far-field antenna system. The system can be applied on antenna parameters measurement of gain,
directivity and radiation efficiency. And this 3D antenna system can be applied on mean effec-
tive gain (MEG), diversity antenna measurement, MIMO terminal antennas measurement for 3D
spherical far-field measurement.
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Abstract— Built in Bluetooth wireless transmission allows easy GPS sensitivity record on the
go without the hassle of external USB connections and wire cable anytime, anywhere.

1. INTRODUCTION

With the rise in location based services (LBS) applications and the need to meet E911 positioning
requirements, the number of mobile cellular devices supporting Assisted GPS (A-GPS) is steadily
growing. More recently, industry organizations, including Cellular Telecommunications & Internet
Association CTIA, have recognized the need to create standardized test procedures for A-GPS Over
The Air (OTA) testing to objectively specify and validate acceptable performance.

2. A-GPS OTA MEASUREMENT AND ENVIRONMENT

A CTIA subgroup has completed a section on A-GPS OTA testing, incorporated in version 3.0 of
the CTIA Test Plan for Mobile Station Over-the-Air Performance. In this study, a new 3D antenna
measurement system associated with GPS test systems ensures 3D GPS antenna radiated pattern
measurement, sensitivity measurement, and GPS intermediate channel measurement. It will be
fully compliant with the CTIA’s test plan for mobile station over-the-air performance. Bluetooth
(BT) transmission (Figure 1 and Figure 2) is adopted to replace traditional USB data link by cable
(Figure 2), and thus to reduce cable effect and EMI crosstalk by USB cable for 3D antenna OTA

 

Figure 1: The proposed GPS OTA measurement.
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Figure 2: The proposed GPS OTA measurement without cable effect.

measurement. BT is an open wireless protocol for exchanging data over short distances from fixed
and mobile devices, creating personal area networks originally conceived as a wireless alternative to
RS232 data cables. It can connect to Personal Digital Assistant (PDA) and Notebook (NB) devices,
overcoming problems of synchronization. Based on this new measurement technology can improve
GPS and A-GPS receiver sensitivity measurement by 3D antenna OTA system. The mobile phone
under test of far-field range testing has been the plan at the Cellular Telecommunications & Internet
Association (CTIA) certification program test [1] requirements for performing radiated power and
receiver performance measurement. In literatures [2, 3], facilities of antenna pattern measurement
have recently commissioned a spherical far-field measurement system [4]. The low profile far-
field spherical scan system provides significant advantages over the older far-field testing including
elimination problem of simple theta and phi rotary axis with indoor far-field range testing, complete
measurement characterization of the antenna, and improved accuracy. This study discusses the
antenna and wireless system integration tested, spherical antenna measurement for A-GPS far-field
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(a) (b)

Figure 3: The traditional GPS OTA measurement with (a) cable effect (cable add ferrite core or Balun
choke), and (b) USB interference.

system, and the results being achieved.

3. MEASUREMENT

The GPS measurement will be assumed to be a carrier-to-noise ratio (CNR) but it is not limited
to that measurement type. Upper Hemisphere Isotropic Sensitivity is seen to be Equation (1).

UHIS ∼= EISxf (θf , φf ) =
CNRxf (θf , φf )

π
2NM

[
N

2
−1∑

i=1

M−1∑
j=0

[CNRθ(θi, φj) + CNRφ(θi, φj)] sin(θi)

+1
2

M−1∑
j=0

[
CNRθ

(
θN

2
,φj

)
+ CNRφ

(
θN

2
, φj

)]]

(1)

4. CONCLUSION

We have built and set the test room of phone under tests of far-field range and based on the Cellular
Telecommunications & Internet Association (CTIA) certification program test requirements for
performing GPS or A-GPS OTA antenna performance measurement. The performance of mobile
handset antennas in free space and beside a new test method is evaluated with radiation pattern
measurements in the 3D antenna chamber and radio receiver channel measurements.
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Abstract— The horn antenna by 3D antenna measurement and verification are used to fre-
quency range of Cellular Telecommunications & Internet Association (CTIA) Over The Air
(OTA) chamber. The double ridge horn antenna generates high electric fields required for radi-
ated immunity and emissions measurements and antenna calibration.

1. 3D ANTENNA MEASUREMENT FOR DOUBLE RIDGE HORN

A 1–18GHz broadband double ridged horn antenna (Figure 1) by 3D far field pattern measurement
is studied [1–4]. The measurements are in good agreement with the theories over the 1–18 GHz op-
erational bandwidth (Figure 3) and indicate that the use of double ridged horn in antenna chamber
application (Figure 2) and The VSWR data (Figure 4). This paper will discuss the high gain an-
tenna measured by spherical far-field system. Antenna measurement technique refers to the testing
of antenna to ensure that the antenna meets specifications or simply to characterize it. Typical
parameters of antennas are radiation pattern (Figure 5 to Figure 10), gain (Table 1), beamwidth,
polarization, and impedance. Based on 3D antenna measurement is the ratio of power actually
radiated to the power put into the antenna terminals. This paper presents a 3D antenna measure-
ment system which allows, in addition to standard far field measurements, a full 3D measurement
of the radiation pattern of a double ridged horn antenna. To prove measurement results, a simple
antenna system has been created, which allows comparison with simulation and theory results.

Table 1: Measured gain data.

Frequency (GHz) 1 2 3 4 5 6
Gain (dBi) 6.5 9.9 9.9 13.3 13.6 14.5

Figure 1: Double ridged horn antenna. Figure 2: Double ridged horn antenna by 3D an-
tenna measurement.



1830 PIERS Proceedings, Xi’an, China, March 22–26, 2010

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

Frequency (GHz)

Return Loss

-40

-35

-30

-25

-20

-15

-10

-5

0

DB(|S[1,1]|) &

Horn Antenna

Figure 3: The Measured data of double ridged horn
antenna.

Figure 4: The VSWR data of double ridged horn
antenna.

Figure 5: The measured data of 1 GHz radiation
pattern.

Figure 6: The measured data of 2GHz radiation
pattern.

Figure 7: The measured data of 3 GHz radiation
pattern.

Figure 8: The measured data of 4GHz radiation
pattern.
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Figure 9: The measured data of 5 GHz radiation
pattern.

Figure 10: The measured data of 6GHz radiation
pattern.

2. CONCLUSION

The double ridge horn antenna is a broadband antenna that offers excellent performance over the
frequency range of 1 GHz to 18 GHz. High radiated efficiency, high gain and low Voltage Standing
Wave Ratio (VSWR). Field strength generated under free-space conditions at a separation from
the antenna aperture. If environmental reflections are present, this may lead to frequency and
height dependent field strengths. The power figures refer to a 50W source and an unmodulated
(cw) signal. An 80% Amplitude Modulation requires a 1.8 times higher voltage, resulting in 3.24
times higher power compared to cw. A field strength increase of factor 10 requires 100 times
amplifier-power.
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Abstract— We proposes a novel system of the optical tweezers array generation using dark soli-
ton control within and add/drop filter. The dynamic tweezers are generated within an add/drop
filter, where the number of tweezers within the add/drop filter can be tuned and amplified. The
smallest tuned tweezers width is 0.02 nm is achieved, where the number of tweezers is 10 in an
array. We have also theoretically shown that the dynamic tweezers can be controlled and tuned
by varies the couple coefficient (κ) between 0.1–0.9 and the radius of ring resonator between 10–
20 µm, which is available for trapping and transportation in the communication up-link system
via a add/drop filter. In application, the transmission of tweezers with different molecules and
wavelengths can be performed within the transmission link, which is available for high density
molecular transportation.

1. INTRODUCTION

Optical tweezers are a powerful tool for use in the three-dimensional rotation of and translation
(location manipulation) of nano-structures such as micro- and nano-particles as well as living micro-
organisms [1]. Many research works have been concentrated on the static tweezers [2–6], which it
can not move. The benefit offered by optical tweezers is the ability to interact with nano-scaled
objects in a non-invasive manner, i.e., there is no physical contact with the sample, thus preserving
many important characteristics of the sample, such as the manipulation of a cell with no harm to
the cell. Optical tweezers are now widely used and they are particularly powerful in the field of
microbiology [7–9] to study cell–cell interactions, manipulate organelles without breaking the cell
membrane and to measure adhesion forces between cells. In this paper, we describe a new concept
of developing an optical tweezers source using a dark soliton pulse. The developed tweezers has
many potential applications in electron, ion, atom and molecule probing and manipulation as well
as DNA probing and transportation. Furthermore, the soliton pulse generator is a simple and
compact design, making it more commercially viable. In this paper, we present the theoretical
background in the physical model concept, where potential well can be formed by the barrier of
optical filed. The change in potential value, i.e., gradient of potential can produce force that
can be used to confine/trap atoms/molecule. Furthermore, the change in potential well is still
stable in some conditions, which mean that the dynamic optical tweezers is plausible, therefore,
the transportation of atoms/molecules in the optical network via a dark soliton being realized in
the near future. In application, the high capacity tweezers can be formed by using the tweezers
array [10], which is available for high capacity transportation via optical wireless link [11]. In this
work, the optical wireless carrier generation is also reviewed.

2. THEORETICAL BACKGROUND

To perform the proposed concept, a bright soliton pulse is introduced into the multi-stage nano
ring resonators as shown in Fig. 1, the input optical field (Ein) of the bright and dark soliton pulses
input are given by an Eqs. (1) and (2) as [11]

Ein (t) = A sech

[
T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(1)

Ein (t) = A tanh

[
T

T0

]
exp

[(
z

2LD

)
− iω0t

]
(2)

where A and z are the optical field amplitude and propagation distance, respectively. T is a soliton
pulse propagation time in a frame moving at the group velocity, T = t − β1 ∗ z, where β1 and β2
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Figure 1: Shows a schematic diagram of the dynamic optical tweezers array.

are the coefficients of the linear and second order terms of Taylor expansion of the propagation
constant. LD = T 2

0 /|β2| is the dispersion length of the soliton pulse. T0 in equation is the initial
soliton pulse width. Where t is the soliton phase shift time, and he frequency shift of the soliton
is ω0. This solution describes a pulse that keeps its temporal width invariance as it propagates,
and thus is called a temporal soliton. When a soliton peak intensity (|β2/ΓT 2

0 |) is given, then is
known. For the soliton pulse in the micro ring device, a balance should be achieved between the
dispersion length (LD) and the nonlinear length (LNL = (1/ΓφNL), where Γ = n2 ∗k0, is the length
scale over which dispersive or nonlinear effects makes the beam becomes wider or narrower. For a
soliton pulse, there is a balance between dispersion and nonlinear lengths, hence LD = LNL.

We assume that the nonlinearity of the optical ring resonator is of the Kerr-type, i.e., the
refractive index is given by

n = n0 + n2I = n0 +
(

n2

Aeff

)
P, (3)

where n0 and n2 are the linear and nonlinear refractive indexes, respectively. I and P are the
optical intensity and optical power, respectively. The effective mode core area of the device is given
by Aeff. For the microring and nanoring resonators, the effective mode core areas range from 0.10
to 0.50µm2 [12].

When a Gaussian pulse is input and propagated within a fiber ring resonator, the resonant
output is formed, thus, the normalized output of the light field is the ratio between the output and
input fields (Eout(t) and Ein(t)) in each roundtrip, which can be expressed as [13]

∣∣∣∣
Eout(t)
Ein(t)

∣∣∣∣
2

= (1− γ)


1−

(
1− (1− γ)x2

)
κ

(
1− x

√
1− γ

√
1− κ

)2 + 4x
√

1− γ
√

1− κ sin2
(

φ
2

)

 (4)

Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot
cavity, which has an input and output mirror with a field reflectivity, (1−κ), and a fully reflecting
mirror. k is the coupling coefficient, and x = exp(−αL/2) represents a roundtrip loss coefficient,
φ0 = kLn0 and φNL = kL( n2

Aeff
)P are the linear and nonlinear phase shifts, k = 2π/λ is the wave

propagation number in a vacuum. Where L and α are a waveguide length and linear absorption
coefficient, respectively. In this work, the iterative method is introduced to obtain the results as
shown in Equation (4), similarly, when the output field is connected and input into the other ring
resonators.

The input optical field as shown in Equation (1), i.e., a Gaussian pulse, is input into a nonlinear
microring resonator. By using the appropriate parameters, the chaotic signal is obtained by using
Equation (3). To retrieve the signals from the chaotic noise, we propose to use the add/drop device
with the appropriate parameters. This is given in details as followings. The optical outputs of a
ring resonator add/drop filter can be given by the Equations (5) and (6).

∣∣∣∣
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Ein

∣∣∣∣
2

=
(1− κ1)− 2

√
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√
1− κ2e

−α

2
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1 + (1− κ1) (1− κ2) e−αL − 2
√

1− κ1 ·
√

1− κ2e
−α

2
L cos (knL)

(5)



1834 PIERS Proceedings, Xi’an, China, March 22–26, 2010

and ∣∣∣∣
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1− κ2e
−α

2
L cos (knL)

(6)

where Et and Ed represents the optical fields of the throughput and drop ports respectively. The
transmitted output can be controlled and obtained by choosing the suitable coupling ratio of the
ring resonator, which is well derived and described by reference [14]. Where β = kneff represents the
propagation constant, neff is the effective refractive index of the waveguide, and the circumference
of the ring is L = 2πR, here R is the radius of the ring. In the following, new parameters will be
used for simplification, where φ = βL is the phase constant. The chaotic noise cancellation can
be managed by using the specific parameters of the add/drop device, which the required signals
at the specific wavelength band can be filtered and retrieved. κ1 and κ2 are coupling coefficient of
add/drop filters, kn = 2π/λ is the wave propagation number for in a vacuum, and the waveguide
(ring resonator) loss is α = 0.5 dBmm−1. The fractional coupler intensity loss is γ = 0.1. In the
case of add/drop device, the nonlinear refractive index is neglected.

3. DYNAMIC TWEEZERS ARRAY

From Fig. 2 shows the uplink carrier signal at 2GHz generated by the micro ring resonators, where
(a) chaotic signal of ring resonator, the radius of the first ring (R1) is 10µm, and the coupling
coefficient (κ1) is 0.9713, (b) the radius of the second ring (R2) is 10µm, the coupling coefficient
(κ2) is 0.9723, (c) the radius of the third ring (R3) is 10µm, the couple coefficient (κ3) is 0.9768,
and (d) the radius of the fourth ring (R4) is 10µm, the coupling coefficient (κ4) is 0.9768. Fig. 3
shows the optical tweezers array before mixing using Add/drop multiplexer, where (a) input power
is 1 W, (b) the radius of the first ring (R5) is 11.5µm, the coupling coefficient (κ5) is 0.90, (c) the
radius of the second ring (R6) is 12µm, the coupling coefficient (κ6) is 0.50, and (d) the radius of
the third ring (R7) is 16µm, the coupling coefficient (κ7) is 0.45. Fig. 4 shows the expansion of the
output of R3(d) with the tweezers width is 4.025 to 4.075 nm, and free spectrum range is 0.050 nm
within the period of 100 ns. Fig. 5 shows the expansion of the output of R3(d) with the tweezers
width is 5.925 to 5.945 nm, and free spectrum range is 0.020 nm within the period of 100 ns.

(a) (b)

(c) (d)

Figure 2: Shows the uplink carrier signal at 2 GHz generated by the micro ring resonators.

(a) (b)

(c) (d)

Figure 3: Shows the tweezers array before mixing using add/drop multiplexer.
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Figure 4: Shows the expansion of the output of
R3(d) with the tweezers.

Figure 5: Shows the expansion of the output of
R3(d) with the tweezers.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6: Shows the result of add/drop multiplexing with the carrier frequency is 2 GHz, the center wave-
length is 1.5 µm, and the array tweezers between is 551 to 554 nm.

Figure 6 shows the results of (a) soliton input power which is 2 W, (b) The chaotic signal of
ring resonator and the radius with the first ring (R1) is 10µm, and the coupling coefficient (κ1)
is 0.9713, (c) the radius of the second ring (R2) is 10µm, and the coupling coefficient (κ2) is
0.9723, (d) the radius of the third ring (R3) is 10µm, and the coupling coefficient (κ3) is 0.9768,
(e) the radius of the fourth ring (R4) is 10µm, and the coupling coefficient (κ4) is 0.9768, (f) input
signal of dark soliton with the center wavelength is at 500 nm, (g) the dynamic optical tweezers
array ranges between 0.410–0.412µm, and 0.591–0.592µm, (h) the output signal at throughput
port with the center wavelength is at 1.5µm, and the radius of add/drop filter (Rd) is 50µm, the
coupling coefficient of add/drop filter is κd1 = κd2 = 0.5.

4. CONCLUSION

We have presented the achievement of the dynamic optical tweezers array generation by using
microring resonator system, whereas the free spectrum range obtained is between 0.02–0.05 nm,
which is shown the of dynamic optical tweezers array function. In applications, the small optical
tweezes system can be employed, where the multi-tweezers can be generated and controlled. This is
allowed to use for multi molecules or atoms transportation via the optical wireless link [11]. Finally,
we claimed this system is the novel design for dynamic optical tweezers array by using dark soliton
control within an add/drop multiplexer, which is a simple technique.
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