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Abstract— A comparison of UWB communication characteristics for different distribution
of pedestrian is investigated. The impulse responses of these cases are computed by applying
shooting and bouncing ray/image (SBR/Image) techniques and inverse Fourier transform. The
frequency dependence utilized in the structure on the indoor channel is accounted for in the
channel calculation. The bit error rate (BER) performance for UWB indoor communication is
calculated. The outage probability for binary antipodal-pulse amplitude modulation (B-PAM)
system has been presented. Numerical results have shown that the multi-path effect by pedestrian
is an important factor for BER performance. Finally, it is worth noting that in these cases the
present work provides not only comparative information but also quantitative information on the
performance reduction.

1. INTRODUCTION

UWB technology has received significant interests, particularly after the Federal Communications
Commission (FCC)’s Report and Order in 2002 for unlicensed uses of UWB devices within the
3.1–10.6-GHz frequency band [1]. The analysis and design of an UWB communication system
require an accurate channel model to determine the maximum achievable data rate, to design
efficient modulation schemes, and to study associated signal-processing algorithms [2]. Reference [3]
proposes a deterministic propagation model to analyze the channel capacity of a narrowband 2.45-
GHz 8 × 8 MIMO system within a small room for different distribution of pedestrian. However,
to the best of our knowledge, there is no paper dealing with the effect of pedestrian on the indoor
channel for the UWB communication system. In this paper, a comparison of UWB communication
characteristics for different distribution of pedestrian in real environments is investigated. Results
of this research provide valuable insights into the BER performance and outage probability in the
UWB communication system. In Section 2, a channel modeling and system description is presented.
In Section 3, we show the numerical results. Finally, the conclusion is drawn in Section 4.

2. CHANNEL MODELING AND SYSTEM DESCRIPTION

2.1. Channel Modeling
The following two steps are used to calculate the multi-path radio channel.

2.1.1. Frequency Responses for Sinusoidal Waves by SBR/Image Techniques
The SBR/Image method can deal with high frequency radio wave propagation in the complex
indoor environments [4, 5]. It conceptually assumes that many triangular ray tubes are shot from
the transmitting antenna (TX), and each ray tube, bouncing and penetrating in the environments
is traced in the indoor multi-path channel. If the receiving antenna (RX) is within a ray tube, the
ray tube will have contributions to the received field at the RX, and the corresponding equivalent
source (image) can be determined. By summing all contributions of these images, we can obtain
the total received field at the RX. In real environment, external noise in the channel propagation
has been considered. The depolarization yielded by multiple reflections, refraction and first order
diffraction is also taken into account in our simulations. Note that the different values of dielectric
constant and conductivity of materials for different frequency are carefully considered in channel
modeling.

2.1.2. Inverse Fast Fourier Transform (IFFT) and Hermitian Processing
The frequency responses are transformed to the time domain by using the inverse Fourier transform
with the Hermitian signal processing [6]. By using the Hermitian processing, the pass-band signal
is obtained with zero padding from the lowest frequency down to direct current (DC), taking the
conjugate of the signal, and reflecting it to the negative frequencies. The result is then transformed
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to the time domain using IFFT [7]. Since the signal spectrum is symmetric around DC. The
resulting doubled-side spectrum corresponds to a real signal in the time domain. The impulse
response of the channel can be written as follows [8]:

hb (t) =
N∑

n=1

anδ (t− τn) (1)

where N is the number of paths observed at time. δ( ) is the Dirac delta function. an and τn are
the channel gain and time delay for the n-th path respectively.

2.2. System Block Diagram

The transmitted UWB pulse stream is:

x(t) =
√

Etx

∞∑

n=0

p(t− nTd)dn (2)

where Etx is the average transmitted energy and p(t)is the transmitted waveform. Td is the duration
of the transmitting signal. dn ∈ {±1} is a B-PAM symbol and is assumed to be independent
identically distributed (i.i.d.). To be radiated in an efficient way, however, a basic feature of the
pulse is to have a zero dc (direct current) offset. Several pulse waveforms might be considered,
provided that this condition is verified. Gaussian derivatives are suitable. Actually, the most
currently adopted pulse shape is modeled as the second derivative of a Gaussian function. The
second derivative Gaussian waveform p(t) can be described by the following expression:

p(t) =
d2

dt2

(
1√
2πσ

e
−t2

2σ2

)
(3)

where t and σ are time and standard deviation of the Gaussian wave, respectively.
The average transmit energy symbol Etx can be expressed as

Etx =
∫ Td

0
p2(t)dt (4)

Block diagram of the simulated communication system is shown in Fig. 1. The received signal
r(t) can be expressed as follows:

r(t) = [x(t)⊗ hb(t)] + n(t) (5)

where x(t) is the transmitted signal and hb(t) is the impulse response of the channel, n(t) is the
white Gaussian noise with zero mean and variance N0/2. The correlation receiver samples the
received signal at the symbol rate and correlates them with suitably delayed references given by

q(t) = p(t− τ1 − (n− 1)Td) (6)

where τ1 is the delay time of the first wave. The output of the correlator at t = nTd is [9, 10]

Z(n) =
∫ nTd

(n−1)Td

{[√
Etx

∞∑

n=0

p(t−nTd)dn

]
⊗hb(t)

}
· q(t)dt+

∫ nTd

(n−1)Td

n(t)q(t)dt = V (t)+η(t) (7)

Figure 1: Block diagram of the simulated communication system.
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It can be shown that the noise components η(t) of Eq. (7) are uncorrelated Gaussian random
variable with zero mean. The variance of the output noise η is

σ2 =
N0

2
Etx (8)

The conditional error probability of the Nth bit is thus expressed by:

Pe[Z(n)|⇀

d] =
1
2
erfc

[
V (n)√

2σ
· (dN )

]
(9)

where erfc(x) = 2√
π

∫∞
x e−y2

dy is complementary error function and {⇀

d} = {d0, d1, . . . , dN} is the
binary sequence.

Finally, the average BER for B-PAM IR UWB system can be expressed as

BER =
N∑

n=1

P
(

⇀

d
)
· 1
2
erfc

[
V (n)√

2σ
· (dN )

]
(10)

where P (
⇀

d) is the occurring probability of the binary sequence
⇀

d.

3. NUMERICAL RESULTS

The channel characteristics for different distribution of pedestrian in the indoor environments are
investigated Fig. 2 is the top view of indoor environment with dimensions of 10m (Length) × 10m
(Width) × 4.5 m (Height).

There are four different distribution of pedestrian considered in the simulation. Four different
numbers of pedestrian with 0, 4, 12 and 36 are simulated. The transmitting and receiving antenna
are modeled as a UWB antenna with simple omni-directional radiation pattern and vertically po-
larized. The transmitting antenna is located at Tx (5, 5, 4) m with the fixed height of 4 m which
is located in the center of the indoor environment, as shown in Fig. 2(a). There are 361 receiv-
ing points for indoor environment. The locations of receiving antennas are distributed uniformly
with a fixed height, 1 m. The distance between two adjacent receiving points is 0.5 m. The maxi-
mum number of bounces is set to be seven and the first order diffraction is also considered in the
simulation. In the Fig. 2(a), there are four pedestrians in the position marked as A where each
A represents one pedestrian. Similarly, there are twelve pedestrians on the position which is as
marked B. Finally, there are thirty-six pedestrians on the position A, B and C. Fig. 2(a) shows the
static stand pedestrians and Fig. 2(b) shows the pedestrians moving one step randomly. Fig. 2(c)
shows the pedestrians moving randomly with many steps, and where applicable, pedestrian ran-
dom movement. UWB channel characteristics in the indoor environment with pedestrian random
movement are investigated.

(a) (b) (c)

Figure 2: Top view of the indoor environment with dimensions. Marks A, B and C are the positions of the
pedestrian. (a) Static stand pedestrians, (b) pedestrians moving one step randomly, (c) pedestrians moving
randomly with many steps.
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Figure 3: Outage probability versus SNR. (a) Pedestrians moving one step, (b) pedestrians moving randomly
with many steps.

By using the impulse responses of these multi-path channels, the bit error rate (BER) perfor-
mance for binary pulse amplitude modulation (BPAM) impulse radio UWB communication system
are calculated. Based on the BER performance, the outage probability for given 361 receiving
locations of the transceiver can be computed. Outage probability statistical characteristic taken
into account over all Rx location. At 100 Mbps transmission rate and for a BER < 10−6 the outage
probability versus SNR are calculated, as shown in Fig. 3. The SNR is defined as the ratio of the
average power to the noise power at the front end of the receiver. Fig. 3(a) shows outage proba-
bility for different distribution of pedestrians moving one step randomly. It is seen that the outage
probabilities at SNR = 15 dB are about 18% and 2% respectively for the 36 moving pedestrian and
with on moving pedestrian. It is clear that the BER performance for without pedestrian is better
due to the less severe multi-path effect.

In Fig. 3(b) shows outage probability for different distribution of pedestrian random movement.
It is seen that the outage probabilities at SNR = 15 dB are about 28% and 2% respectively for the
36 moving pedestrian and with on moving pedestrian. The outage probabilities at SNR = 15dB
pedestrian moving one step is 18% and pedestrians moving randomly with many steps increases
about 55% to 28% for the 36 pedestrian. It is seen that the values of the parameters change a lot
by comparing the results in Fig. 3(a) and Fig. 3(b).

4. CONCLUSION

A method for analyzing and calculating the channel statistical characteristics of UWB indoor
communication systems has been presented. A realistic complex environment is simulated in this
paper. A comparison of UWB communication characteristics for different distribution of pedestrian
are presented. We analyze the static stand pedestrians and pedestrians moving one step and
pedestrians moving randomly with many steps. The outage probabilities for 100Mbps B-PAM and
for a BER < 10−6 versus SNR are calculated. Numerical results show that the values of outage
probability increase as the number of pedestrian increase. It is clear that the multi-path effect is
severe when the number of pedestrian increases. It is found that value of the parameters change a
lot for 36 pedestrian by comparing the results in Fig. 3(a) and Fig. 3(b). The pedestrian’s random
movement positions, directly increasing the multipath scattering presented in the environment. It is
found that the outage probability for the 36 pedestrian is the largest due to the strong pedestrian
random movement. The performance of outage probability with pedestrian is worse than that
without pedestrian in UWB environment. This is can be attributed to multi-path effect which
is severe when pedestrian exist in the room. Finally, it is worth noting that in these cases the
present work provides not only comparative information but also quantitative information on the
performance reduction.
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Abstract— Based on the characteristics of high performance and miniaturization of Low Tem-
perature Co-fired Ceramic (LTCC) technology, this paper presents the design simulation of a
miniaturized helical LTCC chip antenna, the helical radiating patch is realized by using via holes
to connect upper- and lower-layer radiating elements which are in staggered arrangement. By
employing the Ansoft HFSS 3-D EM simulator to design and simulate, the antenna could be
got with the central frequency 1.575 GHz, bandwith 60 MHz and size 10 mm× 3mm× 0.77 mm.
The simulation results show the antenna completely meet the needs of GPS and other wireless
communication products with small volume and high integrability.

1. INTRODUCTION

The exploding growth of wireless communications systems leads to an increasing demand for in-
tegrated compact low-cost antennas, to satisfy these needs, Low Temperature Cofired Ceramic
(LTCC) technology has been extensively studied by many researchers due to its good RF proper-
ties, its excellent hermeticity, its flexibility in realizing an arbitrary number of layers [1, 2]. The most
direct way of reducing the dimensions of the antenna is the use of very high dielectric constant of
the LTCC material. However, in the view point of the antenna, the high dielectric constant causes
serious problems to the design of antennas with high gain and good radiation pattern, especially,
for endfire antenna. Also,another concept to reduce the size of a microstrip patch antenna at a
given resonant frequency is to increase its electrical surface-current length by changing the radiating
element’s shape, such as utilization of a meandering line structure and helical structure [3, 4].

In this paper, a miniaturized helical LTCC chip antenna is proposed for GPS application, the
Ansoft HFSS 3-D EM simulator, based on the finite-element method (FEM), is employed for design
simulation [5]. The simulation results for return loss and radiation pattern are presented.

2. PRINCIPLE OF HELICAL LTCC CHIP ANTENNA

Figure 1(a) shows the geometry of the proposed structure, the helical radiating patch is realized
by using via holes to connect upper- and lower-layer radiating elements which are in staggered
arrangement. Figure 1(b) shows the radiating element of helical LTCC chip antenna,the currents
on the horizontal segments (parallel to Y axis) of the radiating element have same direction and,
hence, they have main contribution to the desired radiation field. On the other hand, the directions
of currents on any two symmetrically vertical segments (parallel to X axis) and the via hole segments
(parallel to Z axis) are opposite, which have much lower contribution to the desired radiation field.
The lowest resonance of the helical LTCC chip antenna occurs when the total length in the Y -
direction is approximately a quarter of waveguide wavelength, but for a fixed total length in the
X-direction and Z-direction, if the total length in the Y -direction is less than approximately one
eighth of waveguide wavelength, the antenna gain and other antenna performances will all become
worse with the decrement of the spacing between the radiating element, so blindly decrease in
the physical size of antennas shouldn’t be the sole aim for designing antennas, a variety of factors
must be integrated to seek for the best balance point between the physical size and the electric
performance parameter when we design the LTCC antenna.

3. PROPOSED ANTENNA DESIGN

Figure 2 shows the geometry of the proposed stacked helical LTCC chip antenna mounted FR-4
substrate, the dimension of the FR-4 circuit board is 53 mm× 20mm× 0.77mm and the size of the
ground plane is 40mm×20 mm. The antenna occupies a small volume of 10 mm× 3mm× 0.77mm
and is fabricated in a ceramic substrate that has a relative dielectric constant of 27, the upper-
and lower-layer radiating elements are in staggered arrangement, the dimension of the radiating
element is 2.54mm× 0.3mm, the spacing between every Radiating Element is 0.67mm, the height
of the via hole which connect upper- and lower-layer radiating element is 0.7mm. A 50 Ω microstrip
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(a) (b)

Figure 1: (a) Geometry of helical LTCC chip antenna in the Ansoft HFSS. (b) Radiating element of helical
LTCC chip antenna.

Figure 2: Geometry of the proposed antenna mounted FR-4 substrate.

line is utilized to excite the compact chip antenna,the impedance matching is obtained mainly by
optimizing the structure of the helical line and junction part connected to the feed line.

4. SIMULATION RESULTS

Figure 3 shows the simulated return loss for various spacing between every radiating element,it is
noted that as it increases, the resonant frequency decreases. It can be seen that as the spacing
between every Radiating Element is 0.67mm (the red line in Figure 3), the resonant frequency of
the antenna is 1.575 GH and a 10 dB return loss bandwidth is about 60 MHz (1.54 GH–1.60 GH).
Figure 4 shows the simulated return loss for various via-hole height, as can be seen, the resonant
frequency of the helical antenna decreases with the increment of the via-hole height. The radiation
patterns of the antenna at the 1.575GH are shown in Figure 5, if the antenna is vertically oriented
(x-z plane), the maximum gain of −1.201 dBi is obtained. Furthermore, the maximum gains are
−1.321 dBi and −1.316 dBi, respectively, in x-y plane and y-z plane, these patterns are good enough
to be used for GPS application. Figure 6 shows the simulated 3D radiation pattern of the proposed
antenna for 1.575 GHz.
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Figure 3: Simulated return loss for different values of spacing between radiating element.

Figure 4: Simulated return loss for different values of the via-hole height.

Figure 5: Radiation patterns of the proposed an-
tenna at 1.575 GHz.

Figure 6: The simulated 3D radiation pattem of
the proposed antenna at 1.575 GHz.

5. CONCLUSIONS

The design simulation of a 1.575 GHz helical LTCC chip antenna using LTCC multi-layer tech-
nology is presented. The required resonant frequency and return loss bandwidth was achieved by
controlling the spacing between every radiating element and the height of via-hole, in order to meet
the better requirements for GPS applications, increasing the bandwidth and gain are the goals for
continuing the study.
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Abstract— In this paper, a compact circular UWB (ultra-wideband) antenna with WLAN
802.11a/n band (5.15∼5.825GHz) rejection characteristic is proposed for the mobile applications.
The proposed UWB antenna was compact enough to be loaded into a mobile handset. The
performance of the suggested antenna is mostly dependent on the gap between circular radiator
and the ground plane. In order to have the band notched operation, the CSRR (complementary
split ring resonator) is etched inside the circular patch of the UWB antenna.

MWS (Microwave Studio) of CST company was utilized in the design stage. The antenna was
constructed on a substrate, Rogers 4003, with the thickness of 0.8mm and relative permittivity
of 3.38. A size of substrate is 24× 37.5mm2 and a radius of circular radiator is 5 mm long. The
proposed antenna covers the frequency band from 3.2 to 10.6GHz (S11 ≤ 10 dB), and the band
rejection occurs about 5.7 GHz band. A simulation shows the maximum gain of 5.2 dBi, and
radiation pattern is nearly omni-directional over the entire −10 dB return loss bandwidth. It also
represents the group delay below 1nsec over UWB communication band (3.2GHz∼ 10.6GHz)
except WLAN band. Based on the experimental results, the proposed antenna could be a good
candidate for the handheld mobile handsets.

1. INTRODUCTION

Since the Federal Communications Commission (FCC) released the ultra-wideband communication
band 3.1∼ 10.6GHz in 2002, the various type of UWB antenna has been developed for use in
the wireless communication system [1]. One popular application of the UWB communication is
the field of mobile multimedia system due to its high data rate. However, the high data rate
demands the wide bandwidth, inevitably loosing stringent protection from the interference such as
the wireless LAN (WLAN) colocated band at 5.2 GHz/5.8GHz [2]. Thus it is essential to have a
wide bandwidth together with the specified band stop. Some published UWB antennas reveal a
good behavior for a relaxed size. However, they are too cumbersome to be integrated into smaller
sized mobile device. In other words, it necessitates extra space as a ground and circuit plane to
be fitted into the real sized mobile handset. Hence, a key challenge in the design of mobile UWB
antenna is adapting both to a wide bandwidth with rejection band and to a smaller dimension. In
this paper, a compact mobile UWB antenna with band notched characteristic is proposed. Band
notched characteristic is achieved by embedding complementary split ring resonator (CSRR) slots
on the radiator. As compared with the published antennas in [3] and [4], the size of the proposed
antenna is miniaturized by more than about 50% in the similar performance.

2. ANTENNA DESIGN

Figure 1(a) and the left antenna in Figure 1(b) show the geometry of the proposed UWB antenna.
The proposed antenna has been fabricated on a substrate, Rogers 4003, with the thickness of 0.8 mm
and relative permittivity of 3.38.

The width of the feed line at input of the proposed antenna is 1.8 mm long providing 50 Ω
characteristic impedance. As shown in the Figure 1, the antenna consists of a circular patch,
CSRR, and modified partial ground plane. By using the Microwave Studio of CST company, the
optimized parameters are found to be Cir R = 5 mm, W = 4mm, L = 1mm, and Gap = 0.58mm.
Figure 1(b) illustrates the size comparison between the proposed (left antenna) antenna and the
traditional (right antenna) antenna published. The circular radiator of proposed antenna is about
half smaller than that of the published UWB antenna. The size reduction becomes the crucial
point in the implementation process of mobile handset.

The geometry of the CSRR and the equivalent circuit of the CSRR are shown in Figure 2. The
equivalent circuit of the CSRR is a sort of the LC resonant circuits with the inductance and the
distributed capacitance [5].
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The equivalent circuit model of the Figure 2(b) is the same as the resonant circuit of the band
rejection filter connected L, C in parallel. Its resonance frequency can be expressed as [6]

ωo =
√

2
πroLC

(a)

(b)

Figure 1: The geometry of the proposed UWB antenna, (b) photograph of the proposed UWB antenna (left),
and traditional UWB antenna (right).

(a) (b)

Figure 2: (a) The geometry of the CSRR, (b) the equivalent circuit of the CSRR.

where L is the inductance per unit length between the annular slots, C is the total capacitance of
the CSRR, and ro is the average radius of the two annular slots [6]. The parameters of the CSRR
used in proposed antenna are R 1 = 3.3mm, G 1 = 1 mm, G 2 = 1.5mm and G 3 = 0.5 mm.
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3. RESULT AND DISCUSSION

Figure 3 represents the simulated and measured return loss curve. The measured return loss is very
close to those of simulated results. The proposed antenna has an impedance bandwidth (reference
level S11 < −10 dB) from 3.2 to 10.6 GHz rejecting the 5–6 GHz band. By adjusting the gap
between the circular radiator and the ground plane, the wideband could be achieved. In particular,
by adjusting W and L of the ground plane, the band above 9 GHz was duly obtained.

Figure 3: Simulated and measured return losses.

(a) (b)

Figure 4: Simulated radiation patterns (a) E-plane, (b) H-plane.

Figure 5: The measured group delay of the proposed antenna.
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Figure 4 is the radiation patterns simulated at 4, 6, and 8GHz, respectively. It can be seen that
the antenna exhibits a nearly omni-directional radiation pattern in the H-plane (xz-plane) and a
dipole like radiation pattern in the E-plane (yz-plane), which possesses the suitable pattern as a
mobile antenna.

The group delay measured by Anritsu 38397C vector network analyzer is plotted in Figure 5.
A group delay is an important parameter carrying information on a pulse dispersion. Except for
the rejection band, spreading over the range of UWB communication, the group delay variation is
less than 1 ns ensuring a proper operation as the mobile UWB antenna.

4. CONCLUSION

This article described the compact band notched UWB antenna for the mobile handsets. The
CSRR is used to achieve a band-notched characteristic and the gap between the circular radiator
and the ground plane has been introduced to provide the wideband performance. With the noted
techniques, the proposed antenna offers wideband (3.2∼10.6GHz) operation and band (5∼6 GHz)
notched characteristic together with size reduction essential to the mobile phones. These benefits
are confirmed by the simulation and the measurement on the fabricated UWB antenna.
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Numerical Modeling a Microwave and Detection of Partial
Discharge inside of HV Transformer

P. Fiala, E. Gescheidtová, and T. Jirku
Brno, FEEC BUT, UTEE, Kolejńı 2906/4, Brno 612 00, Czech Republic

Abstract— The aim of this paper is to present the particulars of new research in the special
measurement method modeling of starting process partial discharge inside of high voltage trans-
former. The numerical analysis of this effects can help to set up conditions to decrease it and get
of information for preparing detection apparatuses and measurement methods.

1. INTRODUCTION

One of the problematic conditions in the field of high-voltage technology, apparatuses and devices
(machines) consists in the emergence of partial discharges [1]. At this point, let us also note that
several other effects have combined with this notion over time [2–4]. In consequence of these
effects there emerge short electromagnetic pulses with a defined and measurable spectre in the
characteristic frequency band [5]. The group of end products attributable to the emergence of
interfering signals involves, for example, displacement current in a dielectric, pulse current on the
interface between dielectrics, or the dielectric/metal interface owing to high electric field intensity
and structure of the dielectric. In HV and VHV transformers (Fig. 1) the dielectric is mineral or
synthetic oil.

Large distribution transformers are constructed in such a manner as to have structural measures
facilitating oil purification. Also, these transformers are equipped with sensors indicating the initial
stage of increase in pulse activity. In the course of this activity, as is well-known, there occurs an
increase in the boundary value of the of the applied dielectric breakdown value. As referred to in
the above text, oil is the dielectric. Under certain conditions, however, the separation of chemical
compounds incurred by decomposition of the dielectric does not have to occur. Thus, free atoms
of carbon, hydrogen and oxygen develop from hydrocarbons, and there also generates a certain
percentage of water, other organic compounds, and semiconductive carbon. All of these elements
decrease the quality of the dielectric; in addition to that, rapid increase in pulse activity may cause
the formation of a hazardous explosive compound of oxygen and hydrogen. Then, this situation
may result in a local explosion, damage to the device and reduction of its ability to perform the
respective functions (Fig. 2).

This work deals with an analysis of electromagnetic field distribution in a transformer dielectric
region. The structural parts enable the placement of sensors, whose structure and concept must be
adapted to the characteristics of the configuration in such a manner that, from all components of
the device, there is a measurable (indicable) electromagnetic pulse signal.

The analysis will be realized for the minimum required level of an electromagnetic pulse for the
discrete values of frequencies from the desired spectral interval. An example will be evaluated of
electromagnetic field distribution in the region of critical parts of the device.

Figure 1: Example of a distribution VHV transformer.
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Figure 2: Explosion of a VHV transformer: an example.

2. MATHEMATICAL MODEL

It is possible to carry out an analysis of an MG model as a numerical solution by means of the
Finite element method (FEM). The electromagnetic part of the model is based on the solution of
full Maxwell’s equations

∇×E = −∂B
∂t

, ∇×H = σE +
∂D
∂t

+ Js, ∇ ·D = ρ, ∇ ·B = 0v oblastiΩ. (1)

where E and H are the electrical field intensity vector and the magnetic field intensity vector, D
and B are the electrical field density vector and the magnetic flux density vector, Js is the current
density vector of the sources, ρ is the density of free electrical charge, γ is the conductivity of the
material and Ω is the definition area of the model. The relationships between the electric and the
magnetic field intensities and densities are given by material relationships

D = εE, B = µH. (2)

The permittivity ε, the permeability µ and the conductivity γ in HFM are generally tensors with
main axes in the direction of the Cartesian coordinates x, y, z. When all the field vectors perform
rotation with the same angular frequency ω, it is possible to rewrite the first Maxwell equation

∇×E = −jωµH, ∇×H = (σ + jωε)E + Js in Ω, (3)

where E, H, Js are field complex vectors. Taking into account boundary conditions given in (1)
and after rearranging (3) we get

(jω)2εE + σE +∇× µ−1∇×E = −jωJs. (4)

We apply the Gallerkin method with vector approximation functions Wi and use the vector
form of the Green theorem on the double rotation element [3]. After discretisation we get the
expressionb

− k0[M ]{E}+ jk0[C]{E}+ [K]{E} = {F}, (5)

where {E} is the column matrix of the electric intensity complex vectors. The matrixes [K], [C] and
[M ] are in the form that is given in manual [4] and the vector {F} is evaluated from the expression

{F} = −jk0Z0

∫

Ω

[Wi]{Js}dΩ + jk0Z0

∫

Γ0+Γ1

[Wi]{n×H}dΓ. (6)

The vector approximation functions W are given in manual [4]; k0 is the wave number for
vacuum, Z0 is the impedance of free space. The set of Equations (5) is independent of time and
gives E. For the transient vector E we can write

E = Re{Eejωt}. (7)



942 PIERS Proceedings, Xi’an, China, March 22–26, 2010

3. THE GEOMETRICAL MODEL

The basic model was built in a computer-aided system like as parametrical model. Then, it was
imported to the finite element method (FEM) analysis system and solved mainly in the ANSYS
system in order to facilitate finding the basic electromagnetic quantities. Basic geometrical parts
of model are showen in the Fig. 3.

Block of transformer 

Secondary power wiring

Primary power wiring 

Transformer magnetic 

core 

Primary and secondary 

coils 

Figure 3: The geometrical tranformer model.

Figure 4: The geometrical/FEM model of the transformer.

4. FEM MODEL

A geometric model, Fig. 4 using HF119, HF120 in ANSYS software was built — Fig. 4. A solution
of the HF field model was performed using the APDL program. According to the microwave model
solution, HF Block of transformer Secondary power wiring Primary power wiring Transformer
magnetic core Primary and secondary coils attenuation inside transformer part is evaluated. The
analysis was performed for the frequency interval f ∈ 〈0.5, 1.5〉GHz, according to Fig. 5 from [5],
and the analysis results were prepared for sensor design.

Numerical results can be interpreted in the form a module of vector electric field E distribution,
Fig. 6, in a details of transformer parts. It depends on frequency of analysis. For our model it was
from 500MHz to 3.0GHz. On this results was chosen type and construction of partial discharge
sensor for inside using.
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(a) 

(b)

(c)

Figure 5: Typical spectrum analyzer display of UHF signals due to particle movement in a transformer oil
under AC and DC voltages using a spectrum analyzer. (a) AC; (b) +DC; (c) −DC.

Figure 6: Typical electromagnetic field distribution, modul of electric field vector E, inside of part of
transformer model, frequency f = 500 MHz,

5. CONCLUSION

The basic research of the numerical model HF wide band signals inside of a VHV transformer has
brought a considerable sum of experience in the field of signals and possibilities of their measurement
and detection. It was used for sensor design conception and construction.
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Progress in Studies of Radio Frequency Radiation of the Wireless
Communication Device

Chaoqun Jiao and Lei Gao
School of Electrical Engineering, Beijing Jiaotong University, China

Abstract— The through reading a lot of literatures, the progress in Studies of Radio frequency
radiation of the wireless communication device is presented in this paper. Then, the disadvantage
and advantage of these methods are pointed out. Finally, with different situation, it is suggested
that which method is chosen to resolve the practical problem.

1. INTRODUCTION

The wide application of wireless communication has attracted a lot of concern about safety of
wireless devices [1–3]. Many investigations have been carried out to determine the effects of Radio
Frequency (RF) radiation on human body using various exposure scenarios and models [1, 4–6].
Among these investigations, the Specific Absorption Rate (SAR) is considered as an index that
quantifies the rate of energy absorption in biological tissues. Dimbylow et al. studied the SAR in
human head exposed to a cell phone at 2 mm resolution with the frequency bandwidth ranging
from 10 MHz to 3GHz by using Finite-Difference Time-Domain (FDTD) method [5]. Martinez-
Burdalo et al. further analyzed SAR depositions in different-aged human heads exposed to electro-
magnetic radiation resulted from a mobile phone [6]. Most of these studies have been focused on
radiation effects from mobile phones and base stations. The work has been reported on the studies
of radiation effects and radiation efficiency of wireless medical devices in interaction with human
body [7]. Modern wireless technology is playing a more and more important role in telemedicine.
Some wireless sensor platforms for pervasive healthcare monitoring have been designed in order to
improve the quality of human life and minimize restrictions on daily activities [8–11]. Most of the
related reports only analyzed the radiation efficiency and radiation effects of external sources such
as wearable medical sensor devices. In fact, more and more implantable or ingestible devices are
clinically employed, such as pacemakers, implantable defibrillators, capsule endoscope, implanted
therapeutic devices and so on [12–14]. Recently, the research on biological effects of Ingestible
Wireless Device (IWD) has been proposed particularly due to the persistence and high local energy
deposition of antennas that are imbedded in human tissues [15–17]. Kim et al. found that the
radiated power was the largest when a dipole antenna was located at the center of head model
in comparison with other positions [18, 19]. The wireless multi-parameter monitoring of gastroin-
testinal (GI) tract [20–22], as well as wireless capsule endoscope [23], which allows high-resolution
video being transmitted, has been widely applied. Among all the commercially available wireless
capsule endoscopes, 434 MHz is the most often used frequency for video transmission [14, 23]. The
frequencies of 315 MHz and 400–500 MHz are also used in some publications [24, 25]. At low trans-
mission frequency, the antenna of the IWD is electrically small due to its compact size required
for swallowing. Recently, 1.2 GHz and 2.4GHz are also reported being used for ingestible capsule
endoscopes in [26, 27]. Ito et al. evaluated the radiation characteristics of a helical antenna located
in a cylindroid whole body phantom at 150 MHz and showed that the gain could be improved 5 dB
or more by setting the target of local SAR and controlling the matching condition [28]. Chirwa et al.
studied the radiation patterns and near fields of IWD in human body between 150 MHz and 1.2 GHz
and suggested that the radiation characteristics of the sources in the GI tract should be optimized
for a higher efficiency [29]. Chan et al. estimated the attenuation of a human body trunk at fre-
quencies ranged between 100 MHz and 6GHz from internal sources using a simplified experimental
model [30]. However, the influence of frequency on biological effects and radiation efficiency were
not studied. Chirwa et al. analyzed the ingestible sources in five positions at three orientations
with the frequency ranging from 150MHz to 1.2GHz [29]. Lisheng Xu analyze the worst radiation
intensity outside of human body model and, actually, the worst cases should be considered because
the radiation characteristic of IWD is frequency, orientation and position dependent. The FDTD
method is applied to analyze the electromagnetic interaction of IWD with human body and the
bio-heat equation [31] is used to calculate the temperature rise resulting from the SAR deposition.

With rapid increase in the use of mobile phones in enclosed environments such as trains, cars,
and elevators, public anxiety over the possibility of RF exposures in these environments exceeding
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the basic restrictions of the International Commission on Non-Ionizing Radiation Protection (IC-
NIRP) [32] and IEEE guidelines [33] has been growing. It should be noted that according to the
guidelines mentioned above, the only scientifically established adverse health effect of RF energy
in the human body is thermal, and its safety limits are given based on specific absorption rates
(SARs). Discussions of the nonthermal effects of RF exposure in the human body and the inter-
ference with implantable medical devices are beyond the scope of this study. The public anxiety
over the use of mobile phones in enclosed environments has risen partly because of some reports in
academic journals suggesting that electromagnetic field (EMF) levels in these environments exceed
the safety levels during mobile phone use [34–36]. Furthermore, the appearance of these reports in
well-known international mainstream media such as the British Broadcasting Corporation (BBC)1
and others has probably fueled these concerns. On the other hand, there have been several attempts
by researcher who do not agree with these reports to allay these fears. Several papers have been
published on this concept to date [37–41]. After a thorough review of the studies on this subject,
we have thus far found very little information, especially on the localized peak spatial-averaged
10-g SAR in a realistic human model in actual enclosed environments. This is by far the most im-
portant parameter in reaching any conclusion regarding the thermal effect of RF exposure. Some
researchers have investigated this effect [42–44], but only on a passenger’s head, while ignoring
the rest of the body. The body in an enclosed environment like an elevator would also absorb
electromagnetic energy. Furthermore, the head-and-metallic wall configuration does not represent
a realistic case of a passenger in an elevator or other enclosed environment, especially when mul-
tireflections of the EMF from the walls are to be considered. The lack of spatial SAR information
may be partly due to the large-scale computer resources required to perform numerical investiga-
tions of a realistic human model in an actual elevator.Recently, a numerical investigation of this
problem using a finite-difference time-domain (FDTD) technique was reported [45]; however, the
report gives limited information of only the whole-body average SAR. Considering the above fac-
tors, A. Y. Simba et al. have previously presented preliminary investigations of this study [46]. The
nonuniform mesh FDTD technique [47], which minimizes computer resources by a factor of almost
five, and a supercomputer were used to perform detailed calculations of the SAR in an anatomically
realistic human model inside an actual elevator at the cellular phone operating frequencies used in
Japan (i.e., 900, 1500, and 2000 MHz). Specifically, they address two issues, which are: 1) whether
or not the safety guidelines are exceeded in the elevator, by comparing maximum values obtained
with the basic restrictions and 2) to provide an understanding of the SAR characteristics of the
mobile phone user in such environments under worst case conditions. The investigations in their
paper included the effect of the user’s position inside the elevator and the influence of elevator’s
structure, such as its walls and openings [48].

2. COMPATATION OF THESE STUDIES AND SUGGESTIONS

From the literatures, with regard to the different practical problem, the different model and method
should be used. For example, as to the common problem, it is enough to consider the radiation
effects from mobile phones and base stations. But as to the mobile phones used in enclosed envi-
ronments such as trains, cars, and elevators, the effect of trains, cars, and elevators to the radiation
must be considered. Furthermore, except for the the mobile phones, the Radiation of the other
Wireless Communication Device must be considered. Finally, The “worst case” as to the practical
problem also be considered such as in [48].

3. CONCLUSION

The progress in Studies of radio frequency radiation of the wireless communication device is pre-
sented in this paper. The disadvantage and advantage of these studies are pointed out. It is
suggested that which studies is better with regard to the practical problem.
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Behavioral Models for Power Amplifier Using a Difference-frequency
Dual-signal Injection Method
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Abstract— In this paper a difference-frequency dual-signal injection method is developed to
modeling of RF power amplifiers (PAs) in nonlinear microwave systems. In this method, the
dual-signal is with different frequency spacing. By varying the frequency spacing of dual-signal
and the power level, behavioral models for PAs can be extracted without memory effects and
with memory effects. For verification, the difference-frequency dual-signal is implemented with a
10W class-AB PA and tested using a dual sinusoidal signal with 10 MHz frequency spacing
from 0.9GHz ∼ 1GHz. From the experiment results, it is found that the model improves
adjacent channel power ratio (ACPR) prediction accuracy by over 8 dB and 2 dB, compared
to the conventional memory polynomial model and with conventional Volterra-based behavioral
model respectively.

1. INTRODUCTION

Radio frequency Power amplifiers (PAs) are indispensable components in a microwave system and
are inherently nonlinear [1]. It is well know that there is an approximate inverse relationship
between the PAs efficiency and their linearity. To increase their efficiency, PAs are sometimes
driven into their nonlinear operating range. For such reasons, behavioral modeling for RF PAs has
grown to become a topic of great interest for all those involved in microwave engineering [3–9].

In this paper, we propose a difference-frequency dual-signal injection method to modeling of RF
power amplifiers (PAs) in nonlinear microwave systems. This paper is organized as follows. In Sec-
tion 2, dual-signal injection method is described. The IM distortion (IMD) and AM/AM, AM/PM
are extracted, and the models without memory effects and with memory effects are described in
Section 4. The experiments are given in Section 5, and with a conclusion in Section 6.

2. DUAL-SIGNAL INJECTION METHOD

Figure 1 shows the block diagram for IMD and AM/AM, AM/PM measurement and model extrac-
tion. A power synthesizer is used to synthesize a dual sinusoidal signal into the power amplifier
under test.

The dual-signal can be described as

x (t) = x1 (t) + x2 (t) = A1 cos (ω1t + θ1) + A2 cos (ω2t + θ2) (1)

where A1 = A2 = A, and θ1 and θ2 are two independent stochastic variables.
Using the trigonometric identity

x (t) = 2A cos
[
(ω1 + ω2) t

2
+

(θ1 + θ2)
2

]
· cos

[
(ω1 − ω2) t

2
+

(θ1 − θ2)
2

]

= 2A cos [ωct + θc] · cos [ωmt + θm] (2)

Signal Source
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Power
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difference-frequency 
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Figure 1: Block diagram for model extraction.
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where

ωc =
(ω1 + ω2)

2
(3)

ωm =
(ω1 − ω2)

2
(4)

The first cosine term in (2) corresponds to the suppressed carrier at the frequency between the
two input signals, while the second cosine term modulates the carrier at the baseband frequency
ωm.

3. IM DISTORTION AND AM/AM, AM/PM

This paper is devoted to providing a comprehensive study of the PAs’ in-band and out-of-band
distortion: intermodulation distortion and AM/AM and AM/PM characteristics.

3.1. IM Distortion

In [11], it is said “When an amplifier is excited by multiple frequencies and driven into its nonlinear
operating range, it generates numerous mixing products.”

The input signal x (t) can be described as (1), and the output would be given by

y (t) =
N∑

i=1

ai [x (t)]i =
N∑

i=1

ai [A1 cos (ω1t + θ1) + A2 cos (ω2t + θ2)]
i (5)

which shows that the output would be composed of a very large number of mixing terms involving
all possible combinations. The new frequency components could be described as

ωm,n = mω1 + nω2 (6)

In (6), m and n are integers; the sum of the magnitudes of these integers is defined as the order
of IMD. Typically only third order IMD (the frequency components at 2ω1 − ω2 and 2ω2 − ω1) is
studied because it is the greatest magnitude and most likely to fall into an adjacent receive band.

3.2. AM/AM, AM/PM

AM/AM and AM/PM measurements are consisted in acquiring the input-output relations of the
PAs in both amplitude and phase. We describe (2) as

x (t) = r (t) cos (ωct + ϕ (t)) (7)

where r (t) and ϕ (t) are the amplitude and phase of x (t).
When

y (t) = g (r (t)) cos (ωct + ϕ (t) + f (r (t))) (8)

where g (·) and f (·) represent the AM/AM and AM/PM distortions, respectively, and r (t) and
ϕ (t) are the envelope and phase of the input signal, respectively.

4. BEHAVIORAL MODELS FOR POWER AMPLIFIER

A memoryless PA can be modeled with AM/AM and AM/PM [9]. The input signal is rewritten as

xRF (t) = r (t) cos (ωct + ϕ (t)) (9)

4.1. Memoryless Models

The memoryless model has been used for many years because of its easier computational imple-
mentation, its relative efficiency and acceptable level of accuracy can be achieved in narrow band
systems.

Then the output signal can be written as

yRF (t) = g (r (t)) cos (ωct + ϕ (t) + f (r (t))) (10)
yRF (t) = g (r (t)) cos (f (r (t))) cos (ωct + ϕ (t))− g (r (t)) sin (f (r (t))) sin (ωct + ϕ (t)) (11)
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4.2. Memory Polynomial Model
The memory polynomial model is widely used to describe nonlinear effects in PAs with memory
effects. The general form of this model can be written as

y (n) =
Q∑

q=0

h1 (q) x (n− q) +
Q∑

q1,q2,q3=0

h3 (q1, q2, q3) x (n− q1)x (n− q2) x∗ (n− q3) (12)

y (n) =
K∑

k=1

Q∑

q=0

akqx (n− q) |x (n− q)|k−1 (13)

where x (n) and y (n) are the input and output, respectively. akq are the model coefficients. K is
the polynomial function order, and Q is the memory depth.
4.3. Volterra-based Behavioral Model
The Volterra-based behavioral model assumes that the response of a nonlinear system with memory,
having input x (n) and output y (n), can be expressed as

y (n) =
K∑

k=1

Q∑

q1=0

. . .

Q∑

qm=0

hm (n− q)
m∏

j=1

x (n− qj) (14)

A Volterra-based behavioral model is combination of linear convolution and a nonlinear power
series; it provides a general way to model a nonlinear system with memory. However, high com-
putional complexity and great number of coefficients makes this method impractical in some real
applications, because of the degree of nonlinearity and the length of the system.

Recently, to overcome these problems, pured Volterra series [4], modified Volterra series [5],
dynamic deviation reduced Volterra series [6–8] have been used for reducing the complexity and
simplifying calssical Volterra series based behavioral models for RF power amplifiers.
4.4. The Proposed Model
In the conventional memory polynomial model, the baseband output (13) is given as a function of
the baseband complex input samples [x (n) , x (n− 1) , · · · , x (n−Q)]. Here, we use the envelope
of the input to instead the q samples, then the output y (n) is written as

y (n) =
K∑

k=1

Q∑

q=0

akqx (n) |x (n− q)|k−1 = x (n)
K∑

k=1

Q∑

q=0

akq |x (n− q)|k−1 (15)

5. MODEL VALIDATION

To analyze the performances of different behavioral models, a 450 ∼ 1500MHz, 10 W LDMOS PA is
simulated, which is the commercial amplifier MW6S010N manufactured by Freescale Semiconductor
Inc. The input is a dual sinusoidal signal with 10MHz frequency spacing from 0.9GHz ∼ 1GHz.
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Figure 2: Comparison of the power spectrums of the behavioral models of the PA.
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This was calculated using harmonic-balance simulator in Agilent’s Advanced Design System (ADS).
The model is identified by minimizing the mean square error (MSE), and method given by M.
Isaksson [2] is used for the synchronization of input and output signals.

Figure 2 shows the power spectrum density (PSD) of both models of the PA. It is clear that
the spectrums of the models track the output spectrum of the PA well, both in-band and in the
adjacent channels.

6. CONCLUSION

We have proposed a difference-frequency dual-signal injection method to modeling of RF power
amplifiers (PAs) in nonlinear microwave systems. The proposed model can be used to simulate the
IMD, and AM/AM and AM/PM that depend on the history of the input signal.

To validate the proposed modeling technique, a 450 ∼ 1500MHz, 10 W LDMOS PA is simulated.
It is found that the model improves ACPR prediction accuracy by over 8 dB and 2 dB, compared
to the conventional memory polynomial model and with conventional Volterra-based behavioral
model respectively.
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Abstract— Unlike metal as conventional Perfect Electric Conductor (PEC) for unidirectional
beam reflector, the periodic structures are now attracting more attention form academia and
industrial as High Impedance Surface (HIS) or Artificial Magnetic Conductor (AMC) reflector.
Because quarter wavelength (λ/4) separation between antenna and PEC reflector is needed for
unidirectional beam applications, it inevitably increases the profile and stringently limits the op-
eration bandwidth of the antenna system. However, the utilization of AMC of periodic structures
as reflector not only significantly reduces the antenna profile with phase enhancement, but it will
also enhance its gain and directivity performance. In this paper, we use monopole antenna with
center frequency at 2.45 GHz and design periodic structure operated in frequency range between
2.4GHz and 2.483 GHz to investigate the applications of EBG structure on antenna. We will
finally compare the simulated result and measured result to further predict the optimization of
the antenna-EBG system design parameters.

1. INTRODUCTION

With the increasingly popular and wide-spreading of portable wireless communications devices
in recent years. The mono-pole antenna discussed here is designed for applications of WLAN
(802.11 b/g) and Bluetooth systems operating in 2.4 ∼ 2.484GHz frequency range. On the other
hand, the electromagnetic band-gap (EBG) structure [1] has gained the most attention in the
microwave community. The most attractive characteristic of EBG material is the band-stop and
slow-wave response from the periodic arrangement of structure or component. It thus results in high
surface impedance and energy band-gap (stop-band or pass-band) due to impedance discontinuity
between air and high-impedance surface.

Due to periodic dimension of EBG structure commonly being about half-wavelength of the stop-
band, the large size has limited the applications of EBG structure in low frequency range. In this
paper, we introduce folded bends to lengthen the electric current path and thus increase equivalent
inductance. We also utilize the longer edge-coupling effect to lengthen the magnetic current path
and thus increase equivalent capacitance. Therefore, we are able to design compact EBG structure
for low frequency applications using the above techniques.

Electric conductor is usually used as shielding or reflecting substrate to minimize radiation
hazard or generate unidirectional antenna beam in portable wireless communication device [2, 3].
When low-profile antenna is placed close to electric conductor, the image current induced from
conductor will degrade the performance of antenna system. It is therefore required the separation
between low-profile antenna and electric conductor should be at least quarter-wavelength (λ/4) [4].
The induced surface current on electric conductor will also radiate while traveling toward edges
and affect the field distribution captured by antenna. Opposite to the reflection coefficient −1 with
180◦ phase shift from perfect electric conductor (PEC), the electromagnetic wave impinging upon
AMC material will result in in-phase reflection coefficient +1. We thus utilized the EBG structure
as antenna reflector and design the band-gap to match antenna’s resonant frequency in this paper.
The low-profile requirement and performance improvement of antenna is achieved by suppressing
the surface wave from the application of EBG structure.

2. DESIGN OF EBG STRUCTURE

The completely constructed reflection phenomena from radiation would result from periodic struc-
ture with half-wavelength or its integral multiple as period dimension and further result in energy
band-gap characteristics. The stop-band is usually determined by periodic separation λ EBG be-
tween metallic components. The stop-band and center frequency of EBG structure presented in
this paper are 2.4 ∼ 2.483GHz and 2.45GHz respectively. When FR4 substrate (εeff = 4.26 and
thickness 0.8 mm) is used in this design, the resonant wavelength in dielectric and unit cell dimen-
sion λ EBG can be calculated from Equations (1) and (2) to be 76 mm and 38mm respectively.
While conventional EBG structure is capacitive itself between periodic metallic components, we
introduced folding bend metallic components to reduce dimension of metallic patch L according
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Figure 1: Dimensions of periodic structure. Figure 2: Prototype of periodic structure.

to Equation (3) due to effective inductance of metallic component itself. The effect of increased
equivalent inductance and capacitance is able to shift stop-band or energy band-gap to lower fre-
quency. The original dimension L is reduced from half-wavelength (38mm) to 11.2mm as shown
in Figure 1. The EBG structure investigated in this paper is 3× 3 Unit cells as shown in Figure 2.

fr =
c

λ0

√
εeff + 1

2

(1)

λEBG =
λ0

2
=

1
2

(
2π

β

)
(2)

fr =
1

2π
√

LC
(3)

where c is the speed of light in free space, εeff the equivalent dielectric constant, λ EBG the
wavelength of metallic component periodic dimension, λ0 the wavelength of light in free space, fr
the resonant frequency, β the wave-number in free space, and η is the free space wave impedance.

We first calculated the basic design parameters from the above equations, and then utilized
the full-wave FDTD (Finite-Difference Time-Domain) electromagnetic simulation software for the
optimal geometric structure design of periodic pattern. The resulted transmission characteristic
is shown in Figure 3, where the bandwidth of stop-band is 220MHz (2.31 ∼ 2.53GHz) to meet
−20 dB attenuation specification.

3. SIMULATION AND MEASUREMENT COMPARISON OF MONOPOLE ANTENNA

The monopole antenna investigated is designed on FR4 substrate with equivalent dielectric constant
εeff = 4.26 and 0.8mm thickness. The dimension of antenna is shown in Figure 4 when monopole
antenna equals quarter-wavelength with center frequency fr = 2.45GHz. Figure 5 shows the good
characteristic agreement between Simulation and measurement results. Figure 6 shows maximum
antenna gain 2.34 dBi occurring at center frequency 2.45 GHz and Figure 7 shows its efficiency
equals 58%. The measured 3-dimensional radiation pattern of the monopole antenna is shown in
Figure 8.
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Figure 3: Simulated transmission coefficient of peri-
odic structure.

Figure 4: Dimension of monopole antenna.
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Figure 6: Measured gain of monopole antenna.

4. ANALYSIS OF PEC AND EBG STRUCTURE EFFECT ON MONOPOLE ANTENNA
PERFORMANCE

We first placed the EBG structure 0.12λ (h-air = 15 mm) beneath the monopole antenna to work
as reflector. The physical arrangement of the monopole antenna with EBG structure as reflector
is shown in Figure 9. Figure 10 shows the arrangement of the monopole antenna with different
structures as reflector, and Figure 11 shows the simulated results for PEC and EBG cases. It is
usually required quarter-wavelength separation between antenna and PEC reflector to obtain best
performance, however the image current induced by PEC would usually result in energy dissipa-
tion, impedance mismatching, and performance degradation of antenna. It would also produce a
lower resonant frequency due to capacitive coupling effect, and thus result in impedance matching
degradation in operation frequency as shown in Figure 11. Figure 12 shows the maximum antenna
gain enhanced from 2.34 dBi to 3.28 dBi (almost 1 dB improvement) at center frequency 2.45 GHz
with EBG structure implementation and Figure 13 shows the antenna efficiency be increased from
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Figure 7: Measured efficiency of monopole antenna. Figure 8: Measured 3D radiation pattern of
monopole antenna (@ 2.45 GHz).

Figure 9: Physical arrangement of monopole an-
tenna and EBG combination.

Figure 10: Arrangement of the monopole antenna
with different structures as reflector.
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Figure 11: S11 comparison of the monopole antenna
with PEC and EBG as reflector.
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Figure 12: Measured gain of the monopole antenna
and EBG combination.
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Figure 13: Measured efficiency of the monopole an-
tenna and EBG combination.

Figure 14: Measured 3D radiation pattern of
the monopole antenna and EBG combination
(@ 2.45 GHz).

58% to 72% (14% improvement). The measured 3-dimensional radiation pattern of the monopole
antenna and EBG combination is shown in Figure 14.

5. CONCLUSION

In this paper we have successful reduced the size of EBG structure about 30% (periodicity reduced
form 38 mm to 11.2mm) to extend its application to lower frequency. We also implemented EBG
structure as antenna reflector to obtain 50% separation reduction (from 30mm to 15 mm) between
antenna and reflector compared to PEC. In the meantime, the antenna gain has improved 1 dB
(from 2.34 dBi to 3.28 dBi) and the efficiency increased 14% (from 58% to 72%) both measured at
center frequency 2.45 GHz. Therefore not only low-profile construction is achieved, but antenna
performance is also apparently improved from the simulation and measurement verification.
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Abstract— The high frequency (HF) equivalent circuit model of the typical three phase her-
metic motor used in a variable frequency air conditioner is established for analyzing the conducted
emission to the distribution network, and its parameters are extracted from the impedance char-
acteristics of the motor by applying a least-squared data fitting procedure. The impedance char-
acteristics are measured in two states: the fluorocarbon in the motor is liquid and exhausted,
and the difference between the parameters in the two states is analyzed. The HF circuit model
of the conducted emission propagation path is established by connecting the models of the motor
and the related passive elements together. The effect of the motor parameters is investigated
by simulation, and the results indicate that the equivalent winding-to-ground capacitance is the
most sensitive parameter. The emission spectrum when the motor operates normally is measured
to verify the above model and analysis. The spectrum obtained by simulation with the param-
eters in the latter state matches with the measured one in general, which shows that the motor
model and the extraction method of its HF parameters are effective, and the analysis results are
credible.

1. INTRODUCTION

In a modern PWM variable frequency AC drive consisting in a motor and an inverter, power
semiconductor devices such as insulated gate bipolar transistors (IGBTs) are widely used as power
switches generally operating at high frequency. The rapid transition of voltage and current when
the switches turn on or off would cause electromagnetic emission through the motor, cable, the
passive devices and other related parts in the circuit, and result in electromagnetic interference
(EMI) problems, such as terminal over voltage in motor with long cables and high frequency
leakage currents flowing in the stray capacitances of the cables and the motor. In order to study
the characteristics of the propagation path and its influence on the level of conducted emissions,
it is necessary to use precise models of the motor, its PWM inverter and cables [1]. Besides,
designers and users of the drives are very interesting in predicting the conducted EMI level with
an acceptable accuracy. Therefore, the high frequency (HF) models of the whole inverter system
have to be investigated [2]. In any case, the HF behavior of the motor plays an important role in
determining the conducted emission [3].

Variable frequency air conditioners are used more and more widely nowadays. In such an air
conditioner, a drive consisting in a three phase hermetic motor and an inverter is adopted. The
conducted emission caused by the inverter is strictly limited by the relative standards, so the
manufacturers have to try to make them satisfy the requirements. The motor is an important
part of the propagation path of the emission. In order to evaluate the emission level, a modeling
method of the typical three phase hermetic motor is developed based on experiments in this paper.
The HF parameters of the hermetic motor are extracted when the fluorocarbon in it is liquid and
exhausted respectively, and the difference between them is examined to find out the one suitable for
the evaluation. Then the effects of the parameters are analyzed and a comparison is made between
the spectrum resulting from simulation and the measured one to verify the motor model and its
parameters.

2. THE HF CIRCUIT MODEL AND PARAMETERS OF THE HERMETIC MOTOR

In order to establish the HF equivalent circuit model of the propagation path of the conducted
emission to the distribution network, the models of the hermetic motor with certain accuracy
should be set up at first. Such a motor has inductive couplings and stray capacitances which are
more complex than those of a simple inductive load [4, 5]. Obviously, the whole high frequency
parameters of the motor are very complicated, which are related to its windings, core and structure.
Therefore, simplification should be made for establishing the model and extracting its parameters.
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Figure 1: The HF circuit model for one phase.

2.1. The HF Equivalent Circuit Model of the Motor

The HF parameters of the motor are inherently distributed ones. But, for the convenience of
analysis, some lumped parameters have to be used to set up the model.

In most cases, the high frequency lumped equivalent circuit with parasitic capacitances for an AC
motor will provide an adequate approximation of the impedance characteristics of the motor [6].
Such a model, after a slight modification, is adopted as the high frequency equivalent circuit
model of the hermetic motor. The equivalent circuit for a single phase of the hermetic motor is
shown in Fig. 1, which has the following lumped parameters: the phase leakage inductance Ld, the
capacitance C1 representing the effect of the distributed capacitive coupling between the input leads
to the ground, the capacitance Cg representing the winding-to-ground distributed capacitances, and
the equivalent resistance Re representing the iron loss in the core and frame of the motor. These
parameters do not include the skin effect for the stator and rotor leakage inductances. It should
be underline that all the values of these parameters have to be referred to a single star-connected
phase.

This high frequency model of the hermetic motor based on lumped parameters should be ac-
curate over the frequency range from a few kilohertz up to several million hertz. By adopting
such a simplified model, using more parasitic parameter is avoided, and consequently any network
simulation program can be used to analyze it without any problem. This model will be used in
simulation so that the conducted emission can be optimally analyzed.

2.2. The Extraction Method

The parameters in the above model are very difficult to calculate because the motor is hermetic and
no concrete information on its structure is available. So an extraction method based on experiment
has to be used.

Firstly, an impedance frequency characteristic of the motor can be obtained by connecting the
three phase terminals together and measuring between the terminals and the grounding, since the
motor under research has a star connection, and its frame is grounded whereas the neutral point of
the three phase windings is not connected to the ground. The measured characteristic of the motor
are considered as the impedance-frequency characteristic of the equivalent circuit in Fig. 1. Then,
the parameters in the circuit can be obtained from the measured curve by applying a least-squared
data fitting procedure.

Since the frequency components higher than 1MHz are not able to deeply penetrate in the
motor windings, and the parasitic capacitances play a dominant role at lower frequency [3], so the
impedance-frequency characteristic can be measured over the frequency range from 1 kHz to 1MHz
by using an impedance analyzer.

2.3. Extracting the HF Parameters of the Motor in Two States

2.3.1. Measurement of the Impedance ZWG(f)

The impedance ZWG(f) (where f is the frequency) between the nodes W and G in Fig. 1 can be
obtained by measuring between the three phase terminals connected together and the grounding
terminal with an impedance analyzer, with a floating motor neutral terminal.

2.3.2. A Least-squared Data Fitting

A least-squared data fitting procesure is applied to the measured curve to obtain the parameters
of the motor. The calculation needs to be carried out in complex domain, and an adequate choice
of the initialization values of these parameters is very important to obtain a good fitting of the
measured data. The parameters obtained are shown in Table 1. The measured impedance-frequency
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Table 1: The HF parameters of the hermetic motor.

Parameter C1 (nF) Cg (nF) Re (Ω) Ld (µH)
Value 0.11 22.2 1242.5 13.0
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Figure 2: The measured and simulation impedance frequency characteristics curves.

characteristic of the motor and the one obtained by simulation with the parameter values in Table 1
are shown in Fig. 2. An agreement between them is well evident.
2.3.3. Comparison of the Parameters in Two States
The above impedance-frequency curve of the motor is measured when the air conditioner stops
working, and the fluorocarbon in the motor is liquid. But the fluorocarbon is gaseous when the
air conditioner is working normally. Since the dielectric constant of the gas is usually smaller than
that of the liquid, the value of the parameter Cg when the air conditioner is working should be
smaller than that extracted by measurement when the fluorocarbon is liquid. So, in order to obtain
accurate parameter values, it is expected to measure the impedance-frequency curve of the motor
when the air conditioner is working together with the motor.

However, it is impossible to measure the characteristic in such a condition, because high voltages
exist on the motor and the instrument cannot endure them. An alternate extraction method is
adopted. The impedance-frequency curve is measured when the fluorocarbon is entirely exhausted
and the air fills in the motor, which can be considered as quite close to the situation that the
fluorocarbon is gaseous. The same method as mentioned above is used to extract the parameters
of motor in this state, and the results are shown in Table 2.

It can be seen from Tables 1 and 2 that there are some differences between the parameters
measured in the above two states. The most distinguished one occurs in the parameter Cg: its
value in the state that the fluorocarbon is exhausted is much smaller than the one in the state that
the fluorocarbon is liquid, whereas the difference of the other parameters is no more than 10%.

Table 2: The parameters of the hermetic motor (without fluorocarbon).

Parameter C1 (nF) Cg (nF) Re (Ω) Ld (µH)
Value 0.10 5.89 1180.4 13.8

3. ANALYSIS AND VERIFICATION OF THE HF PARAMETERS OF THE MOTOR

It is difficult to verify the effectiveness of the motor model as an analysis tool of the conducted
emission by examining itself alone, so an alternative method should be used. The former paper [7]
has constructed the model of the propagation path in the same three phase inverter (without taking
into account the propagation path of the motor), and the model has been proved to be effective
and accurate by simulations and experiments. Hence the model of the motor developed above can
be added to the existing circuit model of the propagation path to form an equivalent circuit, and
then the motor model can be verified by comparing the simulation results of the emission with the
experiment one for the whole equivalent circuit. The circuit model of the whole propagation path
is shown in Fig. 3, where the HF equivalent circuit model of the motor is shown in the dashed-line.
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Figure 3: The HF equivalent circuit model of the propagation path.
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Figure 4: The spectrums obtained by simulation and measurement, (a) fluorocarbon in liquid state, (b)
without fluorocarbon, (c) measurement result.

Using the model shown in Fig. 3, the effects of the motor parameters on the emission are analyzed
by simulation. The results indicate that the parameter Cg is the essential parameter of the motor,
and also the important parameter to affect the characteristics of the propagation path. The overall
magnitude of the emission spectrum changes a little with the value of Cg, whereas the frequency
of the peak point of the spectrum varies a lot, and becomes higher when the value gets smaller.
The parameter Ld has a little effect on the propagation path, and the parameters Re and C1 nearly
have no effect.

The simulation results of the conducted emission spectrum to the distribution network are shown
in Figs. 4(a) and (b) with the parameters of the motor shown in Tables 1 and 2, respectively. It
can be seen that the shape and tendency of the two spectrums approximately match with each
other. There is a peak point in each spectrum (indicated by the dashed circle in Fig. 4), and the
magnitudes of the two peak points are almost the same, but the frequencies at which the peak
occurs are quite different: one is bout 1.55MHz, and the other is about 2.4 MHz.

The corresponding spectrum obtained by measurement when the motor is working normally is
shown in Fig. 4(c). It can be seen that the simulation spectrum with the parameters of the motor
without fluorocarbon (i.e., entirely exhausted) approximately matches with the measurement one
in general, and the frequencies at which the peak occurs are almost the same, about 2.4MHz and
2.45MHz in the simulated and measured spectrums, respectively. This indicates that the HF model
of the motor and its parameters extracted in the state that the fluorocarbon is entirely exhausted
are effective, and the circuit model of the whole propagation path of the three phase converter unit
are valid.



962 PIERS Proceedings, Xi’an, China, March 22–26, 2010

4. CONCLUSIONS

The HF equivalent circuit model of the hermetic motor is established, and its parameters are
extracted from the impedance-frequency characteristics of the motor obtained by measurement in
two states: the fluorocarbon in the motor is liquid and it is completely exhausted. The model
is added to the equivalent circuit of the propagation path of the inverter so that a model of the
whole propagation path is set up. The effect of the motor parameters on the conducted emission
is investigated by simulation, which indicates that the capacitance of the winding to ground is the
essential parameter. A comparison is made between the emission spectrums obtained by simulation
and the measured spectrum. The simulated spectrum with the parameters in the state that the
fluorocarbon is entirely exhausted approximately match with the measured one in general, and the
peaks in the two spectrums have almost the same magnitude and frequency, which shows that the
model and the parameters of the hermetic motor developed in this paper are effective and credible,
and the measurement undertaken when the fluorocarbon is exhausted is an adequate substitute for
that when the fluorocarbon is gaseous.
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Abstract— In this paper, we study LUT-based Field programmable gate arrays (FPGAs)
architectural parameters association with the LUT cluster size N and input number k for FPGA
targeting at delay, area, and power to improve performance. This performance problem has been
proved that the different pair of LUT cluster size N and input number k can lead to different trade-
off the FPGA in delay, area, and power consumption previously. Hence, we present an efficient
methodology based on the grey decision making technology to apply LUT-based FPGA physical
design of the electronic design automation (EDA) tools. This methodology can cluster association
with the LUT cluster size N and input number k to FPGA optimal performance architecture.
Experimental results demonstrate that our proposed can get optimal performance architecture
to minimum area, energy, and delay in association with the different pair of LUT cluster size
N and input number k decision for MCNC benchmark circuits, respectively. Furthermore, our
results show that the min-delay logic block architecture has cluster size 6 and input number k
size 7, the min-area logic block architecture has cluster size 8 and input number k size 4, and the
min-energy logic block architecture has cluster size 8 and input number k size 4.

1. INTRODUCTION

FPGA have become an attractive stem from the ASIC due to effective issues such as short im-
plementation series, short time to market, and low manufacturing. An FPGA chip consists of the
programmable logic blocks, programmable interconnections, and programmable I/O pads, which
are placed on a two dimensional array in the FPGA chip.

In 2002, Lai and Kao [1] proposed that the peculiar FPGA can be superior to the identical
FPGA for various objectives. For example, Figures 1(a) and 1(b) are two different mappings using
4-LUT and 3-LUT identical FPGAs to implement the same circuit. It can be seen that the 4-LUT
mapping uses fewer pins than the 3-LUT mapping. However, the number of memory bits in the
4-LUT mapping is greater than the number of bits in the 3-LUT mapping. Figure 1(c) illustrates
the circuit mapped into a peculiar FPGA that provides 3-LUT and 4-LUTs. At the same time,
the area efficiency in the peculiar FPGA is better than the identical FPGAs to either 4-LUT or
3-LUTs.

(a) (b) (c)

Figure 1: Three mappings of a given circuit with various FPGAs.

Previous literature [1, 2] has demonstrated that different pair of LUT input number k and
cluster size N leads to different trade-off the FPGA in delay, area and, power consumption. It will



964 PIERS Proceedings, Xi’an, China, March 22–26, 2010

be interesting to investigate how the pairs LUT cluster size N and input number k affect FPGA
delay, area, and power consumption. In this paper, we address grey decision technology for FPGA
physical design flow synthesis. This methodology can cluster association of the LUT cluster size N
and input number k to FPGA optimal performance architecture in delay, area, and power.

The remainder of this paper is organized as follows. Section 2 discusses the proposed grey
decision model. Section 3 shows the Example of application. Finally, a conclusion is presented in
Section 4.

2. GREY DECISION MODEL

Since Deng [3] first investigated grey theory, the theory has been utilized for various applica-
tions [4, 5]. The theory includes five major parts: grey relational analysis, grey predication, grey
decision making, grey programming and grey control. In particular, grey decision theory has an
effective method used to solve uncertainty problems with discrete data and incomplete information.

The system decision making is a work of engineering development. Decision making includes
the events, strategies and targets. We use this method to decide the pairs of LUT clustering size N
and input number k to FPGA optimal performance architecture. The general procedures of Grey
decision making theory are as follows.

First, define the events set A = {ai} (i = 1, 2, . . . , n), strategies set B = {bi} (i = 1, 2, . . . , n)
and make S = A × B = {Sij(aibj)| ai ∈ A, bj ∈ B} to be the situation. A strategy indicates any
kind of result of a decision making process. One event and strategy are making up the specific
situation pairs.

Second, define the target sequence as {1, 2, . . . , p}. The target refers to the indicators when
evaluating the strategies. Let u

(p)
ij be the sample effect value of situation Sij on target p. Let

r
(p)
ij be the effect measure of situation Sij on the target p. Effect measure r

(p)
ij and sample effect

value u
(p)
ij are a pair of mapping. γ : u

(p)
ij → r

(p)
ij ∈ [0, 1]. The value of the sample effect will be

transformed into a value between 0 and 1.

Table 1: Experimental data of the strategies vs. area, energy power and delay.

Strategies Sets

(N, k)

Target 1 Area (1E+06)

(number of min-width

transistor area)

Target 2 Power

(nano joule/cycle)

Target 3 Delay

(nano second)

(6, 3) 8.35 5.49 15.40

(6, 4) 6.75 4.10 12.10

(6, 5) 7.35 5.51 11.80

(6, 6) 9.25 5.55 11.25

(6, 7) 9.95 5.85 10.75

(8, 3) 9.40 6.10 14.75

(8, 4) 6.74 3.95 12.05

(8, 5) 8.69 5.09 11.55

(8, 6) 9.60 5.65 11.30

(8, 7) 11.00 6.51 10.87

(10, 3) 11.20 6.30 14.87

(10, 4) 6.90 3.90 12.20

(10, 5) 9.25 5.01 11.35

(10, 6) 10.70 6.31 11.25

(10, 7) 12.25 7.10 11.10

(12, 3) 10.1 6.25 14.75

(12, 4) 8.59 4.51 11.70

(12, 5) 9.60 5.49 11.75

(12, 6) 10.1 6.20 11.80

(12, 7) 13.25 9.90 12.00
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Third, define the effect measure. Three methods [6] of effect measure’s analysis are upper effect
measure, lower effect measure and medium effect measure. The upper effect measurement for the
maximum target is used, the lower effect measurement for the minimum target is used and the
medium effect measurement for the nominal effect weighting of effect sample is used.

Finally, define the decision-making matrix. A decision-making cell is made up of a situation Sij

and its effect measure rij . With the same event ai, strategies b1, b2, . . . , bn can establish situa-
tions Si1, Si2, . . . , Sin. With the same strategy bj , events a1, a2, . . . , an can constitute situations
S1j , S2j , . . . , Sm. The Si row of decision-making matrix is Si =[ri,1/Si1, ri,2/Si2, . . . , rin/Sin] and
decision-making line Sj is Sj = [r1j/S1j , r2j/S2j , . . . , rmj/Smj ]. Make M = (rij/Sij)m×n to be the
decision-making matrix. M (p) is the decision-making matrix of target p.

M (Σ) =




r
(Σ)
11

S11

r
(Σ)
12

S12
. . . r

(Σ)
1n

S1n

r(Σ)
21

S21

r(Σ)
22

S22
. . . r(Σ)

2n

S2n

. . . . . . . . . . . .
r
(Σ)
m1

Sm1

r
(Σ)
m2

Sm2
. . . r

(Σ)
mn

Smn




(1)

where

r
(Σ)
ij =

p

Σ
p=1

wp · r(p)
ij ,

p

Σ
p=1

wp = 1 (2)

In the above formula wp is the weight of target. If b∗j is the best strategy, then r
(Σ)
ij∗ = max{r(Σ)

ij }
j

.

If a∗j is the best strategy, then r
(Σ)
i∗j = max{r(Σ)

ij }
i

.

Table 2: Effect measure of area, power, delay.

Strategies Sets

(N, K)

Effect Measure r1 of

Target 1 Area

Effect Measure r2 of

Target 2 Power

Effect Measure r3 of

Target 3 Delay

(6, 3) 0.8072 0.7104 0.6981

(6, 4) 0.9985 0.9512 0.8884

(6, 5) 0.9170 0.8647 0.9110

(6, 6) 0.7286 0.7027 0.9556

(6, 7) 0.6774 0.6667 1.0000

(8, 3) 0.7170 0.6393 0.7288

(8, 4) 1.0000 0.9873 0.8921

(8, 5) 0.7756 0.7662 0.9307

(8, 6) 0.7021 0.6903 0.9513

(8, 7) 0.6127 0.5991 0.9890

(10, 3) 0.6608 0.6190 0.7229

(10, 4) 0.9768 1.0000 0.8811

(10, 5) 0.7286 0.7784 0.9471

(10, 6) 0.6299 0.6181 0.9556

(10, 7) 0.5502 0.5493 0.9685

(12, 3) 0.6673 0.6240 0.7288

(12, 4) 0.7846 0.8647 0.9188

(12, 5) 0.7021 0.7104 0.9149

(12, 6) 0.6673 0.6290 0.9110

(12, 7) 0.5087 0.3939 0.8958
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3. EXAMPLE OF APPLICATION

In 2005, Fei Li et al. [7] have been shown that architectural parameters such as cluster and LUT
sizes affect the total FPGA power, delay and, area. This study combines grey decision model
(Section 2) and Fei Li et al. [7] to LUT-based FPGA optimal performance in association with the
different pair of N and k. The event is defined the FPGA optimal performance. The strategies are
S11, S12, . . . , SNK in (6, 3), (6, 4), . . . , (12, 7) for different pair of cluster size N and LUT input
number k, respectively. The targets to measure the effect are delay, area, and power minimization.
From Fei Li et al. [7], the strategies vs. area, energy power and delay data are showed in Table 1.

Target 1, Target 2, and Target 3 are expressed the representation of area, power, and delay, so is
suitable for lower effect measure. For the first area target {u(1)

ij } = (8.35, 6.75, 7.35, . . . , 10.1, 13.25),

so umin = min
i

min
j
{u(p)

ij } = 6.74r
(1)
1,1 = min{u(p)

ij ,u0}
max{u(p)

ij ,u0} = 6.74
8.35 = 0.8072, r

(1)
2,1 = 0.9985, . . . , r

(1)
19,1 =

0.6673, r
(1)
20,1 = 0.5087. The effect measure of area, power, and delay can be calculated for lower

effect measure in Table 2.
The effect measure r1, r2, and r3 of Target 1, Target 2, and Target3 represent the area, energy,

and delay in FPGA all the logic block architectures, respectively. The weight of them is given

in average. Using Formula (2), r
(Σ)
1−1 can be calculated r

(Σ)
1−1 =

k∑
1

wk · r(K)
1−1 = (0.8072 + 0.7104 +

0.6981)/3 = 0.7385. So, integrated effect measure of area, energy, and delay can be seen in Table 3.
From the above table, we can see that the integrated effect measure sizes are r1−7 > r1−12 >

r1−2 > . . . r1−6 > r1−11 > r1−20. So, when FPGA work in optimal performance architecture,
integrated effect measure of FPGA system in the min-area logic block architecture has cluster size
8 and input number k size 4. Using the same method as operating the weight of them is given
inequality in area, energy, and delay. Our results show that the min-delay logic block architecture
has cluster size 6 and input number k size 7 in weight w = (0.05, 0.05, 0.9). The min-energy logic
block architecture has cluster size 8 and input number k size 4 in weight w = (0.05, 0.9, 0.05).

Table 3: Integrated effect measure of area, energy, and delay.

Strategies Sets

(N, K)
Integrated Effect Measure

(6, 3) r1−1 0.7385

(6, 4) r1−2 0.9461

(6, 5) r1−3 0.8976

(6, 6) r1−4 0.7956

(6, 7) r1−5 0.7814

(8, 3) r1−6 0.6951

(8, 4) r1−7 0.9598

(8, 5) r1−8 0.8242

(8, 6) r1−9 0.7812

(8, 7) r1−10 0.7336

(10, 3) r1−11 0.6676

(10, 4) r1−12 0.9527

(10, 5) r1−13 0.8181

(10, 6) r1−14 0.7345

(10, 7) r1−15 0.6893

(12, 3) r1−16 0.6734

(12, 4) r1−17 0.8561

(12, 5) r1−18 0.7758

(12, 6) r1−19 0.7358

(12, 7) r1−20 0.5995
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4. CONCLUSION

This study used grey decision making theory of one event, twenty strategies and three targets.
Experimental data of twenty strategies operating of the FPGA work was employed to make decision.
Min-area logic block, min-energy logic block and min-delay logic block are prominent indicators of
optimal performance architecture. The descriptions of research results are as follows:

1) By using grey decision making theory the research result showed that the min-delay logic block
architecture has cluster size 6 and input number k size 7, the min-area logic block architecture
has cluster size 8 and input number k size 4, and the min-energy logic block architecture has
cluster size 8 and input number k size 4.

2) By comparing different working time of strategies operating, the research result showed that
the weights of targets play a very important part in grey decision making theory.

3) By using grey decision making theory approach to all integrated effect measure of the three
targets, the research results showed that the best extraction way is conformed to the [7] results.
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Abstract— A new electromagnetic structure is introduced in the research of electromagnetic
valve actuation (EVA) for engine, it uses air as damp and has compact volume. The magnetic
field of EVA has been calculated accurately by finite element method, the electromagnetic energy
of different gap can be got and the electromagnetic force can be calculated by virtual displacement
method. Calculation shows that the electromagnetic force of this new structure can meet the
dynamic requirements of EVA. Research result is beneficial to optimization of structure parameter
and achievement of control method for EVA.

1. INTRODUCTION

Electromagnetic valve actuation (EVA) is a new type of valve actuation, it uses electromagnet to
drive and control valve instead of camshaft. EVA can simplify the structure of engine, and can
control every valve separately.

EVA must meet following performance: (1) Compact volume in order to install on the surface of
cylinder with several valves. (2) Provide enough electromagnetic force. (3) Open and close in high
speed to fit 500–6000 r/s of engine. (4) Operate normally in high temperature which may reach
200◦C. (5) Soft landing to avoid rigid collision.

This paper presents a new structure of EVA, and finite element method is used to calculate
magnetic field of it to get the electromagnetic force under different gap.

2. CALCULATION METHOD

2.1. EVA Structure
A new structure of EVA is introduced and illustrated in Fig. 1, it is rotational symmetry. There are
two symmetrical cores and windings on the two sides, the current in the two windings are equal in
magnitude but opposite in direction. The central core and winding is fixed on axis, and can move
to right or left side which can drive valve open or off. If the current of central winding has same
direction with that of right winding, the axis moves to right side, and vice versa, so we can control
the current of central winding to drive valve.

This structure of EVA is very compact in volume, and uses air as damp to solve the problem
of soft landing instead of spring which is effected by temperature easily and has big volume. Only
the current of central winding is need to control and control circuit becomes simple.

2.2. Finite Element Method
Finite element method is used to calculate the magnetic field of EVA. According electromagnetic
field theory, the magnetic field of EVA satisfies:

∇×H = J (1)
∇ ·B = 0 (2)

Figure 1: Structure of EVA. Figure 2: Triangular element dissection.
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Here J is current density, H is magnetic density, B is magnetic flux density, the relation of H and
B is H = B/µ, µ is magnetic conductivity.

Vector potential A is introduced, and has

B = ∇×A (3)

Partial differential equation of A is:

∇2A = −µJ (4)

Due to rotational symmetry, cylindrical coordinates system (r, α, z) is convenient. Current
density J only has α0 component, so A only has α0 component too. A is independent of variable
α and only varies with variable r and z, so A can be treated as a scalar function of variable r and
z. The relation of B and A is:

B = −∂A

∂z
r0 +

(
A

r
+

∂A

∂z

)
z0 (5)

Partial differential Equation (4) is corresponding to functional extremum problem as following:

P (A) = 2π

∫

S

1
2µ

B2rdrdz − 2π

∫

S
JArdrdz = min (6)

Here S is the solving zone on the meridional plane.
For simpleness, equivalent triangle element dissection is used. Fig. 2 shows the triangular element

dissection, there are 2400 elements and 1281 nodes.
2.3. Electromagnetic Energy and Force
Electromagnetic energy distributes continuously in the whole solving zone with a density of HB/2.
There are two calculation methods of electromagnetic energy:

W =
1
2

∫

V
HBdV = 2π

∫

S

1
2µ

B2rdrdz (7)

W =
1
2

∫

V
JAdV = 2π

∫

S

JA

2
rdrdz (8)

Two calculation methods are same theoretically, but are different in actual numerical calculation.
Formula (7) needs differential operation of vector potential A before integral operation and cause
more error, formula (8) integrates to vector potential A directly without differential operation and
has good accurateness.

According to virtual displacement method, electromagnetic energy differentiates with respect to
displacement is equal to electromagnetic force, so:

F =
∂W

∂z
(9)

Here z is the displacement of axis.

3. CALCULATION RESULT

Current density of left winding J1 is 17 MA/m2, current density of right winding J2 and current
density of central winding J3 are −17MA/m2 respectively. The current of central winding has
same direction with that of right winding, so the axis moves to right side.

Supposed that the gap between left winding and central winding is δ with the range from 1mm
to 11 mm. In order to get the accurate movement process, magnetic field under different δ has been
calculated by finite element method.
3.1. Distribution of Magnetic Field
Figure 3 shows the distribution of magnetic field under different δ. Magnetic field of left and right
winding which have long core is much bigger than that of central winding with short core.

With the increasing of the gap δ, magnetic field of right winding becomes bigger and that of
left winding becomes smaller.
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(d)

(a) (b)
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Figure 3: Distribution of magnetic field.

Figure 4: Curve of electromagnetic energy. Figure 5: Curve of electromagnetic force.

3.2. Electromagnetic Energy and Force
The curve of electromagnetic energy with respect to δ is shown in Fig. 4. Analysis illustrates
that magnetic field produced by central winding will enhance magnetic field produced by right
winding and reduce magnetic field produced by left winding. When the gap δ is small, the effect
of counteraction is larger then that of enhancement, so the energy is little. With the increasing of
the gap δ, the energy becomes bigger more and more.

Using numerical differentiation method, electromagnetic force of formula (9) can be calculated
approximatively by:

F ≈ ∆W

∆δ
=

W (δ1)−W (δ2)
δ1 − δ2

(10)

Here W (δ) is the electromagnetic energy with respect to δ.
Figure 5 shows the curve of the electromagnetic force with respect to δ. Inertial mass of axis is

less than 300 g, time to move 10 mm from left side to right side for axis is less than 10ms, and this
can meet the dynamic requirements of EVA.

4. CONCLUSIONS

This new structure of EVA has compact volume and good dynamic performance, it uses air as
damp instead of spring.

Finite element method is fit to calculate magnetic field of EVA, and electromagnetic force can
be determined by virtual displacement method. Calculation shows that the electromagnetic force
of this new structure can meet the dynamic requirements of EVA. Research result is beneficial to
optimization of structure parameter and achievement of control method for EVA.
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Abstract— The properties of travelling ionospheric macroscale irregularities (their horizontal
sizes are 1–4 thousand kms, excesses of a background are 15–30%), formed in F2 layer as a result
of strong earthquake in time of heliogeophysical perturbations are explored. The irregularities
arise 10–15 h before earthquakes and move horizontally with a transonic speed on distances of a
few thousand kms up to round — the-world trajectories focused approximately along an arc of a
major circle, transiting above epicenter region. Information of spent examination was caused by
spatial-time differences of dynamics of F2-layer of an ionosphere in time of the heliogeophysical
disturbances from dynamics of quasi-causative seismic macroscale ionospheric irregularities.
The complex analysis of the arrays of critical frequencies of F2-layer of an ionosphere (foF2)
of a world network of automatic ground ionospheric stations of vertical sondage was carried
out. Also the ionograms of board sondage of space station “Mir” were used for the analysis.
Global TEC maps was used to detect the ionospheric irregularities associated with earthquake
precursors. Analyses of all these data confirmed a hypothesis about occurrence of macroscale
positive ionospheric irregularities in the vicinity of strong earthquakes (M > 5) epicenters also.

1. INTRODUCTION

This work is devoted to the study of the possibilities of detection of traveling macroscale irreg-
ularities (TMIs) of seismic origin in the main peak of ionosphere at the time of heliogeophysical
disturbances. The sizes of irregularities reach 1 ∼ 3 thousand kms, lifetimes exceed 104 sec, and
moving distances are 10 ∼ 15 thousand kms, the speeds are approximate to sonic velocity. It was
also established that the formation of TMI precedes 10 ∼ 15 hrs to the moment of catastrophic
earthquakes with magnitude M ≥ 6 and localization ∼ 1 thousand kms from the epicenter of
the earthquake [1–3]. Perturbations of electron concentration, commensurable in sizes and con-
trast range with seismic TMIs, but completely different character of temporal and spatial changes,
can appear on the conditions of ionospheric storms and substorms. Below we review features of
occurrence of TMI in quiet and disturbed heliogeophysical conditions.

2. DATA ANALYSIS

Files of values of relative variation of critical frequencies of F2 layer of the ionosphere by the global
network of ionosphere stations of vertical sounding δfoF2 were used in the analysis as a main source
of information about seismic TID: δfoF2 = (foF2−foF2m)/foF2m, foF2m — moving median [4].
{δfoF2} are used for detection and numerical characterization of ionosphere disturbances [5]. It
does not depend on multiplicative errors of representation foF2 due to the use of various scales at
stations of vertical sounding, gives “protection” against inadequate influence of major “emissions”
and excludes regular seasonal and daily variability.

The seismic TMIs are selected as a local irregularity with extreme value (δfoF2)max ≥ 15% at
the middle latitudes and (δfoF2)max ≥ 10% at low latitudes. It is also supposed that during of 2 ∼ 3
hours diversion should be more than 10%. Kp, Dst, and AE indexes were used for the description
of geomagnetic situation.
2.1. The Quite Conditions
In Fig. 1(a) we can see an example of variations δfoF2(t) for different ionosphere stations for the
earthquake, which occurred at Alyaska on 09.03.1985 (ϕ = 66.6N; λ = 150.5 W; t0 = 14h08mUT;
M = 6.2), a vertical line marks the moment of the earthquake, an oblique line represents variant of
propagation of signals most likely related to a developing earthquake. The appearing disturbances
before the earthquake travel to Asia, Indian ocean and up to La Renion ionosphere station.

The first signals are registered ∆t = −13 hours ahead of time. Amplitudes of signals are
δfoF2(t) > 20%. According to the data in Fig. 1(c), positive impulses appeared on quiet geomag-
netic background: Kp ≤ 2, AE < 200 nT, Dst did not fall below −20 nT.
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The Mercator projection of world map is represented in Fig. 1(b), the location of epicenter is
shown by cross. Dark circles show the locations of ionosphere stations, where positive disturbances
were observed. The dotted curve shows the trajectory of moving of this disturbance. The trajectory
is focused approximately along the part of an arc of a major circle, transmitted above the epicenter
region. The light circles show location of the other ionosphere stations, where there were either
negative disturbances or no disturbances or no observations in this time for some reasons.

2.2. The Disturbance Conditions

2.2.1. Ionosphere Substorm

Figure 2 represents the data for the Caribbean earthquake that took place on 16.03.1985 (ϕ =
17.5N; λ = 62.5W; t0 = 14h53mUT, M = 6.8). Fig. 2(c) shows there was a substorm (AEmax ∼
400 nT) at 14 h UT, 1 hour before the earthquake. This substorm took place on a quiet geomagnetic
background, Dst did not fall below −20 nT. The δfoF2(t) data (Figs. 2(a) and (b) allows us to draw

(a)

(c)

(b)

Figure 1: δfoF2(t) variations at different ionosphere stations for the Alyaska earthquake on 09.03.1985.

(a)

(b)

(d)

(c)

Figure 2: δfoF2(t) variations at different ionosphere stations for the Caribbean earthquake on 16.03.1985.
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a common line of delays for all stations altogether. This line gives ∆t = −13 hrs as the estimate
time of the appearance of irregularity above the epicenter.

The interval of distances is significant here: −6 ∼ 17 · 103 km. Positive impulses appeared on
a quiet geomagnetic background. The substorm began approximately 4 hrs later. The trajectory
of a motion of seismic disturbances corresponds to a site of an arc of a major circle, directional in
opposite sides from the epicenter.

2.2.2. Ionosphere Storm
Figure 3 represents data for the Indonesian earthquake on 01.03.1985 (ϕ = 1.4 S; λ = 119.6E;
t0=17h11m UT; M = 6.4). δfoF2(t) variations are showed for the various stations located in Asia,
Europe, Australia, Northen America at the left part of this figure. The variations of geomag-
netic indices are presented in Fig. 3(c) which testify that 01.03.1985 the moderate geomagnetic
disturbance (Dstmax ∼ −50 nT, Kpmax = 6) was observed.

The substorm has also taken place at ∼5 h UT on disturbance background. The δfoF2(t) data
in Fig. 3(b) testify a biphase ionosphere disturbance in the F2 layer. All diagrams contain clear
positive perturbations with amplitude 15 ∼ 30% and duration 5 ∼ 7 hrs and in day local time
beginning (5 h UT) on the first day of the geomagnetic disturbance. Approximately at 18 h LT the
perturbation has transformed in a negative phase at all stations.

It is obvious that when observed simultaneously on ionosphere stations located at various lati-
tudes and longitudes the positive phase of ionosphere storm cannot be identified as seismic precur-
sor, though they have happened in “the necessary” time.

However, Fig. 3(a) illustrates the δfoF2(t) data on a chain of stations from Manila and Vanimo,
posed in a region of forthcoming earthquake, through domestic stations in the Asia and Europe
(Irkutsk, Tomsk, Sverdlovsk, Gorky, Moscow), posed approximately 5 thousands kms from the
earthquake epicenter, up to north Africa station Ouagadougou. The positive impulses — harbingers
of earthquake have appeared in a region of epicenter ∼ 13 hrs before the beginning earthquake. The
time delays of their occurrence at the relevant stations specify an apparent velocity of their travel
∼ 1000 kms/hrs. In Fig. 3(c) dotted line indicated a possible direction of a motion of these TIDs.

In Fig. 3(a) the chain of δfoF2(t) impulses with duration 3 ∼ 4 hrs was observed both in day
time, and in evening local time, while the positive phase of a biphase ionosphere disturbance usually
occurs only in day time (06 ∼ 18 hrs LT) and last not less than 7 ∼ 8 hrs [5].

(b)(a)

(d)

(c)

Figure 3: δfoF2(t) variations at different ionosphere stations for the Indonesian earthquake on 1.03.1985.

3. DISCUSSION

Situations are presented when apparent TIDs in F2 layer of the ionosphere are presumably linked
with developing earthquake. We have given examples when they arose in quiet conditions, in
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conditions of isolated substorm on the backgrounds of quiet ionosphere and during ionosphere
storm with positive initial phase. Undoubtedly, the above given examples do not cover entire
spectrum of ionosphere variations.

The changes of electron concentration of F2 layer from storm to storm are significant in the
sense that two storms never existed with the same behavior of ionosphere parameters. The basic
approach to select macro-scale irregularities consists of the use of differences in dynamics of iono-
sphere variations, characteristic for disturbed heliogeophysical conditions and in dynamics of TIDs,
inconvertible under the shape and velocity of a motion, but with the casual moments of occurrence.
Identifications of the dynamics of TIDs require processing data for the territories of hundreds of
thousand square kms.

Basic differences between TIDs and effects of magnetosphere perturbations in F2 layer are:

¨ During an ionosphere substorm electron concentration is incremented as a result of activity
of zonal and meridian electric fields as well as under IGW in the day time after preliminary
decrease [6]. The trajectories of movement of TIDs coincide with the arcs of the major circle,
whereas the perturbations, which arise as a result of IGW generation during a substorm, are
usually spread from high latitudes to low in a meridian direction. IGW generation is delayed
by 1 hr with respect to the AE-index;

¨ Ionosphere storm represents a continuous process lasting from several hours to several days.
Parameter variations have global character. In the absence of AE outbursts, positive impulses
recorded in δfoF2(t) on the background of negative storm phase can be related to seismic
TIDs. Positive perturbations of electron concentration can be observed during ionosphere
storms at the transitional and low latitudes; as well as at the midlatitudes in the early stages
ionosphere storm, if this storm begins at a day time.

4. CONCLUSION

The above reviewed situations demonstrate that diagnostics of seismic TIDs is quite possible in
many cases, as there are essential differences in the character of time and spatial changes allowing us
to distinguish these disturbances from perturbations of solar and magnetosphere origin. However
data configurations that are submitted in Figs. 1–3, are not possible for all earthquakes. One
of the reasons is in actual properties of a network of ionosphere stations — nonuniform spatial
arrangement and, naturally, only on land. Other difficulties are the detection of TIDs on the
background of other disturbances in the ionosphere. It is represented that this short-term harbinger
could be the essential block in blanket algorithm of the seismic-ionosphere forecast.
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Abstract— Beijing has suffered from serious land subsidence caused by ground water over-
extraction. DInSAR can monitor movements on the earth surface at centimeter or even millimeter
levels. Acquiring and processing SAR data are relatively cheaper than ground work of leveling
or GPS. DInSAR has been considered as a cost-efficient and precise tool.

In this paper, Coherent Point Targets interferometry method was applied to extract the linear
deformation information and retrieve the deformation history. The phase regression model is
used to estimate the linear deformation rate and height correction. The standard deviation from
the regression function serves as a quality measure for the regression function and the derived
parameters. Based on 20 ENVISAT ASAR images covering the period from June 2003 to March
2007 the linear deformation rate maps of eastern Beijing area are generated. At the same time,
Beijing’ subsidence result based on the multi-baseline is compared with the one based on the
single-baseline.

1. INTRODUCTION

Land subsidence caused by ground water over-extraction in Beijing is a seriously hazard threaten-
ing people and urban infrastructure. Although Beijing’s in-situ subsidence monitoring system is
necessary and reliable, its sparse data grid in the area is a limitation which makes it difficult for
us to understand the whole deformation field. Compared with the traditional monitoring method,
differential SAR interferometry (DInSAR) is more cost-efficient and accurate as well. DInSAR can
monitor the movements on the earth surface at centimeter or even millimeter level. Therefore,
many earth physical phenomena can be discovered and analyzed, such as earthquake, volcano,
atmosphere meteorology, ice sheet movement, subsidence, landside, and so on.

However, temporal decorrelation and atmosphere disturbance degrade the accuracy of DInSAR
for slow deformation monitoring [1–5]. Atmospheric inhomogeneities produce an atmospheric phase
screen (APS) on every SAR image, which can contaminate the results of the deformation moni-
toring [6, 7]. As the APS can’t be eliminated by SAR data processing, many researchers introduce
some auxiliary data such as MERIS, MODIS and GPS PWV data into DInSAR data processing. In
this article, we apply the Coherent Point Targets interferometry method, which regards the atmo-
sphere disturbance as residual phase and can greatly weaken them, and select those interferograms
without obviously affected atmosphere disturbance.

2. METHOD

Coherent point targets’ analysis key steps mainly include [8]: (1) Input coregistrated and resampled
SLC, DEM data; (2) Coherent points selection; (3) Coherent points’ data extraction, such as
their SLC, DEM, baseline data and so on; (4) Coherent points’ differential interferometric phase
generation; (5) Phase analysis using iterative model; (6) Result output.

The method of Coherent Point Targets interferometery can retrieve the subsidence phase his-
tory, extract the linear deformation information from interferometry phase and greatly weaken
atmosphere disturbance. During the process, the interferograms are only interpreted for the se-
lected coherent points [8]. Considering efficiency and data storage, vector format data structures
are used instead of the raster data format used in conventional interferometry. The point targets
must remain stable over the time period to permit analysis of the phase history.

In addition, a phase regression model is used to estimate the linear deformation rate and height
correction and residual phase of the coherent point targets over an area. It is a very step-wise
improvement that the information can be extracted from iteration model. The standard devia-
tion from the regression function serves as a quality measure for the regression function and the
derived parameters. Besides, for phase unwrapping, the minimum cost flow (MCF) algorithm is
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used to minimize the total cost associated with phase discontinuities in the scene. And Delaunay
triangulation is used to generate an optimized irregular triangular network of the points to be
unwrapped.

3. DATA PROCESSING

For Coherent Point Targets interferometery processing, 20 ASAR images acquired between 2003
and 2007 in Beijing area have been selected. Both single-baseline and multi-baseline method are
used to retrieve the deformation information. In the data stack, each SAR image is named as the
observation date. In Fig. 1(a), the image 20050309 is selected as the master image, which can
optimize the distribution of the baselines. As for the 19 interferometric pairs, the absolute values
of perpendicular baselines are less than 900m, and the time baselines vary from −630 to 735 d.
For the data process based on the multi-baseline, certain interferometric pairs are selected, whose
perpendicular baselines are less than 300 m and time baselines are less than 600 d. At the same
time, the interferometric pairs affected by the atmosphere were picked out.

To minimize spatial distances, it is usually adequate to select a reference point near the center
of the area of interest [8]. The starting point for unwrapping should be the ones whose phase is
smooth and without deformation. The slopes of the regression functions are directly related to the
relative height correction, and the linear deformation rate. For example, we selected a coherent
point based in the multi-baseline result and show the regression functions for the height correction
and linear deformation rate in Fig. 2. In Fig. 2(a), near the red line the selected point’s height
correction phases is shown and the slope of the red line means the height correction value. In
Fig. 2(b), scattered points near the red line are the selected point’s deformation phases and the
slope of the red line means the linear subsidence rate.

   
(a) (b)

Figure 1: The interferometric pairs combination. (a) For single-baseline method. (b) For multi-baseline
method

(a) (b)

Figure 2: The plots of regression function related to height corrections and subsidence rate for a selected
point, (a) related to height correction, (b) related to linear deformation rate.
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4. RESULTS AND ANALYSIS

Classification and visualization of the ground subsidence data illustrate the subsidence trend and the
boundary between the center and the eastern area of Beijing, which are respectively corresponding
to mainly stable ground and increasingly land subsidence-affected ground. The results of coherent
point targets are shown in Fig. 3. The single-baseline method and result about Fig. 3(a) have been
shown in [9]. The result shown in Fig. 3(b) is calculated by multi-baseline method. In order to
analyze the land subsidence, two points were selected in the subsidence center. The deformation
histories of the two points are shown in Fig. 4.

(a) (b)

 

Figure 3: The land subsidence velocity map of test site, (a) based on single-baseline [9], (b) based on
multi-baseline

Figure 4: Two plots of land subsidence accumulation of selected points.
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From the two results shown in Fig. 3, similar deformation trend can be easily recognized. We
can safely draw a conclusion that both single-baseline and multi-baseline method used in this paper
can generate a valuable deformation trend.

However, from the comparison between the two results, we can see that the subsidence values
based on the multi-baseline (from −6.21 cm to 1.12 cm) are smaller than that based on the single-
baseline (from −8.8 cm to 3.2 cm). According to previous ground work [10], the former are closer
to the ground truth than the latter. Two reasons can account for the better result of multi-baseline
method:

(1) More interferometric pairs than the ones from single-baseline method could be chosen, which
can shorten the temporal interval and increase the sampling frequency for the deformation history.

(2) While determine the points whether should be selected by multi-baseline method, not only
the amplitude dispersion index and the temporal coherence value are considered, which have been
applied in single-baseline method [6, 7, 9]. The standard deviation of the difference between the
differential interferometric phase and the calculated phase from regression model is also chosen as
a threshold. By the quality controlling threshold, the accuracy of the result should be enhanced.

5. CONCLUSIONS

The concept of coherent point targets technique is briefly introduced. The results of single-baseline
and multi-baseline methods are shown and compared. The subsidence deformation field of the
eastern Beijing could be sketched by both the two kind of methods. As for the values of the linear
deformation rate, the result of mulit-baseline method is closer to the ground truth. The deformation
values given by this paper should still be validated by ground measurements.
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Abstract— COSMO SkyMed satellites are very suitable for natural disaster monitoring, be-
cause they can acquire high quality images with very high resolution. DInSAR can map ground
deformation phenomena over tens-of-kilometers-wide area with centimeter-scale accuracy level,
and has been considered as a powerful tool. In this paper, COSMO-SkyMed SAR and ASAR data
are respectively processed by DInSAR for land subsidence derivation in Tianjin.The comparison
between the two preliminary results shows that similar deformation trend can be identified based
on the two kinds of SAR data and the deformation values of COSMO’s DInSAR result are closer
to truth. With the characteristics of high resolution and short wavelength, COSMO data seem
more robust for extract high-precision ground deformation information than ASAR data in case
of no obvious orbit error existing in both the 2 kinds of data. While COSMO data are suitable
for high-precision information extraction in a relatively small and important area, ASAR data
are fit for large area, regional surface deformation survey.

1. INTRODUCTION

The satellites of COSMO-SkyMed, which are an Earth observation satellite system funded by the
Italian Ministry of Research and Ministry of Defense and conducted by the Italian Space Agency
(ASI) [1], have some significant advantages [2]: an area of interest is unmatched revisited 4–6 hours
with 4 satellites which can fast response in 18 hours; observations of the area will be repeated
several times a day in all-weather conditions; COSMO SkyMed is equipped with a polarimetric
X-band SAR; the satellites can get large daily area collection (500 km2 in month at 5m resolution);
and satellites can acquire high quality images with very high resolution (1 m for civil applications).
So they are very suitable for natural disaster monitoring.

DInSAR can map ground deformation phenomena over tens-of-kilometers-wide area with centim-
eter-scale accuracy level [3], and has been considered as a powerful tool. Because of the data
availability, previous DInSAR applications mainly focusing on ERS, ENVISAT, RADARSAT-1
and JERS SAR data with resolution coarser than 10m. Nowadays, several kinds of high resolution
SAR data are available for DInSAR and there are high expectations for the application of these
data. In this paper, COSMO-SkyMed SAR data are preliminary processed by DInSAR for land
subsidence derivation of Tianjin. The DInSAR results of COSMO-SkyMed and ASAR data are
preliminary compared as well.

2. METHOD

In the process of DInSAR, a reference interferogram should be simulated based on the DEM.
Then, based on the reference SAR geometry, the interferometric baseline model, the height map in
radar geometry and the unwrapped interferometric phase corresponding exclusively to topography
is calculated. The main process of traditional two-pass DInSAR method involves: co-registration,
interference, removal of flat phase and DEM phase, filtering, unwrapping, conversion of unwrapped
phase to elevation change and resampling to map coordinates. This method is easy to be im-
plemented, but residual phase will be left when the interferometric space baseline is not accurate
enough. To deal with the possible errors from orbit data, the process of improved DInSAR two-pass
method [4–6] is shown in Fig. 1. In case of residual phase is obvious, four key steps in Fig. 1 will
be applied, that is: removal of residual fringes from differential interferogram using fringe rate;
refinement of differential interferogram using a baseline model; compensation of unwrapped inter-
ferogram for residual quadratic phase; refinement of the differential interferogram with improved
quadratic phase model.
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Figure 1: Two-pass DInSAR processing chain.

3. DATA PROCESSING AND RESULTS ANALYSIS

While calculating the land subsidence using differential interferometric phases, correlation of the
interferometirc pairs is an important factor. In case of serious decorrelation, the phases with almost
pure deformation information are difficult to be obtained. To obtain accurate interferometric phase,
a proper numbers of pixels with high coherence are necessary. If spatial perpendicular baseline is
too long, the difference of look angle will increase, which may cause an offset between radar echo
signal data spectrum and target spectrum. When the offset reaches a certain level, the completely
loss of coherence will appear [6]. In Table 1, 1 ENVISAT ASAR and 3 COSMO InSAR pairs
are listed with their space and time baseline. As for the space perpendicular baseline of COSMO
InSAR pairs, I3’s should have better coherence than I1 and I2. In addition, I3’s the time baseline
of is more similar to I4’s than I1 and I2. So, in order to compare the deformation DInSAR results
between COSMO data and ASAR data, the authors mainly analyze I3 and I4. The COSMO
data are acquired in stripmap mode and cover a 40 km-width swath with resolution about 3 m
and wavelength about 3.1 cm. The parameters of ASAR data are IS2 mode, 100 km-width swaths,
about 20m resolution, 5.6 cm wavelength.

The two kinds of data all both processed by the improved two-pass DInSAR method shown in
Fig. 1. While comparing the results of ASAR and COSMO data, both the whole area of the 2 kins
of images are considered (see Fig. 2 and Fig. 3). From Fig. 2, the difference of the coverage of
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Table 1: List of interferometric SAR pairs chosen for processing.

InSAR

pairs

Satellite’s

name

Reference

image

(Capture time)

Interferometric

image

(Capture time)

Perpendicular

baseline (m)

Space of time

(days)

I1 COSMO-SkyMed 20080409 20080425 639.0458 16

I2 COSMO-SkyMed 20080409 20080628 497.6697 80

I3 COSMO-SkyMed 20080425 20080628 −141.3761 64

I4 ENVISAT 20080418 20080627 −113.3749 70

(a) (b)

Figure 2: The results of ASAR and COSMO data on the whole area of ASAR image. (a) The land subsidence
field from ASAR data. (b) The land subsidence field from COSMO data.

(a) (b)

Figure 3: The results of ASAR and COSMO data on the whole area of COSMO image. (a) The land
subsidence field from ASAR data. (b) The land subsidence field from COSMO data.

ASAR and COSMO data is obvious. From Fig. 3, it can be found that the similar deformation
trend can be identified based on the two kinds of SAR data.

In the area shown in Fig. 3, the statistics are compared between the DInSAR results of ASAR
and COSMO data (see Table 2). It should be pointed out that the ASAR and COSMO have been
to the same resolution as soon as the statistics are calculated. From Table 2, the deformation values
from ASAR pairs (20080418-20080627) range from 0 cm to −4.15 cm, while those of COSMO pairs
(20080425–20080628) vary from 0 cm to −2.06 cm. According to previous works [7, 8], the 2 sets
of deformation values are both higher than the ground data and the COSMO results are closer to
ground truth.

Each of the two deformation results comes from just one differential interferogram, the DEM
error, atmospheric disturbance and thermal noise can’t be effectively reduced. As for the orbit
error, though the complex data processing algorithms could remove most of the residual phases, it
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Table 2: The deformation statistics comparison between ASAR and COSMO in the same area.

Statistics Min (cm) Max (cm) Mean (cm) Stdev (cm)
COSMO −2.0571 0.0000 −0.0219 0.1101
ASAR −4.1548 0.0000 −0.0648 0.3012

difference value −3.7298 1.4384 −0.0033 0.0618

Figure 4: The coherence statistic comparison between ASAR and COSMO in the same area.

may at the same time lead to new errors caused by the mismatches between the algorithm model
and the real orbit situation. If a large volume of SAR data, for example, more than 20 SAR data
are used, precise deformation result can be retrieve by some PS-like technique [9, 10].

To analyze the characteristic of the coherence of COSMO high resolution data, the authors
calculated the coherence map of InSAR pairs I3 and I4 on the same area and with same resolution.
From Fig. 4, it is obvious that in the range of high coherence (0.62∼1) and low coherence (0∼0.22),
the pixel number of COSMO pairs is larger than those of ASAR pairs. In the value scope from
0.22 to 0.6, there are more pixels in ASAR data than in COSMO data.

Both COSMO and ASAR deformation values are calculated from pixels with coherence higher
than 0.4. In Fig. 2 and Fig. 3, it’s shown that there are more areas in ASAR results with coherence
from 0.4 to 1 than in COSMO data. But from Fig. 4 we can safely conclude that there are more
high coherent areas in COSMO data with coherence higher than 0.62. These areas are mainly
corresponding to artificial buildings. Maybe these high coherent areas in COSMO data account for
the COSMO deformation values closer to ground truth.

4. CONCLUSIONS

From the results of this paper, preliminary conclusions could be made as below.
(1) Given proper temporal baseline, spatial baseline and artificial targets, a coupe of COSMO

InSAR pairs is more suitable to extract high-precision ground deformation information than a
couple of ASAR InSAR images.

(2) The high-resolution COSMO image covers a smaller area compared with an ASAR im-
age mode image. So, high resolution COSMO data are suitable for deformation monitoring in a
relatively small and important area, while ASAR data are fit for regional survey.

(3) Although the deformation extreme values obtained from the single interference data pairs
are higher than ground data, the deformation trend in Tianjin urban area is preliminary validated
by two kinds of SAR data and two-pass method. As for more accurate deformation resluts, time
series SAR data are required.
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Abstract— Polarimetric SAR interferometry (PolInSAR) is a well known technique that can
be applied to inversion of vegetation parameters. In this paper, a two-layer coherent scattering
model composed of a random volume over the ground is established firstly to describe the vege-
tation parameters, and then the polarization and interference are unified by defining a complex
interferometric coherence which can be gained through the model. Finally the measured SAR
data is substituted into the expression of the complex interferometric coherence to come true
the inversion of vegetation parameters. In the process of the inversion of vegetation parame-
ters, three-stage method is used. By employing the method, ground topography can be received
accurately and other vegetation parameters such as vegetation height and mean extinction co-
efficient also can be estimated. However, the random model is based on the assumption that
volume interferometric coherence is independent of polarization. Under normal circumstances,
the propagation of the electromagnetic waves is anisotropic because the extinction coefficients
are highly polarization dependent, namely, that volume interferometric coherence is dependent
of polarization, so a new vegetation model composed of an oriented volume over the ground
needs to be created. For the inversion of the oriented model, three-stage method is still used
and the inversion procedure is similar with the random model. The difference between them is
the interferometric coherence of random is a line inside the unit circle of the complex coherence
plane, while oriented is a triangular region. The simulation results demonstrated that an accurate
inversion of the vegetation parameters is still possible.

1. INTRODUCTION

PolInSAR is a new advanced technique recently based on measurement techniques of polarimetric
SAR (PolSAR) and interferometric SAR (InSAR), including the characteristics that PolSAR is
sensitive to the shape and direction of the scattering volume and InSAR is sensitive to the spatial
distribution and height of it. Therefore, PolInSAR has greater superiority and higher accuracy
than other PolSAR or InSAR on retrieving the vertical structure parameters of the vegetation. In
this paper,a two-layer coherent scattering random model proposed by Treuhaft [1] is employed and
three-stage method [2] is used for the inversion of vegetation parameters. Moreover, the relationship
between the polarimetry and extinction coefficient is taken into account and an oriented model [3, 4]
is also employed for parameter inversion, the simulation results demonstrate the effectiveness of
three-stage method.

2. VEGETATION MODEL

2.1. Two-layer Random Volume Model

Two-layer random volume model is first derived by Treuhaft, and then expanded to full polariza-
tion interference [1]. The full polarization interference scattering characteristics of forest can be
represented by a two-layer coherent scattering model (see Fig. 1). Where, vegetation layer can be
regarded as a random volume and the propagation of the electromagnetic waves does not depend
on polarization, the polarization is affected mostly by the ground scattering echo.

In this case, the complex interferometric coherence has the form shown in Equation (1) [1]:

γ(ω) = ejφ0

[
γv +

µ(ω)
1 + µ(ω)

(1− γv)
]

(1)

where, Φ0 is topographic phase, γv represents volume scattering coherence, µ(ω) is the ground-to-
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Figure 1: A two-layer coherent scattering model.

volume scattering ratio, and parameters γv and µ(ω) are defined in Equation (2).

γv =
2σ

[
e(jkz+ 2σ

cos θ
)hv − 1

]

cos θ
(
jkz + 2σ

cos θ

) (
e

2σhv
cos θ − 1

) , µ(ω) =
2σ

cos θ
(
e

2σhv
cos θ − 1

) ω∗T Tgω

ω∗T Tvω
(2)

where, σ is the extinction coefficient, θ is the mean angle of incidence, kz represents the vertical
wave number, hv is tree height, Tg and Tv [5] are coherency matrixs associated to the contributions
of the ground and volume, respectively.
2.2. Two-layer Oriented Volume Model
In contrast with the random volume case, the propagation of the electromagnetic waves is anisotropic
in oriented model for the extinction coefficients are highly polarization dependent (σ = σω), which
means volume interferometric coherence γv is also a function of polarization. In the model, the
scattering distribution of ground and volume is changed with the polarization state. So the volume
scattering coherence and ground scattering coherence are both polarization dependent, and the
coherence can be written as shown in Equation (3) [6]:

γ = ejφ0

[
γv(σω) +

µ(σω, ω)
1 + µ(σω, ω)

(1− γv(σω))
]

(3)

where,

γv(σω) =
2σω

[
e(jkz+ 2σω

cos θ
)hv − 1

]

cos θ
(
jkz + 2σω

cos θ

) (
e

2σωhv
cos θ − 1

) , µ(σω, ω) =
2σω

cos θ
(
e

2σωhv
cos θ − 1

) ω∗T Tgω

ω∗T Tvω
(4)

3. SIMULATION PARAMETERS AND THREE-STAGE INVERSION

3.1. Simulation Parameter

Table 1: Parameters of random volume.

Parameters values
frequency f = 1.3GHz
the average incidence angle θ = 30◦

vertical wave number kz = 0.2

Table 2: Parameters of oriented volume.

Parameters values
frequency f = 4.5 GHz
the average incidence angle θ = 30◦

vertical wave number kz = 1.16

3.2. Parameter Inversion of Random Volume
The inversion parameters are hv, Φ0, σ, then a three-stage method is used for parameter inversion.

i) Least-square line fit
By the Equation (1), we can see that complex interferometric coherence should be a straight

line in the complex plane. If the polarization interferometric simulation datas γHH , γV V , γHV ,
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γHH+V V , γHH−V V are known on the assumption that z0 = 0, the straight line can be fitted by
using the real and imaginary parts of the datas.

ii) Eestimation of Φ0 and γv

The best-fit straight line has two intersections (see Fig. 2) with the unit circle, we need to
determine the point which represents the topographic phase. In general, γHV is far from exp(jΦ0),
so the coordinate of true phase point is at (0.997, −0.02719), then Φ0 = −0.0273 rad.

Curves gained by fixing the parameter σ and changing the parameter hv have different intersec-
tions with the best-fit stright line. Usually, cross-polarization interference coherence γHV can be
used to instead of γV approximatively [2], so choose γV = −0.26 + 0.6904i.

iii) Estimation of hv and σ
According to the known information, the relationship among coherence, hv and σ can be drawn

as Fig. 3. Refer this figure, we can determine that, hv = 14.6m, σ = 0.056 dB/m.

3.3. Parameter Inversion of Oriented Volume
In contrast with the random volume case, the expression in Equation (3) is not a line. Simulations
reveal that when σ = 0 ∼ 2 dB/m [6], possible coherences are enclosed in a feasible region that is
basically a triangle, as shown in Fig. 4.

The borderline of the possible region is caused by the differences between the extinction co-
efficients associated with different polarizations, as demonstrated by the separation between the
extreme cases (0 and 2 dB/m). The simulation data is employed to fit a straight line, as shown in
Fig. 5. The line has two intersections with the unit circle, we also need to determine which point
represents the topographic phase. In general, γHH−V V is closed to the topographic phase and

Figure 2: The reference geometry for estimation of γv and Φ0.

Figure 3: Coherence variation against hv and σ.
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Figure 4: Possible region of the coherences in the
complex.

Figure 5: The best-fit line in the complex plane.

Figure 6: Parameters inversion for oriented volume.

γHH+V V is far from it [6], so the coordinate of the topographic phase point is at (0.999, 0.02837),
then Φ0 = 0.0284 rad.

Two borderlines containing all the data can be drawn from the topographic phase point. From
σmin to σmax, the curves of γV and the two borderlines form a shadow region (see Fig. 6) and all the
possible values about γV corresponding to a unique parameter hv are contained in it. The center
of the shadow region is selected as the estimate of parameter γV , then γV = −0.135 + 0.7911i.
According to the priori information, parameter hv can be determinded at 2.2 m, but parameter σ
is difficult to accurately estimate [6].

3.4. Comparison of Inversion Parameters

Table 3: Random volume inversion parameters.

True values Inversion values
hv = 15.1m hv = 14.6m
σ = 0.05 dB/m σ = 0.056 dB/m
Φ0 = 0 rad Φ0 = −0.0273 rad

Table 4: Orinented volume inversion parameters.

True values Inversion values
hv = 2 m hv = 2.2m
Φ0 = 0 rad Φ0 = 0.0284 rad

4. CONCLUSION

Based on the relationship between polarization and extinction coefficient, two kinds of coherent
scattering model are proposed and three-stage method is used for inversion of vegetation parameters
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in the paper. The simulation results show that the error of inversion of vegetation parameters can
be controlled in 10%.
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Abstract— To survey the frozen earth roadbed of Qinghai-Tibet railway and to treat the
hidden trouble of the roadbed are the important approach to steady the roadbed. And it is
essential guaranteed to be open to traffic in security. According to the geological data of the
typical testing section of Qinghai-Tibet railway, the field experiments are accomplished. Based
on the processing results, a significant technology for practical application of ground penetrating
radar in detecting frozen roadbed is useful and indispensable.

1. INTRODUCTION

Railway is nowadays considered as the most ecological and economical alternative to cars and
planes; on the other hand, in order to be really competitive, trains have to go faster and faster
on safe tracks that allows a high velocity. Permafrost is a unique problem with which Qinghai-
Tibet railway is confronted. One fifth of the global land masses are underlain by permafrost [3].
Annual thawing and freezing of ground underlain by permafrost has major implications for the
ground properties [3, 6]. With the future scenarios of climate change, the dynamic response of
permafrost to climate change is a major concern. Subgrade in permafrost region varies with the
temperatureshift.

Serious difficulties of the railway construction, operation and maintenance are brought about
by the special conditions of the Qinghai-Tibet railway. In order to guarantee safe operation of the
Qinghai-Tibet railway, ballast sacks, contaminations, moist areas, packed layers and permafrost
must be located and monitored continuously.

Thus it is important to understand how these ice masses and the frozen ground might respond
to the predicted climatic forcing and feedback mechanisms such as: Changes in albedo, thermal
and mechanical properties and melting of ice and changes in water path ways. Therefore, there is
a need to be able to detect and map such ice and permafrost features, both in space and over time,
to better understand their dynamics and behavior [5].

Ground Penetrating Radar (GPR) is a remote sensing method that has been used extensively
in investigations for inspection of railway tracks [4] and has also been used as a geophysical method
in permafrost research to map subsurface structures and composition (Moorman et al., 2003 and
references therein). Frozen ground is, in general, GPR “friendly” with low energy dissipation and a
good potential for large depth penetration and the possibility of mapping the subsurface geometries
and internal structures [1, 2]. In recent years the potential of using GPR surveys on other planetary
bodies, such as Mars, has increased awareness and research on the performance of GPR over frozen
ground [1]. Nevertheless, the success of GPR studies on frozen grounds, such as sediments and tills,
is sometimes limited due to difficulties in data interpretation and information extraction.

In this paper, several investigations are described and discussed, and a reliable and effective way
is presented GPR equipment especially designed for inspecting and verifying railroad tracks and
permafrost sediments.

This project is supported by National Key Project of Scientific and Technical Supporting Pro-
grams Funded by Ministry of Science & Technology of China (NO.: 2006BAC07B00).

2. GEOLOGICAL SETTING

These marlstones are of alluvial origin, their thickness ranges from 2.1m to more than 5.5 m and
they are covered, at a regional scale, by important sandstones. The sandstones appear as layers of
finely sorted sandstones of colors ranging from yellow brown to brown. Petrographically speaking
the sandstones is composed of quartz grains marginally associated with feldspars. Above the layers
there are conglomerate and sandstone joints of sliced stones and that can reach 30 centimeters
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Figure 1: Geological model.

in thickness. Some marlstones layers show abundant frozen sedimentary traits of cross layered
stratification in which the volume has a 40% ∼ 90% ice content.

3. GPR DATA COLLECTION AND PROCESSING

We used a GR-III Ground Penetrating Radar with different antennas to map the buried frozen
and melted sediment. Both systems are impulse radars. The GR-III unit was operated with the
shielded 100, 200 and 400 MHz antennas.

The GPR profiles were run in a common offset mode. The center frequency of the detection used
is 100 MHz, 200 MHz and 400 MHz, for the 1024 sampling points, sampling rate of 1024 ∼ 1706MHz,
which is more 10 ∼ 17 times than the antenna center frequency. Data were collected with a 5 ns
range and 1024 samples per scan. When the depth is less than 15 m, the permittivity of the layer
is between 6 and 13. Thus, one wave velocity in typical permafrost layer is limited between 0.08
and 0.15 m/ns. Therefore, this time window is chosen as 60 ∼ 300 ns.

The antennas were towed by people (to keep external radio noise low), with antennas mounted in
plastic boxes to avoid interference with nearby metal objects. The different antennas were driven
along the same tracks, with common start and stop points. The start and end positions were
determined with a GPS code receiver.

The GPR data were, after the survey, directly low- and high-pass filtered, and post-processing
consisted only of 1) block average smoothing 2) down-sampling the traces to 1024 samples using
linear interpolation (to avoid on-screen display aliasing) 3) two fold stacking and 4) applying a linear
time-varying gain. Background signal removal to remove constant instrumental noise, antenna
ringing and to suppress the direct wave, has been performed by subtracting a weighted part of the
average trace (calculated using all traces) from the profile (hereafter referred to as “background
removal”). The weight has been set lower in profiles containing long and flat reflections to avoid
subtracting valuable information.

The GR-III data required more processing. It has been low- and high-pass filtered using a zero-
phase filter, both in the forward and backward direction. The data also contained different DC
(low frequency voltage offset) trends both in the individual traces and along the profiles. These DC
shifts have been removed by calculating a trimmed mean within the data (the mean calculation to
avoid weighting of the data by extremes), and subtracting it from the data. In addition to linear
time-varying gain, an adaptive gain control has also been used for display purposes to additionally
enhance weak reflections that are still above the noise floor. This gain control calculates the
standard deviation of the data and the gain is a weighted function of the standard deviation. The
GPR profiles have not been elevation corrected because the area is flat compared to the GPR profile
lengths and penetration depth.

4. PERMAFROST-GPR ELUCIDATION

All geologic materials exhibit lower electrical conductivities frozen than thawed due to the absence
of liquid water, implying a good potential use of GPR as a remote sensing instrument to map
frozen ground properties. In highly (none frozen) conductive media the electromagnetic (EM) waves
emitted by the GPR will be absorbed, leading to shallow penetrating depths. In the literature there
are a number of different definitions of permafrost but a common one is ground with a temperature
below 0◦C for at least two consecutive years [3]. This definition is not always practical from a GPR
perspective, due to the fact that water freezes in the ground at a range of temperatures at or below
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0◦C, depending on the soil properties (Hansson, 1988 and references therein). It should therefore
be kept in mind that what in general terms is called permafrost can contain a significant degree of
unfrozen soil with free liquid water. This can lead to substantially higher conductivity and thus
larger loss of the EM waves and large differences in permittivity contrasts, despite the fact that the
ground temperature is below 0◦C and is defined as permafrost.

5. METHODS

Calculation of EM wave velocity and depth
The GPR reflections were verified where possible with shallow auger holes, sediment cores, ice

cores and water depth measurements. From these data, both the calculated radar depth and the
radar velocity were determined. To convert two-way travel time to depth, we developed a multi-
layer model. The latter increases the accuracy of depth estimations when radar waves travel through
multiple layers, each with a different velocity. The multi-layer depth calculation was derived from:

DT =
n∑

i=1

ti (vi)
2

(1)

where DT is the total depth (m), i is the interface number, vi is average propagation velocity (m
ns−1) from interface (i − 1) to interface (i), and ti is the two-way travel time (ns) from interface
(i− 1) to interface (i). The difference in the GPR signal response was determined by the reflection
coefficient. Using the dielectric constants, an estimation of the reflection coefficient for an interface
under vertical incidence can be determined from:

R =
√

ε1 −√ε2√
ε1 +

√
ε2

(2)

where R is the reflection coefficient, ε1 is the permittivity of the overlying material and ε2 is the
permittivity of the underlying material (A-CUBED, 1983). The dielectric constants for ice (ε = 3),
water (k = 80) and frozen sediment (k = 7.5) are calculated using:

ε = (c/v)2 (3)

where c is the velocity of the EM wave in free space (m ns−1) and v is the measured wave velocity
through the low loss material (m ns−1).

6. RESULTS

On the ground

Figure 2: 100MHz data set.
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In the geological radar detection range down, the measurement regions are parts of the backfill
areas, from the main formation include (Fig. 2): The first layer: 0 ∼ 4m, the second layer:
4 ∼ 8.6m, the third layer: 8.6 ∼ 12 m.

For more information on the shallow strata is detected by 200 MHz and 400 MHz antenna, its
initial results are as follows (Fig. 3, Fig. 4).

An interface is buried at the depth of 0.7 m, which is arranged between 0.66 m and 1.1m. The
sand covering is judged affirmatively.

The thick layer, with a preliminary judge for the relatively small amount of ice freeze-thaw zone,
continuously varies between 0.7m and 1.3 m in depth.

The layer from 1.3 m to 2.58 m in depth, with a thickness of ups and downs, initially judged to
contain more ice than the freeze-thaw zone.

The permafrost sediments are believed in the depth of 2.58 meters to 4 meters.

Figure 3: 200MHz data set.

Figure 4: 400MHz data set.

7. CONCLUSION

The results show that basic multi-frequency GPR techniques can be valuable for detection and
mapping of buried ice as well as for revealing structures and the make-up of permafrost sediments.
Information collected by the dedicated GPR system are valuable for preventing severe hazard to
railway traffic and planning renovation; furthermore the possibility of optimizing the location of
drill spots and surveying without closing the tracks, makes this method of investigation appreciable.
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Abstract— As an advanced technology, Ground-Penetrating Radar (GPR) is a geophysical
method based on electromagnetic wave propagation commonly used for nondestructive subsurface
imaging, including thruway, glacier, permafrost and pipe. It has also been used as a geophysical
method in permafrost research to map subsurface structures and composition. The Qinghai-Tibet
Plateau is the world’s highest plateau, averaging over 4000 meters above sea level and covering
an area of 200,000 square kilometers. The Qinghai-Tibet railway has always been puzzled by
permafrost. It is imperative to detect permafrost subgrade fast.
Permafrost recognition algorithm was proposed with applying the rolling power spectrum. In
the Central South University, we did a test. As a result, it has shown that anomalies have been
significantly strengthened. The most important points of this study, related to methodology and
processing, are discussed, and finally, a method is proposed using data processing for permafrost
detection.

1. INTRODUCTION

Ground-Penetrating Radar (GPR) is a geophysical method based on electromagnetic wave propaga-
tion commonly used for nondestructive subsurface imaging [1, 2]. It was originally used for ground
geological investigation and the identification of major discontinuities within rock beds [4]. It has
also been used as a geophysical method in permafrost research to map subsurface structures and
composition [3]. However, most of these studies used low frequency antennae (100 to 400 MHz) in
order to detect permafrost between one to twenty meters depth.

Despite the fact that computer processors are becoming more efficient and GPR software pack-
ages are becoming more user friendly, the processing and interpretation of the GPR data from
roads, railways and airports is still the most time consuming phase and an interpreter’s skills play
a key role in the success of a GPR project. GPR data processing can be divided into four phases:
(1) preprocessing, (2) data processing, (3) interpretation and visualization and (4) reporting. The
processing was divided into several classic steps namely amplitude compensation, filtering, mi-
gration, 2D powering for coherent filtering, and display. Permafrost recognition is a significantly
indispensable part of data processing for permafrost detection.

In this paper, we will describe the environment where the GPR detects. After presentation of
the field-survey characteristics, we will describe the processing applied to the GPR data; explain
how the permafrost is discriminated well. The most important points of this study, related to
methodology and processing, are discussed, and finally, a method is proposed using data processing
for permafrost detection.

2. GEOLOGICAL SETTING

In Qinghai-Tibet Plateau, the natural conditions are harsh, the air is oxygen-poor and the climate
is bitterly cold. Most of the land consists of mountains, wilderness, and permafrost and snow
zones. The centre of the study site (35◦29′52′′N, 93◦41′59′′E) is at the northeast of Hohxil. The
study site is within a region of permanent permafrost. The mean annual air temperature in Qumar
is −4◦C. The study area, which is subjected to the test section in the Qinghai-Tibet railway, located
above Qumar high plains. The height of the ballast is 6.3 m, and the width of pavement is 8.3m,
while the berm width around both sides is 3.0 m. Conglomerate and sandstone are filled about
30 cm under the base of ballast, at the same time, 4% of the cross-slope, along both sides of the
filling-based centers, is necessary. Sliced stones and rocks, which have a thickness of 1.5 m, are filled
above the conglomerate and sandstone. At the top of the sliced rock chip to build a layer of gravel
in a round cushion and a thickness of 30 cm, which is a layer of impermeable layer on the laying of
sand-gravel cushion, while the ballast is filling with coarse soil.
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3. FIELD SURVEY, DATA PROCESSING AND INTERPRETATION

3.1. Field Survey in Qumar, 2008

A GR-III Ground Penetrating Radar detector is used in this study with the shielded 100, 200 and
400MHz antennas. Data were collected with a 5 ns range and 1024 samples per scan. Measurements
can be made as continuous sections or on a point, according to the permafrost of the studied area
or the presence of thermometer hole. The antennae were slid on the train at a constant speed
15 km/h in order to obtain 15.386 traces per meter (about 0.10752 m between each trace).

Before any investigation of the stability of painted interface frozen sediment, tests were made
to confirm that the permafrost recognition algorithm can be used on the data processing for this
non-destructive geophysical method for the detection of permafrost sediment. The detection of
permafrost depends on the difference between the dielectric impedance of the frozen and the melted
domains. When the depth is less than 15 m, the permittivity of the layer is between 6 and 13. Thus,
one wave velocity in typical permafrost layer is limited between 0.08 and 0.15 m/ns.

3.2. Data Processing

Permafrost recognition algorithm

3.2.1. Log Power Spectrum

For a given signal x(t), whose spectral density P (ω) is non-negative and even symmetry, the power
spectrum |P (ω)|2 highlight the main component of that |P (ω)| > 1, which suppress those the minor
of that |P (ω)| < 1. Thus it is benefited for the power spectrum to highlight and identify the main
features of the spectrum. When several features of the power spectrum needs to be identified, the
log-power spectrum can be used, which is defined as:

Lx(ω) = |lg Px(ω)|2 (1)

The GPR signal received was a result of sub-waves and the formation reflection coefficient
convolution result, so the power spectrum of the radar data is the stratigraphic sequence of the
power spectrum and the reflection coefficient of the radar wavelet power spectrum multiplied by
the results of operations. Using on the operations of logarithm, the information of spectrum can be
translated into the superposition of stratum and the wavelet power spectrum. It is convenient for
us to observe that the stratum make the transform of the frequency response in the radar wavelet.

3.2.2. Time Window Selection

To study the radar cross-section of road-based diseases, we hope the road only to be the spectral
data of the basis, so the time window is necessary on the time profile of the radar in order to
analyze the localized features of the spectrum which the time signal on the basis of partial section
is corresponding to.

The function which has the window features satisfied the following qualification

ω
_

G(ω), tg(t) ∈ L2(R) (2)

where g(t) is the time window function,
_

G(ω) is the result of Fourier transform of g(t).
Many functions can be used as the time window function, such as Rectangular function, Yama-

gata functions and m-splines and so on. However, the selection of window function must be based
on the “uncertainty principle” in order to achieve time and frequency domain localization of the
highest resolution. “Uncertainty principle” is given: For the window function g(t), its window size
to meet the following formula.

4∆g(t)∆_

G(ω)
≥ 2 (3)

Only when g(t) is Gaussian function can the equation be defined. Gaussian window is the best
window for partial analysis. Gaussian window function is defined as:

ga(x) =
1

2
√

πa
e−

x2

4a , a > 0 (4)
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3.2.3. Construction of Rolling Spectral Profile
As the ground-penetrating radar to obtain the real signal, while the real value of the signal spectrum
is symmetric, we take a positive semi axis part of the frequency analysis. The beginning of time
window, as the radar reflectivity profile, there is a ground-penetrating radar as an arbitrary mapping
relationship:

x(t0) ⇒ W (t0 + ∆T ) ⇒
∣∣∣lg{ 1

N
P (n∆ω)}N−1

n=0

∣∣∣ ⇒ Q(t0) (5)

where, x(t0) is that the time profile corresponds to t0 time information; W (t0 +∆T ) in the selected
time window between t0 ∼ t0+∆T ; |lg{ 1

N
|P (n∆ω)|}N−1

n=0 | is the discrete spectrum which the time profile
is in the t0 ∼ t0 + ∆T time window; ∆ω is the frequency interval; Q(t0) is the mean spectrum of
discrete spectral values which corresponds to:

Q(t0) =
N∑

n=0

(∣∣∣lg{ 1
N
|P (n∆ω)|}∣∣∣ ∗ n∆ω

)
(6)

Be expressed on the time profile of the radar reflection time t0 the energy conversion for a given
time window of the rolling average spectra of Q(t0).

If ∆T is as the time interval from the starting point along the time-depth, scroll down to the
depth at each time point corresponds to the mean spectrum of type (6), which form a rolling
cross-section is as follows:

G(m) =

(
Tm∑

t=0

Q(t)

)
(m) m = 1 — Sample Points (7)

where: TM is the sampling time window.
3.2.4. The Improvement of Scroll Spectrum Algorithm
There are some problems as follows, if we adopt the Equation (7) to calculate the rolling spectral
profile:

a) Computer is running slow. Radar detection is a fast method to detect. If when the data in-
terpretation is processed, using complicated time algorithm to obtain results, the effectiveness
of radar detection will be hugely impacted.

b) It is vulnerable to external interference in the signal mutation. Ground Penetrating Radar
detects by the use of emission and reflection of electromagnetic waves. It is susceptible to
outside interference, so how to reduce the impact of interfering signals, it is significantly
irreplaceable to the ultimately results in the data interpretation.

For these reasons, scroll spectrum algorithm is improved.
First, it is necessary to give the frequency of rolling scan multiple N , by controlling the size of

the N values to achieve fast computation purposes. If the original sampling points were 512, 512
times the mean spectrum need to be computed for each of trace; if the N takes 8, only 64 times
the mean spectrum need be computed, and computation time is increased eight-fold. Type (7) by
rolling multiple becomes:

G(m) =

(
t<=Tm∑

t=i∗N∗∆T

Q(t + N ∗ i)

)
(m) (8)

Secondly, by the Equation (8) the number of secondary sample is resumed.

Ḡ(m) =
Tm∑

t=0

G(m)
sin[(t−m) π

Ts
]

(t−m) ∗ π
Ts

m = 1 ∼ Sample Points (9)

Finally, the results of the second sample will be filtered by the sliding windows open two-
dimensional filtering.

_

G( m) =
N∑

n=−N

M∑

m=−M

Ḡmn (10)

where n and m are respectively the number of the traces and sample points.
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3.2.5. Effect of Rolling Spectrum Algorithm
Figure 1 is the floor, Central South University, a school-run time after the detection of abnormal
radar images of the lot due to perennial gardening, underground soil moisture larger, because the
soil has a strong absorption of electromagnetic waves, SIR series and the Italian radar, are very
difficult to find an exception exists. Figure 2 is the result of the adoption of recognition algorithms,
unusual features to be strengthened.

Figure 1: Time profile image. Figure 2: ARMA Log-power spectrum profile.

4. CONCLUSION

Tests and measurements made in detection show that the GPR can be used to identify the in-
terface of water and soil. For very shallow both discontinuities and continuities, GPR reflections
are masked by other waves of strong energy and often affected by coupling changes due to the
roughness of the air–rock interface. The data processing proposed here, which improves the rolling
spectrum algorithm enhances the speed of the interpretation. The method is effective and efficient
to distinguish the interface between the frozen and the unfrozen ground. The permafrost can be
distinguished easily.
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Abstract— Polarization signal is important in designing GPR data measurement. Its scatter-
ing characteristics can be used to discriminate the targets. For the target with different medium
properties or orientation, the GPR signal response has a significant difference in different po-
larization mode. The targets such as metallic, low impedance object and PVC, high impedance
objects have different polarization signals while are difficult to discriminate in the conventional
GPR acquiring methods. The polarimetric measurement has the potentials to improve the dis-
crimination, reduce the clutter interference and get the better prospecting effect. Meanwhile, the
simulation is one of key research issues to understand the radar polarization theoretical. In order
to improve simulation accuracy, we use 3D high-order finite difference time domain (HO-FDTD)
method to simulate the polarization. It obtains a good application effect. Through the simulation
study of GPR polarization measurement, we can provide more accurate and richer theoretical for
the practical work. provide more accurate and richer theoretical for the practical work.

1. INTRODUCTION

Ground Penetrating Radar (GPR) is a geophysical technique which use of high frequency elec-
tromagnetic wave (106 ∼ 109 Hz) to detect electrical distribution for investigating the shallow
subsurface medium [1]. The polarization characteristic signal is an important information such
as amplitude, phase and Doppler frequency of radar for data interpretation. The signal from the
receive antenna is a function of the polarization of the transmit antenna and properties of subsur-
face targets [2]. The dipole antenna of GPR radiate linearly polarized wave with the predominant
polarization direction parallel to the long axis of the antenna. Receive antennas are very sensitive
to the electric field component parallel to the long axis. In practical, the complexity geologi-
cal environment, the distribution of underground target without regularity, and complex medium
properties make the results shown obvious difference in the same condition. The polarization of
electromagnetic wave is a fundamental property of propagation that provides the GPR with a
unique opportunity for producing improved images of object in the subsurface. Many researches
have done the studies and got some important improvement. Yong and Caldecot [3] designed the
GPR system which used to locate underground pipe lines. Two orthogonal dipole antennas are
used in the system. Roberts, Daniels and Radzevicius [4, 5] have done research on the polarization
characteristics of GPR. They pointed out that there are significant difference between TE and TM
polarization scattering. P. Capizzi and P. L. Cosentino [6] study the GPR multi-component data
analysis, and so on.

In this paper, we use 3D high-order FDTD method [7] to simulate the GPR polarization mea-
surement. Our study mainly focus on the polarization characteristic in different antenna geometric
modes when the targets have different dielectric properties, shape and orientation. The results
show that choosing appropriate polarization not only effectively improve the SNR and resolution
but also can discriminate the medium properties, shape and orientation of targets. It could provide
more effective geological information.

2. PRINCIPLE OF HIGH-ORDER FDTD

FDTD is a direct time-domain method to solve Maxwell equation which is simple, visual, flexible,
and has a large dynamic range in calculation that apply in the GPR polarization simulation.
However, one of the major limitations of the FDTD approach for the numerical solution of Max-
well’s equations is its calculation accuracy. High-order FDTD method is one of ways to improve
simulation accuracy. It uses Taylor expansion to expand the time-domain difference equation and
to set a new difference equation. The time integration is implemented using second-order central
finite difference and the space integration is implemented by using 2M-order central finite difference.
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It can be obtained the discrete Maxwell’s equations.
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where, ∆x, ∆y, ∆z as the along x, y, z direction’s grid size, i, j, k is the grid number. the along
x, y, z direction, a(l) gives as:
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For the absorbing boundary condition, we use the uniaxial anisotropy perfectly matched bound-
ary (UPML) which proposed by Sacks [9] and Gedeny [8]. It does not need split the electromagnetic
field. The algorithm is very concise and easy to understand. It is a non-physical absorbing medium
and wave impedance which is not dependent on outward-wave angle and frequency.

3. ELECTROMAGNETIC WAVE POLARIZATION

The EM wave field strength changes with direction of EM wave. Such phenomenon can be ob-
served: when the metal wire parallel to the electric field, electromotive force which electric field
induced in the wire is strongest; when the metallic wire vertical to the electric field, electromotive
force is zero. It shows that the direction of electromagnetic field in space is a very important
issue. The polarization of plane wave can characterize the features that fixed electric field vector
in space change with time. The conventional GPR antennas use two linear dipole antennae with
identical properties which is vertical to the propagation direction of electromagnetic. The polariza-
tion modes are less to be used in which antenna parallel to the direction of electromagnetic wave
propagation and cross-cutting along the direction. The GPR multi-polarization (Fig. 1) provides
more information of underground target. The geometries shown as Fig. 1 is four components of
acquired electromagnetic field: parallel broadside with y-directed antenna (Y Y ), parallel broadside
with x-directed antenna (XX), perpendicular antennas with y-directed source and x-directed re-
ceiver (Y X) and perpendicular antennas with x-directed source and y-directed receiver orientation
(XY ).

The electric field traveling in the z direction can be described by two orthogonal components as
given in Balanis 1989:

Ex(z, t) = Ex0e
−αz cos(ωt− βz − φx), Ey(z, t) = Ey0e

−αz cos(ωt− βz − φy)

where α represents the attenuation coefficient, β represents the phase constant, ω the angular
frequency, φ the phase, and Ex0 and Ey0 are the maximum amplitudes of the Ex and components
respectively Ey.

Figure 1: The polarization mode of GPR antenna.
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4. GPR POLARIMETRIC SIMULATION

The steel and other metallic with low impedance, or PVC and other dielectric with high impedance
are the common detecting target in the GPR detection. The result is often difficult to interpreta-
tion due to the dielectric properties of object as well as the clutter interference of the surrounding
medium. The high-frequency electromagnetic waves which emissions by GPR have different polar-
ization signal responses. 3D high-order FDTD method used to simulate the polarization charac-
teristics of two object models: the PVC εr = 3, σ = 0.006 S/m.

We can clearly see that there are significantly differences for the two models (Fig. 3 and Fig. 4).
For the PEC cylinder models, the signal from Y Y polarization mode could clearly discriminate
the location of targets and has very small diffraction interference error. the steel cylinders in Y Y
polarization mode and we can clearly discriminate the lower steel cylinders. The signal amplitude
is stronger than other modes. But the other polarization can not achieve prospecting effect. For
the PVC pipes model, the XX polarization signal response is stronger than other modes (Fig. 5).
The clutter interference is also low. The signal is best imaged.

The position relation of survey direction and target orientation is an important factor to improve
the GPR polarization effect. So, we design the model respectively vertical and parallel to the survey
direction (Fig. 6). From the profile we can conclude that, for the metallic which parallel to the
survey direction and the dielectric which vertical to the survey direction, the XX polarization has
stronger signal response. For the metallic which vertical to survey direction and the dielectric which
parallel to survey direction, the Y Y polarization signal response is stronger than the signal from
other modes (Fig. 7).

The above analysis based on the target trend along a certain direction. It may be effect by the
trend of target and the survey direction. Whether have the same conclusion for the equiaxed target
such as sphere and cube. In order to verify this problem, we select the sphere and cube model with
different dielectric properties. The map is the single-trace reflection signal in the same location of
XX and Y Y polarization mode after removing the direct wave. From the single-trace signal, the
metallic models have stronger signal amplitude in Y Y mode, the XX mode make the dielectric
have stronger signal amplitude. It is well to prove that different dielectric properties target suitable
for different polarization mode (Fig. 8 and Fig. 9).

Summing up all the simulation and analysis, we can get that for the equiaxed target, the metallic
and low impedance dielectric objects, are best imaged with the long axis of the dipole antennas

Figure 2: PEC cylinder or PVC pipe model.

Figure 3: The GPR slice of double PEC cylinder model with different polarization.
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Figure 4: The GPR slice of double PVC model. Figure 5: The GPR signal response of double PVC.

Figure 6: Cylinder model in different trend.

 

Figure 7: The GPR slices of different model in dif-
ferent polarization.

Figure 8: The single-trace signal of metallic cube and sphere model (left map is cube, right is sphere).
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Figure 9: The single-trace signal of dielectric cube and sphere model (left map is cube, right is sphere).

oriented parallel to the long axis (Y Y mode). The dielectric, and high impedance dielectric objects,
are best imaged with the long axis of the dipoles oriented orthogonal to the long axis (XX mode);
If the object have a certain extension direction, the metallic object which is parallel to the survey
direction and the dielectric which is vertical to the survey direction are best imaged with the XX
polarization mode; the metallic which is vertical to the survey direction and the dielectric which
parallel to the survey direction are best with the Y Y polarization mode. For the XY and Y X
polarization modes can not have a good prospecting effect in any case.

5. CONCLUSIONS

Through the study of GPR polarization measurement simulation with high-order FDTD method,
we have an overall understanding to the GPR signal response for the target with different dielectric
properties and shape in different polarization modes. By choosing appropriate GPR polarization
mode, we can significantly improve the SNR, the recognition ability and the resolution. Moreover,
the GPR polarization measurement also plays a prominent role in detecting 3D complex target. In
the case of complex targets, the effect of polarization is even more critical to ultimately obtaining
a good 3D view of individual objects within a group of complex features.
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Abstract— In controlled source electromagnetic (CSEM) sounding the exploration depth is
determined by frequency of source signal and the earth resistivity. In current CSEM survey
systems the mono frequency square or harmonic signal was adopted at each shot. It often took
a long time to complete a deep EM sounding. And the vertical resolution of electromagnetic
sounding is low. For improving the vertical resolution a new method of Pseudo-random harmonic
electromagnetic sounding is introduced, based on the study of 2n series Pseudo-random multi-
frequency (PRMF). The energy of PRMF concentrates on several main frequencies. It is an
ideal excitation sources for electrical exploration such as Induced Polarization method and CSEM
sounding. The fine vertical resolution based on dense signal frequency was analyzed. The designs
of dense frequency ratio pseudo-random signal using the complex programmable logic device
(CPLD) and the tool of hardware description language (VHDL) are introduced. It can produce
different dense frequency waveforms. The feasibility of this method is tested and its effectiveness is
discussed. It is proved that this method will be an ideal source signal for design and development
of fine CSEM sounding.

1. INTRODUCTION

Electromagnetic geophysical methods are based on the study of EM field propagation in the earth
and on determining the electromagnetic parameters of the earth, containing unique information
about petrophysical properties, lithological characteristics, and mineral content of the rocks in the
earth’s interior. In CSEM sounding, multiple frequencies are needed, because the depth to which
the field is significantly affected by the earth is a function of the normalized electrical distance, δ/R
(Zhdanov, 2009). There are two controllable parameters in the ratio δ/R: The frequency, and the
transmitter-receiver separation. If the transmitter-receiver separation is varied to obtain a sounding
curve, such a sounding is called a geometric sounding. If the frequency is varied, the sounding is a
parametric sounding. If both are changed, the sounding is a hybrid geometric-parametric sounding.
In frequency domain CSEM exploration, both in marine and on land environment, a source signal,
mostly a square wave is frequently used as the transmitter waveform to induce the earth, and the
electromagnetic response of subsurface is measured to evaluate the rock distribution.

Also it can transfer maximum energy to the subsurface because the transmitter current is running
at its peak amplitude at all times, but a limitation of the square wave is that most of the transmitted
energy is in the first harmonic. The transmitter sweep all of the setting frequencies of the square
wave, the receiver measures the electromagnetic fields response of the earth, and the Cagniard
resistivity, phase, or other parameters are derived. Clearly, the work efficiency is low for the
measurements follows setting frequencies one by one; the receiver and transmitter need accurate
communication; the noise ratio of measurements of EM response in various frequencies are different.

Square wave signal can be decomposed with the fundamental frequency and a series of odd
harmonics. So some scholars have prompted that the odd harmonic can to be observed, it is called
“odd harmonics method”. The EM response of fundamental frequency and some odd harmonics
are measured synchronously, but it has two fatal weaknesses: Firstly, the frequency difference of
adjacent frequencies is fixed, and the distribution of harmonics is not meet the requirements of fine
electromagnetic sounding; secondly, harmonic amplitude decrease fast, for example, the amplitude
of 5th odd harmonics is only as strong as 1/5 of fundamental frequency. In other words, each
harmonic component is observed at different current intensity.

In CSEM surveys both in marine and in land multiple frequency measurement can give us more
details and help us achieving a good evaluation of economic abnormalities [6]. So multiple frequency
waveforms were adopted in CSEM survey such as pseudorandom binary sequence (PRBS) used in
multi-transient electromagnetic (MTEM) [3]. In this paper, we design a dense frequency pseudo-
random signal for fine electromagnetic sounding based on the definition of vertical resolution.
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2. THE VERTICAL RESOLUTION OF ELECTROMAGNETIC SOUNDING

According to skin depth, we define the vertical resolution as the ratio of minimum thickness of the
geological body can be distinguished and its depth:

RV =
d

H
× 100% (1)

where d is the minimum thickness of a geological body can be distinguished, H is the depth.
Even without considering the equivalent of the phenomenon of electromagnetic sounding, vertical
resolution is also a very complex concept, it not only with the electromagnetic wave frequency, earth
resistivity, but also with the resistivity difference of geological body and the rock, space between
transmitter and receiver, instrument sensitivity, observation error and other factors. In this paper
we only study the electromagnetic wave frequency on the impact of vertical resolution.

If we take Bostick depth as the exploration depth, then the vertical resolution can be defined
as:

D(f) = 356
√

ρ

f
(2)

RV =
D(f1)−D(f2)

D(f1)
× 100% =

(
1−

√
f1

f2

)
× 100% (3)

where D is Bostick depth, ρ is the resistivity and f is the frequency with f2 > f1. Formula (3)
shows that the vertical resolution is inversely proportional to the ratio of the frequency sampling
interval.

3. 2n SERIES OF PSEUDO-RANDOM WAVEFORM

2n series of pseudo-random signal is random in a period but can be generated periodicly [J. S. He,
1988], The pseudo-random n-frequency waves p(2, n, t) with cycle [0, T ) can be defined as:

p(2, n, t) =





A 0 ≤ t <
l1T

2n

−A
l1T

2n
≤ t <

l2T

2n

. . . . . .

A
lm−2T

2n
≤ t <

lm−1T

2n

−A
lm−1T

2n
≤ t <

lmT

2n

(4)

where, m is the number of switching times per period, lk (k = 1, 2, . . . , m) is an integer, A is the
amplitude.

As can be seen from the curve in Figure 1, it has seven frequencies with significant amplitude
values at 1Hz, 2 Hz, 4Hz, 8 Hz, 16Hz, 32 Hz and 64 Hz, these main spectrum in Figure 1(b) are
called main frequency of pseudo-random signal. The ratio of high frequency and its next low
frequency is two. The main frequency of the amplitude spectrum is basically the same. The
amplitude of waveform in time is one, and the period is 0.1 s.

The 2n series of pseudo-random signal have other main feature: Firstly, the initial phase be-
tween the main frequency is simple, it is −π/2; secondly, the pseudo-random signal energy are
concentrated in the main frequency; thirdly, with n increased, the power of the dominant frequency
decline gradually and the energy in non-primary frequency will increase; Fourthly, it can be gen-
erated periodic. So, in an actual application, we are only need to select an appropriate n and the
multiple frequencies with enough power can be generated easily.

Clearly, the pseudo-random electromagnetic signal is a broadband signal and the frequency ratio
between two adjacent main frequency is two, so the vertical resolution of 2n series of pseudo-random
electromagnetic sounding is also low, not less than 29.3%.
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(a)

(b)

Figure 1: The base frequency of 1Hz of 2n series of pseudo-random waveforms (a) and its seven-frequency
wave power spectrum (b) (A = 1, T = 0.1 s).

4. FINE EXPLORATION WITH DENSE FREQUENCY

From formula (3), we can see that reducing the difference of frequency is an effective method to
improve the vertical resolution. In fact, since 2n series of pseudo-random signal has fixed n-master
frequency, for a given n pseudo-random signal the switching times per period is fixed, so it can
be easily generated. Design a finite state machine (FSM) according to the switching times per
period of pseudo-random signal, and stimulate the FSM with different clock frequency, we can get
n pseudo-random signal with different n main frequency. This design idea can also be used to
generate invert-repeated m-sequence and can be easily achieved using programmable logic device
(CPLD).

According to a period of pseudo-random 5-frequency waves in time-domain expression, as shown
in Figure 2, we build digital logic binary sequence of FSM code to generate the pseudo-random
5-frequency signal, using one stand for ON, and zero stand for OFF. We complete FSM code us-
ing hardware description language (VHDL) and implemented with CPLD. And we use a program
counter to get 131072Hz, 155344.59 Hz, 182361.04 Hz and 220752.84 Hz of 4 clock frequency di-
vision from crystal of 4194304 Hz. Using these four frequency clock to drive the FSM, we can
get four pseudo-random 5-frequency waves with different 5 main frequencies. Figure 3 shows the
fundamental frequency separately at 32Hz, 38 Hz, 45 Hz, 54 Hz pseudo-random five main frequency
distribution, together there are 20 main frequency by four times excite, and the ratio between the
adjacent main frequency is less than two, thus it is equivalent to as add three frequencies 38 Hz,
45Hz and 54 Hz between 32Hz and 64Hz. Similarly we can get more dense frequencies, together
with higher power harmonic frequencies.

The four group Pseudo-random 5 frequency signal generated by four times clock stimulation
lists in Table 1, together with harmonic frequency which power is larger more than 10% of base

positive

cathode

Figure 2: A pseudo-random 5-frequency waveform and state machine codes.
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Figure 3: Four groups of five main frequency dense combination with fundamental frequency were 32 Hz,
38Hz, 45Hz, 54Hz respectively.

Table 1: Frequency distribution of four groups of pseudo-random 5-frequency signal including the main
frequency and harmonic with bigger power (Hz).

No. 1 group No. 2 group No. 3 group No. 4 group
32 38 45 54
64 76 90 108
128 152 180 216
160 190 225 270
256 304 360 432
288 342 405 486
352 418 495 594
512 608 720 864

frequency. There are 32 frequencies between 32 and 864Hz. With these dense frequencies the
maximum vertical resolution in CSEM sounding can be up to 0.91% in theory.

Therefore, using dense frequency signals other than the pseudo-random program, stimulated just
four times, we can get high-resolution electromagnetic sounding data. The base frequency and the
power spectrum distribution can be controlled easily by simple select the FSM drive clock frequency.
It is feasible using these dense pseudo-random main frequencies and harmonic in electromagnetic
survey. Dense frequency EM response can help us obtaining high vertical resolution, and the
increase in working hours and costs can be negligible.

5. CONCLUSION

For a given condition, the vertical resolution is largely depend on the signal frequency we used in
electromagnetic sounding. In traditional CSEM sounding or CSAMT, the source signal is square
wave, and frequency stepping is two times from low frequency to higher frequency. The vertical
resolution is not less than 29.3%, it can not meet the requirements of fine exploration.

2n series of pseudo-random signal is a complex combination of different frequency square-wave
according to a certain relationship. It is wideband signal with several main frequencies and some
main harmonic components. It is also a periodic signal and can be generated easily. Therefore,
the 2n series of pseudo-random signal is an ideal signal for fine CSEM and IP exploration. Dense
frequency distribution can help us obtain more information of subsurface and higher vertical reso-
lution.
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For a given 2n series of pseudo-random signal, the number switching times per period is fixed.
So it is convenient using programmable logic devices and the state machine constructed in VHDL
to code the waveform as a binary sequence. Just using four different frequency clock to stimulate
the FSM we can get dense frequency 2n series of pseudo-random signal. The source waveform we
generated by this method including square wave, dual frequency wave, three-frequency wave, five-
frequency wave, seven-frequency wave, nine-frequency waves, eleven-frequency wave and thirteen
frequency wave and other more complex waveform signal.
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Abstract— Stolt migration is one of the useful GPR imaging algorithms, which has the ad-
vantage of fast implementation speed. The fast Fourier transform of integral formula in image
reconstruction is realized by coordinate transformation and done through interpolation. Inter-
polation determines the effectiveness of imaging directly. In the practical applications, zero-fill
interpolation in time-domain is used to improve accuracy, but which will increase the compu-
tational complexity. In this paper, non-uniform fast Fourier transform (NUFFT) algorithm is
introduced to realize the fast computing of integral formula in image reconstruction directly. The
simulation results show that this method achieve good results.

1. INTRODUCTION

Stolt migration is one of the useful GPR imaging algorithms which has the advantage of fast
implementation speed. The date, which is uniformly distribute in frequency-wavenumber domain,
is transformed from frequency-wavenumber domain to wavenumber-wavenumber domain. Then
using interpolation method to make sure that the date is uniformly distribute in wavenumber-
wavenumber domain. So it will be possibility to use the FFT, which lead efficiencies, to calculate
the date. That is the key method of Stolt migration method. Usually, the Linear interpolation and
sinc interpolation [2, 3] is used. Interpolation determines the effectiveness of imaging directly, in
the practical applications, zero-fill interpolation in time domain is used to improve accuracy but
which will increase the computational complexity.

This paper analyzed the root causes of why could not use FFT to calculate the formula for
image reconstruction before stolt interpolation. Then introduced the algorithms of computing
Fourier transform with unequally spaced data in any of the domain (time or frequency) have been
proposed. These algorithms are known as Non-Uniform FFT (NUFFT), NUFFT was first proposed
by Dutt and Rokhlin in 1993 [4], Beylkin; Nguyen [5] and Liu; Fessler [6] and Sutton [7] are made
great contributions to its development.

In this paper, NUFFT is introduced to realize the fast computing of formula in image reconstruc-
tion directly. Both the stolt interpolation and the final range inverse FFT have been substituted by
a single NUFFT. This paper describes the detail application of the NUFFT’s to the stolt migration
algorithm. Compared the new method with the old ones in calculation efficiency and image result.
The performance is illustrated with numerical simulations. The simulation of B-scan data of a
two-layered medium is generated by the Gprmax2.0 software. The simulation results show that
this method reduce the complexity of the interpolation while ensure the operational speed. at the
same time, it use least-square to approximate the function so the energy of the image result is more
concentrated. This method achieves good results.

Figure 1: Migration schematic.

xx

(a) (b)

. uniform data
raw data

k k

zkω

Figure 2: Coordinate transformation and stolt interpolation.
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2. STOLT MIGRATION ALGORITHMS

Migration method back propagates the received wave front to the instant the target “explodes” and
the image is then the scalar field at the instant before it begins to propagate. From the recording
section extended to the imaging section is called migration that is show in Fig. 1.

Consider the 2-D case, the raw data e(x, z = 0, t) is measured on the surface z = 0. The imaging
data after migration is e(x, z, t = 0), in particular, the 2-D Fourier transform can be written as:

E(kx, z = 0, ω) =
∫∫

e(x, z = 0, t)e−i(kxx+ωt)dxdt (1)

The wave field extrapolation formula in the ω-k domain is:

E(kx, z, ω) = E(kx, z = 0, ω)eikzz (2)

The 2-D inverse Fourier transform about kx, ω can be written as:

e(x, z, t) =
1

(2π)2

∫∫
E(kx, z, ω)ei(kxx+ωt)dkxdω (3)

According to Eq. (2) and make t = 0, the integral formula in image reconstruction is:

e(x, z, t = 0) =
1

(2π)2

∫∫
E(kx, z = 0, ω)ei(kxx+kzz)dkxdω (4)

We could Calculate Eq. (4) by direct summation and thus is an accurate evaluation of Eq. (4)
but it takes o(N2) as many as operations. An interpolation approach is usually utilized to improve
efficiency. consider the ω-k domain algorithm:

k2
x + k2

z =
(

ω

v/2

)2

(5)

It is easy to see form Eq. (5) that kz =
√

[ω/(v/2)]2 − k2
x, so kz is unequally spaced, that is why

Eq. (4) can not calculate though FFT. However, according to Eq. (5), Eq. (4) becomes

e(x, z, t = 0) =
1

(2π)2

∫∫
E′ ×Geikxxeikzzdkxdz (6)

That

E′ = E
(
kx, z = 0,

v

2

√
k2

x + k2
z

)

G =
v

2
√

1 + k2
x/k2

z

Then, though interpolation kz becomes uniform, so that Eq. (6) can be Calculate by regular FFT,
Coordinate transformation and interpolation as show in Figure 1.

3. MIGRATION BASED ON NUFFT

In the stolt migration a variable transform is made form ω to kz and then interpolation is peformed
along kz. There are many of the traditional interpolation methods, such as linear interpolation, sinc
interpolation, and their improved methods [2, 14]. If the method selected inappropriate, the energy
will not concentrate and will Cause the parasitic Component [2]. By zero-padding in the time
domain can improve the accuracy of interpolation, thereby improving image quality, but this will
increase computational complexity. This paper introduces the non-uniform fast Fourier transform
(NUFFT) to achieve Eq. (4).
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3.1. NUFFT Algorithms
The main idea of NUFFT is for a known point of non-uniform space and its close points in the
uniform space, we can use the points’ Fourier transform basis functions to approximate the point’
which is in the non-uniform space.

Our aim is to develop a fast algorithm to find the following summation:

F (α)j =
N/2∑

k=−N/2

αke
i 2π

N
jtk j = −N

2
, . . . ,

N

2
(7)

in which tk is un-uniform, for most NUFFT algorithms the procedures is:
1. Use (q + 1) uniform points to interpolate one point’s (tk) Fourier transform basis function

(exp(i2πjtk/N))

sje
i 2π

N
jtk =

q/2∑

l=−q/2

xl(tk)ei 2π

mN
j([mtk]+l) (8)

where the “accuracy factors” 0 < sj ≤ 1 are chosen to minimaize the approximation error. Use
least-square to approximate this sequence by a small number of uniform points.

2. Calculate Fourier coefficients

ηn =
∑

l,k,[mtk]+l=n

αkxl(tk) (9)

3. Regular FFT: use uniform FFT to evaluate

Fj = s−1
j

mN/2−1∑

n=−mN/2

ηnei 2π

mN
nj (10)

The number of arithmetic operations is O(N(q + 1) + mN log mN).
3.2. Stolt Migration Using NUFFT
Is easy to see that the discrete form of Eq. (5) is

[
2πnω

dtNt
/(v/2)

]2

=
[
2πnkx

dxNx

]2

+
[
2πnkz

dzNz

]2

(11)

So

nkz
= Nzdz

√[
nω

dtNt
/(v/2)

]2

−
[

nkx

dxNx

]2

(12)
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Figure 3: GPR B-scan of a two-layered medium.
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1012 PIERS Proceedings, Xi’an, China, March 22–26, 2010

the discrete form of Fourier transform basis function exp(ikzz) is exp(i2πnkz
z/N), use the NUFFT

method can realize the fast Computing.

4. EXPERIMENTAL RESULTS

In the simulation experiment. The case of a metal ball existing at a depth of 0.2525 m. The
transmitter is located at 0.05 m Above the surface. The simulation of B-scan data of a two-layered
medium is generated by the Gprmax2.0 software. An electromagnetic pulse of ricker form is assumed
to be emitted. The simulated depth of medium air and concrete is 0.05m and 0.45 m respectively.
The relative dielectric constant of each layer is 1 and 20 respectively. The center frequency of
transmit antenna is f = 900MHz and sampling time is dt = 5.89 ps. After suppression of ground
reflective wave and direct coupling wave interference, the B-Scan image is shown in Fig. 3. the
migrate result with the NUFFT migration method as show in Fig. 4, where q = 6 and over sampling
rate m = 2, accuracy factors sj = cosπj/(mN).

For comparison, the direct-summation migration and interpolation migration methods are im-
plemented. we use entropy to measure the effect of the migration image, the more greater the
entropy, the more confusion the migration image is. For the matrix A = (aij)m×n, define that the
entropy is [10, 13]:

E(A) =




n∑
j=1

m∑
i=1

a4
ij

[
n∑

j=1

m∑
i=1

a2
ij

]2




−1

(13)

The result is reported in Tab. 1.

Table 1: The entropy of the images.

Direct-sum interpolation NUFFT
entropy 5.8645 10.3621 6.9298

5. CONCLUSIONS

Through the analysis above and simulation results we can see that, the Stolt migraton based on
NUFFT is efficient while reducing the complexity of the interpolation, and has made good imaging
results. NUFFT algorithm and stolt interpolation both are adopted to achieve the fast computing
of Eq. (4) by approximate, but NUFFT algorithm is to approximate the Fourier transform-based by
least-squares method in the frequency domain which is more normative, and the energy of the result
image is more concentrated. In addition, in practical applications, due to obstructions, restricted
areas and underground media, the raw data is also non-uniformity, NUFFT algorithms will be more
widely used in this field.
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Abstract— In this paper, Small planar focal plane array (FPA) for millimeter-wave (MMW)
imaging system is realized by adding an extended hemispherical lens to a scanning and focus-
ing system, which is composed of a scanning planar mirror and a focusing parabolic mirror.
Firstly, optical path and spot-patterns for different incident angles are calculated and compared
without or with an extended hemispherical lens by using ray-tracing method. Numerical results
demonstrate that for the small planar FPA the focusing performance can be improved greatly
by adding an extended hemispherical lens when the incident wave is unparallel to the z-axis.
Secondly, for different incident angles, the contour diagram of electric field in the focal plane
of imaging system with extended hemispherical lens is calculated by ray-tracing method and
Stratton-Chu vector diffraction integral formula. The numerical results show that the system
with extended hemispherical lens has good imaging performance.

1. INTRODUCTION

Millimeter-wave (MMW) imaging has proven to be a useful technique for penetrating bad weather,
seeing through some certain building materials, or detecting concealed articles under clothing. In
the last several decades, many MMW imaging systems have been proposed [1–4]. However, long
acquisition times pose serious limitations to the use of MMW imaging. Recently, MMW imaging
systems that utilize focal array systems are of particular interest because they can solve the problems
of long acquisition times. However, the number of detectors on focal plane, which is very important
for the performance of imaging, is limited due to the cost and techniques Fortunately, the scanning
system can minimizes the receiver numbers while keep high performance, thus using small receiving
arrays combining the mechanical scanning is a feasible method [5].

Offset parabolic mirror is usually used as energy focusing antenna in multi-beam system. How-
ever, due to the characteristics of offset parabolic mirror, the receiving arrays must be arranged on
the curved surface, which is a hard work and high-cost [6, 7]. The extended hemispherical lens has
properties that if an optical system is designed such that all the rays are being focused to a point,
the extended hemispherical lens can be added to the system and all the rays will still focus to a
point [8]. Taking use of the properties, we introduce an extended hemispherical lens in our system
to construct a small plane array on the extended surface of hemispherical lens. Numerical results
show that the imaging system with extended hemispherical lens has good performance.

2. ANALYSIS AND CALCULATION

2.1. Geometry of the Imaging System
Figure 1 shows the optical path of the imaging system with extended hemispherical lens. Incident
plane waves enter from the left and are brought to the parabolic mirror by the rotatable planar
mirror, and then the waves are focused on to the focal plane of the imaging system, see Fig. 1. For
incident wave with different incident angles, the planar mirror will scan so that to keep the wave
reflected from the planar mirror be focused on to the center point of focal plane. The parabolic
mirror is 90

0
offset and the equation is y2 + z2 = 4f(f − x), its focus point is on the origin point

and the focal length f is 160 mm.
The diameter of incident diaphragm is 160mm, and the frequency is 100 GHz. The size of the

system is about 400 mm × 600mm × 160mm. In this paper, θx, θy and θz are the angles between
the incident plane wave and the x-axis, y-axis and z-axis respectively. be greatly improved by using
extended hemispherical lens.

2.2. Optical Path and Spot-patterns
In Fig. 2 the focusing characteristics of the imaging system for different incident angles without or
with extended hemispherical lens are shown respectively. As shown in Fig. 1, the position of focal
plane for the system without or with extended hemispherical lens is different. From Fig. 2, it can
be seen clearly that if the incident wave is unparallel to z-axis, the focusing performance can
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Figure 1: The optical path of the imaging system.

(a) (b)

Figure 2: For different incident angles, the focusing characteristics of the imaging system without or with
extended hemispherical lens. (a) Without extended hemispherical lens, (b) with extended hemispherical
lens.

(a) (b)

Figure 3: For different incident angles, the spot-patterns on focal plane of the imaging system without or
with extended hemispherical lens. (a) Without extended hemispherical lens, (b) with extended hemispherical
lens.
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Figure 4: Calculation result compared with experiments given in reference [10].

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5: For different incident angles, the diffraction pattern of |Ex|2 for different incident angles.
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The spot-patterns of the imaging system without or with extend hemispherical lens are illus-
trated in Fig. 3 respectively. The incident wave with different incident angles will focus in the
different position on the focal plane. Comparing the two figures, we can find that when the inci-
dent wave is unparallel to the z-axis, extended hemispherical lens can decrease the spot-patterns
largely, which means the imaging performance will be improved greatly. In the following text,
we will calculate and analysis the field on the focal plane of the imaging system with extended
hemispherical lens.

2.3. Contour Diagram of Electric Field
Using the ray-tracing method and Stratton-Chu vector diffraction integral formula [9], we have
calculated the field distribution on the focal plane of the reverse-microscope system in [10] at X
waveband, the parameters are the same as the reference [10].Our numerical results are compared
with the measured result, better agreement has been found as shown in Fig. 4.

In Fig. 5, the diffraction pattern for different incident angles are shown when the planar mirror
are kept fixedly. It can be seen clearly that the plane wave for different incident angles has its
diffraction pattern in the different position of focal plane. The aberration and the difference of
peak value of |Ex|2 are very small and can be tolerated. A linearly polarized plane wave with
different incident angle corresponds to the different point of the scene. According to these, for the
imaging system, we can arrange the detectors in different position of the focal plane to receive the
wave emitting from the different point of the scene. Moreover, the diffraction pattern can provide
enough information for evaluating the imaging performance and selecting the detector elements.

3. CONCLUSION

In the present paper, small planar FPA for MMW imaging application is constructed by bringing
an extended hemispherical lens into an imaging system, which is composed of a scanning planar
mirror and a focusing parabolic mirror. The numerical results indicate that the improvement of the
imaging performance can be reached by using the system with an extended hemispherical lens, when
compared with the system without an extended hemispherical lens. Our work is very meaningful
to design a low-cost and practical system for millimeter-wave imaging.
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Abstract— In this paper, we discuss the simulation for GPR echoes propagated in a lossy
media and propose the echoes simulation method based on non-constant-Q attenuation model
which conforms to the actual situation of the underground media. The signal model of GPR
echoes and the simulation wave based on non-constant-Q attenuation model are established.
Simulation results demonstrate the new method has better performance than the method based
on the constant-Q attenuation model.

1. INTRODUCTION

Ground Penetrating Radar (GPR), as a high-resolution, high-precision and non-destructive detec-
tion tool, is widely applied in the quality surveillance for the highways, bridges and runways ect [1].
The underground media belongs to lossy media whose dielectric response is frequency-dependent,
so its quality factor, Q, is frequency-dependent which makes it more complicate for the electro-
magnetic wave to propagate in the layer media [1]. It is important to study electromagnetic wave
propagation characteristic in non-constant-Q layer media and echoes simulation technique for the
inversion of the underground structure.

Much attention has been attracted to the simulation for GPR echoes propagated in a lossy layer
media. The outstanding products include the methods based on the echo model [2, 3] and on the
Finite Difference Time Domain (FDTD) [4]. For the echo-model-based method, the propagation
attenuation of electromagnetic wave is based on the constant-Q model in which dielectric permit-
tivity of the media obeys a complex power function of frequency [2, 3]. However, for the lossy media
whose dielectric permittivity doesn’t comply to a complex power function of frequency, the quality
factor isn’t constant, but frequency-dependent. This mismatch will affect the simulation precision
and the constant-Q model above is invalid for such situations. For the FDTD-based method, more
complexity and operation burden are required concerned with the solution to the Maxwell equations
iteratively and the setting of the absorbing boundary conditions (ABC).

In this paper, we discuss echoes simulation based on non-constant-Q attenuation model. The
simulation results are compared and analyzed based on the data obtained by the GPR data simu-
lation software (GprMax) and demonstrate the new method is valid.

2. PROBLEM FORMULATION

GPR transmits high frequency and ultra-wideband pulse which can be reflected due to variations
in the electrical properties of the investigated medium. The returned echoes of GPR signal for a
multilayered medium are superimposed signals reflected from the boundaries of different media,
which can be described by:

y(t) =
N∑

n=1

s(t) ∗ hn(t) + ε(t) (1)

where N denotes the number of independent echoes, s(t) is the transmitted pulse, hn(t) is the
impulse response of the channel through which the n-th echo propagates and ε(t) denotes unmodeled
clutter and noise. The impulse response hn(t) can be written as:

hn(t) =
Ln∏

l=1

an,lhn,l(t) (2)

where Ln is the number of the media layers which the n-th echo propagates through, hn,l(t) is the
impulse response of the n-th echo in the l-th media and an,l is the change of the n-th incidence
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wave amplitude which enters the l-th media and it is frequency-dependent. For example, if the EM
wave is reflected on the boundary, an,l is reflection parameter and hn,l(t) is the same as hn,(l−1)(t).
However, if the EM wave is refracted on the boundary, an,l is the refraction parameter and hn,l(t)
is different from hn,(l−1)(t).

The impulse response of any media can be described as

hn,l(t) = exp (−αn,ldn,l) δ(t− τn,l) (3)

where αn,l is the attenuation coefficient of the corresponding media, dn,l and τn,l are the depth and
time delay of the n-th echo in the l-th media respectively. They are both frequency-dependent.

From Equations (1)–(3), the spectrum of the received signal y (t) can be written as

Y (ω) = S (ω)
N∑

n=1

Ln∏

l=1

an,l exp {−αn,ldn,l − jωτn,l} (4)

By Equation (4), we can see that the simulation problem for GPR echoes is actually to solve
the model parameter an,l, αn,l and τn,l on the condition that the transmitted pulse s(t) and the
media property are given. The received signal y(t) or Y (ω) then can be obtained by the above
model parameter.

3. QUALITY FACTOR

To descript attenuation characteristic of a non-magnetic lossy media, we use complex dielectric
permittivity ε̄:

ε̄ = ε′ − jε′′ (5)

where, ε′ and ε′′ are the non-negative real values.
The Q factor is useful for characterizing wave attenuation. The Q factor is defined as the ratio

of total energy restored and the energy loss in one cycle and can be written as [3]:

Q = ε′
/
ε′′ (6)

For the constant-Q model, the dielectric permittivity obeys a complex power function of fre-
quency [2, 3]:

ε̄ = ε0 (jω/ω0)
−2γ (7)

where ω0 is the reference frequency, ε0 is equal to the dielectric permittivity value for γ = 0 and γ
is constant, then the Q factor can be described as [2, 3]

Q = 1/tan (πγ) (8)

here, Q > 0 and 0 < γ < 1/2. We can see that the Q factor is constant and frequency-independent.
For a lossy media, Debye model can be used to describe the dispersion characteristic of the

media and the frequency-depended permittivity can be described as:

ε̄ = ε∞ + (εs − ε∞)/(1 + jωζ)− j (σ/ω) (9)

where, εs is the static (DC) permittivity, ε∞ is the permittivity at theoretically infinite frequency,
ζ is relaxation time of the media and σ is conductivity. From Equations (6) and (9), we can see
that the Q factor is frequency dependent for the non-constant-Q model. The simulation for GPR
echoes based on non-constant-Q model is mainly studied in the following section.

4. INTERFACE EFFECT ON ECHOES

The amplitude of the received signal is related with the loss caused by the reflection and refraction
in the interface and that caused by the electromagnetic propagation within the media. The time
delay lies on the depth of the media and the phase velocity propagated in the media. This section
will discuss the effect of the interface between the different media.

When the n-th echoes is reflected in the l-th interface,

an,l =
(√

ε′l −
√

ε′l+1

)/(√
ε′l +

√
ε′l+1

)
(10)
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When the nth echoes is refracted in the lth interface,

an,l = 2
√

ε′l
/(√

ε′l +
√

ε′l+1

)
(11)

where, ε′l and ε′l+1 are the real part of the dielectric permittivity of the l-th and (l + 1)-th layer
media.

5. LAYER MEDIA EFFECT ON ECHOES

To analyze the loss caused by electromagnetic wave propagated within the layer media, the complex
wave number k is used and it can be defined as:

k = β − jα (12)

where, β is phase coefficient and α is attenuation coefficient. Then β and α can be described again
as [3]:

β = ω

[
µε′

(√
1 + (1/Q)2 + 1

)/
2
] 1

2

(13)

α = ω

[
µε′

(√
1 + (1/Q)2 − 1

)/
2
] 1

2

(14)

The effective factor of the echoes amplitude e−αn,ldn,l , caused by the loss of the n-th echoes propa-
gated in the lth layer media, is related with attenuation coefficient αn,l and the depth of the media
dn,l. Let

tan δ = 1/Q (15)

then α is related to β as follows:
α/β = tan (δ/2) (16)

The effective factor e−αn,ldn,l can be written as:

exp (−αn,ldn,l) = exp [−βn,ldn,l tan (δn,l/2)] = exp [− (ωτn,l) tan (δn,l/2)] (17)

where, τn,l and δn,l are the corresponding time delay and δ value for non-constant-Q media. From
Equation (17), it can be seen that the loss of electromagnetic wave within the layer media is
frequency-dependent.

The phase velocity of the n-th echoes propagated in the l-th layer media can be written as::

vn,l = ω/βn,l (18)

Substituting Equations (13) and (16) to Equation (18), the corresponding phase velocity can be
obtained,

vn,l =
√

cos δn,l

/[√
µε′l cos (δn,l/2)

]
(19)

From Equation (19), the time delay can be obtained,

τn,l = dn,l/vn,l =
√

µε′l cos (δn,l/2)
/√

cos δn,l (20)

6. EXPERIMENT RESULTS

To verify the efficiency of the proposed method, the simulation results were compared and analyzed
based on the data obtained by GPR data simulation software (GprMax) which is widely used and
is representational for the GPR data simulation. In GprMax software, GPR echoes can be obtained
based on the FDTD method [5].

We present some numerical examples of runways to illustrate the performance of the proposed
algorithms. In the following examples, the runways consist of surface media and base media.
The characteristic of surface media asphalt, is Debye dispersion characteristic. The corresponding
parameters for the media are εs = 6ε0, ε∞ = 2ε0 (ε0 is the air dielectric permittivity), ζ = 0.1 ns,
σ = 0.001 S/m. The base media is assumed to be non-dispersion media because we needn’t consider
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the bottom reflection of the base media. The corresponding parameters of the base media are
ε∞ = ζ = σ = 0, εs = 22ε0. The transmitted signal is a Ricker pulse [5] with the centre frequency
fc = 900 MHz, the time window Tw = 10ns, the sampling interval Ts = 0.07 ns and the sampling
frequency fs = 1.41× 104 MHz which can be decreased by the sequencing sampling [1].

Firstly, suppose the depth of the surface media d1 = 0.1m. The simulation echoes are shown in
Figure 1, in which the dashed line is the result with GprMax software (FDTD method), dashdotted
line is the result with constant-Q model, solid line is the result with non-constant-Q model and
lineation is the result without the consideration of dispersion. To improve the visualization effect,
we amplified locally Figure 1(a) to obtain Figure 1(b). Compared with the echoes obtained by
the method without the consideration of dispersion, the echoes obtained by the methods with
the consideration of dispersion have changed a lot in both the waveform and the amplitude. So
the estimation performance of the echoes parameters (amplitude, time delay ect) is effected if we
don’t consider the dispersion Compared with the echoes obtained by constant-Q model, the echoes
obtained by non-constant-Q model is closer to that obtained by GprMax software because of the
consideration of the actual characteristic of the quality factor. However, because of the effect of the
following factors, including the operation precise, absorbing boundary conditions ect, the echoes
obtained by the proposed method and that obtained by GprMax software have small discrepancy.

To verify the relation of attenuation and dispersion with the depth of the media, we increase
the depth of the surface media and suppose d1 = 0.35m. Figure 2 shows the received echoes from
which we can see that the attenuation and dispersion increase with the depth of the media. In
addition, the discrepancy of the echoes obtained by constant-Q model and non-constant-Q model
increase with the depth of the media.

(a) Echoes wave (b) Amplified figure locally

Figure 1: Echoes simulation for d1 = 0.1m.

(a) Echoes wave (b) Amplified figure locally

Figure 2: Echoes simulation for d1 = 0.35 m.
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7. CONCLUSION

Based on the EM characteristic of a lossy media, we proposed non-constant-Q model in this paper.
The signal model of GPR echoes and simulation wave were established based on non-constant-Q
model. By comparing with the widely-used GprMax software, the simulation results demonstrate
the proposed method has better performance than that based on the constant-Q model.
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Abstract— Reflections from the field boundary is a medium that can not be avoided in the
GPR antenna. These reflections lead to a successful energy transmitted into the medium becomes
smaller. This is indicated by a decline amplitude transmitted waves. To minimize this reflection
is used as a medium of dielectric layer transition from the antenna to the medium. By using this
dielectric layer from amplitude expected to signal that the medium will be higher. Apart from
amplitude, should also noted ringing level. A good antenna has a small ringing level. Therefore,
in this simulation is used resistive loading. With resistive loading is expected to wave reflection
from the end of the antenna can be reduced. So with the imposition of resistive and dielectric
layers are expected to signal that is transmitted to the medium has a low ringing level and also
has a high amplitude.

1. INTRODUCTION

GPR is a useful device for the detection of objects buried beneath the soil surface to a certain
depth without the need to be done soil excavation. With GPR, the various activities or research to
find out information about the situation subsurface ground can be done quickly and easily. In the
GPR antenna systems play an important role, because the general performance of the GPR using
impulse radar is determined by the ability of impulse radiating antenna to the ground with the loss
and minimum distortion. This means that the impulse GPR antennas must be able to minimize
late-time ringing. Resistive loading is used to overcome these internal reflection [1].

Between the antenna and the medium used as a transition dielectric layer electromagnetic field
to the medium. To analyze the amplituda form in the medium to be used with the method of
numerical modeling Finite-difference time-domain (FDTD) using FDTD3D software. The selection
of this method with the consideration that the outcome is to get the waveform in time domain.
Other benefits include the use of FDTD: FDTD to work effectively on systems that use a monocycle
pulse as the excitation source, then FDTD allows the user to define the material properties paa all
points in computational domain so that the antenna is designed more realistic [2].

2. ANTENNA SYSTEM DESIGN

The proposed GPR antenna is dipole antennas with resistive loading and the dielectric layer. Use
no other dipole antenna because the antenna is a dipole antenna is often used for GPR applications
mainly because of its simplicity [3]. The main problem dipole antenna for GPR applications is its
narrowband, but for the application required GPR antenna with ultra-wideband characteristics.
To overcome this done at arm antenna resistive loading (let’s call this arm load) with the Wu-King
profile to reduce the late-time ringing due to multiple reflection between the tip of the antenna and
the feed point. Antenna geometry can be seen in the Figure 1. Dashed lines represent the load
arm and the gap that separates the line is a resistive load by inserting lumped element resistor in
accordance with the Wu-King profile. The number of resistors used 65 pieces with initial resistance
of 200 Ohms. From [5] note that the distance between the feed point with the first resistor is selected
as far as c/(f

√
εr) where c is the speed of light, f is the frequency of the pulse and a relatively

permitivity substrate (εr = 4 : 34) to radiation from the first resistor strengthen the radiation from
the feed point to the antenna broadside.

Furthermore antenna mounted on a dielectric layer 6 as a transition from the antenna to the
medium as shown in the Figure 2. Dielectric layer profile used is linear where εr difference between
the successive dielectric layer equal. The reason this election is a linear profile because of its
simplicity. εr value of each layer of dielectric and thickness can be seen in Table 1. This simulation
is used for the observation point 6 as shown in the Figure 3. Point 1 and 2 are used to generate
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4 cm

Resistor

132 cm

Substrat FR-4 Feedpoint

Main section (6 cm)Loaded section (57.9 cm)

Figure 1: Geometry dipole antennas with resistive loading.

Figure 2: Antenna with dielectric layers.

X
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Figure 3: Observation points simulation.

graphs and VSWR input impedance because the program does not generate direct FDTD3D the
input impedance and VSWR. The data generated from point 1 and 2 must be further processed
by using Matlab to generate graphics input impedance and VSWR. Point 3, 4, 5 and 6 are used
to seeing amplituda peak to peak signal and the resulting ringing. Medium used have εr = 10 and
σ = 0.05).

3. SIMULATION RESULTS

3.1. The Influence of Resistive Loading
3.2. The Influence of the Addition of a Dielectric Layer and Resistive Loading
4. RESULTS

The influence of resistive loading can be seen from Table 2. Obtained from the table that with the
addition of the resistive loading level of ringing can be reduced to about 1% (−40 dB). In the high-
resolution GPR applications necessary condition ringing maximum level 1% (−40 dB). Simulation
results indicate a resistive load is able to meet high resolution requirements. However, this resistive
loading will give dimension larger antennas. In terms of input impedance, when there is no resistive
load is the input impedance fluctuations in the range 0–2.5GHz. This shows the nature of the
narrowband dipole antenna. As for the application of GPR antenna ultrawideband.Dengan required
the addition of resistive loading the resulting graph is more flat. With Z0 = 200 Ohms VSWR can
be seen in the Figure 7. Resonannya frequency around 830 MHz. Frequency range of VSWR = 2

Table 1: Profile of a dielectric layer
is used.

Layers εr Tickness
1 2.28 1.67 cm
2 3.57 1.67 cm
3 4.85 1.67 cm
4 6.14 1.67 cm
5 7.42 1.67 cm
6 8.71 1.67 cm

Table 2: Level ringing with resistive loading and without resistive
loading.

Points
Level ringing

without resitive
loading (%)

Level ringing
without resistive

loading (%)
Point 3 160.54 1.14
Point 4 108.33 1.06
Point 5 168.67 1.11
Point 6 110.23 1.09
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Figure 4: Input impedance without resistive loading. Figure 5: VSWR without resistive loading (Z0 =
200 Ohm).

Figure 6: Input Impedance with resistive loading
(initial resistance 200 Ohm).

Figure 7: VSWR with resistive loading (first resis-
tancel 200 Ohm).

Figure 8: Input Impedance with resistive loading
(initial resistance 40 Ohm).

Figure 9: VSWR with resistive loading (initial resis-
tancel 40 Ohm).

is 666–1233MHz. Bandwidth is obtained around 567 MHz (Fractional bandwidth = 0 : 59). Terms
of ultrawideband Fractional bandwidth is greater than 0.25. Therefore, the proposed antenna are
eligible ultrawideband. In Figures 6 and 7 used the early resistance of 200MHz and follow the
Wu-King profile. If the initial resistance was changed to 40Ohms and still follow the Wu-King
profile of the results obtained as shown in picture 8 and 9. Obtained input impedance is more
flat than using the initial resistance of 200 Ohms. With the initial resistance of 40 Ohms to get the
frequency range of VSWR = 2 is 508 to 2910 MHz. Antenna bandwidth around 2.4 GHz (Fractional
bandwidth 1.40) and the resonant frequency of 800 MHz. Input impedance produced by the Wu-



1026 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Figure 10: Input impedance with resistive loading
(initial resistance 200 Ohm).

Figure 11: VSWR dengan layer dielektrik dan pem-
bebanan resistif (resistansi awal 200Ohm).

Figure 12: Input impedance with resistive loading
(initial resistance 40 Ohm).

Figure 13: VSWR with resistive loading (initial re-
sistancel 40 Ohm).

King profile with initial resistance of 40 Ohms is more flat than the initial resistance of 200 Ohms for
a 40 Ohm resitansi early reflections occur from the lower end of the antenna. But in a simulation to
see the effect of adding a dielectric layer using a resistive loading with initial resistance of 40Ohms
is only used to analyze the input impedance and VSWR alone. This is because when using FDTD
to simulate a small resistance so it will take bigger. Especially for the ringing analyze the resulting
data have to be greater than 2 times the pulse duration of 3.2 ns pulse begins early. Observation
point inside the medium to make the necessary time interval for the signal travels up to the medium
also increases thereby increasing the simulation time. So with the above considerations the effect of
the addition of a dielectric layer is not done for the early resistance of 40 Ohms. Then after seeing
the influence of the addition of a resistive load, see also the influence of the addition of a dielectric
layer and the resistive loading at the same time. From Table 3 can be seen rising levels of ringing
and the peak to peak primary pulse when compared with no addition of a dielectric layer. Ringing
level on average increased to 4.56%–5.23% while the increase in the main pulse at each point varies
from 304% at 3 points to 250% at point 6. The increase in the level of the main pulse shows a
successful energy transmitted into the growing medium. The increase in the level of ringing is due
to many reflections on the limits of 2 different medium. Because rapid vines in each medium is
different then there is some signal to precede the other pulses. Signal to more than 3.2 ns pulse
starts from the beginning would be considered a ringing. Input impedance and VSWR with initial
resistance of 200Ohms can be seen in the picture 3 : 10 and 3 : 11. From the picture when compared
with Figures 6 and 7 can be seen form the graph is similar. The difference is that the dielectric
layer shift of 130 MHz in the direction of smaller frequency. Frequency range of VSWR = 2 is 584
to 1050MHz. Bandwidth is obtained around 466MHz (Fractional bandwidth 0 : 57). Then if used
resistive loading with initial resistance of 40 Ohms is obtained resonant frequency shift of 110 MHz
to 690 MHz. Frequency range of VSWR = 2 is 397 to 2637 MHz. Bandwidth is obtained to be
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Table 3: Level ringing and increased peak to peak primary pulse with the addition of a dielectric layer and
resistive loading.

Points Ringing Level (%)
Increased peak
to peak primary

pulse (%)
Point 3 5.23 304.62
Point 4 4.56 278.66
Point 5 5.22 270.46
Point 6 4.60 250.93

2240MHz (Fractional bandwidth 1 : 47).

5. CONCLUSION

Of the overall simulation above can be seen that with the addition of resistive loading can suppress
ringing the desired level. The addition will increase the dielectric layer peak to peak amplituda
main pulse but will also raise the level of ringing. In terms of input impedance and VSWR, resistive
loading can make the resulting input impedance is more flat. The addition of the proposed dielectric
layer does not change the form input impedance and VSWR as a whole produced but will shift the
graph is approximately 100 MHz to the lower frequencies. Ringing level generated by the linear-
profile dielectric layer is not able to meet the high-resolution GPR applications that require ringing
level is less than 1% (−40 dB). Therefore necessary to develop longer-layer dielectric profile and the
optimal resistive load so that it can provide peak to peak amplituda high but can still keep ringing
levels below 1% (−40 dB).
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Abstract— A dual-frequency precipitation radar (DPR), which will be the major payload of
the FengYun-3 (FY3) Precipitation Measurement Satellite, is being developed in China. This
radar will be used to observe Typhoon rain and other precipitation. In the case of spaceborne
precipitation radar, the backscattered echo of the sea surface is much stronger than the rain echo.
In this paper, the model of sea clutter interference with precipitation measurement of the FY3
DPR is built, and the effects of sea clutter on the design of the antenna radiation pattern are
analyzed in detail. Based on the analysis of surface clutter, the requirements for antenna beam
width and radiation sidelobe level are proposed.

1. INTRODUCTION

China is one of the countries which suffer most serious damage caused by typhoon. There are
about 6.9 landing tropic cyclones per year on average in China that is more than other countries
of the northwest Pacific [1]. Typhoon Morak claimed hundreds of lives in Taiwan 2009, and the
direct economic losses from this typhoon exceeded RMB 10 billion. Hard rain accompanying with
Typhoon is one of the primary factors which lead to disaster. Since Typhoon and other tropical
cyclones are over sea during much of their life cycle, there is only the spaceborne radar that can
obtain their three dimensional structure and energy transfer, and all these information will be
helpful to estimate the surface rain rate and to forecast the track. China is planning to launch
a FengYun-3 meteorological satellite, i.e., the Precipitation Measurement Satellite (FY3 PMS),
to measure precipitation in the future. Its major payload is a dual-frequency precipitation radar
(DPR).

For spaceborne precipitation radar, the rain volume is proximate to the Earth’s surface, and
the backscattered echo of land surface is much stronger than that from the rainfall. Usually, sea
surface echo is stronger than the land surface backscattering. When rain rate is 0.5 mm/h, typical
value of the power ratio of the returned signal from precipitation to that from sea surface for
a precipitation radar with frequency of 13.8 GHz is −35 dB∼−55 dB [2]. Therefore the received
rain echo may be masked or contaminated by the serious sea clutter through antenna beam while
observing precipitation adjacent to the sea surface.

It is obvious that the sea clutter must be considered for the design of performance parameters
for the FY3 DPR. The development of the FY3 DPR prototype is introduced briefly at first in
this paper. Then the effects of sea clutter on the design of the antenna radiation pattern including
antenna beam width and sidelobe level are analyzed in detail.

2. FY3 DPR

The FY3 PMS will operate in a non-sun-synchronous circular orbit, and the flight altitude is
about 400 km. The satellite will adopt a low orbit inclination angle in order to make frequent
measurement of typhoon. The FY3 DPR consists of two active phased array radars, which are Ku-
band precipitation radar (KuPR) and Ka-band precipitation radar (KaPR). The main objective of
the FY3 DPR is achieving accurate measurement of Typhoon rain and other types of precipitation,
such as stratiform rain, snow, etc. Key technologies for the radar, such as the slotted wave guide
antenna with low sidelobe level, the real-time digital signal processor and so on, are being developed
by Beijing Research Institute of Telemetry and Beijing Institute of Remote Sensing and Equipment.

Table 1 gives the main expected performance parameters for the FY3 DPR. The KuPR and
KaPR both execute ±20◦ across track scan, and the corresponding swath width is about 300 km.
The range resolution is 250 m, which is implemented by transmitting 1.6µs pulse. The observation
range is 18 km in height, and mirror image observation will be done near the nadir. The minimum
detectable rain rate of the KuPR is 0.5 mm/h. For the sake of measuring snow and light rain, the
KaPR has higher detecting sensitivity (0.2 mm/h). No less than 64 independent samples in each
resolution volume are needed for maximizing the signal-to-noise ratio (SNR).
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Table 1: Key expected performance parameters for the FY3 DPR.

KuPR KaPR

Frequency 13.6 GHz 35.5GHz

Swath width 300 km

Horizontal resolution 5 km (at nadir)

Range resolution 250m

Observation range 18 km∼ −5 km ASL

Minimum detectable rain rate 0.5mm/h 0.2mm/h

Measurement accuracy ≤ ±1 dB

Number of independent samples ≥ 64

0
σ

(d
B

)

 

0

 

(a) Ku-band                                  (b) Ka-band 

0
σ

Figure 1: Sea surface backscattering model.

3. SEA CLUTTER MODLING AND SIMULATION

It is well known that microwave backscattering of the ocean is determined by both sea surface
conditions and the observation geometry. Since it is hard to use a simple model to define the
sea surface scattering, here the backscattering coefficients from practical measuring data are used,
and only the strongest backscattering at different incidence angles are picked out to study the
case in which the interference of sea clutter is most severe for determining the requirement on
the antenna radiation pattern of the FY3 DPR. We use the sea scattering data measured by the
precipitation radar (PR) onboard the Tropical Rainfall Measuring Mission (TRMM) satellite as
the sea surface backscattering coefficients of Ku-band. The data set acquired at AAFE RADSCAT
flight experiment is used while the scan angle is bigger than the maximum scan angle (17◦) of the
PR [3]. The backscattering coefficients of Ka-band are taken from the experiment results of Grant
and Yaplee [4]. The cubic spline interpolation is applied to all these data in order to achieve the sea
surface normalized radar backscattering sections σ0 within the whole scan range, shown in Fig. 1.

A simple precipitation model is utilized to simplify the analysis, i.e., a uniform rain field extends
from the sea surface to the 5 km altitude and there is a 0.5 km thickness bright band at the rain
top, attenuation of which is twice as that of other rain region. In order to study the effect of
the most severe sea clutter interference, the intensity of the rain field is assumed to be the mini-
mum detectable rain rate of the FY3 DPR. The relationship between precipitation and the radar
measuring parameters used here is expressed as [5, 6]

η = 4.7357× 10−4I1.54, k = 0.032I1.124 KuPR (1)
η = 1.3276× 10−2I1.33, k = 0.215I1.07 KaPR (2)

where η is the radar reflectivity (1/km), I is the rain rate (mm/h), and k is the attenuation
coefficient (dB/km).

The received power from precipitation Pr can be calculated by integrating the radar equation
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over the effective radar beam resolution volume V

Pr =
PtG

2
0λ

2

(4π)3
η

∫ L/2

−L/2

ArGr(l)
(R0 + l)2

dl

∫

Ω
G2

a(θ, φ)dΩ (3)

where Pt is the transmitted power, G0 is the antenna gain at boresight direction, λ is the wavelength,
Ar is the path attenuation of rain echo, R0 is the distance from radar to the rain cell V , l is the
distance between calculation point to the midpoint of V , Ga(θ, φ) is the normalized antenna pattern,
Ω is the corresponding solid angle of V , and Gr(l) is the normalized range weighting function. In
the case of non-pulse-compression radar like the FY3 DPR, the value of Gr is a constant.

The received signal power from sea clutter Ps can be obtained by integrating the radar equation
over the sea surface area S at the same range gate as that of V ,

Ps =
Ptλ

2G2
0

(4π)3

∫∫

s

G2
a − a(θ, φ)Gr

h2
s sec θ

Asσ
0 sin θdθdφ (4)

where hs is the satellite altitude, As is the path attenuation of sea clutter, θ is the incidence angle,
and φ is the azimuth angle.

The effect of sea clutter on the antenna half power beamwidth of the FY3 DPR will be analyzed
firstly. In the following numerical simulation, the signal to clutter power ratio (SCR, i.e., Pr/Ps)
is calculated at every 10 meter along the main beam direction. Here the antenna peak sidelobe
level of KuPR is assumed to equal to −35 dB. The altitudes which the sea clutter can interfere
severely (i.e., Pr < Ps) with different antenna beamwidth (or horizontal resolution) are shown in
Table 2. Normally the thickness of the thinnest stratiform precipitation is only about 3 km, so the
horizontal resolution of the FY3 DPR must be not less than 6 km. But higher resolution means
bigger antenna. Finally, 5 km horizontal resolution at nadir is chosen for the FY3 DPR because of
the dimension limitation of the satellite platform, the corresponding antenna half power beamwidth
is about 0.71◦.

Next we will examine the interference of sea clutter for the FY3 KuPR and KaPR with different
peak radiation sidelobe levels (SLL)in the case of which SLL is changed by adopting different
weighting coefficients for exciting current. These results are presented in Fig. 2 and Fig. 3, where
the abscissa represents antenna scan angle of the FY3 DPR and the ordinate represents the distance
from calculating point to the sea surface along the antenna boresight. The colorbars at the right
side of Fig. 2(a) and Fig. 3(a) indicate the mapping of the SCR values in dB to color for the KuPR
and KaPR respectively. Here we consider that if the SCR is greater than 0 dB then the precipitation
can be measured effectively by the FY3 DPR. It can be seen from Fig. 2(b) and Fig. 3(b) that
those regions above the 0 dB contour almost do not suffer from the interference of sea clutter.

Table 2: Antenna beamwidth dependence of altitudes which sea clutter can interfere severely.

Horizontal resolution at nadir 5 km 6 km 7 km

Corresponding antenna beamwidth 0.71◦ 0.86◦ 1.00◦

Altitude of sea clutter interference 2.38 km 2.82 km 3.18 km

    

(a) SLL = -30 dB (b) SLL = -35 dB

Figure 2: SCR with different antenna sidelobe levels for KuPR.
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                         (a) SLL = -25 dB (b) SLL = -30 dB

Figure 3: SCR with different antenna sidelobe levels for KaPR.

4. CONCLUSION

The DPR that will be installed on the FY3 PMS is being developed. The main objective of the FY3
DPR is to measure the three dimensional structure of precipitation, especially the Typhoon rain.
The effects of sea clutter on rain measurement from the FY3 DPR have been analyzed in order to
determine the requirements for the antenna radiation pattern. The power ratios of rain echo to
sea clutter have been calculated. From the results of the numerical simulation, it is concluded that
the performance parameters requirements of 0.71◦ antenna beamwidth, −35 dB radiation sidelobe
level for the KuPR and −30 dB for the KaPR are needed to ensure to discriminate little rain from
sea clutter with the FY3 DPR.
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Abstract— In this paper, the advantages of a microwave interferometeric sounder for atmo-
spheric observation from geostationary orbit are introduced firstly. Then the major system pa-
rameters and application indices of the system are listed and the system design scheme is outlined.
Furthermore, the four parts of the system, antenna, mm-wave receiver, wide band quadrature
IF receiver and high speed digital unit, are stated in detail. At the same time, the difficulties
needed to be solved further are pointed out.

1. INTRODUCTION

Meteorological satellite is primarily used to monitor and forecast strong convective weather, such
as typhoon and storm. Comparing with geostationary meteorological satellite, polar-orbiting one
has longer revisit time. The revisit time is not less than 6 hours, approximating to the typical life
cycle of strong convective weather, even if two pole-orbiting meteorological satellites are used at
the same time. Whereas geostationary satellite has characteristics of wider spatial coverage and
timeliness, which make it possible to monitor the dynamic process of convective weather.

On the other hand, geostationary satellite has higher orbit. In order to achieving needed spatial
resolution, a large antenna aperture and a complicated mechanical scanner must be used for a
real aperture microwave sounder. It is comparatively difficult to realize on a satellite platform in
terms of technique at present. However, this difficulty can be avoided by a interferometric sounder
through using array antenna.

In addition, clouds are almost completely opaque at infrared and visible light wavelengths.
Sounders working at these wavelengths can only obtain the information in cloud free areas and
in the less important upper atmosphere above the cloud tops [1]. Consequently, the sounders can
hardly get the vertical distribution of temperature and humidity in the troposphere under cloudy
condition. In comparison with infrared and visible light, microwave has the advantage of all-weather
observation. The microwave sounder is possible to penetrate cloud and obtain the vertical profiles
of temperature and humidity in cloud.

Therefore, using a microwave interferometric sounder to observe atmospheric temperature from
geostationary orbit can improve the detecting ability of meteorological satellite.

2. SYSTEM DESCRIPTION

The millimeter-wave interferometric radiometer for atmospheric observation from geostationary or-
bit, that is geostationary interferometric microwave sounder (GIMS), under development by Center
for Space Science and Applied Research CAS, will be used to obtain the temperature and humidity
profiles of cloud to monitor and forecast strong convective weather. The major system parame-
ters of hardware and performance indices are listed in Table 1. According to the channels used in
AMSU-A and the analysis from CMA, operating frequencies of GIMS are set as Table 2. Channel 1,
at 50.3 GHz, is particularly sensitive to surface features variation, while other channels are sensitive
to the atmospheric constituents at higher altitudes. Therefore, channel 1 and other channels will
be used respectively to obtain the surface emissivity and to monitor air temperature at different
heights in the atmosphere [2].

3. SYSTEM DESIGN

GIMS is a 2-D passive remote sensor. Its hardware can be divided into four parts according to
different functions: antenna array, millimeter-wave receiver, wide band quadrature IF receiver and
high speed digital unit. The input of the system is millimeter-wave noise signal and the output is
visible function.
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Table 1: System parameters and performance indices.

System
Parameters

of
hardware

Frequency 50–60GHz
Channel number 8

Bandwidth ≤ 320MHz
Synthetic aperture ≥ 2.5m

Minimum length of baseline ≤ 6 wavelengths
Imaging time ≤ 5 min

Averaged data rate ≤ 1Mbps

Performance
indices

Radiometric sensitivity < 1 K@25ms
Spatial resolution 50 km (at the height of 36000 km)

Imaging area 3000 ∗ 3000 km
Calibration accuracy ≤ 1.5 K

Table 2: Operating frequencies of 8 channels.

Channel Centre Frequency (GHz) Bandwidth (MHz)
1 50.30 320
2 51.76 320
3 52.80 320
4 53.29 320
5 53.84 320
6 54.40 320
7 54.94 320
8 55.50 320

Figure 1: The diagram of GIMS.

3.1. Array Structure
In GIMS, a rotating circular thinned array is used, instead of a stationary Y-shape array, to reduce
the required number of the antenna elements [3]. The array gets more spatial frequency sampling
by moving the whole array or each element antenna respectively, and spatial frequency domain
can be covered completely in one period. Comparing with stationary thinned array, this operation
mode can improve spatial resolution with less elements of antenna and receiver. At the same time,
it makes system a little more complex. In one word, time division sampling mode is a compromise
between the complexity and cost of system.

In the system, 22 corrugated horn antenna elements are used. The structure of the array and the
relative positions of each antenna are shown in Fig. 2. By the rotation of the disk, more baselines
are obtained. The normalized length distribution of the baselines and spatial frequencies coverage
are shown in Fig. 3 and Fig. 4 respectively. Fig. 3 illustrates that, for array structure shown as
Fig. 2, baseline length distribution is approximately uniform. It can be seen from Fig. 4 that
the spatial frequencies are like polar coordinate distribution, which makes conventional inversion
algorithm, such as FFT or CLEAN algorithm, not suitable any longer. In addition, how to obtain
accurate calibration data for this system is another difficulty need to be solved.

3.2. Millimeter-wave Receiver
In the system, 22 antennae will be used. Correspondingly, the same number of millimeter-wave
receivers must be used. In order to keep the consistency of 22 millimeter-wave receivers, the design
and assembly flow of each receiver must be identical.
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Figure 2: Array structure of GIMS.
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shown in Fig. 2.
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Figure 4: Spatial frequencies coverage for the array shown in Fig. 2.

Figure 5: The diagram of a millimeter-wave receiver.

Figure 5 gives the diagram of one millimeter-wave receiver. It is composed mainly of a millimeter-
wave front-end, a LO source, switches and noise sources. The millimeter-wave front end is the core
of this unit. It receives and amplifies millimeter-wave noise signal (from 50 GHz to 56 GHz) and
down-converts the signal into IF signal (from 2.4GHz to 8.4 GHz). In the system, the gain of
the front-end is required to be no less than 40 dB. Note that the mixer used in the front-end is a
secondary harmonic mixer and the centre frequency of LO is 23.8 GHz.
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Figure 6: The diagram of coherent demodulator.

3.3. Wide Band Quadrature IF Receiver
As millimeter-wave receivers, 22 wide band quadrature IF receivers are also needed in the system.
The IF receiver is used to pick up useful signals with required bandwidths from the input IF
signal and convert the signals into quadrature LF signals by coherent demodulation. Consequently,
coherent demodulator is the chief module. Although all of the 8 channels have the same bandwidth,
the function of channel 1 is different from other channels and some of its performance indices
are required differently. Therefore, two demodulators with same structure are needed. One has
stationary LO frequency to get signal from channel 1, and the other must change its LO frequencies
to obtain signals from other 7 channels. The diagram of coherent demodulator is shown as Fig. 6.

For this unit, the difficulty is to keep the consistency of amplitude frequency responses among
different receivers and in pass band for a receiver. To solve this problem, high stability and consis-
tency of common LO splitting network are required.

3.4. High Speed Digital Unit
High speed digital unit consists of data sampling modules whose sampling rate is up to 1 Gsps, a data
processing module and a synchronous timing module. Each receiver needs a data sampling module
to sample signals from all channels synchronously and the synchronous timing module is used to
assure sampling synchronism. The sampled data, including I/Q data, consistency calibration data
for amplitude and phase between channels, status data, temperature data and angle data, are
transmitted to the processing module through optical fiber. In the processing module, in-phase
data and quadrature data are correlated to obtain visible functions.

GIMS is a multichannel system with 22 receivers and 8 channels. It needs considerable amount
of digital correlators to implement correlated process at a very high speed, which causes the scale
of the digital unit very large.

4. CONCLUSIONS

At present, interferometeric sounder is not used as widespread as real aperture sounder. However,
the advantages of interferometric sounder are obvious: small aperture antenna and high resolution.
The two characteristics are very significant for a space-borne sounder observing from geostationary
orbit.

The prototype of GIMS is being developed. Most of the critical techniques are solved, but there
are still several unsolved difficulties which will impact the resolution and accuracy of the system.
Therefore, we are focusing our efforts on solving these difficulties in order to build a practical
spaceborne system in the future.
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Abstract— In this paper, firstly we have reviewed the developing of numerical methods used in
geophysical electric prospecting, and have listed the current state and developing trend of that,
then simply have introduced the main characteristics of ANSYS and also mainly have focused
on the steps and key problems of using ANSYS to model numerically DC forward problems;
Secondly, based on the differential control equations of voltage potential of point current field, we
have introduced the boundary value problem and the variational problem(involved in 2 dimension
and 3 dimension); based on secondary development of APDL language raised in ANSYS, we have
modeled lots of geophysical models, and we have got same perfect results by analyzing the results
of numerical modeling; Lastly, we have achieved the proof that is the ANSYS can be used in
geophysical electric modeling with high accuracies.
At the end, we have presented the suggestion that ANSYS can be widely used in geophysical
forward modeling with valuable applications.

1. THIS PAPER USED IN THE GEOELECTRIC MODEL

The Earth’s radius is about 6400 kilometers, the general electrical exploration of the emission source
and observation points, spacing is usually not more than ten kilometers away, in this case that the
ground is flat, do not take into account the curvature of the earth, in the discussion of geoscience
in most of the basic electromagnetic field problems, do the following assumptions [2]:

a. earth partition medium ν is uniform, isotropic, linear conductive medium;
b. complex earth model can ν be composed of such a local area;
c. electrical properties of the medium with ν time, temperature and pressure has nothing to do;
d. medium permeability µν and the permeability of free space µ0 the same, namely, µ = µ0.

Line current source of ANSYS simulation.
The potential for the line source should meet the differential equation [4] as follows:

∂

∂x

(
σ

∂u

∂x

)
+

∂

∂z

(
σ

∂u

∂z

)
= −Iδ (xA) δ (zA)

Assumptions on the type of geological body y-axis parallel to the direction of the source and the
line direction and the direction of geological body, and therefore there is no y variable equation. I
represent the unit line source for the length of the current intensity.

Homogeneous half-space potential distribution in winding current formula is:

U = −ρI

π
lnRA + C

2. POINT CURRENT SOURCE OF THE ANSYS THREE-DIMENSIONAL FORWARD
MODEL

2.1. Model Calculation
Model shown in the figure, even a semi-infinite space, there is a radius of a sphere, the sphere
resistivity, depth to the background resistivity, double-electrode power supply (current 10 A), power
supply electrode A at −30m, for the electrode B at 30 m. Following the results of graphics for
different depths of apparent resistivity curves.

On the below model (Fig. 1), by calculating the following formula described in the application of
theoretical value and the use of ANSYS simulation results for comparison, revealing at the formula
near the surface of the irrational, because it is for the air — the interface of the earth, it’s just
a approximation to potential use will be extremely simple way of doubling the calculations, the
following calculation was based on the sphere at different depths were cases of apparent resistivity
anomaly curve.

U0 =
ρ0I

2π

[
1
R

+ 2
∞∑

n=0

n(ρ1 − ρ0)
nρ0 + (n + 1)ρ1

· r2n+1
0

Dn+1
· 1
rn+1

Pn(cos θ)

]
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Figure 2: Balls at different depths of apparent resistivity curve of the theoretical value (h =
0, 0.1, 0.2, 0.5, 1, 1.5, 2, 5m)

From the above figure (Fig. 2) we can see that when h is less than 0.5 m, the formula (4-2) the
calculated result is unreasonable application of ANSYS calculated results in line with the actual
situation, when h is greater than equal to 0.5m When the two curves in good agreement, which
shows the formula (4-2) only if an exception when the ball farther from the ground is reasonable,
and thus illustrates the ANSYS three-dimensional numerical simulation accuracy. Of course, on
the other hand reflects the gradient in the middle of the ball guide device found good potential to
detect the depth of ore bodies, under normal circumstances for.

3. MODEL 2

Model 2, respectively, some upright for underground low resistance and high resistance plate body,
top of the depth of 2 m, rock resistivity 100Ωm, low resistivity body resistivity 30 Ωm, high resis-
tance body resistivity 300Ωm, with the dipole — even pole-pole measurements, AB = MN = 2 m,
numerical simulation results shown in Figures 3 and 4.

As can be seen from the figure, vertical plate-like body morphology abnormalities, low resistance
anomaly board is closed, while the high resistance anomaly board was “eight” shape, unusual for
the semi-enclosed, and the location of abnormal high resistance semi-enclosed This is because they
do not coincide with the polar distance increases, high resistance value of outward displacement
of the great peaks arising addition, abnormal body vertical plate and horizontal plate-like body
shape abnormalities that just the opposite, this is an exception The “orthogonal characteristics”,
the substance of this feature is for the underground by the current flow from the anode cathode
path with low resistance to bypass the high resistance, and as far as possible by taking the shortest
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Figure 3: Vertical low resistivity forward modeling results of plate-like body plan.
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Figure 4: Vertical high resistance plate body forward modeling results of Figure.

distance characteristics of the decision.

4. CONCLUSION

Carried out through the application of a large number of DC ANSYS finite element method nu-
merical calculation, we can draw the following conclusions: the finite element method is a more
powerful numerical simulation method, which is suitable for electric model of a complex geophysical
problems , finite element software ANSYS powerful, it can be applied to many aspects of geophysics:
bit-field continuation, gravity and magnetic forward, DC law forward and magnetotelluric forward
modeling and so on.
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Micro-motion Simulation and Micro-Doppler Extraction

Ning Chao and Huang Jing
National Key Lab. of Target and Environmental Electromagnetic Scattering and Radiation

Beijing 100854, China

Abstract— A, a model which simulates micro-motion is measured in the anechoic chamber.
And the measurement compromises Two types of data: Data measured by narrow-band radar and
data measured by wide-band radar. Some improvement on a micro-motion periodicity estimation
algorithm is presented. The general joint-time-frequency (T-F) transforms are introduced and
compared in the paper. A detailed description is given of a new method for confirming the
dwelling time of short time Fourier transform (STFT). Using the T-F transforms and Hough
transform, some micro-Doppler characteristics are extracted. The results demonstrate that a
radar has the capability to measure micro-motion and obtain the micro-motion characteristics in
some specific condition.

1. INTRODUCTION

If a target or any structure on the target has mechanical vibration or rotation in addition to
its major translation, such as rotors of a helicopter, or the engine compressor, it may result in a
frequency modulation on the returned signal which generates sidebands around the target’s Doppler
frequency shift. This is called the micro-Doppler effect. The micro-Doppler reflects some dynamitic
behavior. It can be used in target recognition [1, 2]. The micro-motion measurements in radar are
still rare, in despite of many simulations with electromagnetic calculation theory. In this research,
a metal cone model is used to simulate micro-motion and measured in anechoic chamber. Some
micro-motion characteristics are obtained from the experiment data. The digital signal processing
algorithms are also discussed in this paper.

2. THE MICRO-MOTION MODEL

The model is a metal cone with a spherical cap which is used to simulate micro-motion, shown as
Fig. 1. The model is mounted on a metal bracket. There are two motors inside, controlling the
spinning rotation and coning rotation respectively. The model rotates like a peg-top, as well as the
rotations speed and the coning angle are adjustable. The bracket is covered by microwave absorb
material in order to get less additional back waves. shown as Fig. 1.

3. MEASUREMENT OF THE MICRO-MOTION MODEL

The measurement of micro-motion model is completed in the anechoic chamber of National Key
Laboratory of Target and Environmental Electromagnetic Scattering and Radiation. Two kinds of
radar are in application: A narrow-band radar and a wide-band radar. We just set the model in
coning rotation because the spinning rotation did less contribution to the radar back waves. These
movements of rotation are illustrated in Fig. 1.

Figure 1: The micro-motion model.
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4. MICRO-MOTION PERIODICITY ESTIMATION IN TIME DOMAIN

The testing radar is a narrow-band coherent radar. The magnitude and phase information of the
back waves are contained in I channel and Q channels in time domain

The distance from the radar to the target, the azimuth and elevation angle are changed when
the micro-motion model in coning rotation This will induce the changing of reflective waves en-
ergy which are represented by RCS sequence in time domain. Then the coning periodicity could
be estimated from its back waves. There are several methods of calculating periodicity, including
autocorrelation algorithm, spectrum algorithm. The method on the combination of circle auto-
correlation (CAUTOC) and circle average magnitude difference function (CAMDF) is a simple,
accurate and high practical algorithm [3]. The main formulas are:

R(k) =
N∑

n=1

x(n) · x(mod(n + k, N)) (1)

D(k) =
N∑

n=1

|x(mod(n + k, N))− x(n)| (2)

φ(k) = R(k)/D(k) (3)

where k = 1, 2 . . . N , x(n) is the analyzed data, mod(x, y) denotes Modulus after division (x/y),
R(n) is the result of CAUTOC, D(n) is the result of CAMDF and φ(n) is the final result.

The position of the maximal extremum in φ(n) must be the first index and the position of the
second great extremum corresponds with the coning periodicity shown in Fig. 2.

Large calculations are required in the algorithm CAUTOC + CAMDF. In order to calculate
faster, We modify the algorithm as follow:

1. Since R(n), x(n), φ(n) are all eudipleural, then the calculation times can be N/2.
2. The coning periodicity is usually long because the A/D rate is much higher than the frequency

of rotation, then moving step length of k, denoted as ∆k, is unnecessary to be one data, it can be
longer and the calculation times become shorter.

With the signal spectrum, the proper moving step length of k will be confirmed. Firstly, draw
the spectrogram. Secondly, calculate the bandwidth BW with more than 90% energy in spectrum.
Then ∆k is confirmed using the BW . If ∆k = (1/10)BW

−1, the bias of periodicity estimation is
10% and ∆k may be shorter in order to guarantee smaller bias.

In our test, the estimated periodicity is 2 s with the original CAUTOC + CAMDF method, the
calculating time consumption is about 380ms. The estimated periodicity is 1.94 s (bias is less than
10%) with the modified method, while the time consumption of calculating is only about 50ms.
The bias is acceptable. Though the bias is a little larger, the time consumption of calculating is
much shorter. The result comparison of the two methods is shown in Fig. 2.
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5. TIME-FREQUENCY TRANSFORM

Time-Frequency (T-F) transforms are strong tools to analyze the time-varying frequency charac-
teristics of the micro-Doppler modulation. STFT is defined as

Fx(t, ω) =
∫ +∞

−∞
x(τ)h(t)e−jωτdτ (4)

where h(t) is time window. The resolution of the STFT is determined by the window size. There
is a trade-off between the time resolution and the frequency resolution. Denote the window size as
TW , the time resolution δt = TW , the frequency resolution δf = 1/TW (in a rectangle window).

There are an effective method to confirm proper size of time window with the result of coning
periodicity T and the maximum micro-Doppler frequency fd max, generally, fd max is a half of BW .

With Nyquist Sampling theorem, (1
2fd max)−1 < TW < 1

2T , In order to have enough joint-
time-frequency resolution and obtain more detail characteristics of cone rotation, the TW will be
(1
5fd max)−1 < TW < 1

5T . In our experiment, the fd max is about 35 Hz, the periodicity is about 2 s.
Then, the window size TW = 300 ms and complete STFT diagram which is shown as Fig. 4.

Wigner-Ville distribution (WVD) [4] is another T-F transform algorithm. The WVD of a signal
s(t) is defined as the Fourier transform of the time-dependent autocorrelation function:

WVD(t, ω) =
∫

s
(
t +

τ

2

)
s∗

(
t− τ

2

)
e−jωτdτ (5)

WVD suffers from a problem of cross-term interference. To reduce the cross-term interfer-
ence, the filtered WVD has been used to preserve the useful properties of the T-F transform
with a slightly reduced joint-time-frequency resolution and largely reduced cross-term interference.
Smooth Pseudo Wigner-Ville distribution (SPWVD) is one of the filtered WVD methods [4, 5], The
diagram by SPWVD is shown as Fig. 5:

SPWVD(t, ω) =
∫

h(τ)
∫

g(ξ − t)Rs(τ)e−jωτdξdτ (6)

Another shortage of WVD is the time consumption of calculating. In a case, calculating the
same data, SPWVD spends about 53.5 seconds., while STFT only spends about 0.4 second.

Figure 4: Results of STFT. Figure 5: Results of SPWVD.
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Figure 8: HRRP of micro-motion model in cone ro-
tation.
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Figure 9: T-F diagram of range bin 100.

Although joint-time-frequency resolution of STFT is not exact enough, STFT has great advan-
tage of speed and be used in the case of real time data processing, especially in Embedded System,
such as in DSP, FPGA and Single-Chip Microcomputer.

6. MICRO-MOTION PERIODICITY ESTIMATION BY HOUGH TRANSFORM

Hough transform is a feature extraction technique used in image analysis. Hough transform is
generally used to detect straight lines [6].

From Fig. 5 and Fig. 6, the micro-Doppler characteristic of spherical cap in the model mainly
showed out as a sinusoid curve and the parameter of the curve could be estimated by Hough
transform. A sinusoid curve is confirmed with four parameter and can be described as:

F = A sin(2πft + θ0) + F0 (7)

where A is amplitude, f is frequency; θ0 is the original phase; F0 is offset (here F0 = 0).
The accumulator array are three dimensions. Firstly, we estimate f and f = 0.5Hz as shown in

Fig. 6. Then, (A, θ0) could be found A = 20, θ0 = 10◦ or A = −20, θ0 = 170◦ (They are according
with the same sinusoid curve) as shown in Fig. 7.

The physical meaning of f is the coning frequency and A is the maximum micro-Doppler fre-
quency. The results are in agreement with the parameters we set before.

7. DATA ANALYSIS IN WIDE-BAND RADAR

After processing the wide-band data, obtain a group of one dimension high resolution range profiles
(HRRP) with time shown as Fig. 8.

In HRRP, there are two greater scattering centers, one is the spherical cap of model which is at
range bin 100, the other is the bottom edge which is at range bin 110. The bracket is the greatest
center, it is farther than range bin 110.

With the I/Q data of the spherical cap, A T-F diagram are processed by STFT shown as Fig. 9.
There are a obviously sinusoid curve and by Hough transform, we estimate its periodicity is about
10 s. The result is accurate which is just coning periodicity.

8. CONCLUSION

This paper introduces the micro-Doppler experiment implemented by radar. Through analyzing the
data, some characteristics of micro-motion are extracted from time domain and joint T-F domain.
Our simulation also demonstrates the radar effectiveness in measuring micro-motion if enough
dwelling time are given, including both narrow-band radar and wide-band radar. In addition, the
periodicity estimation algorithm with back waves in time domain is improved and some applications
of T-F transform and Hough transform is described.
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An Integration of Electronic System and Some Solutions to Its Key
Point

Yanhong Hao and Jiali Wang
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Abstract— With the development of electronic technology, it becomes more and more complex
and functional. It tends to an development of PHM system. The paper gives an integration of
PHM (Prognostic and Health Management/Monitoring) system as a whole, and an elaborate
description of it as well. Because every module of the PHM system is designed for special
purpose, it becomes necessary to implement every part concretely, and proper algorithm may
be in use. As the uncertainty of data source is one of its key point to PHM technology, the
paper presents a BP network data fusion algorithm to reduce this uncertainty. It has voltage test
pattern, temperature and energy as its sensors’ inputs.

1. INTRODUCTION

As electronic equipments become more and more complicated, PHM (Prognostic and Health Man-
agement/Monitoring) technology has developed gradually. Because PHM is a newborn and in-
terdisciplinary technology, especially in our country, it remains many problems to solve, such as
uncertainty of data acquisition and differentiation of PHM system. America has PHM technology
as its military and civil aviation maintenance technology since the year of 2000. The Joint Strike
Fighter (JSF) Program has first developed a vision for and has specified a very stringent set of re-
quirements for a comprehensive Prognostics and Health Management (PHM) system. These PHM
capabilities are then integrated into the JSF Air System design. This vision and the associated
specified requirements have resulted in the development of PHM integration. Along with it, HUMS
(Health and Usage Management System), FUMS (Fleet and Usage Management System in UK)
ACMS (Aircraft Condition Monitoring System), EMS (engine monitoring system) and IDPS (inte-
grated diagnostics and prognostics system) come into being. Many foreign countries have already
evolved their own PHM systems.

PHM technology is in the ascendant in our country. Thought it has begun in the 1980s, PHM
is rather more uncertain deductions than certain calculation. This uncertainty comes from the
uncertainty of data acquisition and the simple function of modules, lack of precise algorithms. With
the development of electronic equipment, the PHM technology should keep its pace. COMPASS,
ECM, ADEPT are some early PHM systems in civil aviation of our country. In 2006, QAR (Quick
Access Recorder, a fault diagnostic and prognostic database) is imported to our country for PHM,
but it still at its beginning. Compared with other countries in military and civilian, our country
has a great urge to research efficient PHM system in deep.

2. INTEGRATION OF PHM SYSTEM

An integration of PHM system is an organic integration of functional modules, which exchange real-
time data with each other under certain communication protocol. By processing the input data,
it predicts the future condition of a system under test using prognostic algorithms and related
methods. It outputs the fault points and fault models of a system. It also gives the estimation of
a system’s Remaining Useful Life (RUL) and some advice of its maintenance. These functions are
practically necessary and efficient to condition-based maintenance (CBM). By this means, money
and manpower can be reduced evidently. So it is the main way to equipment maintenance.

PHM system functional architecture can be shown as follows:
7 modules are integrated in PHM system. Every module has its own technique.

(1) Data acquisition. It has active or passive sensors to collect different types of raw data from
system under test, and sends them to data manipulation module. The big problem in this
module is the uncertainty of data sources. The solution to this problem is to use data fusion
algorithm following it to reduce this uncertainty.

(2) Data manipulation. It converts the raw data from data acquisition module into the needed
type of the following modules, such as A/D conversion or feature extraction.
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Figure 1: PHM System functional architecture.

(3) Condition monitor. It set up some conditions as thresholds or fuzzy logic. These conditions
are criterions for PHM system to give instructions whether the system is health or not.

(4) Health assessment. This module includes component specific feature extraction, anomaly and
diagnostic reasoners.

(5) Prognostics. It is the core of PHM system. Some crucial algorithms are in it. The prognostic
effect of a PHM system is mainly due to them. They can be divided into three categories:
knowledge-based prognostics, model-bases prognostics and data-based prognostics.

(6) Automatic decision reasoning. It is another important part of PHM system. It has some
algorithms to draw a prognostic conclusion. Bayes decision rule is commonly used to data
fusion. There are other algorithms such as neural network fusion algorithm. Fusion algorithms
take an important role in prognostic result, so the selection of fusion algorithm is vital.

(7) Human-computer interface. It integrates the output of every module and instructs system
under test to adjust its operating state properly.

It should be noted that modules of PHM system not entirely distinguish one from another, and
they may share same data or use feedback.

3. USING FUSION ALGORITHM TO REDUCE THE UNCERTAINTY OF DATA
SOURCES

The prognostic accuracy of a PHM system depends dramatically on the accuracy of data source.
Fusion algorithm is the key to solve this problem. Nowadays Bayes decision rule, Dempster-Shafer
theory and neural network are widely in use. A multi-sensor data fusion method for PHM is as
follows:
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Figure 2: Scheme of decision-based data fusion.
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Multi-sensor data fusion method consists of five steps:

(1) Sensors collect individually different types of the data of system under test, then send them
to Feature extraction part. As for electronic equipments, we select voltage test pattern,
temperature and energy as its input. As researches have shown, they are comparatively main
attributes of an electronic system which is changing with time and circumstances.

(2) Feature extraction processes the raw data from every sensors, such as A/D conversionand
outputs feature patterns Yi.

(3) The data in Confidence matrix represent the credibility of Yi. It is the evidence of data
selection. The credibility of Yi depends on two factors:

• The credibility of the sensor.
• The credibility of data source.

Let the sensors are identical with each other in credibility, the data of contact measurement
are more creditable than that of non-contact measurement, under current condition. Voltage
and current are the data of contact measurement, though temperature and energy is not. So
we can set voltage test pattern highest credibility, temperature, the lower, and energy, lowest.

(4) Data selection module selects data according to the data in confidence matrix, then sends the
selected data to fusion algorithm module.

(5) fusion algorithm module is the crucial part of data fusion. A BP neural network fusion
algorithm is shown as follows:
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Figure 3: BPNN-based data fusion algorithm structure.
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Figure 4: BP network architecture in PHM system.

BP neural network (Back-Propagated Delta Rule Networks) is a feed-forward multi-layer net-
work. It has three fundamental layers: input layer, hidden layer and output layer. The number of
hidden layers depends on the topological structure that the practical situation needs. It can set a
nonlinear mapping from input vectors to output vectors. So it is widely used in pattern recognition,
data compression and approximation of function.

(1) Input layer

The neurons of BP neural network in the input layer are voltage test pattern, temperature of
the object and energy of it.
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(2) Training
Data that have been pre-processed and featured are employed as the network’s training data,
while data from unknown fault models are as its prognostic data.
The trial and error procedure was employed to optimize the number of neurons in the hidden
layer. The weights are adjusted by the feedback during the learning stage using the back-
propagation learning algorithm that uses a gradient search technique to minimize the mean
square error between the actual output pattern of the network and the desired output pattern.
Then the architecture of BP neural network is constructed to ensure the minimum total
prediction error.

(3) Prognosing
The BP model, after proper training, is used for predicting. Data from unknown fault models
are as the network’s prognostic input. Output is the future state of the system and its probable
fault models.

4. CONCLUSION

The paper presents an integration of a PHM which combines every functional module into an
organic and compositive system. It also puts up a BP network data fusion algorithm to reduce
the uncertainty of data inputs. Based on current research, voltage, temperature and energy are
three efficient inputs for prognose, but how extent the energy can be used in prognose to is still in
discussion.
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Abstract— In this paper, StaMPS, a new PS method, which uses spatial correlation of in-
terferogram phase to find PSs in almost all terrain without temporal variation models in the
deformation is applied to monitor the substance in Tianjin area and landslide in Xintan area.
After PSs selected and the deformation estimated by StaMPS, Kriging interpolation is applied
to Tianjin test to get a continuous deformation sense and the results are shown in 3D views.

1. INTRODUCTION

Space-borne SAR is an active system, which can work day and night and is almost weather in-
dependent. By means of the analysis of the evolution of the SAR phase signals among different
acquisitions and subtracting the topographical relief, information regarding the ground deformation
can be extracted, that is the principle of DInSAR. But geometrical and temporal decorrelations
degrade the accuracy of DInSAR, and even sometimes make the measurement impossible in defor-
mation monitoring [1–10].

PSInSAR (permanent scatter InSAR) [2] is possible to avoid many of the limitations of conven-
tional DinSAR by only analyzing certain pixels which behave like point scatters and retain some
degree of correlations. The methods to identify PS pixels have been developed and practiced by
some groups, such as Dehls et al. [3], Crosetto et al. [5], Lynons and Sandwell [6], Werner et al. [7],
Yixian Tang [11], Daqing Ge [10], Jinghui Fan [8], etc. In almost all of these algorithms, an initial
set of PS pixels is selected by amplitude variation. This kind of methods may fail in non-urban
areas because the relationship between amplitude dispersion and phase stability will break down
for low SNR scatters. Besides, approximate temporal models are required to refine PS, estimate
and remove nuisance terms.

Stanford Method for PS (StaMPS) is a new PS method developed at Stanford University by
Andy Hooper et al., which uses spatial correlation of interferogram phase to find a network of stable
pixels in almost all terrain without prior knowledge of temporal variations in the deformation [1].

In this paper, StaMPS is applied to monitor the substance in Tianjin area and landslide in
Xintan, using ENVISAT ASAR images, SRTM DEM and DEOS precise orbits. After interferogram
series formation, PS are selected and the deformation infromation are estimated by StaMPS. Then
for Tianjin test area, Kriging interpolation is applied to get a continuous deformation sense and
the results are shown in 3D views.

2. DATA PREPARATION

There are 14 SLCs for Tianjin covering from Oct. 2003 to Dec. 2005, and 30 SLCs for Xintan
from Aug. 2003 to Dec. 2007. The SLC senses acquierd on 2005-08-27 and 2005-09-25 are respec-
tively chose as the master images for the two test areas, and the temporal baseline and spatial
perpendicular baselines are shown in Fig. 1.

For the generation of differential interferograms, Doris software (Delft Object oriented Radar
Interferometric Software) was used and the workflow has been introduced by the guide documents
of Doris and StaMPS software. It is worth mentioning that, to avoid high decorrelation, when
coregistration, only master-slave pairs with baseline less than a specified maximum are directly
coregistered, while the other slave scenes are coregistered to the 3 nearest slave scenes closer to the
master, and the resulting coefficients are estimated by weighted least-squares inversion.

3. THEORY OF PS IDENTIFY AND SELECTION

PS are identified based on the analyzing of phase characters. For each pixel in the topographically
corrected interferogram, its phase can be considered to the wrapped sum of 5 terms:

φint,x,i = φdef,x,i + φtop,x,i + φatm,x,i + φorb,x,i + φn,x,i (1)
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Figure 1: Temporal and spatial perpendicular baselines between slave and master images for two test series.

where φdef,x,i is the phase change of the movement in the satellite line-of-sight (LOS) direction,
φtop,x,i is the residual phase caused by uncertainty in the DEM, φatm,x,i is the phase difference of in
atmospheric delay of two passes, φorb,x,i is the residual phase due to orbit inaccuracies, and φn,x,i

is the noise term due to variability in scattering from the pixel, thermal noise and coregistration
errors. The pixels we seek as PS are those φn,x,i of which is small enough and doesn’t completely
obscure the signal.

The first four terms of the right side of (1) can dominate the noise term, and make it difficult
to identify PS. So they have to be estimated and subtracted, leaving an estimate for φn,x,i, which
can then be assessed statistically and refined in an iterative way. As φdef,x,i, φatm,x,i and φorb,x,i

can be assumed to be spatially correlated over a specified scale. Once we calculate the mean phase
of the surrounding PS pixels, and subtract it from (1), we will get:

φint,x,i − φ̄int,x,i = ∆φtop,x,i + φn,x,i − φ̄′n,x,i (2)

The phase error caused by uncertainty in the DEM φtop,x,i is approximately proportional to the
spatial perpendicular baseline, that is ∆φtop,x,i = B⊥,x,iKtop,x,i (3). Substitute (3) into (2), and
Ktop,x,i is the only term correlates with baseline, which can be estimated in a least square sense,
using all the available interferograms.

On the basis of above phase analyzing and assuming φ̄′n,x,i is very small, we get a variation of
the residual phase for pixels, which can measure the temporal coherence:

γx =
1
N

∣∣∣
N∑

i=1

exp j
(
φint,x,i − φ̄int,x,i −∆φ̂top,x,i

)∣∣ (3)

As the locations of PS are unknown, an iterative algorithm has to be used to identify PS in all
locations simultaneously. For computational reasons, an initial selection of PS candidates based
on amplitude dispersion is used for each test data. γx is gotten assuming φ̄′n,x,i is very small. By
rejecting candidates with low gamma and recalculating Ktop,x,i and γx interactively, the φ̄′n,x,i will
be smaller and smaller and γx gradually becomes dominated by φn,x,i.

The next step is to select PS based on the calculated value of γx, and γthreshold should be set
as a threshold that maximizes the number of real PS selected and keeping the fraction of random
phase pixels selected (false positives) below a specified value q. False positives is defined as

(1− α)
∫ 1
γTHRESH pR(γx)dγx∫ 1

γTHRESH p(γx)dγx

= q (4)

where p(γx) is the probability density of γx, which is a weighted sum of probability density for PS
pixels pPS (γx) and probability density for non-PS pixels pR (γx):

p (γx) = (1− α)pR (γx) + αpPS (γx) (5)

As for γx < 0.3, pPS (γx) can be assumed to be 0, which implies
∫ 0.3
0 p(γx) = (1−α)

∫ 0.3
0 pR(γx)dγx.

α can then be estimated by evaluating the integral of the test data on the left side and the integral
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of a set of simulation data on the right side. As there is a correlation between amplitude variance
D̂A,x and phase stability γx, false positive can be calculated more accurately by estimating α(D̂A,x)
correlated with D̂A,x.

Besides, γx is expected to decrease with increasing D̂A,x, and empirically the relationship is linear
PS is then reselected whose γthreshold > kD̂A,x, the best-fitting for k is calculated by least-squares
inversion.

For groups of adjacent stable pixels, only pixels with the highest γx are selected; partially PS,
which appear to be persistent only in certain interferograms, are rejected with a estimate of the
variance of γx.

4. DEFORMATION ESTIMATION

The deformation information of PS could be calculated after the phase unwrapping and nuisance
terms removal.

Before phase unwrapping, non-spatially correlated terms, mostly caused by look angle error and
some terms caused from ‘master’, have to be subtracted from the wrapped differential interferogram
phase.

For phase unwrapping, we first resample the wrapped phases to grids and filter them and then
the grids are interpolated using a nearest neighbor approach. The following phase unwrapping is
applied to the gridded interferograms in time and then space domain.

After unwrapping, there are still several terms masking the deformation phase. The spatially
uncorrelated part of nuisance terms are modeled as noise and removed, while the spatially correlated
parts are divided to two parts — time correlated and time uncorrelated part, both of which is
estimated using a combination of temporal and spatial filtering. The time correlated part consists
of the master contribution to atmosphere and orbit error (AOE), and it is estimated by a low-pass
filter in time The time uncorrelated part is estimated by a high-pass filter in time.

Unwrapping errors are more likely to occur in longer perpendicular baseline interferograms,
because there is more noise and the phase due to spatially-correlated look angle (SCLA) error
is larger. The unwrapping accuracy can be further improved by redoing phase unwrapping after
subtracting SCLA, AOE phase in an interactive way until the unwrapped result becomes stable
and reliable.

Figure 2: Xintan temporal series of the phase difference relative to the earliest differential interferogram.

5. RESULT SHOW AND ANALYSIS

For Xintan test site, the cropped master image is 200 lines ∗400 pixels. As the preliminary result
is still being enhanced and not be validated, here we just show the temporal series of the phase
difference relative to the earliest differencial interferogram (Fig. 2). The deformation in LOS direc-
tion is proportional to the phase difference and we can infer from Fig. 2 the tendency and variation
of surface deformation in this area. However, as the phase unwrapping starting point’s stability is
uncertain, each map just shows the relative deformation.

For Tianjin test site, the cropped master image is 16000 lines ∗3300 pixels. After the generation
of unwrapped temporal series and the deformation in LOS direction, we then work out the mean
deformation velocity of the PS for year 2004 and 2005, and plot them on the mean amplitude map
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of the 14 slave ASAR images (Fig. 3). As the phase unwrapping didn’t start from a phase stable
point, the result is actually a relative displacement map. The red parts on map, with labels nearby,
are corresponding to the places with serious subsidence.

As the PS are discrete and irregularly distributed the deformation for some interesting places
may not be mapped. We then apply Kriging interpolation method to the discrete deformation
velocity of PS, and get a continuous deformation field for the two years. Setting their highest value
(also relative to the starting PS) as the base height respectively, contours with interval of 20mm
are generated and overlaid on the field (Fig. 4).

Take the displacement value as the third dimension, we can also get a 3D view for the annual
mean deformation velocity in Tianjin test area (Fig. 5).

Figure 3: Distribution of mean deformation velocity of PS relative to PS in the southwest for 2004 and 2005.

Figure 4: The mean deformation velocity map with contours for 2004 and 2005.

Figure 5: 3D view for annual mean deformation velocity for 2004 and 2005 in Tianjin test area.

Figure 6: 3D path profile maps of a line in the middle-lower part for 2004 and 2005 deformation velocity.
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In the middle-lower part of the map, from west to east, the land subsidence tendency has changed
a lot from 2004 to 2005. We set a profile line from (116.28, 39.07) to (117.46, 38.99), as the line
shown in Fig. 4, and create the 3D path profile maps from 2004 and 2005 annual mean deformation
velocity maps respectively (Fig. 6).

As for the result validation of Tianjin area test, we have got several land subsidence center
labeled 1 to 7, the deformation trend for year 2004 agree with previous results [9, 12], while the
result for 2005 is still to be carefully checked and compared with other data.

6. CONCLUSION

By using StaMPS, subsidence in urban area can be mapped, with the deformation in time series
not limited to certain model, such as linear speed. Although StaMPS can only calculate discrete
deformation values, as long as the PS are with enough density, we can get the deformation for the
whole area by Kriging interpolation and contour creating.

When it comes to non-urban area, the result is still not good, which may be caused the complex
test area or other data preparation reason, for example, image coregistration. Besides, the input
parameters in PS selection are very important but not easy to set.

In the future work, we will continue to enhance the work in Xintan landslide, and research
more accurate and robust phase unwrapping methods for 3D data, especially for data discrete and
irregular distributed in space.
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Abstract— In this paper, a balanced antenna for mobile handset applications with dual-
frequency performance, covering the 2.4 GHz and the entire 5GHz WLAN frequency bands,
is investigated and discussed. The antenna is a thin-strip planar dipole with folded structure
and a dual-arm on each monopole. For validation, the antenna prototype was fabricated and
tested. The performance of this balanced antenna was verified and characterised in terms of
the antenna return loss, radiation pattern, power gain and surface current distribution of the
proposed antenna. The predicted and measured results show good agreement.

1. INTRODUCTION

Wireless communication has been characterized of the new modern move to make the mobile hand-
sets small and light as possible; without compromising functionality. To miniaturize in line with
consumer needs and aspiration and retain multiband functionality, mobile handsets development
must be characterized by making all physical components as small as physically possible. The key
concerns considered here on the design of antenna systems for small handsets relates to keeping
the antenna performance unchanged or improved, even though the antenna size becomes small
and reduces the degradation of antenna performance caused by the operator’s adjacent effect [1].
A balanced structure is a genuine choice to avoid the aforementioned degradation of the antenna
performance when held by users [2] since balanced currents only flow on the antenna element in
this type of antenna, thus dramatically reducing the effect of current flow on the ground plane.
As a result, balanced antennas should have good efficiency and more important to maintain their
performance when in use adjacent to the human body [3]. In recent years, several novel mobile an-
tennas designed with the balanced technique have demonstrated the enhanced stability of antenna
performance, compared to the unbalanced type, when the handset is approximately placed next to
the human head and/or hand [4–8].

A built-in planar metal plate antenna for mobile handsets with balanced operation is presented
in this paper. The antenna was designed by folding a thin strip planar dipole with extra arm on
each monopole. The antenna features balanced operation, is to reduce the current flow on the
conducting surface of the handset body. The antenna design model intends to cover 2.4 GHz and
the 5GHz WLAN applications. In short, this paper presents and investigates a new design of
a built-in dual-frequency balanced antenna for WLAN and short range wireless communications.
The characteristics of this balanced folded dipole antenna with a novel dual-arm structure for
mobile handsets are analysed, including calculating the return loss and the radiation patterns for
comparisons.

2. ANTENNA DESIGN

The proposed balanced antenna structure is shown in Fig. 1. The antenna was constructed from a
copper sheet with thickness of 0.15 mm. Fig. 1(b) shows one side of the folded dipole antenna, in
which the cooper plate was folded up to become a folded dipole antenna. The proposed antenna is
achieved by using two tier processes in order to generate another resonant frequency.

Firstly, it was started by folding the monopole arm and having a slot inside each monopole with
a cut on the bottom side, as shown Fig. 1(a). Secondly, an additional thin-strip arm was inserted
into each arm of the planar dipole.

This folded element of the proposed antenna was designed to operate at 2.4 GHz with a single arm
to generate the second resonant frequency for 5 GHz frequency band [9]. In order to achieve a low-
profile folded (i.e., lower d) balanced antenna, while maintain the sufficient impedance bandwidth
required at the two WLAN bands, a long slot is introduced on the each folded arm of the dipole
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antenna. In this way, the equivalent wavelength of the surface current at 2.4GHz is increased,
compared to the case without the long slot. As a result, the folded antenna height (d) can be
reduced by 50% and the low-profile design is therefore realised. The optimized dimensions of
the proposed antenna to operate at required bands are: a = 18.5mm, b = 8mm, d = 5mm,
c = 11.5mm, w = 3mm, h = 4mm, t = 1.5 mm, f = 2mm, g = 10.5mm. The antenna is mounted
1mm above the ground plane with dimension of 90× 40mm.

Parametric study has been carried out to optimize the impedance matching bandwidth for the
proposed antenna in order to achieve the required impedance matching covering the frequencies
bands of interested at 2.4 GHz and 5 GHz bands for WLAN and short range communication systems.
The antenna height (h and w) were considered to be the most sensitive parameters to control the
impedance bandwidth of the proposed antenna for meeting the design goals. The parameter h was
varied from 2 mm to 5mm with 1mm each step and w parameter was varied from1 to 4 mm with
also 1mm step. To fully understand, the influence of these parameters based on its impedance
bandwidth, the parametric study will be carried out here with only one parameter are varying at a
time, while others were keep constant with the assume optimum value. The optimum value of h and
w were found to be 4 mm and 3 mm as shown in Fig. 2 and Fig. 3 respectively. By modifying the
length and location of the additional arm of the proposed antenna, it was able to let the antenna
covers the required two frequency bands at acceptable return loss ≤ −10 dB. The proposed antenna
features of the compact design used, has the size dimensions of (l = 38)× (w = 10)× (h = 4)mm.

3. SIMULATION AND MEASUREMENT RESULTS

In order to effectively characterize the proposed antenna, a prototype antenna (see Fig. 4) was
fabricated and tested. Two antenna properties were measured; return Loss and radiation pattern.
In regards to return loss, two methods were undertaken for this measurement exercise, which
includes using a balun and implementing the S-parameter method. By using the first method, a
commercially hybrid junction from ET Industries [10] that operates from 2 to 12 GHz has been

(a) (b)

Figure 1: Balanced mobile antenna configuration studied; (a) the proposed antenna in this study and (b)
unfolded arm with the important antenna parameters.

Figure 2: Variation of the parameter h on the effect
of the return loss.

Figure 3: Variation of the parameter w on the effect
of the return loss.
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utilized in this measurement exercise, as a balanced feeding network (see Fig. 5). In this case, this
balun is required as a support feeding network, to provide a balanced feed from an unbalanced
source.

Figure 6 illustrates the measured return loss of the prototype antenna. In which measured
return loss shows fairly good agreement with simulated result. Using the S-parameter method
for measuring input impedance for the balanced antennas was the second method to verify the
impedance of the proposed antenna. As for this methodology; balanced antennas are considered as
two-port devices and the S-parameters can be obtained from a well-calibrated Network Analyzer.
By employing some mathematical operation formula used by [11] the differential input impedance of
the balanced antenna can be obtained. The results from this exercise also gave much confidence to

Figure 4: Photograph of fabricated prototype an-
tenna.

Figure 5: Photograph of balun used in the measure-
ment.

2.45 GHz 
 

5.2 GHz  

 

5.8 GHz  

Figure 6: Radiation patterns of the proposed antenna for 2.45 GHz, 5.2 GHz and 5.8 GHz at: (left) xz plane;
(right) yz plane, where ‘——’ measured Eθ and ‘– – –’ measured Eφ.
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the measurement carried out, as the measured return loss in this method was relatively correlated
with the first one, as can be observed in Fig. 6.

The radiation patterns of the proposed antenna were measured inside a far-field anechoic cham-
ber by placing the antenna under test at one end of the chamber, while placing a standard gain
horn antenna at the other end of the room. Two pattern cuts were taken for three WLAN operating
frequencies that cover the designated whole bandwidth in this study. The radiation patterns in the
xz plane and yz plane for the balanced antenna at 2.45GHz, 5.2 GHz and 5.8 GHz were measured,
as presented in Fig. 7. The antenna gain of the antenna was measured for the frequencies across
the 2.4 GHz, 5.2GHz and 5.8 GHz WLAN bands. It is notable that the insertion loss of the feeding
network was subsequently compensated for each measured power gain over all bands. It was found
that the maximum measured antenna gain at lower and upper WLAN bands were 4 dBi, 6 dBi and
5.6 dBi at the selected frequencies, respectively.

The surface current distribution on the mobile phone ground plane at three specific frequencies
(including 2.4 GHz, 5.2GHz and 5.8GHz) was analyzed using the EM simulator and presented in
Fig. 8, as can be seen in the Figure a high proportion of the current induced on the ground plane
and the currents is mostly confined in the area underneath the proposed antenna. Moreover, a
minimum current distribution appeared on the rest of the ground plane. This further explains the
advantage of using balanced antenna design for future mobile handsets.

Figure 7: Comparison of simulated and measured
return loss.

Figure 8: Surface current distributions for the pro-
posed antenna.

4. CONCLUSION

A novel compact dual balanced handset antenna for mobile devices has been presented. The
proposed antenna model was designed and measured to verify the design concept. It was shown
that the proposed antenna covers 2.4 GHz (2.4–2.4835 GHz) and the 5 GHz (5.15–5.35 GHz & 5.650–
5.925GHz) WLAN applications. The characteristics of proposed balanced antenna was analysed
in terms of antenna return loss, radiation pattern and power gain. The simulated results show
good agreement with the measured one and therefore indicate that the proposed design can be
recommended as a promising candidate mobile-antenna solution for WLAN applications.
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Abstract— In the design of direct-conversion architecture, an important issue is the leakage
from the transmitter to the receiver, which can cause DC-offset problem. In this paper, an
adaptive leakage cancellation method is proposed to improve the isolation performance. The
fundamental concept of this method is to introduce an anti-phase signal, to cancel the leakage.
In order to improve the performance, variable attenuator and phase-shifter are used in the sys-
tem, and a closed-loop configuration is also employed. Both of the mathematical analysis and
simulation about this method have been provided in this paper. And the results show that, good
isolation performance can be achieved automatically and real-timely in this method.

1. INTRODUCTION

Direct-conversion architecture is widely used in the RF system nowadays. In the design of Direct-
conversion system, there are some special issues should be pay attention to, an important one of
which is the leakage problem due to the no perfect isolation performance. After the leakage signal
is mixed with the LO signal, a zero frequency offset voltage is produced, which can corrupt the
receiving signal and even saturate the following stages [1, 2].

Much effort has been taken to solve the leakage problem. The simplest way is to employ AC
coupling in the receiving path. However, in several applications, such as the phase demodulation
in [3], there is critical “DC information” in the received signal, which can not be removed by AC
coupling. Another promising method is to introduce an anti-phase signal to cancel the leakage
signal [4–6]. The drawback in [4] is that, the directional coupler proposed could not be tunable.
And some changes in the transceiver might introduce unknown amplitude and phase mismatch be-
tween the leakage and cancellation signal, which could degenerate the isolation performance. After
introducing variable components in [5, 6], the systems became more adaptive. However, calibration
could not be made in such open loop systems, without the help of network analyzer. In this pa-
per, a novel adaptive leakage cancellation method is proposed, with a closed-loop configuration to
decrease the amplitude and phase mismatch automatically and real timely.

2. MATHEMATICAL ANALYSIS ON MISMATEH

The basic concept of the leakage cancellation method, is to introduce another signal, which has
the same amplitude but anti-phase, to cancel the leakage signal, as shown in Figure 1. The main
factor that affects the isolation performance, is the mismatch in amplitude and phase between the
leakage and the cancellation signal. In this section, mathematical analysis is provided to evaluate
the mismatch problem in this method.

The transmission signal T (t) and leakage signal L(t) can be described in (1) and (2), respectively.
And the original isolation I is defined as the power ratio between them, as shown in (3).

T (t) = At cos(ωt) (1)
L(t) = Al cos(ωt + ϕl) (2)

I = −10 lg

1
T

∫ T

0

L(t)2

R
dt

1
T

∫ T

0

T (t)2

R
dt

= −10 lg
A2

l

A2
t

(3)

If a cancellation signal C(t) in (4) is introduced simultaneously, new isolation I ′ can be recal-
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culated in (5) after combination.

C(t) = Ac cos(ωt + ϕc) (4)

I ′ = −10 lg

1
T

∫ T

0

[L(t) + C(t)]2

R
dt

1
T

∫ T

0

T (t)2

R
dt

= −10 lg
A2

l + A2
c + 2AlAc cos(ϕl − ϕc)

A2
t

(5)

If the amplitude of the C(t) is equal to that of L(t), while the phase difference between them
is 180◦, L(t) will be cancelled completely after combination, and I ′ will become infinite large in
theory. However, there is always some unknown attenuation and phase shift in the signal path,
which results in mismatch in amplitude and phase. These two kinds of mismatch are defined in
(6) and (7). And the isolation enhancement ∆I in (8), rather than I ′ itself, is used in following
analysis.

∆AdB = −10 lg
A2

c

A2
l

(6)

∆ϕ = ϕl − ϕc − 180◦ (7)

∆I = −10 lg

[
1 +

(
Ac

Al

)2

+
(

2Ac

Al

)
cos (ϕl − ϕc)

]
(8)

Figure 2 shows the relationship between mismatch and ∆I. Some important conclusions can
be drawn here. a) The mismatch may introduce disastrous problem when the system is badly
arranged. ∆I can even be a minus figure, in which case the cancellation signal itself acts as another
leakage. b) Because the attenuation and phase shift are unknown in the signal path, variable
components should be introduced to decrease the mismatch. c) The maximum point in Figure 2
doesn’t equal infinite large. That’s because the matched point, which means lg(0) in mathematics,
can not be calculated in the program. The optimum point is determined by the minimum step in X
and Y axis, which means optimum ∆I will be affected by the resolution of the variable attenuator
and phase shifter. d) The Optimum point can be easily achieved, after closed-loop architecture is
employed.

3. SYSTEM IMPLEMENT AND SIMULATION

With the analysis above, a closed-loop configuration is proposed in this section, as shown in Figure 3.
This closed-loop system is composed of two directional couplers (DC1 & DC2), a variable at-

tenuator (VA), a variable phase-shifter (VP), a power combiner (PC), a power detector (PD), and
an acquisition and processing unit (APU). DC1 is settled to derive cancellation signal from the
transmission signal, a −10 dB coupling type may be employed to minimize the insertion loss in-
troduced. VP and VA, which are both controlled by APU, are used to decrease the phase and

Transmitter

Receiver

Leakage Signal

Cancellation

Signal

Transmission

Signal

Figure 1: Basic concept of leakage cancellation. Figure 2: Relationship between mismatch and ∆I.
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amplitude mismatch. After the cancellation signal and leakage signal are combined by PC, DC2
will couple −10 dB power of the combined signal to PD. This coupled power, which indicates the
isolation level, is converted to a voltage on a linear scale by PD. Then, APU will find the optimum
input for VP and VA automatically, due to the output of PD. After calibration, APU should go to
sleep mode to save power consumption, until another calibration is carried out.

To verify this system, a simulation has been carried out. The procedure is shown in Figure 4.
Firstly, random isolation (ranging from 18 dB to 32 dB) and phase difference between cancellation
and leakage signal(ranging from 135◦to 225◦) were generated by the software. Secondly, the phase
difference was changed in 32 steps, which was used to model the function of VP with 32 bits
resolution. In each step, the power of combined signal would be recalculated, and then be converted
to the output of PD on a linear scale. Thirdly, after a comparison procedure, optimum phase would
be determined due to the minimum output of PD. Fourthly, the amplitude of cancellation signal
would be changed in 32 steps, which was used to model the function of VA. And the output of PD

PC

DC1

PD

APU

DC2

VP VA

Transmitter

Receiver

Traditional
Duplexer

Figure 3: System configuration.
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complete ? 
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complete ? 

Compare 
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End 

Figure 4: Simulation flow chart.
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would be recalculated in each step as well. Fifthly, the optimum amplitude would be determined
due to the output of PD. Finally, the best isolation was achieved under the optimum arrangement
of VP and VA.

Figure 5 shows a simulation result for one time. The original isolation and phase difference
were 21.98 dB and 155.8◦, respectively. The curve between point A and point C on Figure 5(a),
were the output of PD with different phase shift of cancellation signal. Point B has the minimum
value in this section, which was the optimum phase shift point for isolation enhancement. After
the optimum phase shift was determined, Figure 5(a) jumped to point D, which had the same
value of B. The curve between point D and F, were the output voltage with different attenuation of
cancellation signal. And the optimum attenuation was achieved on point E. Figure 5(b) shows the
optimum isolation enhancement procedure in this simulation. The points on it are corresponding
to that of Figure 5(a).

The same experiment has been carried out for 1000 times, and a histogram of the simulation
result is shown in Figure 6(a). Enhancements were about 30 ∼ 40 dB in most of these experiments
(about 85%). To achieve better performance, another 1000 times experiments have been carried
out, with the resolution of VP and VA changed to 256, as shown in Figure 6(b). The enhancements
were about 17 dB higher in average.

The only drawback with higher resolution is that the operating time will be longer. Fortunately,
the total number of instructions in the simulation is less than 50 times the resolution. For an
ordinary 5 MIPS MCU, the operating time is only about 2.56ms, when the resolution equals 256.
In other words, the real time performance will not be influenced with high resolution.
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Figure 6: Histogram of simulation results with (a)
resolution = 32, and (b) resolution = 256.

4. CONCLUSION

An adaptive leakage cancellation method, with closed-loop configuration has been presented in this
paper. The simulation result shows that, at least 28 dB of isolation enhancement can be achieved if
the resolution of VP and VA equals 32. Better performance can be achieved with higher resolution.
The advantage of this configuration is that, the APU will find the optimum isolation automatically
and real timely. More over, the components in the dashed box in Figure 3 can be integrated as an
individual system, regardless of the selection of duplexer.
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Abstract— We introduce a method to realize superluminal phase velocity of electromagnetic
wave which can be five thousand times larger than c (c is the speed of light in vacuum) in
dispersive uniaxial media. Theoretical analysis on dispersion relation for plasma media reveals
that the phase velocity is much larger than C when the refractive index is smaller than that
in vacuum at special frequency. Based on the theory, we designed a metamaterial construction
which is dispersive uniaxial and exhibiting Drude-model-like frequency dependence to realize the
superluminal phase velocity. We also verified it through the experiment.

1. INTRODUCTION

The velocity of electromagnetic wave propagating in the media has always captured the attentions
of the researchers [1]. For most of the unartificial media, the phase velocity vp is always smaller
than c (the speed of light in vacuum). In order to get a superluminal phase velocity, we must get
a kind of media with refractive index smaller than that in vacuum, such as plasma media around
plasma frequency. Theoretical analysis from the K-surface reveals that the EM wave can propagate
in plasma media with superluminal phase velocity. In this paper, we designed a kind of artificial
material with the same property to plasma media at some frequency to realize the superluminal
phase velocity.

Metamaterial is a sort of artificial structural composite possessing extraordinary electromagnetic
(EM) properties, such as negative effective permittivity and/or permeability [2, 3], which have ex-
cited the imaginations of physicists and engineers in the past few years. Recently, metamaterials
with “near-zero” permittivity and/or permeability have also attracted a lot of interest [4–7]. With
the near-zero constitutive parameters and therefore the near-zero refractive index of the metamate-
rial, the corresponding wave vector will be near to zero. According to the formula of phase velocity
vp = ω/k, the phase velocity will be large enough. In this paper, we show by theoretical analysis,
simulation and experiments that the phase velocity will be much larger than c while the frequency
is approaching to the frequency of near-zero refractive index.

2. THEORETICAL ANALYSIS

We consider a uniaxial media with a scalar permittivity ε = ε0 and a permeability tensor

µ = µ0

(
µrx 0 0
0 µry 0
0 0 µrz

)

which is given in the principal coordinates. Here, we assume µrx = µry = 1 and µrz obey the
frequency dependence of Drude model as below

µrz = 1− ω2
p/ [ω (ω + iγe)] ,

where ωp is the plasma frequency and γe is damping constant. Consider a TE-polarized line source
in the middle of the media with wave vector ~k = x̂kx + ẑkz, the dispersion relation in the proposed
uniaxial media can be express as

k2
x/µrz + k2

z = k2
0 = (ω/c)2

We can find when µrz is positive and near to zero, the kx =
√

µrz((ω/c)2 − k2
z) will be much smaller

than the k0, which means the wave propagates along x axis has a much larger phase velocity than
that in vacuum. On the other hand, the wave will radiate in the z direction with high directivity in
this case [8, 9]. Strictly speaking, the phase velocity will be infinity when µrz is zero. If we consider
the loss of media when γe is not zero, the real part of kx will be a small value but not zero, that
means the phase velocity can’t be infinity but a large enough value contrasting to the speed of light
in vacuum if the media is not lossless.
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3. SIMULATION RESULT

We use a practical metamaterial slab to verify the aforesaid analysis. On account of the limit of
experiment equipment, we design a kind of slab to carry out the simulation and experiment in
microwave region without losing universality. The slab we designed is constructed with the unit
cell as shown in Fig. 1(b).

This kind of metallic pattern is first proposed in [10] for fabricating metamaterial showing
effective negative permeability. In our realization, the metallic patterns are printed in alignment
on a 1-mm-thick FR4 substrate with a relative permittivity 4.6. One piece of the metamaterial
sample have 40 unit cells in the x direction with a periodicity of 10 mm and 15 unit cells in the y
direction with a periodicity of 6 mm, respectively. Eight pieces of such sample are aligned along
the z direction with an interval of 16 mm to obtain a slab-like sample. In such a slab, for EM wave
incidence, a magnetic resonance can be induced by the resonant currents flowing along the metallic
rings, yielding an effective negative permeability along the z direction but no magnetic resonances
in the x and y direction, so µrx and µry can be regarded as unit. We can get the equivalent
parameter using homogenization approach proposed in [11, 12] as Fig. 2 shows. It is seen that the
real part of µrz is negative over a frequency range from 9.2 GHz to 9.45 GHz and is equal to zero
at 9.45 GHz.

Before the experiment, we perform finite-element method (FEM) simulation to verify the per-
formance of the metamaterial slab. The dimensions and parameters are just the same as described
previously, and the antenna is located in the center of the slab along the x direction. The simulation
result is shown in Fig. 3 at the frequency of 9.45GHz. We can see that the phase varies slow along x
direction in the slab while fast along z direction which means that the phase velocity in x direction
is much larger than the z direction, according to the formula vp = ω/k = ω/(∆φ/∆d) = ω∆d/∆φ
(∆d is the distance between two measure points and the ∆φ is the difference of phase between the
two points).
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Figure 1: (a) The sketch map of experiment, point a and point b are the place which we choose to measure
the EM-wave phase. (b) The experiment metamaterial slab and unit cell of the metamaterial sample.
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4. EXPERIMENT RESULT

The experiment is carried out in a microwave anechoic chamber. We put a monopole antenna in
the center of the metamaterial slabs as a source and use another monopole antenna to measure
the phase. Fig. 1(a) shows the sketch map photo of the experiment. During the experiment, a
microwave signal from 9.35 GHz to 9.55 GHz is fed into the monopole. And we put a monopole
antenna on two points (point a and point b) to measure the phase which are along with z axis and
the distance between two points ∆d is 12 mm as Fig. 1 shows. The result is showed as Fig. 4.

The two lines denote that the phase varies at different frequency at different point. But at
9.447GHz, the two lines almost overlap. That means the phases are almost the same at the two
points which denote the phase velocity is very large in x direction at the 9.447 GHz. Based on
the formula vp = ω/k = ω/(∆φ/∆d) = ω∆d/∆φ, we calculate the phase velocity and the result is
showed as Fig. 5.

When the frequency is below the 9.447GHz, the permeability of the metamaterial slabs is
negative, and the EM wave is evanescent. So the phase velocity is insignificant. At the 9.447 GHz,
the largest phase velocity is almost 5814 times larger than the speed of light in vacuum, and
when frequency moves toward higher frequencies, the phase velocity drastically decreased. As
one example, at 9.5 GHz, the phase velocity is only 6.5 c and the phase velocity decreases as the
frequency increase because that the permeability and kx are increasing in this case. The variation
trend of the phase velocity versus frequency clearly reflects a Drude-model-like dispersion, therefore
we can conclude that the measured results fit well with theoretical analysis.

5. CONCLUSION

Through simulation and measurement, we can get a superluminal phase velocity of 5814 c in a
metamaterial slab which consisting of periodically arranged split-ring resonators and exhibiting
Drude-model-like frequency dependence along its primary axis in microwave frequency band. The
experimental results fit well with theoretically analysis. The superluminal phase velocity along
the x direction can be used to perfectly explain how the highly directivity antennas based on
such uniaxial metamaterial work, and has potential in microwave applications such as in-phase
wave divider and coherent wave sources. In optical band structural materials, such as in photonic
crystals, we can also find lots of similar dispersion behaviors similar to Drude model the band
gap diagrams, indicating that superluminal phase velocity can also be found easily in optics, and
therefore can be used in optical applications. In the future, we will keep on this study and try
to extend similar concept to two-dimensional which means that the EM-wave propagates with
superluminal phase velocity in all direction in these materials.
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Abstract— EH4 geophysical systems belong to electromagnetic survey method. As the most
effective electromagnetic method for metalliferous mineral explorations with high detecting reso-
lution and appropriate depths of penetration, EH4 is widely used in solid minerals, especially in
finding concealed ore deposit. In this paper, the author adopted EH4 method to make a synthetic
study on Shihu gold deposit in Hebei. The result showed that the geophysical method was quite
useful in the exploration of concealed ore deposit.

1. INTRODUCTION

Shihu gold deposit is under the administrative divisions of Chenzhuang town Lingshou Country
Hebei Province. And it is located 66 km to the west-north of Lingshou Country. The mining
geographic coordinates are: Longitude 114◦03’15””–114◦04’21” and Latitude 38◦39’04”–38◦40’19”.
The mining area is 4.1 km2.

Our predecessor had done a comprehensive detailed study in this area, and our focus was to
give a depth and margin prediction on the 101 ore belt, which was a kind of local metallogenic
prediction compared with the regional one.

The 101 ore belt in Shihu gold deposit was stick controlled by faulted and shattered zone, and
almost all of the ore body was limited to wide range of less than 100m. It had a high degree of
alteration in faulted and shattered zone. It was Cataclasite of high degree silicification or filled by
quartz sulfide ore body, between which there was obvious physical difference with Archaean-group
biotite plagioclase gneiss, homblende-biotite plagioclase gneiss and amphibolite

The methods such as electrical method, magnetic method, earthquake method and EH-4 high
frequently mt sounding were in the choice of geophysical methods. Our main aim of this research
was to find out the downward extension of the 101 ore belt. The mining had reached to 500 m,
which the conventional geophysical methods were difficult to survey. The EH-4 high frequently mt
sounding, with high-precision, large-depth and strong anti-jamming, was our choice, which achieved
good results on exploration in the resources crisis mine in recent years.

2. FIELD WORK METHOD AND TECHNOLOGY OF EH-4 SYSTEM

(1) Choice of operating frequencyThe gneiss, with resistivity more than 1000 Ω·m, was the main
bedrock in this project area. In order to meet the design requirement, we chose 10Hz, the
lowest operating frequency while detecting. Three frequency groups like the second, the third
and the fourth were in our choice, ranging from 10 Hz to 99 kHz.

(2) Arrangement of observation points: The geophysical section line of survey area in Shihu gold
deposit was located by our study team. We adopted GPS position and fix distance with
measuring wire.

(3) Systematic inspection: The parallel test was carried out the day before we began. It was
required that the two magnetic bar parallel on the ground, 2–3 m apart. The two electric
dipole were arranged parallel, and be vertical to the bar. We observed the time series signal
of electric field and magnetic field channels to make sure if it works properly.

3. DATA PROCESSING METHOD

The time series collected in field were pretreated firstly, and then changed to FFT. The imaginary
and real component, and the phase data were obtained though it. The one-dimensional BOSTICK
inversion was performed to transform from frequency to depth. Based on one-dimensional inversion,
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the two-dimensional electromagnetic was imaged fast and automatically by the two-dimensional
imaging software used abroad.

The data obtained by inversion was done Kringing griddling in the XZ plane. Meeting the
actual situation of electrical anisotropy, X-axis and Y -axis were to taken anisotropy method to
search radius.

4. WORKLOAD COMPLETED AND QUALITY ASSEMENT

Choice of the Investigation Profile
Only three representative profiles were arranged this time because of high investigation cost (See

Figure 5(b)). They were Line 19, Line 29, and Line 35 respectively. The workload completed was
list in Table 1 in details.

Table 1: The workload table of survey in Shihu gold deposit.

Survey-Line Number Points Number Dot Pitch (m) Polar Distance (m) Profile Length (m)
Line 19 Section 26 20 20 500
Line 29 Section 26 20 20 500
Line 35 Section 26 20 20 500

Total observation points 78

The profile layout obeyed the following three principles. Firstly, it can basically reflect deep
extension in the production midcourse of 101 ore belt. Secondly, it can reflect the extension of the
southern section of the ore belt roughly. Thirdly, it was favorable for verifying with pitting and
drilling in near future. Base on these principles, the Line 19, Line 29, and Line 35 were layout.

5. ANOMALY INTERPRETATION

In general, the gold-bearing quartz veins showed high resistance to electrical conductivity, but the
ones in this area were of low resistance due to the strong water abundance in the faulted and
shattered zone. And the quartz vein-type of gold ore bodies in this area were almost hosted in
faulted and shattered zone, which was also of low resistance.

5.1. Anomaly Interpretation of Line 19

Line19, with 500 meters length of plant profile and 20 meters of dot pitch, had a total of 26
measuring points. It can be recognized the following understanding.

Firstly, it was supposed that faulted and shattered zone named F1 was located between the
surface No. 260 measuring point and No. 280. The faulted and shattered zone extended down
from the surface (the elevation of 710 m) to the surface No. 560 measuring point (the elevation of
50m), with the inclination of about 40◦. It was found out that the resistance curve trended to be
downward through analysis, and was likely to down to 50 meters beneath the No. 620 measuring
point.

Secondly, there existed a wide range of low-resistance zone on both sides of the fault in the range
of elevation from 650 m to 350 m that faulted and shattered zone named F1 passed, indicating the
fault fracture zone here was of intensive or on large-scale.

Thirdly, the faulted and shattered zone named F2 was located between the surface No. 470
measuring point and No. 500, and continued to trend to down. It can reach the elevation of 250
meter of No. 700 measuring point from the analysis for resistivity contour.

Fourthly, the faulted and shattered zone named F3, with a vertical occurrence, was located on
the surface No. 620 measuring point. It downed to the 400-meter elevation in No. 600 measuring
point, and was likely to extend to 400-meter elevation to intersect with F2.

5.2. Anomaly Interpretation of Line 29

Line 29, with 500 meters length of profile and 20 meters of dot pitch, had a total of 26 measuring
points. It can be recognized the following understanding.

Firstly, the faulted and shattered zone F1 was located in the vicinity of No. 220 measuring point
and it was low resistance, with no less than 2000Ω·m, on the negative 150-meter elevation down
to the No. 400 measuring point, which showed that F1 was of more development. It was likely to
be a band for two types of rocks with different resistance on the 300-meter elevation down. The
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resistance on the left side (or the west side) of the rocks was low, while the ring side (or the east
side) was high.

Secondly, the faulted and shattered zone F2 was between No. 360 measuring point and No. 400,
and extended down to the 450-meter elevation of the No. 420. There existed large difference between
the faulted and shattered zone, with the resistance less than 2500 Ω·m, and its surrounding rocks on
both sides, with the resistance more than 5000 Ω·m, from which it was concluded that the faulted
and shattered zone F2 had a high fragmentation degree and fracture development.

Thirdly, the faulted and shattered zone F3, located near the No. 560 measuring point, had
no obvious surface characteristics, mainly in the 575-meter elevation to 675-meter elevation of
measuring point from No. 540 to No. 560, away 150 meters to surface depth. Although the zone
was shallow, it had high degree of fragmentation. As a hidden zone, this faulted and shattered zone
should be paid attention to be examined.
5.3. Anomaly Interpretation of Line 35
Line 35, with 500 meters length of profile and 20 meters of dot pitch, had a total of 26 measuring
points. It can be recognized the following understanding.

Firstly, the faulted and shattered zone F1, located near surface No. 220 measuring point, ex-
tended from the surface to the 500-meter elevation of No. 260 measuring point and thinned out. It
was on a small scale, with angle of about 40◦C.

Secondly, the faulted and shattered zone F2, located near No. 340 measuring point, extended
from the surface to the 170-meter elevation of No. 620 measuring point. There formed a low
resistance zone due to the low resistance from the 700-meter elevation to 550-meter elevation of the
passed measuring point from No. 320 to No. 400. Another low resistance zone was formed from
the 350-meter elevation to 470-meter elevation of the measuring point from No. 440 to No. 560.
These two low resistance zones may be a development area for the faulted and shattered zone, or
a secondary zone.

Thirdly, the vertical faulted and shattered zone F3, on a small scale, located near No. 700
measuring point, extended to the 550-meter elevation of No. 620 measuring point. The east side of
the zone is unknown due to the location or the different lithologic contact zone.

6. CONCLUTION

It was the first time to apply EH-4 electrical conductivity imaging system, and take high-frequency
magneto telluric sounding method in deep part ore prediction for the mining area in Shihu gold
deposit. It was identified that distribution and extension of the deep structure in 101 ore belt,
and pointed out the favorable ore-forming parts. Then quantitative imputation for its depth was
made. All the interpretation indicated that as following. In the deep part of Line 19 and Line 29 of
the mining area, the 101 ore belt had been extended to the elevation from −50m to −150 m. The
faulted and shattered zone was in development of large-scale in Line 35 which in the southern of
101 ore belt, and it showed that 101 ore belt continued to extend southward without thinning out,
with stable extension from the shallow to the deep. The deep extension was up to above 50-meter
elevation. However, this method reflected vaguely to the information in the shadow surface and
generally had low resistively, which could be explained by strong interference of surface natural
field or a better aquosity in near-surface, so the upper boundary of ore belt was fixed above 400
meters in metallogenic prediction in the sixth chapter. In short, the geophysical results basically
coincided with the geological analysis, which provided reliable evidence for predicting the depth
and margin boundary of 101 ore belt.
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Abstract— An optimized monopole microstrip Patch Antenna for UWB (Ultra Wideband)
Applications is designed. The proposed antenna is fed by a single microstrip line and designed
to operate from 2 to 14GHz. It consists of a patch with gradual steps, a single slot on the patch,
and a partial ground plane with special slit. Experiments are carried out to investigate its return
loss and its radiation, which exhibit good radiation pattern and impedance bandwidth over the
entire band of frequency.

1. INTRODUCTION

A UWB antenna should provide a gain and impedance that is relatively constant for bandwidth
from 3.1 to 10.6GHz. For dominant applications [1], these antennas must be compact, low priced,
and must present omnidirectional radiation patterns and ease of fabrication. The demand for
ultra wideband systems is increasing rapidly in the communication systems, particularly wireless
multimedia system with high data rate. The technique of a UWB wireless communication is
to transmit digital information signals transformed into impulse or nonsinusoidal signals with an
extremely short pulse below nanoseconds. This technique is able to communicate very fast in
hundreds Mbps like an optical communication.

The microstrip patch antenna may be a good choice as it is compact, low profile and easy
to integrate with monolithic microwave integrated circuits (MMICs). The various types of UWB
antennas, such as the planar volcano-smoke slot antenna, bowtie patch antenna, and the modi-
fied bowtie antenna with a triangular shape, have been developed for UWB systems. For many
years, ultrawide band (UWB) antennas have had many applications in communication systems
with broadband and spread-spectrum features in radar systems [2]. Guillanton et al. [3] proposed
a new balanced antipodal Vivaldi antenna for UWB applications with ultrawide bandwidth (1.3–
20GHz) with respect to 10-dB impedance. Recently, a rectangular patch with two steps and a
single slot on the patch, and a partial ground plane has been designed for UWB applications [4],
and the transient responses of a logarithmic periodic dipole and a Vivaldi antenna are presented
for the characterization of a UWB antenna [5]. Many researches have been attempted to widen
the bandwidth of the conventional printed antennas. Although the bowtie antenna is one of the
promising techniques for UWB antenna systems [6], it is not sufficient to cover the UWB frequency
band. Thus, various structures have been proposed to overcome the narrow bandwidth. Parasitic
elements around the antenna bring about broad bandwidth operation, but increase the size of the
antenna [7].

In this paper, we propose an optimized ultrawide band antenna for UWB applications. The
proposed monopole antenna consists of a patch with complex of gradual increasing and gradual
decreasing steps, a single rectangular slot on the patch, and a partial ground plane with special slit
with improvement in impedance and good gain bandwidth. Investigations based on experiments and
simulations are conducted. The simulation is performed using the commercially available simulation
software HFSS 11. The proposed antenna is successfully implemented and the simulated results
show reasonable agreement with the measured results. In this design, a 3.2 ∼ 14GHz frequency
range for S11 < −10 dB is obtained. Radiation patterns are also examined.

2. ANTENNA GEOMETRY AND DESIGN

Printed monopole antennas radiate in broadside direction. To meet the demands of a reduced
antenna size, a higher dielectric substrate is required. The FR substrate with a dielectric constant
of 4.4 can be used for this application. Patch antennas exhibit narrowband characteristics making
it challenging to enhance their bandwidth. To account for this a novel antenna shape has been
designed, shown in Figure 1, which is a tradeoff between size, bandwidth and substrate type. The
proposed antenna is fed by single microstrip line and designed to operate from 2 to 14 GHz. It
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consists of a patch with gradual steps, a single slot on the patch, and a partial ground plane with
the special slit. The antenna, which has dimensions of 30×36mm2, is printed in the substrate FR4
of thickness 1.6 mm and relative permittivity 4.4. The dimension of the slot is 0.9× 10.5mm2 and
the dimension of the ground plane is chosen to be 30× 11mm2 in this study. The excitation is a
50Ω microstrip line printed on the slitted partial grounded substrate. To design the UWB antenna,
we have applied four techniques to the proposed antenna: the use of (i) gradual steps, (ii) a partial
ground plane, and (iii) a single slot on the patch, and (iv) special slit on ground plane which can
lead to a good impedance matching. By selecting these parameters, the proposed antenna can be
tuned to operate in the 3.2 ∼ 14 GHz frequency range.

The proposed antenna was constructed and studied. Using an Agilent Technologies, (N5230A)
Analyzer, the measured return loss of the proposed antenna is obtained at 2 ∼ 14GHz, as depicted
in Figure 2. Figure also shows the simulated results from HFSS 11 for comparison. The measured
return loss S11 reasonably agrees with the results. A 3.2 ∼ 14GHz frequency range below −10 dB
of S11 is obtained.

3. SIMULATION RESULTS FOR THE MONOPOLE ANTENNA

The proposed antenna fed by a microstrip line is shown in Figure 1, which is printed in a FR4 of
thickness 1.6 mm and relative permittivity 4.4. The microstrip line width TS is 2.5 mm for 50 Ω
impedance, and monopole patch with gradual steps is connected to the microstrip line. The special
slit of width X on the groundplane, and the rectangular slot of width W2 are introduced. By
optimizing these parameters, a compact antenna is produced. Simulations are performed using the
HFSS 11 simulation software.

(a) Back side view (b) Front side view

Figure 1: Geometry of the proposed antenna.

Figure 2: Measured and simulated return loss for the
proposed antenna.

Figure 3: Simulated return loss for different values
of slit dimensions X for comparison.
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3.1. The Effect of the Slit in the Ground Plane
Another technique to broaden the bandwidth is to adjust the width of the slit near the starting
point of the radiating element. To compact the proposed UWB antenna and increase the impedance
bandwidth, a slit is introduced into groundplane to alter the input impedance characteristics. As
shown in Figure 3 the small changes of slit width have significant effects on the bandwidth of the
proposed antenna. It is found that the return loss of lower-edge frequency will decrease when the
slit width X = 1.66mm, and the return loss also decreases with increasing slit width. The width of
the slit can be used to extend the return loss of lower-edge frequency or the upper-edge frequency
of the impedance bandwidth.

The upper-edge frequency without slit is 11.20 GHz and with slit is 9.65 GHz. This is a useful
extension of the upper-edge frequency. The optimized slit width X was found to be 2 mm, which
provides a very wide bandwidth. The slit also influences the bandwidth of the antenna.

3.2. The Effect of the Gradual Steps
The proposed antenna with eight steps instead of a rectangular shape is shown in Figure 1(a). We
can find the tendency of a return loss value regard to the geometry of the antenna. The gradual
steps are shaped with eight steps in the proposed antenna compared with the return loss results of
the patch antenna without them, and the modified antenna brings about more frequency resonances
and an improvement of an impedance matching than in case of the staircases with 0 and 8 steps.
Therefore, it achieves enhanced bandwidth as a result as shown in Figure 4.

3.3. The Effect of the Ground Plane Size
The groundplane dimensions are very important parameters in the design of these antennas, because
of strong dependence of bandwidth on groundplane size. Figure 5 illustrates the return loss for
different values of groundplane length L3 without slit (L4 = 30 mm). It is seen that the bandwidth
is heavily dependent on groundplane width. To design a compact UWB antenna, the groundplane
L4 is selected as 30 mm. It was also found that the return loss is sensitive to the groundplane length
L3. In this paper, the L3 is selected as 11 mm.

To understand the behavior of the antenna model and obtain the optimum parameters, simula-
tions were performed with the HFSS software. The optimized values of each physical dimension of
the proposed antenna are shown in Figure 1 and Table 1.

With the dimensions of the Table 1, a prototype antenna is simulated by HFSS software and is

Figure 4: Simulated return loss with gradual steps
and without them for comparison.

Figure 5: Simulated return loss for different values of
groundplane width (without slit).

Table 1: The dimensions of the proposed antenna. All dimensions are in millimeters.

Parameter L1 S W1 W2 W3 W4 T1 T2 T3

Value 12 0.9 4 10.5 2.9 3.1 14.56 5.657 4.752
Parameter L2 L3 L4 G1 G2 G3 T4 T5 TS

Value 13.5 11 30 1.424 1.393 1.269 3.769 0.938 2.5
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also fabricated. These dimensions are obtained after performing an optimization. The measured
and simulated results are shown in Figure 2. As shown in Figure 2, there exist some discrepancies
between measured data and the simulated results. In order to achieve the accurate return loss char-
acteristics for the designed antenna, it is recommended that the manufacturing and measurement
process need to be performed carefully.

Figure 7 and Figure 8 show the measured co- and cross-polarized radiation patterns across the
entire frequency band in the H-plane (xz-plane) and the E-plane (yz-plane) respectively. The
H-plane radiation patterns are relatively omnidirectional, especially at lower frequency bands.
However, the radiation patterns start to change in high frequencies and show higher directivities in
other directions. The resonant frequency of a patch antenna mainly depends on relative permittivity
of substrate material εr, and the length of the patch. The width of the patch will not affect the
resonant frequency to a large extent but it will have some effect on the impedance of the patch

(a) Front side view (b) Back side view

Figure 6: Photograph of the realized antenna.

2.5 GHz 6.6 GHz 8.4 GHz 

Figure 7: Measured radiation pattern of proposed antenna in H-plane (ϕ = 0◦). The solid line is co-polar
and the dash line is cross-polar component.

2.5 GHz 6.6 GHz 8.4 GHz 

Figure 8: Measured radiation pattern of proposed antenna in E-plane (ϕ = 90◦). The solid line is co-polar
and the dash line is cross-polar component.
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antenna, and thus the bandwidth of the antenna. In high frequencies (i.e., from 7 GHz onwards), it
seems that the patch of antenna length almost equals to the half wavelength and starts to introduce
spurious radiation.

Figure 6 presents the photograph of a realized antenna on a FR4 substrate with SMA connector.

4. CONCLUSIONS

A new small UWB antenna has been designed, simulated, measured and fabricated. The proposed
antenna with different width of slit, gradual steps and slot have been studied. The measured
and simulated return loss of the proposed antenna suggests that this antenna is a potential UWB
candidate, that can be used both in lower band as well as the upper band for pulse based UWB
technology. From the simulated radiation patterns it can be predicted that this antenna strongly
radiates in the elevation plane perpendicular to the antenna radiating element. This kind of radi-
ation, which has nulls in the direction of θ = 90◦ and θ = −90◦ (Broadside radiation).
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Abstract— Effective apparent resistivity is correspondent to the modulus of magnetotelluric
response impedance tensor matrix. It is a invariable under the coordinate rotation. Under
one dimensional (1-D) condition, It is equal to the normal apparent resistivity ρa, when to two
dimensional condition, it is the geometry average of apparent resistivity of TE mode (ρTE) and
TM mode (ρTM), which has the dimensionality reduction property. The parallel moving algorithm
can used to do static correction, as effective apparent resistivity curl shape was not affected by
the static effect. At the same time, it is irrelative to coordinate rotation, so the inverse deviation
can be avoided in the effective apparent resistivity two-dimensional (2-D) inversion, because of
the incorrect polarization mode discrimination. So the utilization of effective apparent resistivity
in processing and interpretation of the magnetotelluric sounding data was recommended.

1. INTRODUCTION

With the improving of the performance of instrument hardware system and the designing thoughts,
especially applying GPS to the time synchronization of signal acquisition, Magnetotelluric sounding
method (referred to as MT) field data collection makes remote reference technology into reality and
greatly improved the quality of field data [1]. In the aspect of data processing and interpretation,
The introduction of Robust statistical methods [2], perfecting and maturity of one-dimensional
and two-dimensional inversion method as well as development of three-dimensional forward and
inversion method continuously improving the accuracy of data interpretation [3].

There are still many problems of MT method to be solved, such as the static correction and
problems of multiple solutions in the inversion process, especially that geological conditions en-
countered in the actual MT exploration are different and complicated, not as simple and stand as
the assumpted conditions in the theoretical study. Such theoretical assumptions (such as 1D and
2D conditions) does not correspond exactly with the real geological conditions, which will deviate
the interpretation results, or even get wrong results. The most common problem that we will
encounter in the actual exploration is: MT survey line in the field is often not completely vertical
to the direction of geological structure, at this time, different inversion results will be achieved by
two-dimensional inversion of ρTM and ρTE in principal axis and inversion of ρxy and ρyx in the
direction parallel or vertical to the survey line.

For the problems of MT methods, although MT scholar at home and abroad have done a great
deal of research work, some problems still have not been fundamentally solved, which can not be
avoided in actual data processing and interpretation. Processing and interpretation staffs must take
different measures to solve these problems. Since different person may use different interpretation
methods, using the same inversion software for the same raw data may lead to different results, not
to mention the further geological inference. Therefore, how to effectively weakening various effects
appears to be meaningful and practical. The effective apparent resistivity method discussed in this
article is the attempt in this aspect.

2. EFFECTIVE APPARENT RESISTIVITY

In magnetotelluric sounding exploration, after time-frequency Fourier transformation along elec-
tromagnetic fields of two orthogonal directions measured on the ground, the relationship between
electric field components (Ex, Ey) of a certain frequency (f) and magnetic field components (Hx,
Hy) is as following:

Ex = ZxxHx + ZxyHy

Ey = ZyxHx + ZyyHy
(1)

In matrix form:
E = ZH (2)
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where:

E = (Ex, Ey)T

H = (Hx,Hy)T

Z =
(

Zxx Zxy

Zyx Zyy

)

Z is impedance tensor which is the magnetotelluric response of measured station, Zxx, Zxy, Zyx

and Zyy are impedance elements which are all complex. Two apparent resistivity curves ρxy and
ρyx given by field real-time processing are as follows:

ρxy =
1
5f
|Zxy|2

ρyx =
1
5f
|Zyx|2

where: f is frequency.
Effective apparent resistivity (ρeff) is defined as [4]:

ρeff =
1
5f
|Z| (3)

|Z| is the matrix of impedance tensor matrix Z, there is:

|Z| = |ZxxZyy − ZxyZyx| (4)

impedance phase (ϕeff) is:
ϕeff = 0.5× arg(ZxxZyy − ZxyZyx) (5)

From (4) and (5), we can see that four impedance tensor elements are involved in the calculation
of efficient apparent resistivity, which are three-dimensional parameters.

Since the impedance elements relates to the direction of measuring coordinates, and different
coordinates direction will arrive at different impedance element values of. Based on different pur-
poses, Z should be rotated when doing data processing. After rotation, the relationship between
impedance tensor Zθ and Z is:

Zθ = R(θ)ZR(θ)T

where:

R =
(

cos θ sin θ
− sin θ cos θ

)

R(θ)T is the transposed matrix for R(θ) of the, θ is rotation angle.
Impedance elements changed after rotating of impedance tensor, but the matrix of impedance

tensor is unchanged, which is: |Z| = |Zθ|
It shows that effective apparent resistivity is a rotation invariant.
In 1D condition, Zxx = Zyy = 0, Zxy = Zyx = Z1D, so:

ρeff = ρ1D (6)

Therefore, under 1D condition, conventional apparent resistivity is a special case of effective
apparent resistivity.

When the geological structure is consistent with 2D condition, rotate Z to the principal axis,
Zxx(θ) = Zyy(θ) = 0, there is:

Z2D =
(

0 ZTE

−ZTM 0

)

ρeff = (ρTE × ρTM)1/2

(7)

Under 2D condition, the effective apparent resistivity ρeff is the geometric mean of ρTE and ρTM.
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3. APPLICATION OF DATA PROCESSING

Two-dimensional (2D) inversion technique of magnetotelluric sounding data is becoming more
perfect and mature at present, and can be practically used. Since the actual ground conditions
complex, there are some practical problems to be considered when applying 2D inversion method
into data processing and interpretation, have to the. The first problem is identification of TE and
TM mode. 2D inversion is to fitting ρTE and ρTM, after principal axis rotation, the measured
apparent resistivity ρxy, ρyx should be decided which is ρTE and which is ρTM. Since the direction
of principal axis may be the same with or vertical to the geological structure, it is sometimes very
difficult to determine. If wrongly discriminated the inversion results will be inevitably affected.
The second problem is that the principal axis is mostly a curve changing with, the difference
between principal axis with high and low frequency can even reach to nearly 90 degrees, which
indicates that the strike direction of local structures is inconsistent with regional. This is a normal
geological phenomena, but 2D inversion of such data will bring bias, because at high-frequency it
is TE mode, but low-frequency is TM mode. The third problem is the MT survey line can not be
completely orthogonal with geological structure, but forward calculation during 2D inversion is on
theocratical apparent resistivity and impedance phase in two directions parallel or vertical to the
survey line while the fitting object is apparent resistivity and impedance phase in another direction
(principal axis), which is obviously unreasonable. The above-mentioned problems are caused by the
uncertainty of principal axis, and the former text also mentioned that effective apparent resistivity
is a rotation invariant, so to do 2D inversion directly on effective apparent resistivity can avoid the
above problems.

Figure 2 is an inversion and forward inversion example when survey line and structure strike is
not perpendicular to each other, the survey line and positive and structure intersects with an angle
of 45 degrees. Figure 2(a) is the profile of geoelectric section in the survey line, after calculating
the theoretical response of the model on the survey, then do 2D inversion on different apparent
resistivity formed, ρxy and ρyx are apparent resistivity parallel and vertical to the survey line
respectively, ρTE and ρTM are apparent resistivity in the direction of principal axis, Figures 2(b)–
(d) are inversion resistivity sections of ρxy, ρyx, ρTE and ρTM respectively, and clearly inversion
results of ρeff has the highest accuracy.

On the other hand, in 2D inversion, when the above problems exist, 2D conditions are not
satisfied, so fitting two apparent resistivity curve at the same time may achieve bad result.

(a) (b)

(c) (d)

Figure 1: Apparent resistivity curves’changing features of 4 different continuous stations. (a) No. 206, (b)
No. 207, (c) No. 208, (d) No. 209.
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(a) (b)

(c) (d)

Figure 2: Inversion results of 2D geoelectric model and different apparent resistivity. (a) 2D geoelectric
section on the survey line, (b) ρxy, ρyx joint inversion result, (c) ρTE, ρTM joint inversion result, (d) ρeff

inversion result.

4. CONCLUSION

Effective apparent resistivity is the modulus of response magnetotelluric impedance tensor matrix
divided by the 5f , which is a rotation invariable and equals to conventional apparent resistivity ρa

in 1D condition. In 2D condition, the effective apparent resistivity equals to the geometric mean
of ρTE and ρTM. Since the actual geological structure is rather complex, and TE and TM mode
of measured data is sometimes very difficult to determine with errors often occur. Even if judged
correctly, the electrical principal axis is often a curve changing with frequency. All these factors
will affect the 2D inversion results of sub-mode (TE mode, TM mode or joint mode). Inversion
directly to the effective apparent resistivity, does not involve the issue of principal axis, so the error
of principal axis determine does not affect inversion results.
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Research and Application on Supergain Property of Arrays for
Target Detection

Zhanlin Xie and Yingmin Wang
Institute of Acoustic Engineering, Northwestern Polytechnical University, Xi’an, China

Abstract— The method of supergain for a column array and its integrate robust beamforming
are presented. The upright super-directive array gain of the column array outperforms a lot over
that of a conventional beamforming in isotropic noise fields when the inter-element spacings are
less than one-half wavelength. It is the phenomenon of supergain at the top direction to line
array. At the horizontal direction, the fact of supergain also exists in the circle array of its cross
section. However, in practice, the performance of optimum beamforming algorithms are known
to degrade if some of underlying assumptions on the sensor array violated. It is impossible to get
the theoretic supergain through optimum disposal. Therefore, the integrate supergain of robust
beamforming algorithm (ISBA) is used to improve the robustness of supergain beamforming
against random errors. Under the inhibit of beamforming weight vector norm, the column array
shows great performance at target search and resist disturbance in two dimensions of orientation
and depth.

1. INTRODUCTION

There are tow key factors to deal with in sonar. The first is the orientation of the target, and
the second is to improve the space processing gain, which can increase the ratio of signal to noise
in the input unit of receiver (the output unit of the array system). Now most arrays usually
adopt conventional array of equable weight. The processing of signals are simple only by delay,
weight and summation. To the conventional array, it means increases the sum of array elements to
improve the array gain. Correspondingly, the aperture of the array is raised, that will lead to more
difficulty for practical application. Under the equable isotropic noise field, when d/λ tends towards
0, however, the optimum array gain usually doesn’t tend toward to 1, it will represent some special
characteristics which are called supergain [1]. Only a small scale array can get higher array gain
than usual big one. So, it is important to research the supergain of small scale array.

As early as 1983, Zhao Ning Zhen, Da Wei Xiang already depicted the conception of supergain
in their papers [2]. Yet, within the immature of digital signal processing and electronic technique,
underdeveloped manufacture technics, the supergain technique is despised by most scholars. Near
the years, Yuan Liang Ma and Bao Gao Zhang gave concrete analysis to the robust of supergain
beamforming, primarily demonstrated the supergian processing can be realized with the devel-
opment of modern electronic technique and the level of manufacture technics at the time [3, 4].
She Feng Yan made deep and systemic research in supergain characteristics and signal processing
method of hydrophone arrays [5]. By simulation and validation of experiment data processing, it
made a strong impact on engineering application of this technique. After several decades dreari-
ness, it is possible to get a new life for supergain processing technique. The purpose of this paper
is brought under the background.

Along with the decreasing noise radiation of underwater vessels, it appears a big challenge to the
passive sonar. In this paper, we study a supergain hydrophone column array to improve the detec-
tion performance of passive sonar. Comparison of performance is made between the conventional
and supergain array. Beamforming in temporal domain and frequency domain is implemented for
wideband signal of the array, and corresponding signal proeessing method is investigated.

2. THEORETICAL ANALYSE

2.1. Signal Field
Firstly, it is supposed that a plane wave signal of single frequency is received by the arrays, after
the characteristics of signal is obtained, the same can be deduced to the broadband signals. To an
array composed by M sensors, the hypothesis is that the sound press received by No. i sensor is:

Si = p0e
j(ωt−ϕi) (1)

where ejωt denotes that sound press signal is sine wave signal which is changed with time, we call
that quiver item. Since each signal received by the sensors includes the item, if we ignore ejωt in



1082 PIERS Proceedings, Xi’an, China, March 22–26, 2010

formula (1), then it can be rewrited to:

Si = p0e
−jϕi (2)

where ϕi = ωτi is used to represent the delayed phase of No. i sensor unit to a reference wave
surface, the function τi = 1

c (ri, e) is the corresponding delayed time, the item p0 represents the
correlated sound press amplitude.

After series of mathimatics operation and transform, signal field Rs becomes:

Rs = [SiS
∗
j ]N×N = SSH (3)

where [·]H is the Hermitian transpose.
If we transform the correlation function of covariance matrix’each element into normalization

function, then can obtain signal normalization covariance matrix which every element is nomarl-
ization correlation function of signal. The formula is :

p = V V H = [ViV
∗
j ]N×N (4)

where function V = [V1, V2, . . . , VM ]T .
Usually, we only pay attention to the formula when we analyse signal of plane wave:

p = V V H (5)

Function V is called arrange matrix of normalization signal, and V V H is called combined vector,
which is the mathematics model of signal field of single frequency plane wave.

2.2. Noise Field

Noise is defined as the unexpected signal consisted in the receiver port which prompts the sensors.
Essentially, it is some kind of signal with certain wave (usually called disturbance), or some ruleless
random noise. Generally, it is used to assume that noise is a random course. So, generally, noise
model is the concept of statistic meaning.

We always consider that the sea spontaneous noise is isotropic. In isotropic and uniform char-
acteristic noise field, it is treated the noise received by sensors as the plus of different plane wave
from all directions of space. These noise uniformly distribute and irrelate. They are smooth and
random noise. It will satisfying describe the noise model if the second-order moments is calculated
by statistic and average method.

The covariance matrix of noise is described as:

Rn = E{nnH} = E

{
L∑

l

K∑

k

nln
H
k

}
(6)

Suppose that noise source is irrelated, then nlnk = 0, when l 6= k, the function is rewrited as:

Rn = E

{
L∑

l=1

nln
H
l

}
=


E

{
L∑

l=1

nln
H
l

}

ij




N×N

(7)

i, j = 1, 2, . . . , N (N is the sum of sensors).
At last, the noise field formula can be deduced:

Rn = [Rij ]N×N = N

[
sin krij

krij

]

N×N

= N

[
sin 2π

λ rij

2π
λ rij

]

N×N

(8)

where, i, j = 1, 2, . . . , N , function k is the wavenumber, λ is the wavelength.
It can be concluded that when rij

λ is integer double of 1/2, Rij= 0. Then it is considered that
the noise receiced by sensors is irrelated,when the space between sensors is half wavelength.
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2.3. Array Supergain
The data vector received by the sensors can be described as:

X(t) = S(t) + N(t) (9)

That means the datas vector received by the sensos are the sum of signal vector S and noise
vector N . It is usually considered that the signal and noise received by the sensors is irrelated.
Then,

E{nSH} = E{SnH} = 0 (10)

And
Rx = E{SSH}+ E{nnH} = Rs + Rn (11)

When we receive data vector by array, often give weights to the sensors. And the weight to the
whole array is expressed by vector W [6, 7]. The formula is:

W = [w1, w2, . . . , wn]T (12)

The whole output system’function is equivalent to that the received data vectors pass through
a linear system with vector filter W . Its signification can be depicted by Figure 1:

.

.

.

W1

W2

Wn

Σ ||.||2

X1

X2

Xn

Figure 1: Sketch of array sinal processing.

From Figure 1, it can be concluded that the final output power of array system is the sum of part
of signal power and noise power. It is changed with the altering of weight vector and characteristics
of signal and noise. If we expect to obtain the max space processing gain, which means to find a
weight vector W :

G =
|W T V |2
W T QW ∗ → max

To derivation it by W ∗, which means dG/dW ∗ = 0, then can obtain Q−1pW ∗ = GW ∗. If it can
content the characteristic equation:

{
W T = V HQ−1

G = V HQ−1V
(13)

That will means the system has the maximum output of S/N . Now it will have the best
array gain G. The G is the supergain of the array, and the weight is the the supergain weight.
Beamforming with the weight is supergain beamforming. When the interval of each sensor is half
of the wavelength, the noise coefficient of each sensor received is 0. Then Q = I which is the unit
matrix. And the weight degenerates to the conventional weight [8]. To beamforming with it is the
conventional beamforming. The maximum array gain of it is 10 lg N (N is the number of sensors).

3. SIMULATION EXPERIMENT

Considering the frequency processed by the modern sonar is lower than ever, commonly from several
decades Hz to several decades kHz. And the interval of each sensor is demanded far shorter than
half wavelength by supergain. What is more, the column array has the characteristic of symmetry.
We design a column array, its diameter is 2.0 meter, 32 sensors is placed in it, the interval of each
sensor is λ/4 (λ is the wavelength). The planform of the array is shown in Figure 2:
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Sensor

Figure 2: The planform of 32 sensors array.

To this array, we give these hypothesis:
(1) Each sensor is uniformal placed in the circle with four layers, the position excursion is

inexistent.
(2) Signal received by the sensors is isotropic, and all the sensors have the same sensitivity.
(3) Whole sensors have the preferable frequency coherence during the design frequency.
(4) The array is located in the uniformal noise field of space.
(5) The array frame is transparent to sensors.
Using this algorithm, we obtain the supergain weight of this column array, calculate out super-

gain of different frequency and the conventional gain of the same frequency. The gains of every
frequency is compared and drawn in Figure 3.

From Figure 3, obviously, we can find that supergain processing can obtain higher space gain
than conventional one, especially in the low frequency segment. During 200–800 Hz frequency
segment to this array, it can get higher space gain of 5.5 dB than conventional. From this fact,
it shows that supergain processing has advanced merit in little radius and wavelength of column
array.

Figure 3: Comparison of conventional and supergain processing.

4. CONCLUSION

To sonar signal processing, if the sonar’s frequency is low, the column of array will be huge to obtain
certain space gain with conventional processing. It is not convenient to practice and engineering
implement. However, by supergain processing, a relative small scale array can obtain enough space
gain. It will be very useful to improve the characteristic of passive sonar of low frequency in target
diction. The technique will have wider application view.
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Discrete Time Synergetic Control for DC-DC Converter
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Abstract— A discrete-time version of synergetic control is introduced and applied to design a
nonlinear synergetic controller for DC-DC converters such as buck converters. The performance
of the discrete-time synergetic controller is compared with that of a conventional Proportional-
Integral-Differential (PID) controller through the input voltage step test and the step load test
on Simulink. In particular, two modified control laws are provided to improve performances
of controller. Further, the two control laws are evaluated in comparison with the first simple
discrete-time synergetic controller.

1. INTRODUCTION

Digital technology has great impacted the design of controls for power electronics with the ad-
vent of digital signal processors (DSP) and high-performance processors. The synergetic approach
to control theory (SACT) is a novel nonlinear control method that the nonlinearities of system
are considered in the control design and a systematic design procedure which yields control laws
suitable for digital implementation are offered [1–3]. Moreover, synergetic control not only gives
constant switching frequency operation, but also provides asymptotic stability with respect to the
required operating modes, invariance to load variations and robustness to variation of converter
parameters [4, 5]. Although the synergetic control is widely utilized in various fields [2–11], these
synergetic controllers are all continuous-time.

In this paper, an alternative discrete-time extension of the SACT design procedure is at first
provided, which can not be obtained from its continuous counterpart by means of simple equiv-
alence. The discrete-time extension of the SACT procedure is used to design and implement a
SACT controller for buck converters. The performance of the discrete-time SACT controller for
this application is compared with that of a conventional Proportional-Integral-Differential (PID)
controller through the input voltage step test and the step load test on Simulink. In particular,
two modified control laws are introduced to avoid transient overshoot, reduce steady-state error
and obtain fast transient response. Further, the two controls are evaluated by comparison with the
first simple discrete-time synergetic controller.

2. BACKGROUD THEORY OF DISCRETE TIME SYNERGETIC CONTROL

A discrete version of the SACT procedure is important when the implementation of the control is
realized by computers or other digital processors. Additionally, some control problems can be better
approached if the plant is discretized. Similarity to the continuous-time SACT procedure [1–4], the
discrete-time SACT design procedure consists of the following steps:

1) Start by defining a macro-variable vector as a function of the state variables. Consider a
simple discrete-time system as follows

x(k + 1) = Ax(k) + Bu(k) (1)

where x(k) is the state vector of the system in <n, u is a control vector in <m (m 6 n), An×n

and Bn×m are system matrices. Then a macro-variable vector is defined as follows:

ψ(k) = ψ(x, k) (2)

where ψ is a macro-variable vector in <l (0 < l 6 m). By controlling, the system will be
forced operating on these invariant manifolds

ψ = 0 (3)
and run to the specified equilibrium point along these manifolds. The designer can select the
characteristics of the macro-variable vector according to the control objectives (e.g., limitation
in the current, and so on). In general case, the macro-variable vector is a simple linear
combination of the state variables. The dimension of the macro-variable vector does not
exceed the number of control channels.
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2) In continuous-time SACT procedure, T · ψ̇ +ψ = 0 defines the speed and trajectory of conver-
gence to the invariant manifold [4]. Considering sampling period Ts, the discrete counterpart
is derived as follows:

T ·
[
Ψ(k + 1)−Ψ(k)

Ts

]
+ ψ(k) = 0, Ti > 0, i = 1 . . . l (4)

where T is a design parameter vector that specifies the convergence speed to the manifolds (3).
(4) can be rewritten in the following form:

[
T

Ts −T

]
ψ(k + 1) + ψ(k) = 0 Ti > 0, i = 1 . . . l (5)

3) The control vector u is calculated according to (5) and (1), which gives a control ensuring the
specified properties and decomposing the system by contraction of its state space. The order
of the decomposed system on the manifolds is n− l ∗m.

3. THE BUCK CONVERTER CASE: AN EXAMPLE OF CONTROL SYNTHESIS

3.1. Controlling Synthesis

We now synthesize a discrete-time controller for a DC-DC Buck Converter as shown in Fig. 1.
First, the state space averaged model is used to the buck converter that operates in a very high
frequency continuous conduction mode. The output voltage transfer function of the buck converter
is described by

GP (s) =
Vo

u
=

VDCR

RLCs2 + Ls + R
(6)

where u is the duty cycle (0 6 u 6 1). The synthesis object is to obtain a control law u, which
forces the system to operate at the required values of converter output voltage Vo = Voref and
current iL = iLref .

The z-domain transfer function GP (z) from (6) with a sampling period Ts is

GP (z) =
Vo(z)
u(z)

=
b0z + b1

z2 + a1z + a2
(7)

where b0, b1, a1 and a2 are coefficients. Then the difference equation of (7) is

Vo(k + 1) = −a1Vo(k)− a2Vo(k − 1) + b0u(k) + b1u(k − 1) (8)

Second, considering that there is one control channel u in the system, a macro-variable is defined
as

ψ(k) = κ · e(k) + e(k − 1) (9)
e(k) = V ∗

o (k)− Vo(k) (10)

where κ is the SACT controller parameter, e(k) is the output voltage error, Vo(k) is the output
voltage and V ∗

o (k) is the voltage reference.
Substituting (9) and (10) into (5), yields

V ∗
o (k + 1)− Vo(k + 1) =

[
1− Ts

T
− 1

κ

]
[V ∗

o (k)− Vo(k)] +
1
κ

[
1− Ts

T

]
[V ∗

o (k − 1)− Vo(k − 1)] (11)

To consider V ∗
o (k + 1) = V ∗

o (k), substituting (8) into (11) obtains the control law as follows:

u(k)=
1
b0

[
V ∗

o (k)−b1u(k−1)+a1Vo(k)+a2Vo(k − 1)−
(

1−Ts

T
− 1

κ

)
e(k)− 1

κ

(
1−Ts

T

)
e(k−1)

]
(12)

The expression for u is the control action for the converter controller, which forces the plant (7)
from an arbitrary initial condition to the invariant manifolds (3).
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Digital Controller

Vo

Vo*

L

C R
VDC

u

Figure 1: Buck converter control system.

3.2. The Stability of the Closed Loop System
Another form of (11) using the output voltage error e is as follows

e(k + 1)−
(

1− Ts

T
− 1

κ

)
e(k)− 1

κ

(
1− Ts

T

)
e(k − 1) = 0

Therefore the characteristic equation of the close-loop system is

z2 −
(

1− Ts

T
− 1

κ

)
z − 1

κ

(
1− Ts

T

)
= 0 (13)

For the close-loop system to be stable, it is necessary that (14) should be satisfied.

|zp| < 1 (14)

4. SIMULATION RESULTS

The simulations were performed in Matlab/Simulink environment. System parameters are shown
in Table 1. Choose κ = 20, T = 8 ∗ 10−5, Ts = 50µs according to (14). Generally it is interesting
to evaluate the control performance under an input voltage variation and a step-load variation.
Therefore the control performance was tested under the following two situations.

¨ R changed from 10.4 Ω to 5.2 Ω at t = 6 ms, and then stepped to 10.4 Ω at t = 12ms.
¨ VDC changed from 10 V to 6.5V at t = 8 ms, and then stepped from 6.5 V to 10 V at t = 15 ms.

One of the traditional ways to design a PID controller for the above buck converter is to use
the zero-pole deploying method. According to the method, the PID controller parameters are
fine tuned as Kp = 0.1001, Ki = 83.106, Kd = 1.1853e − 4. The simulation results under
the above two situations for both PID and SACT controls are shown in Fig. 2 and Fig. 3.
From Figs. 2 and 3, the transient time is about 2 ms for synergetic control but about 5 ms
for PID control. To be noticed, when the step load is from 10.4 Ω to 5.2 Ω, the synergetic
control operates satisfactorily, but PID control goes unstable. The similar result happens when
input voltage steps down. Therefore, synergetic control has faster response during transients
than PID control. Also, synergetic control exhibits good performance under the large-signal
transients than a conventional PID controller.

Table 1: Buck converter parameters.

Parameter Symbol Value
Input voltage VDC 10V

Output filter inductance L 1.9mH
Output filter capacitance C 100 µF

Nominal load R 10.4Ω
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(a) Output Voltage (b) Inductor Current

Figure 2: Inductor current and output voltage response of Buck converter under load variations.

(a) Output Voltage (b) Inductor Current

Figure 3: Inductor current and output voltage response of Buck converter under input voltage variations.

5. SYNTHESIS OF IMPROVED CONTROLS

The previous case has illustrated a simple discrete synergetic controller synthesis, which simulation
results have been compared with PID controller. However, the control law (12) has not feedback of
the inductor current so that current overshoot can not be limited. Therefore more complex macro-
variable definitions will next be introduced to implement improved control laws. The procedure to
derive the new control laws is analogous to the one described above. In the following part of the
paper two different macro-variable definitions will be introduced and their performance evaluated
in simulation.

5.1. Current Limit Implementation

The macro-variable is defined as follows

ψ(k) = κ · ei(k) + ev(k)
ei(k) = i∗L(k)− iL(k)
ev(k) = V ∗

o (k)− Vo(k)
(15)

where iL(k)is the inductor current and i∗L(k) is the current reference.
Repeating the usual synthesis procedure, the control law can be obtained as

u(k) =
1

bv0 + κbi0
{V ∗

o (k) + av1Vo(k) + av2Vo(k − 1)− (bv1 + κbi1)u(k − 1)

+κ [i∗L(k) + ai1iL(k) + ai2iL(k − 1)]−
(

1− Ts

T

)
[ev(k) + κei(k)]

}
(16)
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where bv0, bv1, av1 and av2 are the coefficients of z-domain transfer function of Vo(k), bi0, bi1, ai1

and ai2 are the coefficients of z-domain transfer function of iL(k).
Using the same simulation parameters as the Section 4 except for κ = 5, the simulation results

under macro-variable (9) and (15) are presented in Fig. 4, in which the data1 (red) represents
macro-variable (9), the data2 (green) represents macro-variable (15). Fig. 4(b) shows the peak
inductor current of the synergetic control under macro-variable (9) is about 2A but 1A for the
one under macro-variable (15). Furthermore, no voltage overshoot is under synergetic control of
macro-variable (15) but the peak output voltage of the synergetic control under macro-variable (9)
is about 7 V as shown in Fig. 4(a). However, the steady-state error under synergetic control of
macro-variable (15) is a little bigger than that of the synergetic control under macro-variable (9).

5.2. Control Law with Dynamic Parameter κ

The parameter κ involved in (15) plays a significant role in control strength. A geometric interpre-
tation of the control law in the phase plane is shown in Ref. [3]. The steady state operation point is
the origin, where the error goes to zero with slope −1/κ. The parameter κ determines the strength
that the errors in the output voltage are canceled by using the error on the current. Decreasing
κ makes the control faster and stronger, forces the system to the origin more quickly and reduces
steady output voltage errors more, but results in a higher current overshoot during the transient
and makes the closed-loop system more possibly unstable. Therefore the choice of the value of
control parameter κ involves a tradeoff: during transient a relatively large value of κ is desirable,
because it avoids large over-currents and excessive stress on the switches. On the other hand, a
small value is desirable in steady state, because this reduces the steady-state output voltage error.
Based on this consideration, κ in (15) can be chosen as follows:

κ = α + β • |ev(k)| (17)

(a) Output Voltage (b) Inductor Current

Figure 4: Comparison of simulation response under the definition of macro-variable (9) and (15).

(a) Output Voltage (b) Inductor Current

Figure 5: Comparison of simulation response under the different definition of κ.
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The simulation parameters are the same as the Section 4. The simulation responses under macro-
variable (15) of different definition of κ are shown in Fig. 5, in which the data1 (red) represents κ
given by (17) for α = 0.05 and β = 4, the data2 (green) represents κ is 20. From Fig. 5, under κ
given by (17), not only the steady-state error but also the overshoot of current is reduced.

6. CONCLUSION

The application of discrete-time synergetic control to a buck converter has been studied. The
advantages of synergetic control over PID are presented through the input voltage step test and
the step load test on Simulink. Moreover, two different control options demonstrate the flexibility
of the synergetic control method. Simulation results for control laws show that their dynamic
performances of the synergetic control system can be improved by suitable choices for control
parameters and macro-variables.
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Abstract— The optical neuronal cell composed of silicon structure is also studied, and novel
cell is proposed. The circuits that recognizes tag call signal and generates the sending data using
the analog threshold element with a nonlinear characteristic are studied. In addition, single-mode
silicon optical switch with T-shaped SiO2 optical waveguide as a control gate is proposed [5]. In
this report, the neuronal cell composed of silicon waveguide and electronic active elements is
studied, and novel neuronal cell is proposed. The electron-hole pairs generated by illumination
with short-wavelength light are used here.

1. INTRODUCTION

The research to model animals of the higher orders’ nervous systems of the sight by composing the
analog threshold element with a nonlinear characteristic in multilayer has been conducted [1, 2].
Recently, there are many reports from two dimension pattern recognition view point though an
active research is performed.

On the other hand, RFID (radio frequency identification) technology has fast been noticed
and has a great many possible applications [3]. We are proposing the RF recognition system to
communicate by using faint radio wave with a little power consumption [4, 5].

In addition, single-mode silicon optical switch with T-shaped SiO2 optical waveguide as a control
gate is proposed [6].

In this paper, the neuronal cell composed of silicon waveguide and electronic active elements
is studied, and novel neuronal cell is proposed. The electron-hole pairs generated by illumination
with short-wavelength light are used here. In this paper, we also propose the circuit that recognizes
the IC tag call signal and the sending data generation circuit by using the analog threshold element
with a nonlinear characteristic. It is expected that these are effective to making it to small electric
power or more.

2. NEURONAL CELL MODEL

Figure 1 shows the outline of the neuron cell that we are assuming. Signal light propagates from
each SiO2 optical waveguide in the left end of figure. The light having an hν value larger than the
band gap energy of silicon is absorbed to silicon, and converted into a free career. The free career
enters self-pulsation electric circuit, and is converted into the pulse light with the light emission
element. The converted light goes along in the waveguide and is sent to the following neuron cell.

3. SIMULATION RESULT

The finite-difference time-domain (FDTD) method is used for present electromagnetic field simu-
lations. The computation model is shown in Fig. 2. The cell size for computations is ∆ = 24.4 nm.
The typical design parameters are as follows: width and thickness of SiO2 waveguide are about
880 nm, gap between SiO2 and silicon is about 4.9 nm, and wavelength of signal light is 0.85 nm
The signal light is excited at the left side of waveguide.

Figure 3 shows the simulation results. Left and right side figures are electromagnetic field
distributions for electric conductivity σ = 0 and 20,000 S/m, respectively. From right figure, we
can see that the light is absorbed. Fig. 4 shows the absorption characteristic for the electric
conductivity. The unit of vertical axis is dB.

4. ESTIMATION OF CURRENT VALUE

When the silicon region is illuminated with the light having an hν value larger than the band gap
energy of silicon, the irradiated photons are absorbed to create electron-hole pairs. When the light
power P0 is supplied to the silicon, the number of photons per second is given by

P0

Ephoton
=

P0

hν
[photons/s], (1)
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Figure 3: Electromagnetic field distributions for electric conductivity σ = 0 (left) and 20,000 S/m (right),
respectively.

where h is Planck’s constant and Ephoton is the photon energy. We assume that the energy trans-
ferred by the SiO2 waveguide is absorbed by a fraction of A in the silicon region. The number of
photons contributing to the generation of electron-hole pairs (Nphoton) is given by

Nphoton = A
P0

hν
. (2)

We assume that the number of generated electron-hole pairs is N . In the steady state, the
recombination rate per second (N/τ) is given by

N

τ
= A

P0

hν
(3)

The transferred energy to maintain the steady state can be estimated from Eq. (3).
When 50% of the light energy is consumed, it is estimated that the electron-hole pairs generated

is about 2.14 × 108 for the light of 1µW; here we assume that the lifetime of minority carriers is
10µsec. When 10% is consumed to flow the external current and 40% is consumed to maintain
the carrier concentration, we obtain the current 0.69µA enough for the operation of an external
circuit.

Table 1: Identification results.

X1 −1 +1 −1 −1
X2 −1 −1 +1 −1
A +1 −1 −1 −1
B −1 +1 −1 −1
C −1 −1 +1 −1
D −1 −1 −1 +1
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Figure 4: Absorption characteristics for various σ values.
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5. TAG CIRCUIT

Figure 5 shows the simple circuit that recognizes the IC tag call signal. Route + multiplies by
(1/2). Route − multiplies by (−1/2). The sum of two routes is taken as the output signal. For
instance, when −1 is input to x1, and 1 is input to x2, C becomes 1. The example of two bit input
is shown for easiness. Table 1 shows the recognition results of the circuit. One of the outputs A,
B, C, and D becomes the result of +1 corresponding to serial input (x1, x2). If it wants to identify
only condition (x1, x2) = (−1, 1), only the circuit that leads to output C is necessary.

Figure 6 shows the sending data generation circuit. For example, if one input C of a parallel
signal is 1, the serial output (Y 1, Y 2, Y 3, Y 4) becomes to (1,−1, 1, 1). The operation of IC tag is
relatively simple. We want to achieve it with an easy circuit as much as possible. It is thought
that this was effective to making it to small electric power or more.

6. BASIC CIRCUIT ELEMENT

Figures 7 and 8 show the example of a basic element when route (+) and route (−) of Figs. 5 and
6 are composed of the transistor and the diode. The transistor works if + is input in the circuit
of Fig. 7. H level is output as a result. If − is input oppositely, L level is output without the
transistor working. In the circuit of Fig. 8, the transistor works when input is −, and H level is
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output. L level is output in +.

7. CONCLUSION

The optical neuronal cell composed of silicon structure is also studied, and novel cell is proposed.
A simple recognition circuit and the sending information data generation circuit were studied. A
simple structural recognition circuit and the sending data generation circuit by using the analog
threshold element with a nonlinear characteristic were studied, and were proposed. It is thought
that this was effective to making it to small electric power or more.
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Abstract— In this paper, equations for calculation of the magnetic flux density of the Modular
Toroidal Coil (MTC) applicable to Tokamak reactors are presented. The MTC is composed of
several solenoidal coils (SCs) connected in series and distributed in the toroidal and the symmet-
rical form. These equations are based on the Biot-Savart equation. The numerical analysis of
the integrations resulting from these equations is solved using the extended three-point Gaussian
algorithm. At the end, the Cubic Meshing approach is employed to present an algorithm to study
the three dimensional leakage flux distribution pattern of the coil and to draw the magnetic flux
density lines of the MTC. The presented algorithm, due to its simplicity in analysis and ease of
implementation of the non-symmetrical and three dimensional objects, is advantageous to the
commercial software such as ANSYS, MAXWELL, and FLUX.

1. INTRODUCTION

Recent research work in the area of plasma reactors (e.g., Tokamak), Superconductor Magnetic
Energy Storage (SMES), and nuclear fusion reactors have studied different coils [1]. Tokamak
reactors consist of coils with different structures, such as the modular toroidal, the helical toroidal,
the solenoidal, and the poloidal coils as seen in Fig. 1 [2]. The capability of modular implementation
of the MTC is one of the main advantages of this coil over the helical toroidal coil. Considering
that the MTC has been studied less than other coils, in this paper the MTC is mathematically
modeled and analyzed. Since the optimal design of the MTC with different objective functions
such as the maximization of the stored magnetic energy, the minimization of the leakage flux, the
stabilization of Tokamak reactors, and the elimination of stress requires anaccurate calculation of
the inductances of this coil, in this article we first derive the analytical equations of the inductances
of this coil. The structure of this coil is shown in Fig. 2. As it is observed, this structure is composed
of S solenoid coils (SCs) connected in series distributed in the toroidal and the symmetrical form.
In this figure, S is assumed to be equal to 8. In Fig. 2(b), the projection of this coil on x-y plane
is shown. In this figure, Rmk is the distance between the symmetry center of the kth SC from
z-axis. Also, the angle between Rmk direction and the latitudinal axis of the kth SC is shown by
υmk. Moreover, the toroidal angle of the kth SC is defined by ϕmk, and the distance between the
longitudinal axis of the kth SC and plane z = 0 is shown by Hmk. As mentioned above, in the
MTC the values of Rmi and υmi, i = 1, ..., S aredefined as Rmi = const, υmi = 0. The dependency
of analytical equations of inductance of the MTC on the geometrical parameters of the SCs such
as Rmi, υmi, ϕmi,Hmi, i = 1, ..., S, when the dimensional parameters of the SCs are known, shows
that these parameters can be used as the degrees of freedom of the objective function and thus can
be manipulated to satisfy the optimization function.

Figure 1: A typical tokamak reactor.
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Figure 2: The structure of the modular toroidal coil with 8 solenoid coils. (a) Three dimensional diagram of
the modular toroidal coil. (b) Projection of the structure of the modular toroidal coil on x-y plane.

This paper is organized as follow: In Section 2, an appropriate coordinate system to simplify
the mathematical equations is presented, the longitudinal components of the rings element of each
SC in this coordinate system are introduced, and the relations between the geometrical parameters
of the kth SC with the geometrical parameters of the rings located in the same coil are derived. In
Section 3, based on the Cubic Meshing a new algorithm is presented to compare the magnetic flux
density lines of the MTC for S = 4 and S = 8.

2. COORDINATE SYSTEM AND LONGITUDINAL COMPONENTS

Figure 3 shows the ith and the jth hypothetical rings of the MTC with the geometrical parameters
of υi, ϕi, Ri, ai,Hi and υj , ϕj , Rj , aj ,Hj ,respectively. To consider these parameters, the coordinate
system should be non-orthogonal, three dimensional and rotationalin order to simplify the mathe-
matical equations. An arbitrary point such as P in the space is defined by ρ, θ, and ϕ (see Fig. 3).
In this coordinate system, it is typical to use ~aρ,~aθ, and ~aϕ to represent unit vectors in directions
ρ, θ, and ϕ, respectively. In Fig. 3, the unit vectors of this coordinate system for the point P,
located on the ith coil, is shown. The Cartesian coordinate system of this point can be expressed
as Equations (1)–(3) using the projection of the ith ring on the x-y plane as shown in Fig. 4. The
longitudinal components of this coordinate system are defined by Equation (4).

xP = (Ri cos(ϕ− ϕi) + ai cos θ cos(υi − ϕ + ϕi)) cos ϕ (1)
yP = (Ri cos(ϕ− ϕi) + ai cos θ cos(υi − ϕ + ϕi)) sin ϕ (2)
zp = Hi + ai sin θ (3)
dli = ~aϕ(Ri cos(ϕ− ϕi) + ai cos θ · cos(υi − ϕ + ϕi))dϕ + ~aθaidθ + ~aρdρ

= ~axdlix + ~aydliy + ~azdliz (4)

The longitudinal components of the ith ring element in the Cartesian coordinate system are
obtained using Table 1 of Ref. [5] as Equations (5)–(7). Since the ith ring’s geometric loci is
given by ρ = ai, the longitudinal components of the ith ring by substitution of dρ = 0 can
simplify Equations (4) to (7). Furthermore, the relation between θ and ϕ for the ith ring and the
differential of ϕ, using Fig. 4 can be expressed as Equations (8) and (9). The dependency of the
presented equations on the geometrical parameters of the ith ring shows that the relation between
the geometrical parameters of kth SC and the geometrical parameters of the rings of the same
SC should be defined. In Fig. 5 the latitudinal cross section of the kth SC of the MTC with the
geometrical parameters of this coil i.e., υmk, Rmk, ϕmk,Hmk is shown. In this figure, the numbers
on each ring indicates the sequence of the rings connected in series

dlix = dli · ~ax = −ai sin θ cos(υi − ϕ + ϕi) · cosϕdθ + cos θ cos(υi − ϕ + ϕi) · cosϕdρ

− sinϕ(Ri cos(ϕ− ϕi) + ai cos θ cos(υi − ϕ + ϕi))dϕ (5)
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dliy = dli · ~ay = −ai sin θ cos(υi − ϕ + ϕi) sin ϕ · dθ + cos θ cos(υi − ϕ + ϕi) sin ϕdρ

+cos ϕ · (Ri cos(ϕ− ϕi) + ai cos θ cos(υi − ϕ + ϕi))dϕ (6)
dliz = dli · ~az = ai cos θ dθ + sin θ dρ (7)

ϕ = ϕi + tan−1

(
ai cos θ sin υi

Ri + ai cos θ cos υi

)
(8)

dϕ =
−aiRi sin υi sin θ

R2
i + a2

i cos2 θ + 2aiRi cos θ cos υi
dθ (9)

As seen in this figure, the kth SC is composed of NkMk rings where Mk is the number of the
layers and Nk represents the number of the rings in each layer. Using filament current method, if
each ring of the kth SC is modeled as filament current, then the inductance matrix is NkMk by
NkMk [3]. Knowing the dimensional parameters of the kth SC (Mk, Nk, dk,Hzk, Rouk, Rink) and
the geometrical parameters of the same coil (υmk, Rmk, ϕmk, Hmk), the geometrical parameters
of the ith ring i.e., υi, ϕi, Ri, ai and Hi can be derived as Equations (10)–(14). It is noted that
using the filament current method the number of rings of the MTC consisting of S SCs, is A as
given in Equation (15). Consequently, the inductance matrix of the MTC is A by A.

The relation between the geometrical parameters of each ring of the MTC with the geometric
and the dimensional parameters of the corresponding SCs are given as Equations (10)–(14), when
i = 1, ..., A.

ηi = tan−1(hi cos υmk/(Rmk − hi sin υmk)) (10)
ϕi = ϕmk + ηi (11)
υi = υmk − ηi (12)
Ri = (Rmk − hi sin υmk)/ cos ηi (13)
Hi = Hmk (14)

A =
S∑

i=1

MiNi (15)

3. MAGNETIC FLUX DENSITY ANALYSIS OF THE MTC

In this section the algorithm of drawing the magnetic flux density lines of the MTC is presented in
order to study the leakage fluxes. This algorithm can be easily implemented in MATLABr. For
this purpose, the analytical equations of the magnetic flux density components at any point in the
three dimensional space (xq, yq, zq) using the Biot-Savart equations are presented as Equation (16).
Then, by cubic meshing of the three dimensional spaces for all different magnetic materials, the
magnetic flux density components can be calculated for any node located on the cubes’ vertex,
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e.g., (xq, yq, zq). The numerical analysis of the integrations resulting from (16) is solved using the
extended three-point Gaussian algorithm [4]. If the meshing step in the direction (x, y, z) is defined
as (∆x,∆y, ∆z), then Equation (17) can be used to calculate (xn, yn, zn), the Cartesian coordinate
of the vertex of the vector of the magnetic flux density corresponding to the point (xq, yq, zq).
This procedure was used to calculate the Cartesian coordinate of the vertex of the vector of the
magnetic flux density corresponding to all nodes. This algorithm was coded in MATLABr m-file
to calculate and draw the magnetic flux density lines of the MTC in order to study the leakage
flux. In Fig. 6, the magnetic flux density lines of the symmetrical MTC composing of the 4 and
8 SCs, with the dimensional and geometrical parameters shown in Tables 2 and 3 of Ref. [5] are
compared. As it is observed as the number of SCs is increased, the leakage flux decreases, and the
behavior of the MTC approaches the ideal toroidal coil. It is added the in Fig. 6 the highlighted
red rectangular show the geometrical loci of SCs. From the above results it is realized that although
the presented algorithm is easy to implement, its results are of high quality and comparable with
those of commercial software.

~B = Bx~ax + By~ay + Bz~az =
A∑

i=1

(
µ I

4π

) ∮

ρ=ai

dli × ~arqi

|rqi|2
=

A∑

i=1

(
µ I

4π

)

·
∫ 2π

0
(hx (θi)~ax + hy (θi)~ay + hz (θi)~az) dθi (16)

where:

hx(θi) =
(zq − zi)dliy − (yq − yi) dliz

[(xq − xi)2 + (yq − yi)2 + (zq − zi)2]1.5

hy(θi) =
(xq − xi)dliz − (zq − zi) dlix

[(xq − xi)2 + (yq − yi)2 + (zq − zi)2]1.5

hz(θi) =
(yq − yi)dlix − (xq − xi) dliy

[(xq − xi)2 + (yq − yi)2 + (zq − zi)2]1.5

xn = xq + Bx=xq
∆x/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq

yn = yq + By=yq
∆y/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq

zn = zq + Bz=zq
∆z/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq

(17)

4. CONCLUSION

The modular toroidal coil (MTC) is widely used in different areas including plasma research (e.g.,
the Tokamak reactors), the Superconductor Magnetic Energy Storage (SMES), and the nuclear
fusion reactors. The theoretical studies in this field are still in development stage. Similar to that
of helical toroidal coil, the calculation of the inductance of MTC can be employed to predict the
transient state behavior, find the equivalent electrical circuit, and identify the electrical elements
of the equivalent electrical circuit of the MTC.In this paper, equations for the calculation of the
magnetic flux density of the MTC are presented and their numerical simulation is carried out in
MATLABr. It is also shown that the presented algorithm for the analysis of the leakage flux of the
MTC using the Cubic Meshing approach due to its simplicity in analysis and ease of implementation
of the non-symmetrical and three dimensional objects is advantageous to the commercial software.
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Abstract— The paper focuses on distribution of the electromagnetic forces on different parts of
the cylindrical coils. In design process of cylindrical coils in many magnetic devices, mechanical
stresses exerted on different parts of these kinds of coils should be determined. Results obtained
by analytical equations show that the outer turns of the coil in two axial ends are exposed to
largest tension.

1. INTRODUCTION

Due to the extensive application of cylindrical coils in industry such as linear tubular motors,
magnetic launchers and casting industries [1–3], the distribution of the mechanical stresses on
different parts of the former is necessary. The calculation of the magnetic force distribution on
current-carrying coils is closely related to the calculation of the magnetic force between them. To
calculate the force between these coils, a variety of methods have been proposed in literature. In
1962 Grover presented some empirical equations and tables to calculate the force between coils
with different shapes [4]. In other studies, the variation of the mutual inductance between two
coils is used to calculate the force between them. In the latter method, first the mutual inductance
between two coils is calculated and then used to calculate the force [5–7]. There are many articles
on the calculation of the magnetic forces between magnetic coils. In references [8–10] magnetic force
between spiral coils is calculated using a new and effective method. In other research, magnetic
forces between cylindrical coils are evaluated [11, 12]. In this paper, using the method developed
in [10], the magnetic force distribution on different parts of the cylindrical coils is calculated.

2. THE MAGNETIC FORCE BETWEEN TWO CONCENTRIC CIRCULAR FILAMENTS

Suppose a system of two current carrying rings as shown in Figure 1(a). To calculate the force
between them, the concept of vector magnetic potential is employed. The vector magnetic potential
of ring 1 in any point P on ring 2 is equal to [13]:

⇀

A =
µ0I1

4π

∮

C1

d
⇀

l′

R1
(1)

where µ0 is the vacuum permeability, I1 is the current of ring 1, C1 is the length of ring 1 and R1

is the distance between the differential component of the source d
⇀

l′ at point p′ and the field point
p (Figure 1(b)).
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Figure 1: (a) Two current carrying concentric rings in z distance of each other, (b) determination of vector
potential of a current carrying ring with radius a in any given point p.
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By obtaining the vector magnetic potential, the flux density is calculated using the following
equation [13]:

⇀

B =
⇀∇× ⇀

A (2)

To calculate the force of ring 1 exerted on ring 2, the following equation is employed [13]:

⇀

F 21 = I2

∮

C2

d
⇀

l 2 ×
⇀

B (3)

where I2 is the current of ring 2. Using Equations (1) and (2) in Equation (3) and doing some
simple mathematical calculations, the following equation for the force is obtained:

⇀

F 21 = ⇀
az

(
µ0I1I2zk

2
√

ab (1− k2)

)[(
1− k2

)
K(k)−

(
1− 1

2
k2

)
E(k)

]
(4)

In the above equation, a and b are radii of rings 1 and 2, respectively, z is axial distance of two
rings and k (0 < k < 1) is a constant coefficient and is equal to:

k =

√
4ab

(a + b)2 + z2
(5)

and K(k) and E(k) are first and second order Elliptic Integrals respectively, which are defined as:

K(k) =
∫ π

2

0

dθ
(
1− k2 sin2 θ

)1/2
(6)

E(k) =
∫ π

2

0

(
1− k2 sin2 θ

)1/2
dθ (7)

3. THE MAGNETIC FORCE DISTRIBUTION ON DIFFERENT PARTS OF
CYLINDERICAL COIL

In order to calculate the mechanical stresses exerted on different parts of the coil resulting from its
current, the mesh-matrix method is employed. Suppose a coil with the turn number of N shown
in Figure 2, where r0 is the inner radius, b is the radial thickness and a is the height of the coil.
As seen in this figure, the cross-section of the coil is divided into several segments. Here, the coil
is divided into nr × na cells. To calculate the distribution of the force on the different parts of the
coil, the force between different filaments (in Figure 2, each filament is specified with two cells in
both sides) of the coil is calculated and then added together.

The force between filaments j and l is calculated using Equation (4) as follows:

fjl = az

(
µ0i

2zjlk
′

2√rjrl (1− k′2)

)[(
1− k′2

)
K

(
k′

)−
(

1− 1
2
k′2

)
E

(
k′

)]
(8)

In the above equation, rj and rl are the radii of the filaments j and l, respectively, and zjl is the
center to center distance of the two filaments. The current of each filament is supposed to be
concentrated on its center, and the current density of the entire coil is supposed to be uniform, and
i which can be calculated using the following equation, is the current of each filament in the coil:

i =
NI

nr × na
(9)

In the above equation, I is the current of the coil. Parameter k′ in Equation (8) is a constant and
is equal to:

k′ =

√
4rjrl

(rj + rl)2 + z2
jl

(10)
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Figure 2: Division of the coil into different meshes to calculate the force distribution.

4. RESULTS

As mentioned before, the force between two filaments can be calculated using Equation (8). In
order to calculate the force exerted on specific part of the coil, one can use the effect of all filaments
on that part and sum them up. The characteristics of the coil used for calculations are shown in
Table 1. The cross-section of the coil has been divided into 71× 35 segments. The current of the
coil is supposed to be 12 Amperes. Axially net magnetic force exerted on different parts of the
coil is calculated. The force distribution on the outer part (turns located in outer part) of the
coil in axial direction is illustrated in Figure 3(a). As seen in this figure, the magnitude of the
force is symmetrical in respect to axial axis of the coil in such a way that there is no stress on the
middle part of the coil. This is so because, the forces from both sides exerted on the middle part
of the coil are equal in magnitude and opposite in direction and so cancel each other. Figure 3(b)
shows the distribution of the force on radial direction. According to this figure, moving across
radial direction, the force exerted on related parts increases and after reaching a maximum value,
it starts to decrease at the outer parts. In order to compare the force distribution on all parts of
the coil’s body, the force profile among the axial and radial dimensions of the coil is illustrated in
Figure 4. It is clear from this figure that the outer parts of the coil at two axial axis ends are the
most critical portions exposed to the largest tension. For instance, a force of about 0.6N is exerted
on the outer parts of the coil located at about 9.5 cm in axial axis while the current following the
coil is 12 amperes. The current can increase in fault conditions and give rise to deformation of the
outer parts of the coil at two axial axis ends.

Table 1: Characteristics of the coil used in calculations.

Number of Turns Inner radius, r0 (cm) Radial thickness, b (cm) Height, a (cm)
2450 5 6 12

6 8 10
0.2

0.3

0.4

0.5

0.6

0.7

radial distance, cm

−5 0 5
0

0.1

0.2

0.3

0.4

0.5

axial distance, cm

fo
rc

e
, 

N

fo
rc

e
, 

N

(a) (b)

Figure 3: (a) Force distribution on the outer part of the coil in axial direction, (b) force distribution on lower
part of the coil in radial direction.
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Figure 4: The force distribution on all parts of the coil’s body.

5. CONCLUSION

In this paper the electromagnetic force distribution on cylindrical coils’ body is calculated using
exact analytical equations. According to the results obtained by MATLAB coding, the maximum
stress is exerted on the outer parts of the coil at two axial axis ends. Thus, it is necessary to
sufficiently support those parts of the coil in any application. On the other hand, considering the
fact that the forces from both sides exerted on the middle parts of the coil cancel each other, these
parts of the coil are exposed to low tension.
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Abstract— In this paper, analytical relations for magnetic flux density components of helical
toroidal coils (HTC) are presented. The numerical integrations resulting from these equations
are done using the extended three-point Gaussian algorithm. The obtained results using numer-
ical simulations coincide with the results of particle-in-cell (PIC) method. The Finite Element
(FE) approach is employed to present an algorithm to study the three dimensional leakage flux
distribution pattern of the coil and to draw the magnetic flux density lines of the HTC. The
presented algorithm, due to its simplicity in analysis and ease of implementation of the non-
symmetrical and three dimensional objects, is advantageous to the commercial software such as
ANSYS, MAXWELL, and FLUX. Finally, using the presented algorithm, magnetic flux density
lines in several examples are drawn.

1. INTRODUCTION

Recent research work in Superconducting Magnetic Energy Storage (SMES) systems, nuclear
fusion reactors, and plasma reactors such as the Tokamak has suggested the use of an advanced
coil with a helical toroidal structure [1]. The main reason for these suggestions is the ability to
implement special target functions for this coil in comparison with other structures such as the
toroidal, the solenoidal, and the spherical coils [2]. The structure of this coil is shown in Fig. 1.
In this coil, the ratio of the major radius to the minor radius (A = R/a), the number of turns
in a ring (N), and the number of rings in a layer (υ) are called aspect ratio, poloidal turns (or
pitch number), and helical windings, respectively. For example, the coil in Fig. 1 is composed of
five helical windings (υ = 5) with nine poloidal turns (N = 9). The inductance for-mulas show
that parameters a,R, and N of the helical toroidal coil can be used as design parameters to satisfy
special tar-get functions. With respect to the fact that each ring of the coil generates both toroidal
and poloidal magnetic fields simultaneously, the coil can be regarded as a combination of coils with
toroidal and solenoidal fields. Furthermore, the coil can be de-signed in a way to eliminate the
magnetic force component in both the major and the minor radius directions. These are call-ed
Force Balanced Coils (FBC) and Stress Balanced Coils (SBC), respectively. Also the coils which
utilize the virial theorem to balance these two force components are called Virial Limited Coils
(V LC) [3]. In some applications, helical toroidal coils are used in a double layer manner with two
different winding directions (respectively with two different or the same current directions in each
layer) to reduce the poloidal leakage flux compared to the toroidal leakage flux or versa. In this
work, the investigation is focused on the monolayer helical toroidal coil.

Figure 1: The structure of a monolayer helical toroidal coil with five rings of nine turns.

In general, any simulation program that simultaneously solves equations the particle position
and its velocity can be called a Particle-in-Cell (PIC) simulation [4]. The name PIC comes from
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the way of assigning macro-quantities (like density, current density, and so on) to the simulation
particles. Inside the plasma community, PIC codes are usually associated with solving the equation
of motion of particles with the Newton–Lorenz’s force. PIC codes are usually classified depending
on the dimensionality of the code and base on the set of Maxwell’s equations used. The codes solving
an entire set of Maxwell’s equations are called electromagnetic codes, while electrostatic ones solve
just the Poisson equation. Some advanced codes are able to switch between different dimensional
and coordinate systems, and use electrostatic, or electro-magnetic models. PIC simulation starts
with an initialization and ends with the output of results. This part is similar to the input-output
routines of any other numerical tool. Usually, the numerical methods based on the PIC simulation
are obtained from the solution of partial differential-algebraic equations for example by the Fourth-
order Runge-Kutta method. Considering the number of the particles which are of order of 1010,
the simulations based on PIC methods take long time to solve the above equations. Usually, in
order to resolve the time issue in PIC methods, special computers may be employed. On the other
hand, this paper used Biot-Savart equation and the mathematical equations of the current path in
the conductor of the helical toroidal coil in order to obtain the magnetic flux density components.
The numerical integrals resulting from the Biot-Savart equations are solved using the extended
three point Gaussian algorithms. This method has the least error among all numerical integration
methods. Also, the method used by the authors, contrary to the PIC method, does not need
any special computers to solve the equations. In Section 2 of [5–8], the semi-toroidal coordinate
system and the longitudinal components of a ring element are briefly discussed. In Sections 3 and
4 of [5–8], the formulas of the magnetic flux density components are presented, and the behavior of
these components is simulated, respectively. The explanation of the particle-in-cell method (PIC)
as well as the numerical simulation results of this method is presented in Section 2 of this paper.
In Section 3 of the paper, using finite element approach, an algorithm is introduced in order to
analyze the magnetic flux density of the helical toroidal coil, and the related simulation results are
also presented.

2. ANALYSIS OF THE MAGNETIC FLUX DENSITY USING PARTICLE IN CELL
METHOD

Magnetic flux density analysis using PIC method is based on solving the equation of particles’
position and their velocity, which are confined to the helical toroidal coil. The name PIC comes from
the way of assigning macro-quantities (like density, current density, and so on) to the simulation
particles. The position and velocity equations for N particles are as follows:

d ~Xi/dt = ~Vi, i = 1 , . . . , N (1)

d~Vi/dt = ~Fi

(
t, ~Xi, ~Vi, A

)
, A = L1 (B) , B = L2

(
~X1, ~V1, ~X2, ~V2, ~X3, ~V3, . . . , ~XN , ~VN

)
(2)

Usually, any coding for simulation of macro-quantities, which are generated using Equation (2),
is called PIC. In the above equation, A and B introduce macro-quantities, L1 and L2 are mathe-
matical operations, and ~Fi is the applied force to the ith particle. PIC analysis is widely utilized in
many different fields like Plasma Physics, Quantum Physics, and semi-conductor. In plasma com-
munity, Equation (2) can be rewritten as Equation (3). Also, macro-quantities can be expressed as
Maxwell equations of particles using Equations (4)–(6).

d~Vi/dt = ei

(
~E

(
~Xi

)
+ ~Vi × ~B

(
~Xi

))
/mi (3)

∇ ~D = ρ (~r, t) , ∂ ~B/∂t = −∇× ~E, ~D = ε ~E (4)

∇ ~B = 0, ∂ ~D/∂t = ∇× ~H − ~J (~r, t) , ~B = µ ~H (5)

ρ = ρ
(

~X1, ~V1, ~X2, ~V2, ~X3, ~V3, . . . , ~XN , ~VN

)
~J = ~J

(
~X1, ~V1, ~X2, ~V2, ~X3, ~V3, . . . , ~XN , ~VN

)
(6)

In PIC analysis, these differential equations are solved using numerical methods such as the
Fourth-order Runge-Kutta method. In this analysis, considering the number of the particles which
are of the order of 1010, the simulations based on PIC methods take long time to solve the above
equations and need special computers. To solve this problem, the Section 4 of [5–8] studies the
magnetic flux density without using these special computers with very shorter computational time.
In Fig. 2, the magnetic flux density lines of toroidal components inside the helical toroidal coil for
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N = 2, υ = 6 are drawn [4]. This figure shows that this component is rotational as was shown in
Section 4 of [5–8].

Figure 2: Magnetic flux density lines for toroidal component inside the helical toroidal coil using PIC method.

3. FIELD ANALYSIS OF HELICAL TOROIDAL COIL USING FEM APPROACH

In this section an algorithm for drawing the magnetic flux density lines of the HTC is presented in
order to study the leakage fluxes. This algorithm can be easily implemented in MATLABr. For
this purpose, the analytical equations of the magnetic flux density components at any point in the
three dimensional space (xq, yq, zq) using the Biot-Savart equations (Equation (8) for υ rings of N
turn of [7]) are presented as Equation (7). Then, by cubic meshing of the three dimensional space
for all different magnetic materials, the magnetic flux density components can be calculated for any
node located on the cubes’ vertex, e.g., (xq, yq, zq). If the meshing step in the direction of (x, y, z)
is defined as (∆x,∆y, ∆z), then Equation (8) can be used to calculate (xn, yn, zn). It should be
mention that (xn, yn, zn) is the vertex of the vector of the magnetic flux density corresponding to
the point (xq, yq, zq).

~B = Bx=xq
~ax + By=yq

~ay + Bz=zq
~az =

υ∑

i=1

(
iBx=xq

~ax + iBy=yq
~ay + iBz=zq

~az

)
(7)

This procedure was used to calculate of the vertex of the vector of the magnetic flux density
corresponding to all nodes in the Cartesian coordinate. This algorithm was coded in MATLABr
m-file to calculate and draw the magnetic flux density lines of the HTC in order to study the leakage
flux.

xn = xq + Bx=xq
∆x/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq

yn = yq + By=yq
∆y/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq
(8)

zn = zq + Bz=zq
∆z/

√
B2

x=xq
+ B2

y=yq
+ B2

z=zq

Considering the explanations given above, for the entire nodes of cubic meshed three-dimensional
space, the end point of the vector of the magnetic flux density corresponding to the same node
can be calculated using Equations (7) and (8), and the corresponding vector can also be drawn.
In Fig. 3, the magnetic flux density lines for two helical toroidal coils with υ = 3 for N = 2, 3 in
the toroidal plane of ϕ′ = 0, π/2 using coding in MATLAB program and Equations (7) and (8)
are compared with each other. As expected, by approaching the conductors geometrical loci, the
magnitude of the magnetic flux density increases. Also, in each toroidal plane if N is even symmetry
in the flux density lines with regard to Z axis is obviously seen while when N is odd, there is no
symmetry. This figure like Figs. 3 to 5 shows of [7] that when the ring rotates, the magnetic flux
density is also rotates. In these figures, the conductors are shown by colored circles, and each color
represents one ring.

In Fig. 4, the magnetic flux density lines of the same two helical toroidal coils in the xy poloidal
plane by using Equations (7) and (8) are drawn and compared with each other. This figure shows
that when Nυ increases, the toroidal leakage flux decreases. The obtained results show that the
presented equations for field analyzing of the helical toroidal coil using FE approach considering
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its simplicity in implementation and also not to need for modeling of asymmetry three dimen-
sional geometrical objects has a substantial number of advantages in comparison with the available
commercial software.
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Figure 3: Magnetic flux density lines of helical toroidal coil.
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4. CONCLUSION

Helical toroidal coils are superior to other coils and are extensively used in superconducting mag-
netic energy storage systems, nuclear fusion reactors, tokomak reactor, and plasma research work.
Considering the complexity of the coils and the fact that not many investigations has been carried
out in this field, this area of research is still open for much more academic work to come. Since
the calculation of the inductance of the helical toroidal coil is based on the field analysis of the
magnetic flux density, in this paper the magnetic flux density components of the helical toroidal
coil are calculated by in two approach; Bio-Savart equations and PIC method, and the first ap-
proach is simulated in MATLAB program. Comparing the simulation results obtained by these
two approach shows that the obtained results for both the Bio-Savart and PIC methods coincide
with each other while the Bio-Savart method needs less time to be computed and does not need
to special computers. In addition, an algorithm is presented in order to study the magnetic flux
density. It is shown that this algorithm based on FE approach is much preferable than available
commercial software because of its simplicity and not to need for modeling of asymmetry three
dimensional geometrical object.
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Numerical Simulations and Analysis of Electromagnetic Scattering
from a PEC Target below a Two-layered Dielectric Rough

Surfaces: Vertical Polarization

A.-Q. Wang, L.-X. Guo, and C. Chai
School of Science, Xidian University, Xi’an, Shaanxi, China

Abstract— To analyze the properties of the electromagnetic (EM) scattering from a target
located below a two-layered rough surfaces, the method of moments (MOM) is introduced in
this paper. The incident wave is considered in the vertical polarization. The discrepancies of
EM scattering from this composite model and two-layered rough surfaces only are shown firstly.
Emphasis is put on discussing the influences of cylinder and surface parameters, such as the
radius and altitude of the cylinder, the root mean square (rms) height and correlation length of
the Gaussian rough surfaces on the bistatic scattering coefficient.

1. INTRODUCTION

The EM scattering from target and rough surfaces has large number of applications in the region
of radar surveillance, target tracking, and oceanic remote sensing [1–4]. It is significant to study
the interactions between target and multi-layered surfaces in the region of detecting the landmines,
pipes, or other buried targets in the soil, and so on. The extended boundary condition method
has been developed to solve the EM scattering from a cylinder buried in layered rough surfaces [3].
The MOM is applied to calculate the bistatic scattering from two-layered rough surfaces [4]. A
composite model of two-dimensional PEC cylinder located below a stack of two one-dimensional
Gaussian rough surfaces separating homogeneous medium is set up in this paper. The tapered
wave suggested by Thorsos [5] is used to avoid the artificial edge diffraction resulting from the
finite length of the Monte Carlo simulations. And the bi-conjugate gradient method is used to
solve the matrix equations for the asymmetric impedance matrixes of this composite model.

2. THEORETICAL FORMULATIONS

Assuming a vertical polarized wave ψinc(r) impinging upon a geometric model as shown in Fig. 1,
where the height profile functions of the two Gaussian rough surfaces are z = f+(x) and z = f−(x)
with parameters δ±, l±. θi and θs represent the incident and scattered angle, respectively. The
height profile functions satisfy 〈f+(x)〉 = 0 and 〈f−(x)〉 = −d, where d > 0 is the average height
between the two rough surfaces. Then the spaces are separated by the two rough surfaces to
Ω0(ε0, µ0), Ω1(ε1, µ1) and Ω2(ε2, µ2). In this paper we assume µ2 = µ1 = µ0. Let the total fields
in the three spaces {Ωj}j=0,1,2 as ψj , and their normal derivatives as ∂ψj/∂n± and ∂ψj/∂n0. The
integral equations of EM scattering from PEC target located below two-layered dielectric rough

X

Z

Figure 1: Geometric model of target located below two-layered Gaussian rough surfaces.
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surfaces under vertical polarized incidence can be illustrated as

1
2
ψ0(r) = ψinc(r) +

∫

S+

[
ψ0(r′)

∂G0(r, r′)
∂n+

−G0(r, r′)
∂ψ0(r′)

∂n+

]
dS′ r ∈ Ω0 (1a)

1
2
ψ1(r) = −

∫

S+

[
ψ1(r′)

∂G1(r, r′)
∂n+

−G1(r, r′)
∂ψ1(r′)

∂n+

]
dS′

+
∫

S−

[
ψ1(r′)

∂G1(r, r′)
∂n−

−G1(r, r′)
∂ψ1(r′)

∂n−

]
dS′ r ∈ Ω1 (1b)

1
2
ψ2(r) = −

∫

S−

[
ψ2(r′)

∂G2(r, r′)
∂n−

−G2(r, r′)
∂ψ2(r′)

∂n−

]
dS′ +

∫

S0

ψ2(r′)
∂G2(rr′)

∂n0
dS′ r ∈ Ω2 (1c)

where, {Gj(r, r′) = i
4H

(1)
0 (kj |r− r′|)}j=0,1,2 is the two-dimensional Green’s function in the space

Ωj . H
(1)
0 (·) is the zeroth-order Hankel function of the first kind. And in this paper, the time

dependence is e−iωt and the two dimensional position vector is r = xx̂ + zẑ.
When point r is located on the two rough surfaces, the fields ψj and their normal derivatives

∂ψj/∂n± satisfy the following boundary conditions [4]

ψ0(r) = ψ1(r)
∂ψ0(r)
∂n+

=
1

ρ10

∂ψ1(r)
∂n+

r ∈ S+ (2a)

ψ1(r) = ψ2(r)
∂ψ1(r)
∂n−

=
1

ρ21

∂ψ2(r)
∂n−

r ∈ S− (2b)

and, ρ10 = ε1/ε0, ρ21 = ε2/ε1.
If each rough surface is discretized into N segments according to their location in x axis, the

target is discretized into N0 segments, and the point matching and pulse basis functions [4, 6] are
applied to the integral equations, we will obtain the matrix equation as




¯̄A ¯̄B ¯̄0 ¯̄0 ¯̄0
¯̄C −ρ10

¯̄D ¯̄E ¯̄F ¯̄0
¯̄G −ρ10

¯̄H ¯̄I ¯̄J ¯̄0
¯̄0 ¯̄0 ¯̄K −ρ21

¯̄L ¯̄M
¯̄0 ¯̄0 ¯̄N −ρ21

¯̄P ¯̄Q




(N0+4N)×(N0+4N)




V̄1

V̄2

V̄3

V̄4

V̄5




(N0+4N)×1

=




ψ̄inc

0̄
0̄
0̄
0̄




(N0+4N)×1

(3)

and, V1(x) = ψ0(r) (r ∈ S+), V2(x) = ∂ψ0(r)
∂n+

(r ∈ S+), V3(x) = ψ1(r) (r ∈ S−), V4(x) = ∂ψ1(r)
∂n−

(r ∈
S−), V5(x) = ψ2(r) (r ∈ S0). Using the bi-conjugate gradient method to solve the matrix equation,
one can obtain the unknowns V̄1, V̄2, V̄3, V̄4 and V̄5. The scattered field in the space Ω0 and the
definition of the bistatic scattering coefficient σ are the same as single-layered rough surface [6].

The matrixes ¯̄A, ¯̄B, ¯̄C, ¯̄D, ¯̄E, ¯̄F, ¯̄G, ¯̄H, and ¯̄I, ¯̄J, ¯̄K, ¯̄L are provided in the appendix of Ref. [4].
The matrix ¯̄Q, which depends only on the target can be expressed as

Qst =





−∆lt
ik2
4 (n̂0 ·R0)H

(1)
1 (k2 |rs − rt|) s 6= t

1
2
− Z ′′0 (xt)∆x

4π[1 + Z ′0
2(xt)]

s = t
(4)

here, rs, rt are the field point and source point on the target, respectively, Z0(x) is the height
function of target, Z ′0(x) and Z ′′0 (x) are the first- and second-order differential of Z0(x), ∆xt is the
interval of the target, ∆lt = ∆xt

√
1 + [Z ′0(xt)]2, n̂0 = −Z′0(xt)x̂+ẑ√

1+[Z′0(xt)]2
, R0 = rs−rt

|rs−rt| .

The matrixes ¯̄M, ¯̄N, ¯̄P, which indicate the interactions between the target and the lower rough
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surface, can be exhibited as

Mpt = −∆lt
ik2

4
(n̂0 ·R1)H

(1)
1 (k2 |rp − rt|) (5a)

Nsq = ∆lq
ik2

4
(n̂− ·R2)H

(1)
1 (k2 |rs − rq|) (5b)

Psq = ∆lq
i

4
H

(1)
0 (k2 |rs − rq|) (5c)

rp, rq are the field points and source point located on the lower rough surface, f ′−(x) and f ′′−(x) are
the first- and second-order differential of f−(x), R1 = rp−rt

|rp−rt| , R2 = rs−rq

|rs−rq| , ∆lq = ∆x
√

1 + [f ′−(xq)]2,

n̂− = −f ′−(xq)x̂+ẑ√
1+[f ′−(xq)]2

.

3. NUMERICAL RESULTS AND DISCUSSIONS

In Fig. 2, the bistatic scattering from a cylinder located below two-layered rough surfaces with
different simulated length (L = 51.2λ, L = 102.4λ and L = 204.8λ) are shown. The results show
that the scattering pattern of L = 102.4λ is in good agreement with that of L = 204.8λ.

In the following numerical results, the simulated length of the two-layered Gaussian rough
surfaces is L = 102.4λ with interval ∆x = λ/10, λ = 0.3. The cylinder is located at xp = 0 with
segments N0 = 100. The incident angle is θi = 45◦ with g = L/4. All the numerical results are
computed by averaging 50 Monte Carlo realizations. The average height between the two-layered
rough surfaces is d = 5λ.

The discrepancies of the bistatic scattering from single-layered and two-layered rough surfaces,
and a cylinder located below a two-layered rough surfaces are depicted in Fig. 3. The relative
permittivity of the upper and lower medium are ε1 = 2.5 and ε2 = 9.8, and ε = 2.5 for single-
layered model. From Fig. 3, one can notice that the bistatic scattering coefficient of the two-layered
rough surfaces is larger than that of the single-layered rough surface, and is slightly smaller than
that of a cylinder below two-layered rough surfaces.

The influences of the cylinder parameters, the radius r, the altitude zp on the bistatic scattering
are illustrated in Fig. 4. It is readily seen that σ increases with the increasing of the radius, and
decreases as the altitude increasing. That is because the composite scattered field is related to the
composite area. The larger composite area, the larger is σ.

The properties of surface parameters, the rms height δ, the correlation length l on the bistatic
scattering are depicted in Fig. 5. There is an obvious peak in the specular direction for smaller
rms height, and the enhanced backscattering is evident for larger rms height in Fig. 5(a). We
attribute this behavior to the fact that σ depends on the roughness of rough surface. The smaller
rms height, the flatter is the rough surface, leading to the obvious peak in the specular direction.
From Fig. 5(b), one can find that σ increases with the decreasing of the correlation length far
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lated length.
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Figure 4: The bistatic scattering from cylinder below two-layered rough surface with different radius or
altitude.
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Figure 5: The bistatic scattering from cylinder below two-layered rough surface with different rms height or
correlation length.

from the specular direction. The smaller correlation length l, the height fluctuation of Gaussian
rough surface becomes more heavily, which leads to a more incoherent scattering contribution to
the bistatic scattering in the non-specular direction.

4. CONCLUSIONS

In this paper, the EM scattering from PEC target located below the two-layered dielectric rough
surfaces for vertical incidence is investigated through the MOM. The influences of the radius and
altitude of cylinder, the rms height and correlation length of Gaussian rough surface on the bistatic
scattering are exhibited. The properties of EM scattering of this composite models under the
horizontal incidence will be studied in the next step.
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Abstract— This paper presents the design and development of a ground-based microwave
radiometer system (MWR) for the offshore oil platform. It will be used to provide long time
series of geophysical parameters such as the sea-surface temperature, the near-surface wind speed
and the sea ice type. The ground-based MWR is a five-frequency, dual-polarized microwave
radiometer which is a total power type microwave radiometer based on a heterodyne receiver. It
operates at 6.8 GHz, 10.7 GHz, 18.7 GHz, 23.8 GHz and 37 GHz, respectively.
The scanning mode adopts circular scan in a vertical plane. During each period, two-point
calibration is performed to calibrate the receiver gain and noise. The antenna beam directs
different angles and the blackbody used in calibration to obtain measurement data and calibration
data.
The ground-based MWR consists of three units: antenna and receiver unit, electronic unit and
power supply unit. Antenna and receiver unit collects emission from the atmosphere. It is
constructed with several RF components, which include voltage-controlled oscillator, high power
amplifier, directional coupler, RF switch, band-pass filter, isolators, detectors and mixers. The
received signal is down-converted by the double side band mixer to Intermediate Frequency, and
then the IF signals are down-converted to Low Frequency by the detector and integrator. The
electronic unit digitizes the LF signal, controls the scanning mechanism and measures physical
temperature of the hot target for calibration, and takes charge of communication with a remote
computer. The power supply unit performs DC/DC conversion, distributes the DC lines to
various sub assemblies and switches.
In paper, the basic principle and technical specifications of microwave radiometer will be briefly
introduced, and the block diagram and detail design parameters of the proposed system will be
described. The system followed radiometer electronics design and achieved exacting stability and
high accuracy requirements.

1. INTRODUCTION

In the past few decades, microwave remote sensing has become an important tool for monitoring
the atmosphere and the earth surface. Microwave radiometers as an important part of microwave
remote sensing, can be used to retrieve the profile of the atmospheric and sea-surface temperature,
the near-surface wind speed, water vapor density, the liquid-water content of clouds and rain and
the sea ice type. It can also be used to monitor the snow-water content and the spatial distribution
of soil-moisture content, which are important factors for hydrology, agriculture and meteorology.

The main purpose of this ground-based MWR is for ocean research and atmosphere research
and it enables high absolutely accuracy. It includes five frequencies, 6.8 GHz, 10.7GHz, 18.7 GHz,
23.8GHz and 37 GHz, and each frequency band is monitored by vertical polarized and horizontal
polarized wave. The ground-based MWR scans the land surface by mechanically rotating the
antenna and acquires radiance data of the land surface. It allows observation of everyday changes
of earth’s environment and it is expected to contribute to the study of the earth’s environmental
system.

The basic principle of microwave remote sensing by MWR and the technical specifications of
the ground-based MWR are described, the block diagram, general system design and detail design
are also presented in paper.

2. SYSTEM CONTENT AND TECHNICAL SPECIFICATION

As the moisture in the atmosphere could attenuate the microwave radiation from the earth surface,
the brightness temperature retrieved from the observation data represents the information of atmo-
spheric temperature and humidity etc. The principle of atmospheric microwave remote sensing is
to measure atmospheric molecular rot-vib absorption spectrum which is broadened by atmospheric
pressure effect, and therefore complete the retrieval of temperature and humidity profiles. The
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ground-based MWR operates at 6.8GHz, 10.7 GHz, 18.7 GHz, 23.8GHz and 37 GHz to retrieve the
profile of the atmospheric and sea-surface temperature, the near-surface wind speed, water vapor
density and so on.

2.1. General System Design

The ground-based WMR is a total power type microwave radiometer based on a heterodyne receiver.
The system consists of three units: antenna and receiver unit, electronic unit and power supply
unit. The functional block diagram of the ground-based MWR with five receivers is shown in Fig. 1.

The system performs two-point calibration periodically to calibrate the receiver gain and noise
by means of noise injection. And the input of the receiver switches automatically between the
antenna unit and the calibration unit. The noise source is a microwave absorber inside the MWR
and the physical temperature of which could be real-time measured accurately by temperature
transducer. The noise source couples with the matched microwave load in the cases of power on
and off to make the calibration unit obtain different brightness temperature. So the accuracy of
the ground-based MWR is dependent upon the accuracy with the quality of the noise source and
other components in the noise injection circuitry.

The received signal is focused upon the antenna feed, and then it is down-converted by the
double side band mixer to Intermediate Frequency signal. It is sent to the electronic unit after
processing by the amplifiers, low pass filters and directors. The five receivers are installed on the
side of one cylinder which could rotate automatically; the observed angle of the ground-based MWR
could be changed by changing the rotation angle of the cylinder.

2.2. Technical Specification

The technical specifications are introduced below.

Operating frequency: 6.8GHz, 10.7GHz, 18.7GHz, 23.8 GHz, 37 GHz
Receiver type: Total power receiver
Polarization mode: V , H

Bandwidth: 100 MHz ∼ 500MHz
Integration time: 200 ms, 500 ms, 1000 ms (Optional)
Brightness temperature range: 90 K ∼ 400K
Brightness temperature resolution: 0.2 K
Brightness temperature accuracy: 0.5 K

RECEIVERS

Antenna

  Input Noise source

RF circuit IF circuit

  Data

Output

PT 100 sensors

ELECTRONIC UNIT

processing

Data

FPGA

Data

Communication

POWER SUPPLY

Figure 1: Functional block diagram of the proposed system.
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3. DETAILED SYSTEM DESIGN

The ground-based MWR consists of three units: antenna and receiver unit, electronic unit and
power supply unit. The receivers could be grouped into two separate units, the low-frequency unit
and the high-frequency unit, both of which collect data from up to ten radiometer data channels.
They are only identified by their frequency and channel names. The electronic unit is also able to
measure up to 25 temperatures of the PT100 sensors to regulate the physical temperature inside
the receivers.
3.1. Antenna and Receiver Unit
The construction of the antenna and receiver unit is illustrated in Fig. 2. Five conical corrugated
horns are used in the antenna unit as feeds, they can offer a nearly circularly symmetric radiation
pattern in a quite wide bandwidth and very low cross-polarization. Considering the actual mea-
surement of sea-surface, the antenna apertures are sealed by dielectric lens to shorten the length
of the antennas and avoid the corrosion of salt spray.

The receivers of the proposed radiometer system are used in pairs: H and V polarization. Hence,
it is practical to construct them as dual receiver units: a pairs of receivers for one frequency. The
orthogonal mode transducer (OMT), input calibration switches, couplers and noise sources are also
presented in the design.

The low-frequency receivers consist of three receivers operating at 6.8, 10.7, 18.7 GHz; and the
high-frequency receivers operating at 23.8 and 37 GHz adopted waveguide technology, all of which
are super-heterodyne receivers with separate horizontal and vertical channels, giving a total of
ten channels. The received signal is down-converted by the single side band mixer to Intermediate
Frequency, and then the IF signals are sent to the detector. The analog signal needs to be integrated
by the integrator at a certain time interval. The maximum signal output level from the integrator
is in the order of scores of mill volts, and a sensitive low frequency amplifier is used before the
signal can be properly digitized.

The performance of the receivers are strongly dependent on their physical temperature, in order
to achieve the desired radiometric sensitivity, the measurement of the inside temperatures are
very important for the calibration. Each receiver has five temperature sensors placed at different
locations, and the measurement system is implemented using platinum resistive thermometer Pt100
connected to five high-accuracy instrumentation amplifiers, the analog signals output from the
Instrumentation amplifiers and the low frequency amplifiers are all sent to the electronic unit.
3.2. Electronic Unit
The system controlling and the real time data processing are performed by this unit. The construc-
tion of the electronic unit is illustrated in Fig. 3.
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Figure 2: The block diagram of antenna and receiver unit.
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Figure 3: The block diagram of electronic unit.

The analog signal output from the receiver unit is digitized by AD converter, and then sent to
Xilinx Virtex-IV FPGA. The electronic unit will also feed back the AGC voltage to the receiver
unit by analyzing the received data. At the same time, the electronic unit contains the scanning
mechanism control and the power control of the electronic unit itself and the radiometer receivers,
which are implemented by six 24 volts DC power input relays.

Interfacing the radiometer to the remote computer is accomplished by the protocol of RS485
interface. Ten-channel observation data and twenty-five-channel temperature data will be trans-
mitted to the remote computer after each period.

3.3. Power Supply Unit

The power supply is composed of DC/DC converter of the secondary power supply and the power
distributor, which will distribute the DC lines to various sub assemblies and switches. The power
supply includes +5V and +12V for receivers, +12 V and −12V for the Detectors and Integrators,
+24V for the relays and +27 V for the noise sources.

4. CONCLUSION

The design of a dual-polarized, multi-frequency ground-based microwave radiometer system is pre-
sented, and the practical performance is well accordance with the technical requirement. This
radiometer system can be used as a tool for continuously monitoring the atmosphere and the earth
surface, and plays an important role in the observation of earth environment.
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Relationship between Lightning Discharges and Rapid Changes in
Cross Polarization Discrimination of the Ka-band Satellite Radio

Signal
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Osaka Electro-Communication University, Japan

Abstract— Rapid changes in cross-polarization discrimination (XPD) of the satellite radio wave
signal (19.45 GHz) are observed at 1 sec interval in the thunderstorm events. About one third of
the rapid changes are found to coincide with the cloud-to-ground lightning strokes which occurred
on the south side of our earth station at the distance up to 20 km. The distribution of the lightning
location indicates that the center of thunder clouds primarily exists to the westward of the radio
wave propagation path. At the moment of the rapid changes, more than half the observed data
indicate the decrease in XPD. Also, more than two thirds of them show the changing direction
of cross-polar phases toward −90 deg, which means the decrease in canting angles of ice crystals
possibly causing the depolarization changes. These features seem to be enhanced in the middle
stage of each lightning event The decrease in XPD may be related to cancellation effects of
depolarization due to the difference in canting angles between the ice crystals near the lightning
and those in other places far from the lightning. Thus, the measurements of XPD and cross-polar
phase are shown to be important to reveal the electrification process of thunder clouds and to
predict lightning discharges.

1. INTRODUCTION

In satellite communication links, degradation of cross-polarization discrimination (XPD) of the
radio wave is caused by raindrops and ice crystals along the propagation paths. In thunderstorm
events, moreover, rapid changes of XPD and cross-polar phase relative to co-polar phase are fre-
quently observed at time intervals of less than 1 sec [1, 2]. These peculiar phenomena are considered
to be related to the change of electric field due to lightning discharges as well as the aerodynamic
forces of convective air flows [3]. Up to now, however, detailed mechanisms of the rapid changes of
XPD and cross-polar phase are not understood very well.

In this study, statistical distributions of the changes of XPD and cross-polar phase are examined
using the Ka-band beacon signal observations of Japan’s domestic communication satellites [4]
which have been conducted for the past 17 years at 1 sec (partly 0.1 sec) interval in Osaka Electro-
Communication University. The thunderstorm events are observed more than 70 times from 1990
to 2006, and more than 2500 examples of rapid XPD changes are obtained during these years in our
university. The occurrence time and the amplitude of these changes are then compared with the
lightning location and time provided by the Kansai Electric Power Company in Osaka area. Also,
the decrease and increase in XPD and cross-polar phase are discussed in relation to the alignment
of ice crystals due to electrostatic force and convective air flow in thunder clouds.

2. EXAMPLE OF THUNDERSTORM EVENTS

First, an example of the thunderstorm event observed on August 12, 1990 is presented. Fig. 1
shows the variations of (a) XPD and (b) cross-polar phase relative to co-polar phase, respectively.
On this day, no rainfall was recorded at the station, and the attenuation did not exceed 2 dB during
the thunderstorm event. However, large depolarization with the XPD values down to nearly 25 dB,
and rapid changes in (a) XPD and (b) cross-polar phase can be detected almost every minute
during 15:10–15:40 LT. Dashed lines indicate the time of cloud-to-ground (CG) lightning strokes
near the station recorded by the Lightning Location and Protection System (LLPS) of the Kansai
Electric Power Company. Several samples of the rapid changes are thus found to actually coincide
with the moments of lightning strokes near the station, while the other considerable samples are
seen to occur without CG lightning strokes. It should be noted that these characteristic changes in
depolarization are primarily caused by ice crystals above the rain height, since no appreciable rain
attenuation occurred in this event. Hence, these rapid changes without CG lightning discharges
rather seem to be related to inter-cloud (IC) lightning discharges that occur in higher part of the
thunder clouds.
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Next, Fig. 2 depicts the distribution of mean canting angles of ice crystals inferred from the
observed cross-polar phase just before (thin line) and after (thick line) the rapid changes, respec-
tively, for the thunderstorm events observed from 1990 to 1998. Here, positive angles are defined
as clockwise rotation seen from the satellite. Thus, the ice crystals are basically canting around
10–30 deg in clockwise even after the rapid changes as shown by the thick line. Moreover, the thin
line suggests that the mean canting angles are increased up to 30–50 deg in the “same” clockwise
direction before the changes, and then they return to around 10–30 deg after the changes associated
with CG or possible IC lightning discharges.

Figure 3 illustrates horizontal distribution of lightning locations which affected the rapid changes
of XPD and cross-polar phase observed in thunderstorm events during 1990–1998. The location of
our earth station is at the origin of the diagram. The size of symbols is classified according to the
amplitude of the phase changes such as more than 20 or 40 deg. It is seen from Fig. 3 that the data
points primarily exist on the south side of the station at the distance up to about 20 km. Note that
the large data points with conspicuous phase changes are mainly found in southward and westward
directions, and that they are centered around a south-west point (−4 km, −6 km) from the station
with a radius of approximately 4–12 km. The distribution of these data points seem to indicate the
area where the cloud base producing CG strokes stays in each thunderstorm, so the center of the
clouds primarily exists to the westward of the propagation path shown by a thick dashed line.

As the elevation angle of the satellite is about 50 deg, the beacon signal radio wave may pass
through comparatively higher part of the thunderclouds mostly composed of ice crystals. So, the
location of the cloud center being westward from the radio wave path in Fig. 3 may explain the
afore-mentioned average clockwise rotation of ice crystals shown in Fig. 2 above the rain height
as follows In an “aerodynamic-gravitational” point of view, the small clockwise inclination of ice
crystals that still exists after the rapid changes suggests the effects of westerly (eastward) wind
shear on ice crystals possibly due to the convection of thunder clouds together with the jet stream
that is high-altitude westward winds common in mid latitudes. In an “electrostatic” point of view,

(a)

(b)

Figure 1: Example of (a) XPD and (b) cross-polar phase observed in the thunderstorm event on August 12,
1990. Dashed lines indicate the time of cloud-to-ground (CG) lightning strokes recorded near the station.

 

Figure 2: Distribution of mean canting angle of ice
crystals before and after the rapid changes.

Figure 3: Horizontal distribution of lightning loca-
tion around the earth station.
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(a) (b) (c)

Figure 4: Distribution of (a) coincident rates with CG lightning strokes, (b) clockwise and counter-clockwise
rotations for the canting angles of ice crystals, and (c) increase and decrease in the rapid changes of XPD.
The results are shown for the total period and three periods of each thunderstorm event equally divided by
every one third of the duration time of each event.

on the other hand, the large clockwise inclination of the canting angles just before the rapid changes
is certainly caused by a strong vertical electric field, which is expected in the height of ice crystals
at the moment of lightning discharges [5].

3. LONG-TERM STATISTICS

In this section, the statistical nature of XPD and cross-polar phase variations is further investigated
for the entire observational period from 1990 to 2006. Fig. 4 shows the distribution of (a) coinci-
dent rates with cloud-to-ground (CG) lightning strokes, (b) clockwise (CW) and counter-clockwise
(CCW) rotations for the canting angles of ice crystals, and (c) increase and decrease in XPD at the
moment of lightning strokes, respectively. All the statistics are calculated for the entire observa-
tional period and three periods of each thunderstorm event which are equally divided by every one
third of the duration time of each event and approximately correspond to developing, mature, and
dissipating stages of thunder clouds [5]. As for the comparison with CG lightning strokes shown in
Fig. 4(a), however, the statistics are limited up to 1998, since the LLPS data are only available for
the duration from 1990 to 1998 near the station.

It is seen from Fig. 4(a) that about one third of the rapid changes of the depolarization coincide
with CG lightning discharges near the station. Their percentages are found to increase in the
middle stage of thunderstorms, when CG lightning strokes frequently occur. On the other hand,
the percentages extremely decrease at the first period when thunder clouds are still developing,
since inter-cloud (IC) discharges are, in general, active in this early stage [5].

As was previously shown in Fig. 2, the canting angles of ice crystals inferred from the cross-polar
phase variations tend to rotate largely in the clockwise direction seen from the satellite before the
lightning discharge and then return to nearly horizontal directions after the discharge. Fig. 4(b)
statistically indicates that more than two thirds of the canting angles decrease at the moment of
lightning discharges. Also, more than two thirds of the decreased canting angles originally rotate in
the clockwise direction, and this tendency is more conspicuous in the middle stage of thunderstorms
when their convective air motion is usually most active. Thus, these features of the canting angles
are possibly caused by the afore-mentioned combination of both “aerodynamic-gravitational” and
“electrostatic” effects.

Finally, Fig. 4(c) shows that there are two different cases in which the XPD values increase
(depolarization decreases) and decrease (depolarization increases) at the moment of rapid changes,
with decreasing cases slightly larger than decreasing cases. These results are distinct from those
of other previous XPD observations using INTELSAT in low elevation angles, which primarily
show the decrease in XPD at the moment of rapid changes in thunderstorms [6]. In the present
observations, moreover, the XPD values tend to increase when the average XPD is comparatively
high such as at the beginning or end of thunderstorms, while they tend to decrease when the average
XPD is generally low such as in the middle of thunderstorms, as shown by Fig. 4(c).

Note that if the size of thunder clouds is small such as at the beginning or end of thunderstorms,
XPD values will be only affected by the alignment of ice crystals near the discharging point before
lightning. In this case, when the electrostatic force is released after a lightning discharge, the XPD
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values for circular polarizations can be increased by random orientation of ice crystals. On the other
hand, if the size of thunder clouds is large such as in the middle of thunderstorms, XPD values
may be rather decreased before lightning by the cancellation effects between ice crystals in other
places far from the lightning and those near the lightning. It should be noted that the mean canting
angle of ice crystals is extremely increased near the lightning location before a discharge, while it
does not seem to be increased so much in other places far from the lightning since “electrostatic”
forces can not reach so far. Thus, the difference of their mean canting angles seems to yield
depolarization cancellation as the charge is being accumulated. After the lightning occurs, the
XPD value then decreases rapidly because their mean canting angles approach and become nearly
horizontal direction.

4. CONCLUSIONS

The characteristic rapid changes in XPD and cross-polar phase are presented for the thunderstorm
events obtained from the Ka-band beacon signal observations of the Japan’s domestic communi-
cation satellites for the past 17 years. About one third of the rapid changes are found to coincide
with the cloud-to-ground (CG) lightning strokes, which primarily occurred on the south side of our
earth station at the distance up to 20 km. The distribution of the lightning location indicates that
the center of thunder clouds that produced these lightning strokes primarily exists to the westward
of the radio wave propagation path At the moment of rapid changes, two thirds of the observed
cross-polar phases tend to move toward −90 deg, which means the decrease in canting angles of ice
crystals inferred from the cross-polar phase Also, more than half the observed XPD data indicate
the decrease in XPD, which is equivalent to the increase in depolarization at their rapid changes.
These features seem to be enhanced in the middle stage of thunderstorm events, when the thunder
clouds become most developed and their convective motion and electrification are very active

The average canting angles of ice crystals are considered to become very large in the clockwise
direction seen from the satellite before lightning discharges, while they seem to return to nearly
horizontal directions. These features of the canting angles are found to be well explained by the
combination of “aerodynamic-gravitational” forces due to the eastward wind shear at the high
altitude and strong vertical “electrostatic” forces before the lightning discharges. On the other
hand, the present observations indicate a number of cases in which the XPD increases at the
moment of rapid changes, in contrast to the past low elevation-angle observations using INTELSAT
that showed the decrease in XPD for almost all cases. In our high-elevation observations, however,
the increase in XPD after the lightning seems to be directly related to the anisotropic effects of ice
crystal alignment caused by the decrease in the standard deviation of ice crystal’s canting angles
due to electrostatic forces just before the lightning. To contrast, the decrease in XPD after the
lightning may be related to cancellation effects of depolarization before the lightning due to the
difference in canting angles between the ice crystals near the lightning and those in other places
far from the lightning.
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Abstract— Calibration and retrieval are two important and critical techniques for ground-
based atmospheric microwave sounder. Adopting proper calibration methods will ensure a high
sounding resolution. The paper uses two calibrated methods like LN2 (22–31 GHz and 51–
59GHz) calibration and sky tipping (22–31 GHz) to realize periodic calibration and using noise
injection and in-built blackbody to realize internal calibration. Assuming the atmospheric tem-
perature profile is known to 2 K (state-of-the-art with present remote sensors) and instrument
noise is 1–2K brightness temperature (achievable with current technology). The paper extracts
several clear-air datasets randomly in the available radiosonde datasets. It derives atmospheric
absorption spectrum from MPM93 model, and simulates brightness temperature using radiative
transfer equation. In order to estimate atmospheric temperature profiles from the radiometer
data, the algorithm of back-propagation neural network has been used. The retrievals yield good
results in the temperature profiles from the surface to nearly 400 hPa. So, the prototype of im-
proved ground-based atmospheric microwave sounding meets the requirements and using proper
algorithm the retrieval results can be used in many fields.

1. INTRODUCTION

Microwave radiometer is one of primary instruments for earth and ocean observation because of its
ability of working on all-weather and all-day. Ground-based atmospheric microwave sounder has
the advantages of higher resolution at the bottom of troposphere, lower maintenance cost, easy to
match and operate and so on.

2. DESCRIPTION OF SOUNDING PRINCIPLE

The principle of atmospheric temperature and humidity sounding is to measure the atmospheric
(oxygen and water vapor) molecular rotating absorbing spectrum and its wings; all of them are
pressure broadened and therefore complete the retrieval of temperature and humidity profiles.
Where, the oxygen molecular absorbing spectrum at about 50–60GHz can be used for retrieving
temperature profiles and water molecular absorbing spectrum at about 20–30 GHz for retrieving
humidity profiles.

Figure 1: Opacity of microwave transmission. Figure 2: External cold load attached to the ra-
diometer box.

Figure 1 shows that the high opacity of atmosphere microwave transmission [1] (oxygen and
water vapor). In the band of 0–200 GHz, there are two lines of oxygen (detecting atmospheric tem-
perature profiles) and water vapor (detecting atmospheric humidity profiles), respectively. Among
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them, the energy spectrum enhances gradually as the frequency becomes higher and higher. The
oxygen lines are at 50–60 GHz (usually measures space-borne vertical distribution of atmospheric
oxygen) and 118 GHz. The water vapor lines are at 22.235 GHz and 183.31 GHz [2].

Having the same principle and referring to MP3000A [3], the ground-based atmospheric mi-
crowave radiometer operates at k-band (22∼31GHz) and V-band (51∼59GHz), and retrieves the
atmospheric temperature profiles and humidity profiles and obtains parameters like liquid water
vapor, flux and delay and so on.

3. CALIBRATION

3.1. LN2 calibration

One of absolute calibration standards is the liquid nitrogen cooled target [4] that is attached
externally to the radiometer box. This standard — together with the internal ambient load — is
used for the absolute calibration procedure.

The boiling temperature of the liquid nitrogen and thus the physical temperature of the cold
load depend on the barometric pressure p. The radiometer’s pressure sensor is read during absolute
calibration to determine the corrected boiling temperature according to the equation:

Tc = T0 − 0.00825 ∗ (1013.25− p) (1)

where, T0 = 77.25 K is the boiling temperature at 1013.25 hPa. The calibration error due to
microwave reflections at the LN/air interface is automatically corrected by the calibration software
(embedded PC). It is recommended to wrap a plastic foil around the load + radiometer (wind
protection) during absolute calibration to avoid the formation of condensed water above the liquid
surface (caused by wind etc.).

3.2. Sky Tipping Calibration

Sky tipping [5] (tip curve) is a calibration procedure suitable for those frequencies where the earth’s
atmosphere opacity is low (i.e., high transparency) which means that the observed sky brightness
temperature is influenced by the cosmic background radiation temperature of 2.7 K. High opacity
channels like all temperature profiler channels > 53GHz are saturated in the atmosphere and must
be calibrated by other methods. Sky tipping assumes a homogeneous, stratified atmosphere without
clouds or variations in the water vapor distribution. If these requirements are fulfilled, the following
method is applicable: The radiometer scans the atmosphere from zenith to around 20◦ in elevation
and records the corresponding detector readings for each frequency. The path length for a given
elevation angle α is 1/ sin(α) times the zenith path length (often referred to as “air mass”), thus
the corresponding optical thickness should also be multiplied by this factor (if the atmosphere is
stratified.

The optical thickness is related to the brightness temperature by the equation:

τ(∞) = − ln
(

Tmr − Ti

Tmr − TB0

)
sec(θ) (2)

Tmr is a mean atmospheric temperature in the direction θ, TB0 is the 2.7 K background radiation
temperature and Ti is the brightness temperature of frequency channel i.

Tmr =

∞∫
0

T (z)e−τ(z)σadz

1− e−τ(∞)
(3)

Tmr is a function of frequency and is usually derived from radiosonde data. A sufficiently accurate
method is to relate Tmr with a quadratic equation of the surface temperature measured directly by
the radiometer.

The sky tipping calibrates the system noise temperature and the gain factor for each frequency
without using a liquid nitrogen cooled target. The disadvantage of this method is that the assump-
tion of a stratified atmosphere is often questionable even under clear sky conditions due to invisible
inhomogeneous water vapor distributions.

So, LN2 method is mainly be used in v-band operating at 51–59GHz, and TIP is mainly used
in k-band operating at 22–30GHz.
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3.3. Internal Calibration
External calibration is to realize validation and calibrating periodically (every one year or half).
Internal calibration [6] is to realize quasi-real-time calibration, and calibrate gain and noise of
receiver, and avoid the affects of noise fluctuations and noise drifts.

The internal calibration period depends on short-term stability and can be 10–20 minutes with
temperature-controller in relative stable environment.Internal calibration unit consists of noise in-
jection block and in-built calibration blackbody, and both provide stable reference. Noise injection
block consists of noise source (noise diode) which provides noise to be calibrated, switch which turn
on and off the noise signal and directional coupler which is used for noise injection. We can used
microwave switch or supply power to turn on and off the noise signal. Directional coupler is used
for feeding into noise signal which temperature is 100–200 K.

Internal calibration blackbody provides standard brightness temperature (∼ ambient tempera-
ture). To ensure the stability, there are many pt-resistances to measure the temperature gradients.
In order to reduce the gradient, it is optimal to use foam material which has performance of insu-
lation as blackbody calibration layer and DC mini-fan to drive the airflow.

Internal calibration unit has anther function. It can correct nonlinear error by Noise injection
method. Although ideal radiometer receiver is a linear system, nonlinear error caused by nonlin-
earity of detector diode and it is not negligible and mostly reaches to 1 K order.

The nonlinearity of detector can be as follows:

U = GPα 0 < α < 1 (4)

where, U is the detector voltage, G is the detect-coefficient, α is a nonlinearity factor and P is the
total noise power that is proportional to the radiometric brightness temperature Tr according to
Planck radiation law. The relationship between them is:

U2 = G′ (TREC + TCOLD + TA)α (5)

G′ (system gain), α (nonlinear factor) and Tsys (noise temperature of receiver) are three unknown
quantities. To correct nonlinearity of system, we generate four temperature points by additional
noise injection of temperature Tn. So there four independent equations with four unknowns (G, α,
Tsys and Tn) and than fit the nonlinear curve showing in Figure 2.

By injecting known noise-temperature into receiver, we can calibrate multi-points through non-
linear response. In the design, by observing low temperature and ambient temperature blackbody,
there’re two calibration points Tc ∼ U1 and Th ∼ U2, and other two points Tc + Tn ∼ U3 and
Th + Tn ∼ U4 after injecting noise. Then 3 calibration parameters and noise injection and then
decide the nonlinear factor α can be derived.

Noise temperature and gain of receiver change when ambient temperature changes. Internal
calibration is a method which calibrates noise temperature and gain of receiver periodically through
two known reference targets, then obtaining a real-time calibration equation to measure the real-
time target brightness temperature.

4. REREIEVAL PRINCIPLE

In recent years, artificial neural network (ANN) has been used widely [7]. The structure of ANN
shows in Figure 3. The layers 1, 2, and 3 represent the input layer, the hidden layer, and the output
layer, respectively. The neurons of the input layer are represented by vector Xi (i = 1, 2, 3, . . . , n,
where n is the number of the input neurons).

For the ith node in the hidden layer, this can be expressed as

Yj = S

(
L∑

i=1

wijxi + bj

)
(6)

where, S denotes the sigmoid function,

S(α) =
1

1 + exp(−α)
(7)

where, wij is the weighting of the connection between the jth input neuron and the ith hidden
neuron. bj denotes the bias between calculated and measured values. Between hidden layers and
output layers it uses purelin function.
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Figure 3: Schematic diagram of a three layer back-propagation neural network.

Figure 4: Normalized temperature. Figure 5: Brightness temperature.

Figure 6: Normalized retrieve temperature. Figure 7: Retrieval bias.

5. SIMULATION RESULTS

The paper uses 225 radiosonde data. Choose 20% randomly as train sets and choose 20% randomly
as tests. The input has 10 elements include 7 brightness temperatures (7 channels in v-band),
troposphere temperature, troposphere pressure, troposphere height. The output includes 20 tem-
perature values in 20 values of pressure from 1000 mba to 300 mbar or height from 0 to 10 km [8].

6. CONCLUSIONS

According to the radiative transfer equation, we retrieve the temperature from advanced prototype
of ground-based microwave sounder. The neural network technique can derive the temperature
weighting function by train the radiosonde datasets, and using other radiosonde datasets to test the
model. Different temperature profiles of different regions can easily be retrieved using this method;
also it can be used for different microwave sounders of ground-based and satellite platforms.
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Abstract— The aim of this work is to present experimental results of the influence of electron
density perturbations caused by HF-heating of ionospheric F2 layer on GNSS navigational signals
at mid-latitudes. The experiments were carried out on the Sura heater near N. Novgorod, Russia
with radiating frequency 4.3 MHz (during all series of experiments the plasma frequency of F2
layer was greater then the heating frequency) and effective power 40MW and 80 MW. During
the heating series with different time modulation of radiative power, the ionospheric penetra-
tion points for several navigational satellites and GNSS-receiver installed near the Sura facility
crossed the heated area. For these satellites we investigated variations of total electron content
(TEC), proportional to the differential carrier phase of navigational signals. It is shown that
for square heating pulses, perturbations with main heating period appeared in the spectrum of
TEC variations. The amplitudes of such perturbations were of the order of 0.07TECU. These
TEC oscillations support the presence of electron density irregularities caused by such modes of
HF-heating in the heated region.

1. INTRODUCTION

Numerous investigations of the characteristics of artificial turbulence in ionospheric F2 region due
to powerful O-mode HF radiation showed that near the heights of radio wave reflection, ponderomo-
tive parametric, thermal (resonant) parametric and self-focusing instabilities develop, see articles
in special issues of journals [1–7] and review articles [8–13] and references therein. This causes
particularly the significant heating of plasma in this area and generation of artificial irregularities
in electron density distribution with the scales from meters to kilometers. These irregularities sig-
nificantly influence the properties of HF radiowaves, so one of the ways to study this phenomena
is to analyze the properties (differential carrier phase) of highly stable L-band navigational radio
signals, in particular GPS-signals propagating through the heated area in the ionosphere [14, 15].
In this work we present the results confirming the presence of perturbations in GPS signals caused
by the modulation of HF-heating of mid-latitude ionosphere in daytime conditions, obtained on the
Sura heater near N. Novgorod, Russia.

2. EXPERIMENTAL SETUP

Series of experiments were carried on the Sura heater, with coordinates φ = 56.15N ; λ = 46.1E,
inclination of the geomagnetic field for the site 71◦, for the period of low and medium geomagnetic
activity (Kp = 0–3) in March 12–19, 2009. Plasma frequencies f0F2 of the ionospheric F2 layer
during this campaign were, as a rule, not greater than 5 MHz even at noon. So the use of minimal for
the Sura facility heating wave frequency 4.3MHz determined the possible time for the experiments:
From 9:00 till 16:00–17:00 local time. Hence the experiments were carried out only in sunlit
ionosphere in the morning, daytime, and early evening when the efficiency of artificial ionospheric
turbulence excitation is significantly lower than in night conditions, when for example experiments
discussed in [14] were carried out.

Except two cases, when only two transmitters of the Sura heater were used in the experiments
and the effective radiative power (ERP) was ERP = 40 MW, the measurements were carried out
with three synchronously working transmitters of the Sura heater, which provided ERP = 80MW.
The level of absorption of the heating wave energy was not controlled in the experiments but was
expected to be of the order 3–5 dB in daytime conditions, which caused the decrease not less than
2–3 times in transported to the F2-region ERP.

To increase the efficiency of artificial ionospheric turbulence excitation we used the magnetic
zenith effect [11, 16] and tilted the beam 12◦ southward in the plane of geomagnetic meridian.

In such conditions at the height 200 km, corresponding to the height of heating wave reflection,
the HF-heated spot corresponding to 0.1ERP level was ∼ 70 km in diameter centered at φ =
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55.79N ; λ = 46.03E. The measurements were conducted when plasma frequency of F2 layer f0F2,
controlled by the ionosonde located near Sura heater, was greater than 4.3MHz and the ionospheric
penetration points (IPP) for some satellites of GPS constellation and GNSS receiver installed near
Sura facility crossed the heated area.

We used different time modulations of ERP: Square pulses of maximum ERP with the widths
30 sec, 3 minutes, 5 minutes with 30 sec, 3 and 5 minutes gaps between the pulses correspondingly
in O-mode, and the regime with 10-minutes-wide square pulses with 5 minutes gaps between pulses.
Note that IPPs for high-orbital navigational satellites, such as GPS or GLONASS, move rather
slowly and remain within the heated area for 35–50 minutes, which allows to investigate the time
variations in the electron density field in the heated region using the signals of these systems.

3. DATA PROCESSING AND RESULTS

The experimental data were collected using the dual-frequency GPS/GLONASS receiver JAVAD
LEXON installed near the Sura heater. For analysis we used raw data of observed phases L1 and
L2 on both GPS-system frequencies f1 = 1575.42MHz and f2 = 1227.6MHz with 10 Hz sampling.

These measurements were converted to slant Total Electron Content (slTEC), proportional to
the differential carrier phase as follows:

slTEC =
(

L1

f1
− L2

f2

)
f2
1 f2

2

f2
1 − f2

2

c

K
+ const (1)

where K = 40.308m3

s2 , c — speed of sound in vacuum, and const is an additive constant in TEC
estimates due to the unknown initial phase.

In order to study the effects of the HF-heating with the modulation of ERP discussed in Sec-
tion 2, which are expected to be rather small, we removed the trend from slTEC time series using
adjacent averaging with 20-minutes time window. Thus we obtain TEC variations during HF-
heating, which can be analyzed using, for example, the wavelet transform to estimate the local
spectrum of TEC variations in order to compare it with the time modulation of ERP.

For example, on March 16, 2009 the heating experiment was carried out from 6:15 UT till
8:26UT in undisturbed geomagnetic conditions (Kp = 1 during the experiment). The heating wave
excited rather intensive Fspread on ionograms. Its reflection height was ∼ 205 km. At the first part
of the experiment till 07:36 UT, we used 30 sec-wide square pulses of ERP = 40 MW with 30 sec
gaps between pulses. Since 07:36 UT the modulation was the same but with ERP = 80MW, and
than at 7:51UT we switched to the regime of 5 minutes square pulses with 5 minutes gap between
pulses. During this heating experiment starting from 7:23 UT till 8:11 UT, the IPP for GPS prn22
satellite crossed the heated area. In Figure 1, one can see the trajectory of the IPP as it crossed
the heated area.

TEC variation for the period 7:35 UT–7:50 UT is shown in Figure 2. Variations in TEC with
period T = 1min are clearly seen in this figure and also revealed in the local spectrum of TEC
variations presented in Figure 3. This period in TEC variations corresponds to time modulation
of ERP of Sura heater. Note that T = 1min in TEC variations was clearly registered only since
07:36UT, when the Sura heater started to work at ERP = 80MW, and disappeared at 07:51 UT,
when the Sura heater was switched to another modulation.

Maximum TEC variations of the order of 0.04 TECU were observed at 07:40UT practically in the
magnetic zenith region. This clearly evidences the artificial nature of the observed TEC variations
and also points out that in those conditions present during the experiment, the ERP = 40MW with
30 sec modulation was insufficient to generate irregularities in electron density field detectable by
GPS measurements. Nevertheless, if we estimate the electron density perturbation at the reflection
height of the heating wave using simple relation:

δN

N
∼ δTEC

TEC
Hion

l
(2)

where N is electron density at the reflection height of heating wave, Hion is the thickness of
ionosphere, δTEC is TEC variation caused by HF-heating; and assuming that the thickness of the
disturbed region l does not exceed 5–15 km, we obtain the perturbations about 10%, which is rather
significant.

For the period March 12–19, 2009 we obtained 14 registrations of TEC variations during HF-
heating with different modulations of ERP. In all of these registrations we observed the spectral
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Figure 1: The trajectory of IPP for GPS prn22 and
LEXON receiver located near the Sura heater (red
dot), March 16, 2009. The oval on the figure outlines
the contours of the heater beam limited by 0.1ERP
at height 200 km.

Figure 2: Variation of slant TEC for GPS prn22
when IPP crossed the heated area as shown in Fig-
ure 1.

Figure 3: Local spectrum of TEC variations for GPS prn22 when IPP crossed the heated area as shown
in Figure 1. Borders of heated area as well as the moments when modulation and ERP were changed, are
indicated by arrows.

components in TEC variations corresponding to ERP modulation of HF-heating, in particularly
one registration with 1 min period, two registrations with 6 min period, and six registrations with
10min period. For the modes with 10 min heating and 5 min gap between the pulses we observed
15min and 7.5 min periods in TEC variations. The observed amplitudes of TEC variations during
the heating were of the order of 0.04–0.07 TECU, which corresponds to 10–15% perturbations of
electron density.

4. CONCLUSION

Our experiments carried out in the mid-latitude dayside ionosphere show that in GPS-measured
TEC variations the spectral components appear corresponding to the modulation of HF-heating,
when the ionospheric penetration point of the tracked GPS-satellite crosses the heated area. Ampli-
tudes of such variations were about 0.04–0.07 TECU, which corresponds to 10–15% perturbations in
electron density, and did not show significant dependence on time of observation within the period
from 9:00 till 16:00–17:00 local time. Sometimes together with main heating modulation frequency
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we observed multiple frequencies in TEC variations with smaller amplitudes of variations and its
maximum shifted in time compared to the main heating modulation frequency.
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Abstract— Statistical characteristics of scattered and reflected electromagnetic waves by tur-
bulent magnetized plasma layer with electron density and magnetic field fluctuations at arbitrary
orientation of an external magnetic field are considered using the perturbation method. The ob-
tained results are valid for near and far zones. Analytical expressions for scattered electric field
components are obtained using the boundary conditions. Correlation functions of these statisti-
cal characteristics are analyzed analytically and numerically for the ordinary waves at different
orientation of external magnetic field using satellite and remote sensing data.

1. INTRODUCTION

Statistical characteristics of the angular power spectrum (broadening and displacement of its maxi-
mum) of scattered electromagnetic waves by turbulent anisotropic collision magnetized ionospheric
plasma was investigated in the complex geometrical optics approximation [1] taking into account
both electron density and magnetic field fluctuations. However, it should be noted that the magnetic
field is fluctuating only on size, but not in direction. This approximation is applicable only for small-
length paths, so called in the near zone. Scintillation level of scattered radiation was calculated
for F -region irregularities of the ionosphere using both power-law and anisotropic Gaussian [2, 3]
correlation functions of electron density fluctuations. Ionospheric effects due to irregularities on
the performance of space-based radar system and synthetic aperture radar system were consid-
ered in [4–6]. Statistical characteristics (correlation function of the phase and relative amplitude
fluctuations) of scattered electromagnetic radiation propagating through magnetized plasma layer
are considered in this paper using the perturbation method. Analytical expression for scattered
electric field along the external magnetic field is obtained satisfying boundary conditions and tak-
ing into account both fluctuations of electron density and magnetic field fluctuations. Numerical
calculations of the correlation function of scattered radiation towards the direction of an external
magnetic field were carried out for anisotropic Gaussian correlation function.

2. FORMULATION OF THE PROBLEM

Let’s ions frequency satisfies the condition ω À Ωi = eH0/Mc, where Ωi is the ion gyrofrequency,
H0 is external magnetic field, M is mass of an ion. If ω À νeff , where νeff electron effective collision
frequency with neutral particles and ions, conduction current should be neglected and total current
in a magnetized plasma is equal to the displacement current j = −eNw, w is the velocity of
electrons. The set of equations describing propagation of electromagnetic waves in the collisionless
magnetized plasma has the following form:

grad div E−∆E− k2
0 E = − ṽ k2

0

1− ũ

{
E− i e

m c ω
[E ·H0]−

( e

mcω

)2
(E ·H0)H0

}
, (1)

where ũ = (eH0/mcω)2, ṽ = ω2
p/ω2, ωp = (4πN e2/m)1/2 plasma frequency of electrons, k0 = ω/c.

Electric induction vector D = E− 4πieN0w/ω is equal to:

D =
(

1− ṽ

1− ũ

)
E + i

ṽ

1− ũ

[
E · ΩH

ω

]
+

ṽ

1− ũ

(
E · ΩH

ω

)
ΩH

ω
, (2)
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where ΩH = eH0/mc gyrofrequency of electrons. Each quantity in Equation (1) we present as sum
of the mean and fluctuating terms E = 〈E〉 + e, H = 〈H〉 + h, H0 = 〈H0〉 + h0, N = 〈N〉 + n.
The mean values of both electron density and magnetic field not depend on the spatial coordinates.
If fluctuations are small, we can use the perturbation method and for fluctuating electric field we
obtain the differential equation:

(
∂2

∂xi∂xj
−∆δij − k2

0εij

)
ej = ji, (3)

where

j =
k2

0 v

1− u

{
i
√

u
[〈E〉h′0

]
+ u(〈E〉τ )h′0 + u(〈E〉h′0)τ

}

− k2
0 v

1− u
·
[
n′ +

2u

(1− u)2
(τ · h′0)

]
{〈E〉 − i

√
u [〈E〉τ ]− u (〈E〉τ ) τ }

is the current density, v = ω2
p0/ω2, ω2

p0 = 4πe2〈N〉/mω2, u = (e〈H0〉/mcω)2, n′ = n/〈N〉, h′0 =
h0/〈H0〉, τ = 〈H0〉/H0. Let unperturbed EM field propagates along the z axis and vector τ (k ‖ z,
〈H0〉 ∈ yoz) lies in the yoz plane (principal plane). Components of the second rank tensor εij for
collisionless plasma are [7]: εxx = 1 − v · (1 − u)−1, εyy = 1 − v(1 − u sin2 α) · (1 − u)−1, εzz =
1−v(1−u cos2 α)·(1−u)−1, εxy = −εyx = iv

√
u cosα·(1−u)−1, εyz = εzy = uv sinα cosα·(1−u)−1,

εxz = −εzx = −iv
√

u sinα · (1 − u)−1, where α is the angle between k and H0 vectors. From
Equation (3) we obtain set of differential equations for perturbed electric field components:

ẽ′′x + a1ẽ
′
z + b1ẽx + c1ẽy + d1ẽz= f1,

ẽ′′y + a2ẽ
′
z + b2ẽx + c2ẽy + d2ẽz= f2,

ẽ′x + a3ẽ
′
y + b3ex + c3ey + d3ez= f3

(4)

where: a1 = − i kx, b1 = k2
0εxx − k2

y, c1 = k2
0εxy + kxky, d1 = k2

0εxz, a2 = − i ky, b2 = k2
0εyx + kxky,

c2 = k2
0εyy−k2

x, d2 = k2
0εyz, a3 = ky/kx, b3 = i k2

0 εzx/kx, c3 = i k2
0 εzy/kx, f1 = −k2

0 gx, f2 = −k2
0 gy,

f3 = − i k2
0 gz/kx, d3 = − i (k2

x + k2
y − k2

0εzz)/kx, g is the 2D Fourier transformation of the current
density j. Boundary conditions for Equations (4) are as follows: waves propagating in negative
direction should be absent at z ≥ L (L is a thickness of inhomogeneous plasma layer); waves
propagating in positive direction should be absent at z ≤ 0. Since all the functions inside the layer
are finite functions in the interval 0 ≤ z ≤ L (k0lN,M À 1, k0L À 1, L À lN,M , lN and lM are
characteristic linear scales of electron density of magnetic field fluctuations, respectively), we could
use the spectral method. Applying the residue theory, particularly, for z component of scattered
electric field satisfying the boundary conditions we obtain:

ẽz(æ, z) = − 1
πεzz

(
1
δ1



B1(γx + iγy)d′0

L∫

0

dz′0
[
d′1n

′
1(æ, z′) + d′2h

′
z(æ, z′)

] · cos
[
(l − z′)k0x1

]

+i
[
B3 + B4(γ2

x + γ2
y)

] · ·d′3
L∫

0

dz′
[
h′x(æ, z′) + ih′y(æ, z′)

] · sin [
(l − z′)k0x1

]




+
1
δ2

{
B2(γx + iγy)d′0

L∫

0

dz′
[
d′1n

′
1(æ, z′) + d′2h

′
z(æ, z′)

] · cos
[
(l − z′)k0x2

]

+i
[
B5 + B6(γ2

x + γ2
y)

] · d′3
L∫

0

dz′
[
h′x(æ, z′) ih′y(æ, z′)


 · sin [

(l − z′)k0x2

]


 . (5)

where: γx = kx/k0, γy = ky/k0, d′0 = −v〈Ex〉/(1−u), d′1 = 1+
√

u, d′2 =
√

u+2u(1+
√

u)/(1−u),
δ1 = 8εxxε̃xyc1, δ2 = −8εxxε̃xyc2, c1 = εxx + ε̃xy, c2 = εxx − ε̃xy, x1 = c1 − d1(γ2

x + γ2
y), x2 =

c2 − d2(γ2
x + γ2

y), d1 = (c1 + εzz) /2εzz, d2 = (c2 + εzz) /2εzz, æ = { kx, ky}, Bj(j = 1 . . . 6) are
complex functions of plasma parameters.
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3. STATISTICAL CHARACTERISTICS OF SCATTERED RADIATION

We are investigating correlation function of scattered EM plane normal (ordinary and extraordi-
nary) waves propagating through the plasma layer with random electron density and magnetic
field fluctuations. Each component of the mean field 〈Ej〉 = |〈Ej〉| exp(i q0j z) is a slowly-varying
function of z coordinate; the mean field is dumping owing to transformation of the mean field
energy to the fluctuating one. We assume that the thickness of a slab is substantially smaller than
the dumping length and |〈Ej〉| is constant. In the perturbation theory fluctuation of the phase δϕ
and the relative fluctuations of the amplitude δA of scattered electric field ei are determined by
the formulae: δϕ = Im(ei/〈E〉), δA = Re(ei/〈E〉). Hence, correlation functions of the phase and
amplitude fluctuations are connected through the correlation function of scattered field. According
to [7], we have:

N2
j =

qo j

k0
= 1− 2 v (1− v)

2(1− v)− u sin2 α∓
√

u2 sin4 α + 4 u (1− v)2 cos2 α
(6)

N2
j is square of refractive index corresponding two normal waves propagating in a homogeneous

magnetized plasma (without taking into account thermal motion); upper sign in the first formula
is devoted to the extraordinary wave (j = 1), lower sign — to the ordinary wave (j = 2). Both
waves in collisionless magnetized plasma, in general, are elliptically polarized. At the angle α = 0◦
for the ordinary wave 〈Ey〉 = i〈Ex〉, 〈Ez〉 = 0; for extraordinary wave 〈Ey〉 = −i〈Ex〉, 〈Ez〉 = 0. In
this case, εxx = εyy = 1 − v · (1 − u)−1, εxy = −εyx = iv

√
u cosα · (1 − u)−1 ≡ iε̃xy, εxz = εzx =

εyz = εzy = 0, εzz = 1− v.
2D Fourier-transformation of the current density fluctuations are determined by the expressions:

gx = − v

1− u
〈Ey〉

[(
1 +

√
u
)
n′ +

(√
u + 2u

1 +
√

u

1− u

)
h′0z

]
,

gy = igx,

gz = v
1 +

√
u

1− u
〈Ey〉(h′0x + ih′0y).

This means that fluctuations of the current density in the xoy plane are caused by both electron
density and magnetic field fluctuations, which are statistically independent; z component contains
only magnetic field fluctuations (external magnetic field is directed along the z axis). Square
of the refractive index for the ordinary and extraordinary waves in this case are equal to N2

2 =
1− v (1 +

√
u)−1, N2

1 = 1− v (1−√u)−1, respectively. In the integrands of Equation (5) we keep
only first terms of the expansion into a series due to the inequality kx, ky ∼ 2π/l ¿ k0, while in the
exponent — three terms, as the second and third terms can give the substantial contribution at great
distances of z. For anisotropic Gaussian correlation function of electron density fluctuations [8]:

WN (kx, ky, ρz)=〈N2
1 〉

l⊥ l̄

4π
exp

(
−k2

x l̄2

4
− k2

yl
2
⊥

4

)
exp

(
−χ2 l̄2

l4‖
ρ2

z

)
·exp

[
i(χ2 − 1)

l̄2

l2‖
sin γ0 cos γ0kxρz

]
(7)

where: l̄2 = l2‖/(sin2 γ0 + χ2 cos2 γ0), χ = l‖/l⊥ is the coefficient of anisotropy, γ0 is the angle
of inclination of prolate irregularities with respect to the external magnetic field, on the lower
boundary (z = L) z component of the correlation function of scattered electric field could be
written as[

Re〈ez(x + ρx, y + ρy, L)ez(x, y, L)〉
Im〈ez(x + ρx, y + ρy, L)ez(x, y, L)〉

]

N

=
σ2

N√
π
· L
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· v2(1 +

√
u)2

χ2ε2
zz(1− u)2

· 〈Ex〉2 ·
[

cos(2ϕ)
sin(2ϕ)

]

·
{

B2
1

δ2
1
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1

2ξ L
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c1

·
[

ReK(1)
1

ImK(1)
1

]
+ 2 exp

(
−ξ2c2

1

4m2
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·
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ImK(1)
2
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+
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2
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1
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·
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1
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1
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(
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1

4m2

)
·
[

ReK(2)
2

ImK(2)
2
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+

4B1B2

δ1δ2
·
[
exp

(
− t21ξ

2

16m2

)
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[

ReK(1)
3

ImK(1)
3
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+exp
(
− y2

1ξ
2

16m2
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[

ReK(2)
3

ImK(2)
3

]]
. (8)
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where K(j)
i are complex functions of plasma parameters, ξ = k0l‖, ρy and ρx are the distances

between the observation points in principle and perpendicular planes, respectively.

4. NUMERICAL CALCULATIONS

Numerical results illustrate the dependence of the correlation function of a scattered electromag-
netic field towards z direction versus polar angle ϕ of the wave vector in the plane perpendicular to
the magnetic field at moderate (Figure 1) and strong (Figure 2) external magnetic fields. Inhomo-
geneous area having thickness 50 km is located at a height 300 km. Plasma parameters: u = 0.0012,
v = 0.0133, basic frequency of an incident radiation is ν = 40MHz. Anisotropy coefficient χ = 10,
angle of inclination of prolate irregularities with respect to the external magnetic field γ0 = 0◦,
longitudinal characteristic linear scale l‖ ≈ 12 km, the variance of electron density fluctuation is
equal to σ2

N = 10−4. Numerical calculations show that the intensity of scattered radiation oscillates

(a) (b)

(c) (d)

Figure 1: Illustrates the dependence of the correlation function of a scattered electromagnetic field versus
polar angle ϕ in the direction perpendicular of an external magnetic field (u = 0.0012) in the perpendicular
(ρx = 1, ρy = 0) and principle (ρx = 0, ρy = 1) planes, Figures 1(a)–1(d), respectively. Angle γ0 = 0,
anisotropy coefficient χ = 10.

(a) (b)

Figure 2: Illustrates the dependence of the correlation function of a scattered electromagnetic field versus
polar angle in the direction of strong external magnetic field (u = 20) in the principle (ρx = 0, ρy = 1) plane;
angle γ0 = 0, χ = 10.
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and gaps arise with increasing parameter of anisotropy, which is in agreement with [9]. Oscillations
disappear in isotropic case (χ = 1) and the curves have the Gaussian form. The behaviour of the
correlation function of scattered radiation is different in the principle yoz and perpendicular planes.
The amplitudes of oscillations are increased in proportion to the intensity of an external magnetic
field in both observation planes.
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Radar Imaging of Target above the Gaussian Random Rough
Surface Using the Accelerated MOM/PO Hybrid Method
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Abstract— In this paper, the range profile analysis for a 3D perfectly electric conductor (PEC)
target above a 2D PEC Gaussian random rough surface was successfully implemented using the
MOM/PO hybrid method accelerated by the matrix decomposition technique. The numerical
scattering model of 3D target/rough surface is constructed by considering the target as the
MOM region and the rough surface as the PO region where the RWG vector basis function
is employed to expand the induced surface currents. Based on the EM numerical simulation,
the wide-band backscattered field of the combined model is obtained using a stepped frequency
waveform (SFW), which is produced by linearly sampling the desired bandwidth B at specific
frequencies. By performing an inverse discrete Fourier transform (IDFT) on the field data in the
frequency domain, the time domain response is provided. Accordingly, the 1-D high resolution
range profiles (HRRPs) of the target above the random rough surface is achieved, since the time
delay of the signal is associated with the position of the scattering center projected on the line
of the sight. The range profiles provide information not only about the position but also the
scattering strength of the scattering centers along the range direction.

1. INTRODUCTION

Electromagnetic scattering from a target above or on a rough surface has been an attractive subject
in electromagnetic field because it has many applications on radar surveillance, remote sensing,
target identification, etc. [1–4]. In the past, several numerical methods have been developed for
2-D target/rough surface scattering, e.g., the forward backward method with spectral acceleration
algorithm (GFBM/SAA) [2], the accelerated MOM/PO hybrid method [3]. Recently, the range
profile analysis of the 2-D target above a 1-D rough surface has been accomplished in our previous
research [4] based on the EM numerical simulation. However, investigation of scattering from 3-D
target above the 2-D random rough surface is much more complicated than the 2-D case. Very few
reports have been found for the numerical scattering model of 3-D target and rough surface. In
this paper, the range profile characteristics and imaging mechanisms of a 3-D PEC target above a
2-D rough surface is investigated based on the EM numerical simulation. The MOM/PO hybrid
method [5] accelerated by the UV method [6] is adopted as the fast forward algorithm to obtain
the wide-band scattered field. By performing an inverse discrete Fourier transform (IDFT) on the
backscattered field data in the frequency domain, the 1-D range profiles of the target above the
rough surface is obtained. The range profile characteristics and the imaging mechanisms could be
understood and analyzed based on the ray theory. Compared to the target above a planar surface,
the interaction scatterings based on the strong reflection are decreased greatly in the rough surface
case because of the rough surface diffuse scattering. Simulated results show that the interaction
scattering between the target and the bottom surface leads to a series of equivalent range profiles,
especially when the bottom surface is smooth. Range locations of the equivalent range profiles
made a good agreement with the predictions made from the ray theory. The analysis process could
be performed by referring to the case of 2-D target above the 1-D rough surface in our previous
research.

2. TARGET AND ROUGH SURFACE SCATTERING MODEL

Figure 1 illustrates the combined model considered in this paper. Here we consider the 3-D cube
with side length s = 2 m and centered at a height of H = 2 m. The bottom surface is of size
Lx×Ly. The frequency response of the scattering model is simulated using a SFW, the parameters
of which are appropriately designed considering the size of the composite model. The bandwidth
is B and the frequency step is ∆f , so the range resolution ∆R and the unambiguous range Ru

could be computed as ∆R = c/2B; Ru = c/2∆f . In this paper, a UV technique [6] accelerated
MOM/PO hybrid method [5] is adopted as the forward algorithm for the modeling of the induced
surface currents on the target (taken as the MOM region) and the rough surface (taken as the
PO region). By performing an IDFT on the wide-band backscattered field, the range profiles of
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Figure 1: The target/rough surface scattering model.

the composite system are obtained. The total scattered field could be modeled as a combination
of the four scattering components contributed by the four current components, Jt0 (the induced
currents on the target in free space), Js0 (the induced currents on the rough surface in free space),
the interacting currents Jtd and Jsd.

3. NUMERICAL RESULTS

Firstly, the case of the cube above a finite planar surface excited by a plane wave is studied.
The parameters are considered as follows, B = 600 MHz, ∆R = c/2B = 0.25m, ∆f = 3MHz,
Ru = c/2∆f =50m, Lx = Ly = 8m. To highlight the target’s scattering, the direct scattering of the
bottom surface excited by the incident wave is subtracted and thus we get the difference scattering
of the composite model, which contains the target direct scattering and the interaction scattering
between the target and the bottom surface. In Fig. 2, the scattering centers of the target, shown
as 1◦, 2◦, are followed by a series of equivalent range profiles caused by the interaction scatterings
between the target and the rough surface. Peaks 1′, 2′, 3′, 4′ are the equivalent range profiles
contributed by the interaction scatterings of different orders. The range profile characteristics and
the imaging mechanisms could be analyzed based on the ray theory. The analysis process could
be performed by referring to the case of 2-D target above the 1-D rough surface in our previous
research. The peak 1′ is the first order range profile caused by the double bounce between the left
face of the cube and the planar surface. The amplitude of 1′ is extremely large while the higher
order range profiles are observed with much lower intensity. The locations of the range profiles
match well with the predictions based on the ray theory. As shown in Fig. 2, both the current
components Jtd and Jsd contribute greatly to the first order range profile 1′.

Next the tapered wave is employed to avoid the edge scattering effects of the bottom surface and
thus the simulation of the same cube above the infinite rough surface is accomplished. The results of
the same cube above the Gaussian random rough surface of different roughness are considered and
compared with the planar surface case (viz. cube above the planar surface). Here the parameters

Figure 2: Range profiles of the cube above the planar surface (Current contributions).
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Figure 3: Range profiles of the cube above the infinite rough surface.

are considered as, B = 300 MHz, ∆R = c/2B = 0.5 m, ∆f = 3 MHz, Ru = c/2∆f =50 m and
Lx = Ly = 24 m. The correlation length of the rough surface is set as cL = 1m and the RMS
height is chosen as σ = 0.1m and σ = 0.08m respectively in this case. In Fig. 3, it could be
observed that as the roughness increases, the intensity of the equivalent range profiles is reduced
accordingly because of the rough surface scattering. The decrease in the amplitude of the first
order range profile is especially significant due to the great reduce of the specula scattering effect.

4. CONCLUSIONS

The range profile analysis for a 3D target above a 2D Gaussian random rough surface was success-
fully implemented using the MOM/PO hybrid method accelerated by the matrix decomposition
technique. The proposed hybrid method enables possible the analysis of the range profiles for the
3-D target and rough surface composite model. The numerical results could be understood and
analyzed based on the ray theory.
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Abstract— Multi-input multi-output (MIMO) systems have two main styles of space-diversity
and polarization-diversity. In order to simulate MIMO systems with arbitrary diversity, the elec-
tromagnetic scattering effects are abstracted into a set of statistical parameters, based on which a
3-D stochastic physical MIMO channel model, which can be elastically applied to different condi-
tions, is established. Research work on systems with various diversity is carried out. Simulation
results show that systems with both space-diversity and polarization-diversity may gain some
advantage when compared with single-diversity systems, and suggest that with applying space-
polarization diversity to MIMO systems, we may attain best system performance by choosing
most suitable antenna diversity styles for various environments, which is especially meaningful
for systems with restrict antenna spaces.

1. INTRODUCTION

Multi-input multi-output (MIMO) systems have two main styles of space-diversity [1] and polarizat-
ion-diversity [2], in which the space-diversity systems may attain greater system capacity, yet
require adequate spaces for large antenna array and are obviously affected by azimuth angles of
antenna array, while the polarization-diversity systems require less spaces, yet have limited ability
in improving system capacity because of the conspicuous path-loss of horizontal polarization wave.
How to make full use of space and polarization diversity is required to be studied.

Channels of MIMO systems change with multi-antenna’s positions and polarizations. In order
that we can freely study MIMO systems with any antenna diversities, a common MIMO channel
model is required. For some traditional simplified MIMO channel models [3, 4], depolarization
and path loss together are regarded as path loss, which results in that polarization-diversity is
not able to be modeled, while for some MIMO channel models with electromagnetic scattering
calculation [5, 6], depolarization is modeled well but large amount of calculation is required.

In this paper, a 3-D space-polarization diversity MIMO channel model, in which the electro-
magnetic scattering effects are abstracted into a set of statistical parameters, which results in that
depolarization and path loss can be easily simulated, is established in Section 2. Then several
MIMO systems with different diversities and environments are given, and their performances are
discussed with the support of simulation results in Section 3, which is followed by a short conclusion
in Section 4.

2. A NEW 3-D SPACE-POLARIZATON DIVERSITY MIMO CHANNEL MODEL

In this section, we propose a scattering matrix to describe scattering process

Al =




A
(l)
xx A

(l)
xy A

(l)
xz

A
(l)
yx A

(l)
yy A

(l)
yz

A
(l)
zx A

(l)
zy A

(l)
zz


 (1)

where each element may be properly designed to simulate various scatters, then different envi-
ronments. This simulating process requires much less calculation than electromagnetic scattering
calculation.

Consider a mix-diversity system consists of M transmit antennas and N receive antennas of
arbitrary positions and polarizations. Suppose the signal on mth transmit antenna, which has a
pattern as GmT , is xm(t), which has a polarization defined as (αmT , βmT ), where αmT is the angle
between polarization orientation of mth transmit antenna and z-axis, βmT is the angle between pro-
jection of polarization orientation of mth transmit antenna on xoy plane and x-axis. For convenient
analysis, we divide xm(t) into

(
Tmx

Tmy

Tmz

)
=

( sinαmT cosβmT

sinαmT sinβmT

cosαmT

)
xm (t) (2)
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Suppose there are L scatters between transmitter and receiver. Suppose the polarization of nth
receive antenna, which has a pattern as GnR, is defined as (αnR, βnR). The signal received on nth
receive antenna is

yn(t) =
L∑

l=1

GnR(~rnl) GmT (~rml) gnlgml

[−j2π (|~rml|+ |~rnl|)
λ

]( sinαnR cosβnR

sinαnR sinβnR

cosαnR

)T

Al

(
Tmx

Tmy

Tmz

)
(3)

where gml is path loss from mth transmit antenna to lth scatter, 2π|~rml|
λ is phase offset from

mth transmit antenna to lth scatter, and gnl is the path loss from lth scatter to nth receive
antenna, 2π|~rnl|

λ is the relevant phase offset. If the distances between diversity antennas are much
smaller than the distance between transmitter and receiver, then path loss of lth path may be

considered as gmlgnl = gl, which is irrelevant to m and n. Let (
rn
1

rn
2

rn
3

) = (
sin αnR cos βnR

sin αnR sin βnR

cos αnR

),
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2
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3

) = (
sin αmT cos βmT

sin αmT sin βmT

cos αmT

), the channel response from mth transmit antenna tonth receive an-

tenna may be written as

hmn =
L∑

l=1

GmT (~rml) GnR (~rnl) gl exp
[−j2π (|~rml|+ |~rnl|)

λ

] 3∑

i=1,j=1

rn
i tmj a

(l)
ij (4)

Thus the channel response model under 3-D conditions is established by geometrical means.

3. SYSTEM MODELS AND SIMULATION RESULTS

For simplicity, we consider a 2 × 2 MIMO system model which has an airview like Fig. 1, where
D is the distance between transmit end and receive end, γt and γr are azimuth angles of transmit
antenna array and receive antenna array. Consider there are L scatters on the circle which has a
radius of R and a centre on the receive end. Let the transmit end take coordinate of (0, 0), and
the direction from transmit end to receive end parallels y-axis, and the vertical parallels z-axis.
Scatters and antennas may take different altitudes on z-axis.

Firstly, we consider a situation where the same antenna diversity is applied in both transmit
end and receive end. For space-diversity and mix-diversity systems, Tx1 and Tx2 take coordinates
of (0, λ) and (0,−λ), while Rx1 and Rx2 take coordinates of (D, λ) and (D,−λ), for polarization-
diversity and mix-diversity systems, polarization of Tx1 and Rx1 is (0, 0), while polarization of
Tx2 and Rx2 is (π/2, 0). Performances of different diversity systems in a uniform depolarization
environment where electric field has the same chance of being scattered to all directions, and a rather
actual room environment where component of electric field on propagation direction attenuates
conspicuously, are shown in Fig. 2 and Fig. 3.

Figure 1: Channel environment and geometry of the
model.

Figure 2: Space diversity on x-axis, performances of
different systems in uniform depolarization environ-
ment.
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Figure 3: Space diversity on x-axis, performances of
different systems in room environment.

Figure 4: Space diversity on y-axis, performances of
different systems in uniform depolarization environ-
ment.

Figure 5: Space diversity on y-axis, performances of
different systems in room environment.

Figure 6: Average capacities of different diversity on
transmit end in room environment.

From Fig. 2, we can see that in a uniform depolarization environment where path-loss of hor-
izontal polarization wave is not remarkable, which results in that polarization-diversity and mix-
diversity systems gain nearly the same performance as space-diversity system. And from Fig. 3, we
know that because of path-loss of horizontal polarization wave, polarization-diversity system gains
less performance than space-diversity system, while mix-diversity system works even better.

Secondly, we consider Tx1 and Tx2 take coordinates of (λ, 0) and (−λ, 0), while Rx1 and Rx2

take coordinates of (D + λ, 0). Performances of different diversity systems are shown in Fig. 4 and
Fig. 5.

From Fig. 2, we can see that when space diversity appears on y-axis, space-diversity system
has a poor performance because that correlation coefficients between sub-channels is not effectively
reduced. And from Fig. 3, we know that performance of polarization-diversity is also reduced
because of path-loss, while mix-diversity system gains the best performance.

Thirdly, we consider a system which has random azimuth angles in both ends, and calculate its
average capacities in room environment. Let the receive end take a mix-diversity antenna array,
performance of different diversity antenna arrays in transmit end are shown in Fig. 6.

From Fig. 6, we can see that average capacity of space-diversity system is seriously affected
by distance between Tx1 and Tx2, and average capacity of polarization-diversity system is a little
less than space-diversity system when distance between Tx1 and Tx2 is far enough, while the mix-
diversity system has a much better and stable average capacity than single-diversity systems.

4. CONCLUSION

In this paper, both space-diversity and polarization-diversity are applied to MIMO systems. Sim-
ulation results show that for different environments, single-diversity systems achieve different and
unstable performance, while performance of mix-diversity system remains well.

There should be a most suitable diversity style for a certain channel environment. Further work
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should be carried out in order that we can give a convenient way to find a most efficient diversity
style for various environments.
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Abstract— Multi-destinations in wireless sensor network have extremely benefited for monitor-
ing system. Then, convergecast is a fundamental operation in wireless sensor network. Existing
convergecast solution focused on latency and energy consumption. However, a good design should
be complaint to standard. This paper proposes convergecast solution of multi-destinations in Zig-
bee tree-based wireless sensor network and proves that this solution is simulation. Our solution is
optimal convergecast of multi-destination in wireless sensor network and using accompany with
network’s resource for all destinations. Then, our solution is compliant with the low-power de-
sign of IEEE 802.15.4. Simulation results show that the proposed solution can indeed achieve
convegecast of multi-destinations.

1. INTRODUCTION

Nowadays, usability of wireless sensor network (WSN) used widely. Especially, WSN used by Zigbee
standard. For example, Smart home system [1] which increase capability more than regular home.
Zigbee car parking management system [2] is using Zigbee network for spots status report such as
having car in spot. Location system [3–5] is using Zigbee for identify position of person or thing
such as for identify position of elderly and disabled people. Then, usability of Zigbee in monitoring
system sense all environment such as bridge condition, air pollution, precision viticulture, home
care system [6–9]. Including, Zigbee wireless sensor network have benefit for logistic system [10].

If usability of Zigbee wireless sensor network in present have system’s design for Zigbee multi-
destination wireless sensor network will have benefited for monitoring system. For example, mostly
person in Bangpakong to rear snapper. If usability of wireless sensor network was happen for water
and water pollution system will help fisherman for plan to rear snapper. Which, fishermen want
monitoring system’s data form Bangpakong river. This case, Multi-destinations in wireless sensor
network have extremely benefited for monitoring system.

2. OVERVIEW OF ZIGBEE

Zigbee is a standard that defines a set of communication protocols for low-data-rate wireless net-
work. Zigbee-based wireless devices operate in 868MHz, 915 MHz and 2.4 GHz frequency bands.
Then, the maximum data rate is 250 k bits per second. Zigbee is targeted mainly for battery-
powered applications where low data rate, low cost and long battery life are main requirements.
The Zigbee standard is developed by the Zigbee Aliance, which has hundreds of number compa-
nies, from semiconductor industry and software developers to original equipment manufacturer and
installers.

There are two methods for channel access: contention based or contention free. In contention-
based channel access, all the devices that want to transmit in the same frequency channel use the
CDMA-CA, and the first one that finds the channel clear starts transmitting. In the contention-free
method, the PAN coordinator dedicates a specific time slot to a particular device. This called a
guaranteed time slot (GTS). To provide a GTS, the PAN coordinator needs to ensure that all the
devices in the network are synchronized. Beacon is a message with specific format that is used
to synchronize the clocks of nodes in network. A coordinator has the option to transmit beacon
signals to synchronize the devices attached to it. This called a beacon-enabled PAN.

One of the advantages of a beacon-enabled network is the availability of guaranteed time slots
(GTSs). The beacon are MAC frames that contain beacon information such as the time interval
between the beacons and number of GTSs. In beacon-enable operation, it is possible to use a
superframe structure. A superframe, shown in Figure 1, is bounded by two beacon frame. The
use of super frame structure is optional in the IEEE 802.15.4 standard. There can be up to three
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types of periods in a superframe: the contention access period (CAP), the contention-free period
(CFP), and the inactive period. This paper proposes convergecast solution which is management
other slot called slot assignment.

3. DECIDE PROBLEM

This section formally defines the convergecast problem in ZigBee networks [11]. Given a ZigBee
network, we model it by a graph G = {V,E} where V contains all routers and the coordinator and
E contains all symmetric communication links between nodes in V . The coordinator also serves as
the sink of the network. End devices can only associate with routers, but are not included in V .
From G, we can construct an interference graph GI = {V, EI} where edge (i, j) ∈ EI if there are
direct/indirect interferences between i and j. We denote by k = 2(BO−SO) the number of active
portions (or slots) per beacon interval [11].

The beacon scheduling problem is to find a slot assignment s(i) for each router i ∈ V , where s(i)
is an integer and s(i) ∈ [0, k− 1], such that router i’s active portion is in slot s(i) and s(i) 6= s(j) if
(i, j) ∈ EI . Here, the slot assignment means the position of the outgoing superframe of each router
(the position of the incoming superframe, as clarified earlier, is determined by the parent of the
router).

Given a slot assignment for G, the report latency from node i to node j [11], where (i, j) ∈ E,
is the number of slots, denoted by dij , that node i has to wait to relay its collected sensory data to
node j.

dij = (s(j)− s(i)) mod k. (1)

Then, report latency of Zigbee beacon-enabled wireless sensor network L(G) shown in Equa-
tion (2). Good design of Zigbee wireless sensor network designing is mininum report latency L(G).

L(G) =
∑

(dij) on longest part of network (G). (2)

Figure 1: IEEE 802.15.4 superframe structure.

(a) (b)

Figure 2: Problem of multi-destinations in wireless sensor network.
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Point, two problems of multi-destinations in wireless sensor network shown in Figure 2. Fig-
ure 2(a) shows sensors’ data wanted form destination can’t send to it too. This paper called
Data Incorrect Problem (DIP). If slot assignment havn’t optimal procedure then Data1 (D1) which
wanted from Destination1 (Des1) not send to it (Figure 2(a)) or want have special procedure for
sent to it which cause low-speed in network. Figure 2(b) shows convergecast problem cause more
report latency or low-speed in Zigbee wireless sensor network. From Figure 2(a), router1 (R2) want
send data to Des2 but have convergecast schedule shown in Figure 2(b) show data from R2 must
wait a one superframe. But, if slots assignment have optimal procedure then data from R1 not wait
that data from R1 send with data from R2 at the same time. This problem called Minimum Delay
Beacon Scheduling Problem (MDBP) [11]. From two problems, this paper proposes convergecast
solution of multi-destinations in Zigbee tree-based wireless sensor network for solve problems and
minimum report latency L(G).

4. CONVERGECAST SOLUTION

Convergecast solution proposed in this paper. Given G = (V,E), GI = (V, EI) and k, we propose
solution. Our Solution is composed of the following step:

Step 1: From G, we first construct a breadth first search (BFS) tree T which rooted at one in
destinations.

Step 2: Check DIP, Has DIP in tree network from Step 1?
Yes, it has. We do Step 1 by change root to other destinations.
No, it hasn’t. We do Step 3.
If change root to all destinations then No in all answer. We must from into group of destina-
tions which destinations in group must can send data to each destination. Look, each group
is one destination. we do Step 1.

Step 3: We traverse vertices of T in a bottom-up manner. For these vertices in depth d, we first
sort them according to their degrees in GI in a descending order. Then we sequentially traverse
these vertices in that order. For each vertex v in depth d visited, we compute a temporary
slot number t(v) for v as follows.
If v is a leaf node, we set t(v) to the minimal non-negative integer l such that for each vertex
u that has been visited and (u, v) ∈ EI , (t(u) mod k) 6= l.
If v is an in-tree node, let m be the maximum of the numbers that have been assigned to v’s
children, i.e., m = max(t(child(v))), where child(v) is the set of v’s children. We then set t(v)
to the minimal non-negative integer l > m such that for each vertex u that has been visited
and (u, v) ∈ EI , (t(u)mod k) 6= (l mod k).
After every vertex v is visited, we make the assignment s(v) = t(v)mod k.

Step 4: Vertices are traversed sequentially from t in a top-down manner. When each vertex v is
visited, we try to greedily find a new slot l such that (s(parent(v))−l)mod k < (s(parent(v))−
−s(v))mod k, such that l 6= s(u) for each (u, v) ∈ EI , if possible. Then we reassign s(v) = l.
If multi-destinations in Zigbee tree-base beacon-enabled wireless sensor network used con-
vergecast solution which this paper proposed such that wireless sensor network guarantee
minimum report latency and solving Data Incorrect Problem (DIP).

5. SIMULATION RESULTS

The simulations results is show compared to the random slot assignment and our solution (our
algorithm). Then, results shown in Figure 3. Figure 3(a) shows relationship between report la-
tency of multi-destinations Zigbee wireless sensor network and number of Zigbee routers for two
destinations network. However, Figure 3(b) shows relationship between report latency of multi-
destinations Zigbee wireless sensor network and number of Zigbee routers for three destinations
network.

Explaining, Figure 3(a) and Figure 3(b) show compared to the random slot assignment and
our solution in multi-destinations Zigbee wireless sensor network. They are apparent our solution
for slot assignment have report latency L(G) less than random slot assignment. And, increasing
of number of destinations cause decreasing-speed and increasing-report latency for the equal of
number of routers in multi-destinations Zigbee wireless sensor network. Finally, our solution which
proposed can indeed achieve convegecast of multi-destinations.
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(a) (b)

Figure 3: Graph show simulation results.

6. CONCLUSION

In this paper, we have propose convergecast solution of multi-destinations in Zigbee tree-based
beacon-enabled wireless sensor network for solving DIP and decreasing report latency L(G) which
defined in Meng-Shiuan Pan, Yu-Chee Tseng [11]. It is a slot assignment which optimal convergecast
and using accompany with network’s resource for all destinations. Simulation, compared to the
random slot assignment and our solution can effectively schedule the ZigBee routers’ beacon times
to achieve convergecast.

Future, it deserves to consider extending this work to multimedia of multi-destinations in Zig-
bee tree-based beacon-enabled wireless sensor network which extend from Changsu Suh, Zeeshen
Hameed Mir, Young-Bea Ko [12] and multi-destinations in Zigbee mesh wireless sensor network.
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Abstract— In this paper, we present the results of simulations of a series of patch antennas
and also the experimentales measures by means of an networks analyzer. The conception of these
patch antennas are realized by software HFSS “Ansoft-High Frequency Structure Simulator” and
ADS “Advanced Design System”, based themselves essentially on the variation of the shape
of the antenna and its conductive material, the nature and the thickness of the substratum to
have a structure which resounds in the frequencies used for precices applications. This results is
compared of those published in the bibliography.

1. INTRODUCTION

Many mobile radio services are expanding and attracting more and more users. Access to these
services from a single terminal requires the use of compact antennas multifrequency and multi
polarization particularly disappointing for simultaneous FM (Frequency Modulation), DVB (Digital
Video Broadcasting), cellular (GSM, UMTS) and GPS (Global Positioning System). It was noted
that the frequencies used by these applications are spread over several octaves and is therefore
difficult to design a single structure with the characteristics required for access to these services [1–
3]. To overcome this problem some authors have proposed some compact antennas GSM-GPS
with interesting features. Other researchers have focused their work on the reception by the same
antenna broadcasts DAB (Digital Audio Broadcasting) and DVB. The material properties (high
permittivity, special forms). Have been exploited by many investigators to design variants of
compact, multifrequency antennas [4–7].

In this paper, we present generalities on antennees microstrip or we define the basic parameters
of an antenna (gain, bandwidth, radiation pattern), types of food (for microstrip line, coaxial,
coupled with opening ret coupled by proximity). To validate the proposed equivalent models, we
present the study of patch antennas. We will compare the results of the simulation by HFSS and
ADS and the results published in the literature [8–10].

2. SIMULATIONS

We have simulated the printed antennas using the software Ansoft-HFSS (High Frequency Structure
Simulator) and ADS (Advanced Design System). This powerful simulation software which allows to
represent the distribution of fields and calculate the parameters Sij passive microwave structures.
The simulation technique used to calculate the three dimensional electromagnetic field inside a
structure is based on the finite element method (FEM). The principle of the method is to divide
the study area into many small regions (tetrahedrons), then calculate the local electromagnetic field
in each element. HFSS uses an interpolation method combined with an iterative process in which
a mesh is created automatically and redefined in the critical regions. The simulator generates a
solution based on the predefined initial mesh. Then, it refines the mesh in regions where there is a
high density of errors, and generates a new solution.

2.1. Influence of Spatial Parameters of Printed Antennas
The following paragraph illustrates the results of simulations of several cases of printed antennas
in the environment HFSS. We will submit applications, in particular calculation of Sij parameters
of a printed antenna fed by a microstrip line and the input impedance.

Food can also be done by direct connection to a coaxial line. The central conductor of the coax
is then connected at a point on the axis of symmetry of the radiating element, more or less close
to the board to adjust the impedance. The outer conductor is connected to the plane. The major
drawback of this technique is that it can be used with the polymer substrate, air or metal plates
welded. We note that the resonant frequency and the level of S11 depends on the length of the
antenna as shown in Table 2.

The resonant frequency and the reflection coefficient S11 is inversely proportional to the length
l of the microline. For a microstrip line, the width W is given by the following formula: W =
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Table 1: Parameters of the antenna.

Element Airbox (mm ∗mm) Thickness (mm)
Substrate 20 ∗ 30 0.1

Ground plane 20 ∗ 30 0
Microstrip wi× li L∗W 0

Patch, W × L 10∗14 0

Table 2: Simulation results of the antenna with variable lenght.

Length (mm) Resonance frequency (GHz) |S11| (dB)
6 1.06 −21
8 0.98 −17
10 0.9 −16

Table 3: Simulation results of the antenna with variable width.

Width w (mm) Resonance frequency (GHz) Reflection coefficient |S11| (dB)
2 1.16 −6.92
4 1.31 −13.65
6 1.41 −17.91

Table 4: Simulation results of the patch antenna with variable tickness.

Thickness h (mm) Resonance frequency (GHz) |S11| (dB)
0.5 1.06 −20.56
1 1.09 −13.56

1.53 1.16 −6.85

(C/2fr)∗1/[(1+εr)/2]0.5. To validate this relationship, we analyzed a line of 50 Ω with a length of
6mm. The resonant frequency and the level of S11 depends on the width of the antenna as shown
in Table 3.

When the width of the microstrip line increases, the resonant frequency and S11 are also in-
creasing, by varying the thickness of the substrate (εr = 4.32 (glass epoxy)) and keeping all other
parameters fixed, the curves of S11 as a function of the resonant frequency data in Table 4.

We note that varying thicknesses of the substrate, the resonant frequency and the level varies
S11. The more the thickness increases, the resonance frequency increases, the magnitude of S11

decreases. Note that the resonant frequency increases when εr decreases. Miniaturization of anten-
nas can be achieved by choosing materials with high permittivity. In conclusion, we note that the
resonant frequency of a microstrip line varies depending on its length, its width, the permittivity
and thickness of the substrate. The antenna of rectangular microstrip resonator is similar to a
microstrip line of length L and width W . The length of w is chosen close to λg/2 where λg is the
wavelength in the line. It can therefore be based on the results found for a microstrip line at the
antenna design rectangular or other shapes.

2.2. Antenna Line Buried
The antenna line buried structure is performed in two substrates with a microstrip line plated on the
bottom substrate that ends in an open circuit in the printed patch on the upper substrate. This close
coupling allows to improve bandwidth and reduce stray radiation. The dimensions W = L = 5 mm
from the patch fix the resonance of the antenna and f = 10 GHz. Wi = width = 0.635mm from
the microstrip feed, can have an impedance of 50 Ω at the input antenna. A good adaptation is
achieved for a microstrip of length li = 2.5 mm. The two alumina substrates are modeled by two
identical dielectric layers of thickness 0.635 mm, the real part of permittivity is 9.6 (Figure 1).

Figure 2 shows the variation of reflection coefficient S11 at the entrance of the antenna versus
frequency. It shows that if we consider |S11| ≤ −10 dB we will have a wide band around the
resonance frequency ranging from 9.2 to 9704 GHz.
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Figure 1: Schematic of the antenna line buried.

(a) (b)

Figure 2: Reflection coefficient as a function of frequency: (a) = [7], (b) = HFSS.

Figure 3: Design of the antenna by HFSS.

(a) (b)

Figure 4: Variation of S11 as a function of frequency: (a) = [8], (b) = HFSS.
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2.3. Antenna Form of ‘2’
In this case, we take εr = 4.32 (glass epoxy) h = 1.53mm with 2 layers of 35µm copper ground
plane with copper (80 mm/60 mm) (Figure 3).

Figure 4 presents the variation of S11 in two bands: B1 = 1918 to 2022 GHz and B2 = 2273 −
2.48GHz |S11| < −10 dB.

3. EXPERIMENTAL MEASUREMENTS OF PATCH ANTENNAS

Taking into account the design steps mentioned in the previous chapter, we have made various
prototypes of antennas as shown in Figure 5, using as substrate the ‘glass epoxy’ type G11 with a
relative permittivity εr = 4.38 and d = 1.6 mm thick with 2 layers of copper 35 microns.

3.1. Measurements and Results
The antenna characteristics made, were measured with a vector network analyzer E5061A type
operating in the band 300 kHz–3000 MHz. The Figure 6 below shows the variation of S11 as a
function of the frequency band [1000–2500]MHz. This antenna structure “Antenna in (‘U’)” has
two resonance frequencies: fr1 = 1600MHz and fr2 = 2000 MHz.

Figure 5: Prototype of the the realized antennas.

(b)(a)

Figure 6: S11 = F (f) in dB): (a) = measurement by network analyzer, (b) = HFSS.

(a) (b)

Figure 7: Variation of reflection coefficient (S11 in dB versus frequency): (a) = measurement by network
analyzer, (b) = HFSS.
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(a) (b)

Figure 8: Variation of reflection coefficient (S11 in dB) versus frequency: (a) = measurement by network
analyzer, (b) = HFSS.

The Figure 7 shows the variation of S11 as a function of the frequency band [1400, 2600] MHz.
This antenna structure carried ‘2’ has two resonance frequencies: fr1 = 1675 MHz and fr2 =
2232MHz.

The Figure 8 below shows the variation of S11 as a function of the frequency band [400,
1600]MHz, the antenna structure “Antenna as ‘P’” has a resonant frequency: fr1 = 1060 MHz.

Note that the values measured resonance frequencies are very close to those simulated. The
difference between them is due to measurement uncertainties. It was found that the value of
reflection coefficients for the resonance frequencies is very different from that which was obtained
by simulation, this may be due to losses introduced by the dielectric, the mismatch between the
source and antenna. Losses associated with the driver to the substrate. In fact, the bandwidth
∆f is related to the quality factor of the antenna Q which is proportional to the factors Qd (the
dielectric loss) and Qc is the and Qc the loss of driver.

4. CONCLUSION

The printed antenna geometries are simple and require further study by different methods devel-
opments. Ainsi, many trvaux research on the design and simulation of patch antennas have been
made. By following these steps, we designed several antennas while varying several parameters:
the length of the antenna is connected to the resonant frequency, width, shape, thickness of the
substrate, and the relative permittivity εr. For this a detailed study of the variation of these
parameters and its influence on the resonant frequency is achieved in this course.

The antenna design using the software HFSS, “Ansoft High-Frequency Structure Simulator”
and ADS ‘Advanced Design System’ is based mainly on the change in the shape of the antenna
and its conducting material, the nature and thickness of the substrate to have a structure that
resonates in the frequency desired for applications specifie. The optimal variation of each of these
parameters affects the resonance frequency, the reflection coefficient and the geometrical structure
of the antenna patch. In conclusion, the integration of these planar structures may lead to the
design of a communication system in a frequency range well defined.
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Abstract— This paper have studied a coherent beam evolvement in an Micro-Optical-Lattice
(MOL) waveguide. The waveguide here have two different structures. One is straight and the
other is tilt with a small angle α = arctan(1/600). The result shows that the MOL-waveguide
can localize the beam’s energy even under low power and when the waveguide have a small angle,
it can guide the transmission direction of the beam. The light can change its direction under the
guidance of the waveguide, however, it needs a certain distance before the beam can totally shift
its energy to the tilt waveguide perfectly.

1. INTRODUCTION

Photorefractive crystals play a very important role in all optical communication because of its low-
power, high nonlinear index and good modulability, especially bringing convenience in experience
and design for the optical devices, such as optical switches, optical waveguide and so on. Many
observations have been done to study the characteristic of the beam propagation in the optical
lattice in the past decade [1–4]. The evolvement of the beam in nonlinear photonic crystal (PC)
has been paid more attention over past decade, and the refractive index of the PC is periodically
modulated by pairs of coherent beam called array lights, that is optical lattice. It has many novel
characteristics [5], and many studies have been done as the light propagation along the lattice [5, 6].

However, in this paper, the light is transmitting across the lattice as showed in the Fig. 1. The
lattice here is some different from the ones described in other references, such as [1]. As the spatial
period is much smaller, and is comparable with the wavelength (so we call it Micro-Optical-Lattice).
This structure has some new good properties. It will not make the light discrete while it has enough
nonlinear to balance the diffusion and bring us the soliton. As the array light can be modulated and
controlled, this structure is very important for us to control the signal light by another controllable
beam.

2. THEORY AND MATHEMATICAL MODEL

As we know, the most simple form of electromagnetic waves transmitting in the periodic structure is
Floquet-Bloch (FB) waves, and the most simple form of electromagnetic waves transmitting in the
block structure is plane waves, the former is similar to the latter [7]. According to the FB theory,
a FB wave can be described by addition of a set of plane waves which are of the same kz, and kz

is the wave vector of the beam. These plane waves are called space harmonics. The FB theory is

(a) (b)

Figure 1: This is the structure of the lattices. (a) shows the experiment model, the lattice is produced by
the array light described by the yellow arrow. And the signal represented by the blue arrow is incident from
the side. (b) is the real refractive index distribution in the simulation calculation. The waveguide showed in
picture is in straight.
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widely used for analyzing and describing the kinds of phenomena when the light transmitting in
the periodic lattices such as reflection, refraction, scattering, interference and diffraction, etc.

The beam propagation in optical lattices can be described by Nonlinear Schrödinger Equation
(NLS) which is derived from Helmholtz Equation under the condition of paraxial approximation [8],

i2k
∂φ

∂z
+

∂2φ

∂y2
+

∂2φ

∂x2
− k2

0n
4
eγ33Escφ = 0 (1)

where the φ is the envelope of the incident beam, and Esc is the space-charge field, Esc = E0/(1+I),
expressed through total intensity I, normalized with respect to the dark irradiance of the crystal
Id. E0 is extra bias field. Here, k = k0ne

′ and ne
′2 = n2

e − n4
eγ33Esc, k0 = 2π/λ0, λ0 is the

wavelength of the light in vacuum, ne is refractive index of the extraordinary light. While ne
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the refractive index in the crystal material. γ33 is the electro-optical coefficient of the crystal. Set
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0, ζ = x/x0, ς = y/x0, we can get the Normalized NLS Equation

i
∂φ

∂ξ
+

1
2

(
∂2φ

∂ς2
+

∂2φ

∂ζ2

)
−Nφ = 0 (2)
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0Esc/2. The Space-charge field (Esc) is produced by the total intensity of the

array lights and the signal light. As both Bloch waves and gap solitons are stationary solutions of
Eq. (2), which are of the form E = φ(x, y, z)eikz [7, 9], the beam transmitting in the MOL waveguide
can also be described by the NLS Equation. For convenience, we still use x, y, z to replace ζ, ς, ξ,
so in the following result, the unit of x and y is x0, and the unit of z is kx2

0. The experiment
structure model of the simulation is shown as Fig. 1. The lattice’s dimension is comparable with
beam’s wavelength, The signal light is transmitting across the lattices.

3. SIMULATION AND RESULT

The calculation for the NLS Equation is using Alternating-Direction-Implicit–Beam-Propagation-
Method(ADI-BPM) [10, 11]. To study the performance of the MOL-waveguide, the simulation is
done in two different lattice structure: One is in line (showed in Fig. 1(b)) and the other is of a
gentle turning with the angle α = arctan(1/600) (this value is before the x, y and z normalized),
Fig. 1(b) is the refractive index of the micro-optical-lattice waveguide. It can be produced by
two pairs of coherent beams of which the wavelength is 488 nm. Here the distribution of integrated
intensity of the array lights is described by cos(k1 sin(θ)k1x

2
0z)4·cos(k1 sin(θ)x0x)4, where θ = π/150,

k1 = k∗0ne. So the spatial period of the lattice d is about d = 1µm, (so we call it MOL waveguide).
The width of the waveguide is 12µm. The x and z are normalized by x0 and k1x

2
0 respectively.

The beam propagation along the z axis. The material used here is SNB: 75 with the parameters
γ33 = 1340 pv/m, ne = 2.3, the wavelength of the incident beam is λ = 488 nm.
3.1. Light in the Straight MOL Waveguide
The incident light is Guass-like as described by the normalized expression f = 2 ∗ exp(−x2 − y2),
and external voltage E0 = 1000 v/cm. The result is displayed in the Fig. 2. The first picture in

(a) (b) (c)

Figure 2: (a) and (b) show the distribution of the energy for every 0.2 units propagation and the first in (a)
is of the incident. f = 2 ∗ exp(−x2 − y2), E0 = 1000 v/cm. (c) is the curve of the energy peak value along
the 1.2 units long transmission.
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Fig. 2(a) is the energy distribution of the incident light, these pictures show the distribution of the
energy at seven different section plane along z axis for every 0.2 units (this value is normalized,
and the following result is the same), here two pictures numbered 4th are the same as we use
the final output of the first simulation as the second one’s incident beam. There are two obvious
phenomenon displayed in Fig. 2 that are different from the one propagating in the block material.
First one, The energy first focused on y axis and then focused on x axis alternately as showed in the
Figs. 2(a) and (b). and the whole changing are accompanied with the second one, the peak of the
solitons energy changes periodically during 1.2-unit-long-propagation with the energy maintaining,
which we can see clearly from Fig. 2(c), that is soliton.

In order to explain these phenomenon and get more characteristics, the incident energy is reduced
to f = 0.2∗exp(−x2−y2) with the other conditions unchanging. In fact, when the energy is reduced
to this value, the beam can’t be the soliton in an block material as there’s not enough energy to
be. However, the result showed in Fig. 3 is much different. The left picture shows the energy
distribution during the dynamic propagation of 0.6 units in this structure. It seems that the energy
evolvement on x is separately with it on y. In y direction, the beam breaks up into two after a short
distance propagation (Fig. 3(a) 2) and then focus into one maintaining for a relative long distance
(Fig. 3(a) 3–7), however, the beam finally turned to one peak after another short-distance-status
of two (Fig. 3(a) 8, 9). In x direction, it seems that the beam behaves diffraction only all the
time. However, when prolonging the transmission distance, the periodicity on x axis begins to
show (Fig. 3(b)). Obviously, this result shows that beam’s behavior in x and y direction can’t be
explained separately, and the behaviors affect each other mutually.

According to all the results above, when the beam transmits in the straight MOL waveguide,
it shows different characteristics from the result in the block material. Although there is no peri-
odicity on x-direction, the structure on y and z-direction is deeply affect the beam’s behavior on
this direction, and finally made it evolving periodically in this structure. As a result, the beam
transmitting in it becomes soliton.

3.2. Light in the Tilt MOL Waveguide

In this part, the MOL waveguide has a small angle with the z axis (the direction in which the light
is incident), first we set the angle α = arctan(1/600), and f = 2 ∗ exp(−x2 − y2), E0 = 1000 v/cm.
The result is displayed in the following Figure 4. The most different phenomenon compared with
the one in the straight waveguide is the energy center shift forward to the plus y axis direction
because of the waveguide. After 0.9-unit-propagation in the waveguide, the soliton has totally
shifted its energy for 0.5 (normalized by x0), that is 5 lattice’s spatial period. The phenomenon is
obviously by comparing the first picture with 9th in Fig. 4(a). With the α = arctan(1/600), the
distance fit the calculation result perfectly. Besides, there is a common characteristic between the
two structures: The peak of the light energy changes periodically during the whole propagation

(a) (b) 

Figure 3: Shows the energy distribution of the beam for every 0.75 units. (b) is the distribution for every
0.3 units, the curve show the peak changing during the 1.2-unit-long-propagation. f = 0.2 ∗ exp(−x2 − y2),
E0 = 1000 v/cm. the first one in (a) is the incident for both.
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Figure 4: Shows the distribution of the energy for ev-
ery 0.2 units and the first one is of the incident light
with f = 2 ∗ exp(−x2 − y2), E0 = 1000 v/cm, α =
arctan(1/600). (b) is same of the 9th in a, and (c) is the
curve of the energy peak value along the 0.6-unit-long
transmission.

Figure 5: (a) shows the distribution of the en-
ergy at four sections for every 0.2 units and the
first one is the incident. f = 0.2∗exp(−x2−y2),
E0 = 1000 v/cm. (b) is margins of the same
plane of the (a) compared with the incident light.

with the soliton compressed first on y and then on x alternatively.
Simulation is also done in this structure when f = 0.2 ∗ exp(−x2 − y2) with others unchanged.

The beam’s evolvement is displayed in Fig. 5. The upper one is the distributions of the energy
at four section planes for every 0.2 units during 0.6-unit-long-propagation and the first one is the
incident. In order to see more clearly about the energy shifting, the nether one is margins of the
same section of the (a) compared with the incident light. It’s obvious that the energy first focuses
to the center of the beam and then shifts to plus y direction accompanied by diffraction on x axis
during all the process within 0.6-unit-long-propagation.

4. CONCLUSION

This paper have studied a coherent beam evolvement in two different Micro-optical-lattice waveg-
uide structure. One is straight and the other is with an angle of α = arctan(1/600). The result
shows that the MOL-waveguide can localize the beam’s energy even though the beam’s energy is
less then the threshold being soliton in the block with other condition being the same. And the
most important, it can guide the transmission of the beam so that the light can change its direc-
tion. Besides, the beam transmitting in such structure presents a new phenomenon, it compresses
energy in x and y direction alternatively with its whole energy maintaining. The light can change
its direction under the guidance of MOL waveguide, however, it needs a certain distance before the
beam can totally shift its energy to the tilt waveguide perfectly. More characteristics need to be
studied about MOL-waveguide structure.
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Abstract— We insert a dielectric rod in the point cavity or increase the volume of the point
cavity in the combined system to shift the resonant frequency of the point cavity to be the
same as that of the feedback cavity. These systems are advantageous over our previous design
in that the feedback cavity is uniform and no stray scattering exists in the cavity. Simulations
through finite-difference time-domain (FDTD) method demonstrate that, in double resonance,
the maximum quality factor of the new structure is promoted by 34.7%, and the maximum
localized field intensity in the point defect cavity is promoted by 314% over that in the earlier
structure.

1. INTRODUCTION

Signal detecting unit is a basic part in electronic, electromagnetic, and optical systems for com-
munications, radars, sensors, etc. It is very important to have high sensitivity for long distance
communication, long range radars, biological signal detection, and cosmic signal hunting. Espe-
cially, at present, THz signals are usually very weak and how to promote the sensitivity of THz
signal detection becomes a key problem for development and application of THz technology on
which great attention has been paid in the last decade [1–10].

The idea of combined cavity with sub cavities in simultaneous resonance was presented by the
authors in our group in 2007 in the hope of promoting the field intensity in a cavity, so that weak
signals can be detected [8]. In the combined cavity, as shown in Fig. 1, when the point-defect
cavity (PDC) and the waveguide resonator (WGR) are in simultaneous resonance, i.e., the PDC
and WGR have the same resonance frequency and a matched field pattern, the field intensity in the
PDC will be much higher that in a separate PDC. This is because the input field is first enhanced in
the resonant WGR and further enhanced in the resonant PDC (also called as “double resonance”)
as the wave in the WGR coupled to the PDC. This is useful for greatly promoting the detection
sensitivity of waves, especially for THz waves, when one puts a wave sensing element in the PDC [8].
Moreover, for THz signal detections, the background radiation is out of resonance with the cavity
and will has negligible influence on the detection of useful signals, and thus bulk and expensive
cooling systems can be omitted.

The key point is to make signals to be in double resonance through signal feedback in a combined
cavity consisting of two sub-cavities. However, a simple combined cavity would not meet the
condition for double resonance. For this we tried to add a piece of dielectric material in the feedback
cavity, as shown in Fig. 1, and useful results were obtained [8]. But we are not satisfied with them,
and so we now do more studies on the combined cavity for higher sensitivity detection applications.
We now add a dielectric rod in the point cavity or increase the volume of the point cavity in the
combined system to shift the resonant frequency of the point cavity to be the same as that of the
feedback cavity, as shown in Fig. 2. These systems are advantageous over our previous design in
that the feedback cavity is uniform and no stray scattering exists in the cavity. Furthermore, in
the system in Fig. 2 the resonance mode of the point cavity lies closer to the center of the bandgap
of the photonic crystal in the system than that in Fig. 1, and thus has higher quality factors than
that of Fig. 1. Simulations through FDTD method demonstrate that the systems in Fig. 2 can have
higher quality factor and localized field intensity than that in the old structure shown in Fig. 1.
Since Figs. 2(a) and (b) operate in a similar mechanism, we focus on the structure in Fig. 2(a) in
this paper.
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Figure 1: A combined cavity us-
ing a dielectric slab in the waveguide
resonator to tune the resonance fre-
quency.

(a) (b)

Figure 2: A combined cavity in which the resonance frequency is
tuned by (a) adding a dielectric pole in the point defect cavity and
(b) increasing the cavity volume.

(a) (b) (c)

Figure 3: The structure of the combined cavity to be investigated (a) which is a combination of a PDC (b)
and a WGR (c).

2. PHYSICAL MODEL AND DESCRIPTION OF SIMULATION PROCEDURE

For better performance, we modify the structure in Fig. 2(a) to be that in Fig. 3(a), where the
red squares are dielectric rods, the background is air, and the blue rectangular indicates the defect
rod. The combined cavity in Fig. 3(a) is a combination of the PDC in Fig. 3(b) and the WGR in
Fig. 3(c).

The simulation procedure is as follows. First, we use plane wave expansion (PWE) method to
determine the resonance wavelengths of the separate WGR, shown in Fig. 3(c), by treating the
WGR as a super cell. A number of resonance modes can be found in the separate WGR in the
bandgap region of the photonic crystal in the system. We use the PWE method to view the band
structure. But we find that, for the resonant frequencies, much more accurate result with higher
speed of calculation can be obtained by the FDTD method than by the PWE method. Second, we
go to calculate the fundamental defect mode of the PDC, shown in Fig. 3(b), and set the resonance
frequency to be the same as the WGR mode that lies near the bandgap center by proper choice
of the parameters of the defect pole in the PDC. Third, with the properly chosen parameters of
the defect pole in the PDC, we calculate the resonance modes of the combined cavity shown in
Fig. 3(a). Fourth, we calculate the mode patterns of the resonance modes to find out the modes
that are in resonance with the PDC and the WGR simultaneously. For simultaneous resonance,
not only the resonance frequency, but also the field pattern of the PDC and the WGR should
be matched. Fifth, we use FDTD method with perfect matched boundary (PML) conditions to
calculate the quality factors of the simultaneous resonance modes in the combined cavity and the
localized field intensity in the PDC at simultaneous resonance. Sixth, we compare the results with
that of separate PDC and separate WGR and that of the early combined cavity shown in Fig. 1.

In the following simulations, for the convenience of comparison, the parameters of photonic
crystal in the system are chosen to be the same as that in our early work [8], i.e., we consider a
photonic crystal of square lattice consisting of square rods with a lattice period of a and, for the
square rods, a side width of 0.4a. Also as that in [8], the refractive index of the square rods is
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na = 3.4, and the refractive index of the background air is nb = 1. Furthermore, only TE-mode
operation is considered. In TE-mode operation, the electric vector of the wave is perpendicular to
the propagation route of waves in the waveguide and parallel to the axis of poles in the photonic
crystals.

3. RESULT OF SIMULATIONS AND COMPARISON WITH THAT OF THE OLD
STRUCTURE

3.1. Resonance Modes in the Separate WGR, the Separate PDC, and the Combined Cavity
Using the plane wave expansion method, we can find the band structure of the separate WGR
indicated in Fig. 3(c) by treating the WGR as a super-cell. The result is shown in Fig. 4, which
displays that there are 12 resonance modes indicated as horizontal lines in the bandgap region,
including the bandgap edge. Accurate resonance frequencies are obtained by the FDTD method
as shown in Table 1. These modes are also the defect modes in the structure since the WGR can
be considered as a kind of special defect in a photonic crystal.

From Fig. 4, we see that the bandgap is from 0.2668 to 0.3882 (normalized frequency). Thus the
center of the bandgap is 0.3275. As mentioned in Sec. 1, to get a separate PDC or the combined
cavity with quality factors as high as possible, the parameters of the defect pole in the PDC should
be so chosen that the normalized frequency of the defect mode in the PDC is near 0.3275. Through
FDTD simulations and looking at the field pattern in the WGR, we find that the modes with even
numbers in Table 1 are modes having inverse symmetry (which may be called as odd symmetry)
about the central horizontal axis in the system, while the modes with odd numbers in Table 1 are
modes having positive symmetry (which may be called as even symmetry) about that axis. Noting
that the fundamental mode pattern in the PDC has positive symmetry about that axis, we set the
resonant frequency of the PDC to be that of mode-7 in Table 1, i.e., 0.330543, which is realized by
taking the refractive index of the defect pole to be nd = 3.13 with its width being the same as the
that of other poles in the photonic crystal and vertical height being 0.08a. The center of the defect
pole coincides with that the PDC.

Figure 4: The band structure of the separate WGR.

Table 1: Resonance modes in the separate WGR.

Mode No. 1 2 3 4 5 6
a/λ 0.294018 0.295257 0.301647 0.306225 0.311375 0.320816

Mode No. 7 8 9 10 11 12
a/λ 0.330543 0.340939 0.352764 0.363731 0.377179 0.387764

Table 2: Resonance modes in the combined cavity.

Mode No. 1 2 3 4 5 6 7a
a/λ 0.294018 0.295257 0.301647 0.306225 0.311375 0.320816 0.329875

Mode No. 7b 8 9 10 11 12
a/λ 0.331688 0.340939 0.352764 0.363731 0.377179 0.387764
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Table 3: Quality factors and localized field intensity in the PDC.

QSP QSL QSR E2
SP E2

SL E2
SR

OLD 1156 2355 2766 687 7062 6420
NEW 1475 2934 3727 645 19997 36341

Then with the above parameters, the resonance modes in the combined cavity in Fig. 3(a) can
be obtained by the FDTD method, as shown in Table 2, from which we see that there are 13 modes
in the combined cavity. Comparing Tables 1 and 2 we see that mode-7 in Table 1 is split up into
two modes — mode-7a and mode-7b in Table 2. The coupling is strong because the two cavities
are directly connected and the strong coupling caused the splitting of the resonance mode, which
is similar to that in coupled electronic resonance circuits. From Tables 1 and 2, we also see that,
except for mode 7a and 7b, other modes in the combined cavity are the same as that in the separate
WGR. This is understandable because the PDC has no influence on these modes in the WGR.

3.2. Quality Factors of the Combined Cavity and Localized Field Intensity in the PDC in the
Combined Cavity and Comparison with That of the Separate WGR, the Separate PDC, and
the Old Combined Cavity

Since the field in a cavity decays exponentially when the exciting source is suddenly removed, by
applying an impulse and keeping the profile of the decaying field in the system through FDTD
simulations, quality factors can be calculated from the profile of the decaying field. Localized field
intensity in the separate PDC or the PDC in the combined cavity can be calculated also through
FDTD simulations by putting a unit source outside the PDC. Indicate QSP (E2

SP ), QSL(E2
SL),

QSR(E2
SR) the quality factors (localized field intensity) of the separate PDC, the left (a/λ =

0.329875 for the new combined cavity, 0.364193 for the old combined cavity) and right (a/λ =
0.331688 for the new combined cavity, 0365604 for the old combined cavity) modes of the combined
cavity in double resonance, respectively. For the same parameters in the above sections, we may
obtain the results as shown in Table 3. The localized field intensities are obtained for a source
outside the PDC.

From Table 3, we can see that, in double resonance, the maximum quality factor of the new
combined cavity is promoted by 34.7%, and the maximum localized field intensity in the PDC
in the combined cavity is promoted by 314% over that in the old combined cavity. Thus for
signal-detection applications, with the improved structure, the detecting sensitivity can be further
promoted by three times when a THz wave sensor is inserted in the PDC in the combined cavity.

4. CONCLUSIONS

Through adding a dielectric pole in the PDC, in double resonance, the maximum quality factor of
the new structure is promoted by 34.7%, and the maximum localized field intensity in the point
defect cavity is promoted by 314% over that in the earlier structure. Thus the performance of the
combined cavity is greatly enhanced.
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Abstract— In various cellular systems, including cells of the immune system, a number of
biological effects induced by static magnetic fields (SMFs) have been reported and different
mechanisms have been proposed to explain these effects. Although a number of theoretical mod-
els have been proposed, the variety of experimental conditions (intensity, frequency and time
windows of the fields, differing characteristics of the materials used- cell type, age, treatment)
makes contradictory the data present in the literature and the possibility of the replication of the
experiments. However, (S)MFs have been reported to perturb distribution of membrane proteins
and sugars, cytoskeleton and trans-membrane fluxes of different ions, especially calcium [Ca2+]i.
In turn, these alterations could interfere with specific physiological activies, like phagocytosis,
which are based on receptors, cytoskeleton elements and motor proteins. In a previous work we
found that, sinusoidal liver cells quickly recognized and engulfed human lymphocytes exposed for
up to 72 h to 6mT SMF, by using the same receptors that mediate the clearance of apoptotic
cells. Thus, aim of the present work has been to decipher the modifications exerted by the SMF
on lymphocytes and/or on the process of phagocytose. We analysed the cell surfaces of normal
and apoptotic human lymphocytes in the presence or absence of 6mT SMF by immunocyto-
chemistry and biochemistry assays. SMF increases, in a time-dependent way, the expression of
GD3 ganglyoside and cholesterol on the plasma membrane of normal lymphocytes and prevents
GD3 removal on apoptotic-induced cells. Lipid peroxidation of plasma membrane was observed
soon after lymphocytes induction of apoptosis and after 72 h of SMF exposure. The recognition
and the engulfment of the control and apoptotic lymphocytes is modified by SMF exposure. In
fact, normal exposed lymphocytes are recognized by the liver sinusoids at the same extent of the
apoptotic non exposed cells. Conversely, the exposure to SMF promoted the binding but delayed
the engulfment of apoptotic lymphocytes in in situ as well as in in vitro phagocytose assays.
Further studies will clarify the eventual implication of SMF on human health.

1. INTRODUCTION

The development of modern society has been accompanied by a dramatic increase in the number of
electronic devices, that, as consequence, have increased the exposure to static and/or electric fields
of humans. An increasing bulk of evidence indicates that SMFs influence tissues and cells [1–3].
Indeed, in various cellular systems, including cells of the immune system, a number of biological
effects have been reported and different mechanisms have been proposed to explain these effects.
In our and other author’ studies, it was reported that the cellular and molecular modifications
induced when magnetic fields interact with biological material depend on the duration of exposure,
intensity, tissue penetration and the type of cells [1]. However, difficulties remain in resolving
the contradictory results that arise from the multiplicity of experimental conditions [2, 3]. The
plasma membrane is considered a primary site of SMF action. Thus, it is likely that, SMFs
influence the diamagnetic properties of the plasma membrane that in turn distorts embedded
ion channels (i.e., calcium ions channel) to the point of altering their function [3]. MFs affect
the rotation of the membrane’s phospholipids and change protein distribution. Altogether, these
alterations strongly interfere with physiological activies, linked to phagocytic mechanisms, like the
recognition and clearance of circulating apoptotic cells. The ultimate and most favourable fate
of almost all dying cells is engulfment by neighbouring or specialized cells. Efficient clearance of
cells undergoing apoptotic death is crucial for normal tissue homeostasis and for the modulation
of immune responses [4, 5]. Engulfment of apoptotic cells is finely regulated by a highly redundant
system of receptors and bridging molecules on phagocytic cells that detect molecules specific for
dying cells. The clearance of dying cells is an important fundamental process serving multiple
functions in the regulation of normal tissue turnover and homeostasis. Aim of the present work has
been to decipher the modifications exerted by 6 mT SMF on the process of clearance of apoptotic
lymphocytes.
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2. MATERIALS AND METHODS

Induction of lymphocytes apoptosis and exposure to SMF — Human lymphocytes were obtained
after Ficoll gradient separation of buffy coats from blood donations of non-smoker healthy males,
aged 25–50 as reported in [2]. Apoptosis was induced with 10−2 M cycloheximide (CHX) for 18 h.
SMF was produced by Neodymium magnetic disks (10 mm in diameter and 5 mm in height) of
known intensity supplied by Calamit Ltd (Milano, Italy) placed under the culture Petri dishes.
The intensity of the field generated by the magnet was checked by means of a gaussmeter with a
range of operating temperature of 0◦C to 50◦C and an accurancy (at 20◦C) of ±1% (Hall-effect
gaussmeter, GM04 Hirst Magnetic Instruments Ltd, UK). The laboratory areas between incubators,
worktops and tissue culture hood measured 0.08µT to 0.14µT (50Hz) magnetic fields. In the room
the background flux density was 10µT (static) and the local geomagnetic field was approximately
43µT (for exposure details see [12]).

Lymphocyte characterization — Normal, apoptotic and SMF exposed lymphocytes (up to 72 h)
were studied for their cell surface modifications by cytochemistry and immunocytochemistry of
exposed saccharides (FITC conjugates lectins: 40µg/ml Concavalin-A, D-mannose/D-glucosamine
and 2µg/ml Ricinus Communis, D-galactose/D-galactosamine), cholesterol (0.05 mg/ml Filipin),
GD3 (Ganglyoside-Precursor-Disialohematoside) ganglyoside (monoclonal Ab anti-GD3 1 : 100).
Samples were observed under a fluorescent microscope, Nikon 80i. The thiobarbituric acid (TBA)
test was used to evaluate the presence of malonildialdehyde (MDA).

Phagocytosis test — The adhesion and internalization of normal, apoptotic and SMF exposed
lymphocytes to liver sinusoidal cells was quantified after in situ injection of 1× 106 Hoechst 33342
labeled normal and apoptotic lymphocytes, in the absence or in the presence of 6 mT SMF. The
cells concentration represent a saturating concentration as evaluated by the presence of cells in the
medium collected from the liver. Livers were perfused in a non-recirculating system at a flow rate
of 1 ml/min at ice temperature for adhesion measurement and at 37◦C for internalization evalua-
tion. The adhesion specificity was tested in parallel inhibition experiments by adding appropriate
inhibitors into the perfusion tube before adding apoptotic lymphocytes. Macrophages (3 days TPA-
differentiated THP-1 cells) were co-incubated up to 6 h with normal and apoptotic exposed or not
exposed lymphocytes, in a ratio of 10 apoptotic cells per phagocyte. Internalization of lymphocytes
was allowed in the absence and in the presence of 6 mT SMF.

3. RESULTS

3.1. SMF Modifies the Exposure of Cell Surface Molecules on Control and Apoptotic Lym-
phocytes

Lymphocytes viability was more than 95% at the end of the isolation procedure and it was reduced
to 30% when cells were induced to apoptosis by 18 h incubation with 10−2 M CHX. SMF exposure
up to 24 h did not reduce cell viability or growth. SMF was able to reduce the yield of apoptotic
cells (15–20% less) after CHX induction. Both the apoptotic treatment and the exposure to 6mT
SMF affect sugar expression as quantity and surface distribution; mannose/D-glucosamine and
galactose/D-galactosamine residues were enhanced on the external surface of the plasma membrane
(Tab. 1).

Table 1: Semiquantitative evaluation of FITC-conjugate lectins for the detection of carbohydrate residues
on the cell surface of control (CTRL) and apoptotic (APO) lymphocytes in the absence and in the presence
of 6 mT SMF.

Lectins CTRL CTRL+SMF APO APO+SMF
Con-A − + ++ +

Ricinus c. − ++ +++ ++
CTRL = normal lymphocytes; APO = apoptotic lymphocytes, 18 h

To verify if the SMF interferes with the plasma membrane glycoproteins distribution through
the lipid alteration the measurements of thiobarbituric acid reactive substances (TBARS), the
localization of GD3 ganglyoside and cholesterol have been performed. The data are reported in
Figs. 1, 2. An extremely high increase of lipid peroxidation was measured (Fig. 1). GD3 ganglyoside,
that is randomly distributed on the cell surface of control lymphocytes, was clustered at one pole
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(a) (b)
TBARS

a b

Figure 1: (a) Level of thiobarbituric acid reactive substances (TBARS) in control and 6 mT SMF exposed
human lymphocytes. O.D. optical density at 233 nm. (b) Fluorescence images of triple staining of nucleus
(red, Hoechst 33342), cholesterol (blue, Filipin) and GD3 ganglyoside (green, primary Ab anti GD3, sec-
ondary Ab FITC conjugated) of 6mT SMF exposed (a’) and control (b’) human lymphocytes. Bars = 5
µm. Arrowhead= GD3, thick arrow = cholesterol; thin arrow = nucleus.
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Figure 2: Number of control or 10−2 M CHX treated lymphocytes in the absence or in the presence of 6mT
SMF for 24 h, adhering (white columns) or internalized (black columns) by liver sinusoidal cells. Statistical
analyses were performed using Student’s t-test for unpaired data, and P values < 0.05 versus CRTL were
considered significant. Data are presented as mean ±S.D..

of the cells after induction of apoptosis or after 48 h of exposure to 6 mT SMF (Fig. 2(b)). A
comparable behavior was observed for cholesterol distribution (Fig. 2(b)).

3.2. The Recognition and Engulfment of Apoptotic Lymphocytes is Modified under SMF
Phagocytosis of the apoptotic cells is the last, but very important, step of the apoptotic program.
In vivo apoptotic cells are cleared by phagocytosis with a rapid and efficient process able to re-
move damaged cells and components by inhibiting inflammation and by modulating the immune
system [5, 6].

During phagocytosis of apoptotic cells plasma membrane has a pivotal role for the recognition
of dead cells and for their engulfment through connection with cytoskeleton [7]. The phagocytosis
of apoptotic cells is a multi-steps process. Apoptotic cells are first recognized by phagocytes, to
which they adhere; then apoptotic cells are internalized and finally degraded. These mechanisms
assure an efficient clearance of dead cells in non-pathological conditions. The data obtained in in
situ and in in vitro experiments indicate that SMF interfere with both the steps of recognition
and of engulfment of the apoptotic lymphocytes (Figs. 2 and 3). Apoptotic lymphocytes were
retained by sinusoidal liver cells at high degree, and when internalization was allowed, they were
found inside the cells. Worth noting, control non exposed lymphocytes were never phagocytosed.
However, when normal lymphocytes were exposed for at least 24 h to SMF, they were retained by
sinusoidal walls (three times with respect to control) (Fig. 2) and internalized when allowed.

The percentage of lymphocytes induced to apoptosis under exposure to SMF bound to sinusoidal
liver cells was higher than the apoptotic ones. Correspondingly the number of internalized apoptotic
lymphocytes was increased. The induction of apoptosis and SMF exposure had a synergic effect.

Time course (1, 2, 3, 4 h) of in vitro phagocytosis of apoptotic cells is reported in Fig. 3.
Phagocytosis is progressively achieved with time of TPA-induction (i.e., from 1 to 3 days): 2% of
THP-1 cells at 1 day, 25% at 2 days and more than 50% at 3 days. Only differentiated THP-1 cells
could bind and internalize apoptotic cells. Non-differentiated THP-1 cells could only bind apoptotic
cells at very low rate (5–7%) but not engulf them. Surprisingly, at the end of 4 h of phagocytosis,
in the presence of SMF a very small percentage of non-differentiated THP-1 cells bore phagosomes
containing apoptotic cells. In presence of SMF the percentage (about 25%) of non-differentiated
THP-1 cells able to bind apoptotic cells increased. Exposure of 3 day-differentiated THP-1 cells to
SMF during phagocytosis promoted engulfment of apoptotic cells preventing their binding (Fig. 3).
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Figure 3: Percentage of the phagocytosis index (black columns) and of binding (white columns) of THP-1
cells, differentiated with TPA 50 ng/mL for 3 days in the presence (+SMF) and absence (−SMF) of 6 mT
SMF. The values are the mean ± SD of three independent experiments. The values −SMF are significantly
different (p < 0.05) with respect to +SMF. The phagocytosis index and percentage of binding was measured
scoring at least 500 cells for each experimental time. Images show contrast phase (left) and fluorescent
(right) micrographs showing THP-1 cells at the third day of differentiation with TPA, internalizing (arrows)
Hoechst 33342 stained apoptotic U937 cells after 4 h of phagocytosis assay in the absence (a), (a’) and in
the presence (b), (b’) of 6 mT SMF. Bars = 10 µm.

4. CONCLUSIONS

Our data support the bioeffects of the exposure to 6 mT SMF on the phagocytosis of human normal
and/or apoptotic lymphocytes. SMF induced modifications of the plasma membrane of normal ex-
posed lymphocytes, making these cells much more similar to the apoptotic ones. As a consequence,
they are fast and silently removed by phagocytes. We showed the strong and reproducible effects
that the exposure to SMF exerts on the process of liver phagocytosis of apoptotic lymphocytes.
Liver clearance of apoptotic lymphocytes is a complex mechanism that can be influenced at least
at three different levels: phagocyte receptors, apoptotic cell quality and SMF exposure. On the
side of the phagocyte receptors, in general, the efficiency of phagocytosis is proportional to the
number of expressed receptors. In the liver this aspect is particular evident, since the receptors
involved in the recognition of apoptotic cells are modulated in relation to the type of the cells, to
the physiological or pathological status of the organ and to the cell localization inside the lobule [7].

The extent of the SMF influence is also related to the degree of macrophage maturation. Since
6mT SMF exposure interferes with monocyte/macrophage TPA-induced differentiation of U937
promonocytes and THP-1 monocytes (respectively: 20% increment and 15% decrement) [8], the
delayed macrophage maturation could explain the defects in phagocytosis. Impairment of phago-
cytosis could also be due to the alteration of cytoskeleton following SMF exposure. Ruffling of
plasma membrane, that subsequently close to form macropinosomes, requires reorganization of the
actin filament network to the cell periphery, that has been reported to be altered by SMF exposure
[9]. Microtubules polymerization is under the control of concentration of Ca2+, that are modulated
under SMF exposure. Ca2+ are also very important for signals transduction during TPA differ-
entiation and cytoskeleton modifications during phagocytosis. Ca2+ intracellular concentration in
U937 cells increases under exposure to SMF as well as during TPA treatment also in the presence
of SMF [10, 11]. The modulation of the index and rate of phagocytosis of apoptotic cells could
further be influenced by modifications of cell surface molecules exerted by SMF exposure. These
modifications, involving a large set of molecules, can, in turn, affect related functions like cell-cell
recognition, interaction and attachment; all activities that are very important during phagocytosis
of apoptotic cells.

Altogether, our data gave evidence of a strong influence of SMF on phagocytosis. The impli-
cations for human health needs to be deeply investigated, because the pathological and/or phys-
iological implications are not yet understood and need to be further investigated. In particular,
further studies will clarify if SMF exposure could be used as a novel therapeutic tool to produce
“apoptotic dressed cancer cells” and thus promote their elimination.
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Studies on the Effect of Static Magnetic Fields on Biological Systems

Arthur D. Rosen
Department of Biological Sciences, Purdue University, West Lafayette, IN 47907, USA

Abstract— Considerable evidence now exists relating exposure to static magnetic fields (SMFs)
to changes in a number of biological systems, particularly those whose function is linked to the
properties of membrane ion channels. Most of the reported effects of moderate SMF may be
explained on the basis of alterations in membrane calcium ion flux as well as intracellular cal-
cium availability. The mechanism suggested to explain these effects is based on the diamagnetic
anisotropic properties of membrane phospholipids. It is proposed that reorientation of these
molecules during SMF exposure will result in the deformation of imbedded ion channels, thereby
altering their activation kinetics. Channel inactivation kinetics would not be expected to be
influenced by these fields because the mechanism for inactivation is not located within the in-
tramembraneous portion of the channel. Patch-clamp studies of calcium channels have provided
support for this hypothesis, as well as demonstrating a temperature dependency that is under-
standable on the basis of the membrane thermotropic phase transition.

1. INTRODUCTION

The influence of static magnetic fields (SMFs) on biological systems has been an area of considerable
interest for many years. These fields, unlike time-varying (electromagnetic) fields, are not associated
with induced electric currents except during activation and deactivation or when there is movement
within the field. Our interest has been primarily on moderate intensity fields, those with strengths
of 1 mT to 1 T. Many of the initial reports on the bioeffects of these fields were phenomenological
descriptions without attempts to identify a mechanism of action [1–5]. The present report describes
the development of a hypothesis sufficient to explain the action of moderate SMFs on biological
systems. This proposed mechanism involves the effect of SMFs on the molecular structure of
excitable membranes, an effect sufficient to modify the function of imbedded ion-specific channels.
This hypothesis would explain virtually all of the bioeffects attributed to these fields and is testable
using several different neurophysiological techniques.

2. EXPERIMENTAL STUDIES

An important clue to understanding the mechanism of SMF influence on excitable membranes was
the time course of this action. In examining the effect of a 120 mT SMF on the evoked potential
in cats [6], a decrease in amplitude was first seen 50–95 seconds after the field was turned on and
persisted for several minutes after it was turned off. If the field exerted its influence on the central
nervous system simply by altering ionic current flow in excitable membranes, the effect should
have been immediate. The amplitude of the evoked potential has been shown [7] to be largely a
function of the activity of those cells in the lateral geniculate body that project to visual cortex.
The spontaneous discharge frequency of these cells was found [8] to significantly decrease during
and immediately following exposure to the 120 mT SMF. The time course was exactly as that
previously observed for the evoked visual potential. In addition, the latency of the response of
these cells to optic tract stimulation was not altered by exposure to a SMF. That latency, reflecting
axonal conduction time, would be prolonged if the magnetic field were associated with sufficient
Lorentz force to influence local ionic currents. The failure to delay central conduction is consistent
with theoretical studies [9] that predicted that fields of at least 24 T would be required to slow
axonal conduction. The slow change in cellular response to SMFs suggests a chemically mediated
effect at the synapse, one that might influence neurotransmitter release.

A useful system for the study of synaptic neurotransmitter release is the murine neuromuscular
junction. This preparation allows one to precisely control the temperature and ionic environment
at the recording site, something that is virtually impossible when dealing with intact animals. Even
in the absence of a presynaptic action potential, small quantities of acetylcholine are spontaneously
released from presynaptic nerve terminals and trigger brief but partial depolarization of the postsy-
naptic membrane. These depolarizations, called miniature endplate potentials (mepps), have been
shown to be dependent on the movement of Ca2+ through the presynaptic membrane [10]. Using
an excised murine phrenic nerve-diaphragm preparation perfused with Tyrode’s solution, exposure
to a 120 mT SMF resulted in a temperature dependent change in mepp frequency [11]. At and
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below 34◦C, minimal changes in mepp frequency were noted. Above 34.5◦C, a prominent decrease
in mepp frequency was observed. The onset of this change was relatively slow, reaching maximum
50–100 seconds after the field was turned on. The response was reversible, with return to baseline
within 50 seconds after the field was turned off. When Ca2+ was eliminated from the perfusate,
while retaining its osmolality, the change in mepp frequency during exposure to the SMF was abol-
ished, regardless of temperature. When exposure duration was examined [12] it was found that
with a 120 mT field, a minimum exposure of 50 seconds was necessary for mepp inhibition. The
efficacy of the field in inducing further inhibition was a function of its duration, but only for periods
up to 150 seconds. At and above this limit, recovery time remained constant at 135 seconds. The
threshold for mepp inhibition was found to be 38 mT [13].

To better understand those events occurring at the membrane in response to SMFs, direct mea-
surement of membrane calcium currents were made using the whole-cell patch clamp technique in
cultured GH3 cells [14]. Current-voltage relationships, activation kinetics, and inactivation kinetics
of voltage activated calcium channels were examined before, during, and following exposure to a
120mT SMF. The most significant change during SMF exposure was an increase in the activation
time constant, evident one minute after exposure onset. There was no change in the inactivation
time constant. Increase in the activation time constant was a temperature dependent phenomenon,
present only above 27◦C. All of the observed changed were reversible, with return to preexposure
values within 3 minutes after the field was turned off.

In order to evaluate the possible effect of long term exposure to SMFs on basic cellular functions,
we examined the effect of exposure of GH3 cells to a 0.5T field, for periods of up to 5 weeks [15].
Following a 1 week exposure, cell growth declined by 22% and returned to control levels in 1 week.
Although this was not statistically significant, a 4 week exposure was associated with a statistically
significant decline in growth of 51% with return to control levels only after 4 weeks. Cell diameter,
on the other hand, significantly increased following 3 weeks of exposure and did not return to
control levels for 3 weeks after termination of exposure.

3. DISCUSSION

The one property of a biomembrane’s physical structure that has the potential to be influenced
by moderate intensity SMFs is its diamagnetic anisotropy. Diamagnetic anisotropic molecules will
rotate in a homogeneous magnetic field and ultimately achieve an equilibrium orientation, rep-
resenting the minimum free-energy state. Weakly diamagnetic molecules will exhibit a preferred
orientation in the presence of a sufficiently intense SMF. In a moderate intensity magnetic field
the actual degree of orientation will be quite small for single molecules, even if they are strongly
anisotropic. However, for molecules aligned parallel to one another and functionally linked, in-
dividual anisotropies summate [16]. Molecular orientation in a magnetic field is opposed by the
randomizing effect of thermal energy. For a domain containing N cylindrical diamagnetic anisotropic
molecules with axial symmetry and a volume V , in a homogeneous magnetic field H, the degree of
orientation is given by β, the ratio of magnetic to thermal energy,

β =
−NH2V (χr + ∆χ cos2 φ)

2kB T
(1)

where χr is the radial magnetic susceptibility vector, ∆χ is the diamagnetic anisotropy, θ is the
angle between the symmetry axis and the field direction, kB is Boltzmann’s constant and T is
absolute temperature.

The energetics for orientation in a magnetic field is favorable for structures made up of a large
number of parallel molecules, characteristic of biomembranes. Moderate intensity SMFs have been
shown to interfere with the mechanism for calcium channel activation. This activation is a function
of the intramembranous portion of the channel, specifically it is the α1 subunit that is the primary
voltage sensitive molecule in the calcium channel complex. This is the largest of the five proteins
that make up the channel and is located almost entirely within the membrane. As such, it would
be expected to be especially vulnerable to any membrane deformation induced by a SMF. Calcium
channel inactivation was not influenced by moderate intensity SMFs since voltage dependent inac-
tivation is linked to movement of a peptide moiety in the cell’s cytoplasmic domain and membrane
deformation would have little effect on such a mechanism.

Most of the diamagnetic anisotropy of lipids is contributed by their acyl chains and biological
membranes, with their highly ordered phospholipid bilayer structure, would be expected to exhibit
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substantial diamagnetic properties. The actual molecular reorientation within a phospholipid bi-
layer is the balance between the theoretical value of β as given in Eq. (1) and those intermolecular
forces which limit movement. At low temperatures, the membrane exists in a gel phase similar
to that of a crystalline dehydrate and denoted as the LC phase. In this phase the hydrocarbon
chains are packed tightly and rotation about their long axis is restricted. With increasing tem-
perature, a thermally induced rotational excitation of the hydrocarbon chain occurs. This is at
the subtransition temperature where the LC phase is converted to the laminar gel, Lβ, phase. In
this phase, the hydrocarbon chains exhibit limited rotational motion about their long axis. With
further increase in temperature there is an abrupt rotameric disordering of the lipid acyl chain,
marking the transition to the liquid-crystal, Lα phase. Although diamagnetic anisotropic molecules
may assume a preferred orientation in the presence of an adequate SMF, this effect is enhanced
when the membrane transitions to a less rigid phase.

Reorientation of diamagnetic structures in a magnetic field is an inherently slow process and
a function of both their geometry and anisotropy, as well as of the field strength and the nature
of the suspension medium. Rotatory motion of large ensembles of oriented diamagnetic molecules
in a homogeneous SMF has been described by a nonlinear differential equation [17]. From that
equation, the time course for rotation becomes

ln θ1 − ln θ2 =
−N∆χH2

ζ
t (2)

where θ is the angle between the molecular axial diamagnetic vector and the field direction, and t
is the time required for rotation from θ1 and θ2. ξ is the rotatory frictional coefficient, the value
of which is determined by the size and shape of the ensemble and the viscosity of the suspension.
For large diamagnetic ensembles, the randomizing effect of thermal energy is negligible. Eq. (2)
provides a reasonable description of the relationship between exposure parameters and membrane
molecular reorientation. At any given temperature, the size and diamagnetic anisotropy of a molec-
ular ensemble will be constant as will the rotatory frictional coefficient. Therefore, the time course
for rotation becomes a function of exposure time and the square of the flux density (H2t). This
correlates with the observed effects of SMFs at the neuromuscular junction [13]. In that study,
Ca2+ flux through the presynaptic membrane was a linear function of H2t, with deviation from
linearity only at the highest product values. That nonlinearity suggests a mechanical limit imposed
on the free rotation of membrane phospholipids. Any structure capable of restricting such move-
ment should be distributed uniformly in close proximity to the membrane and, in some manner,
bound to it. Additionally, it would have to be less influenced by a SMF than the membrane itself.
These conditions are met by the cellular cytoskeleton [18].

The effect on cellular growth and size during long term exposure to SMFs is believed to be the
result of changes in cell division following mitosis (cytokinesis) and is the cell’s actin cytoskeleton
that controls cytokinesis. Considering the low diamagnetic properties of proteins, it is unlikely that
actin would be directly influenced by moderate intensity SMFs but an indirect of SMFs on the actin
cytoskeleton is a possibility. This structure is not a static component of the cell but is involved in
a process of continuous dynamic reorganization, modulated by intracellular Ca2+. Although this is
a relatively slow process, its disruption would be reflected not only in plasma membrane structure
but in cytokinesis. Disruption of cytokinesis would explain the decreased rate of growth coupled
with an increase in cell size seen with long term exposure to a 0.5T SMF [15].

4. CONCLUSION

Moderate intensity SMFs influence a number of biological systems, notably those whose function
is linked to transmembrane ion flux. These fields can result in a rotational displacement of the
membrane’s phospholipid molecule by virtue of their collective diamagnetic properties. Evidence is
presented indicating that molecular rotation within the membrane matrix will influence imbedded
ion channels, most likely by producing some degree of deformity of their intramembraneous segment,
that part of the structure which is responsible for activation. Channel inactivation, a function of
that portion of the channel not within the membrane per se, would not be expected to be altered
by changes in the membrane’s matrix. It is the structural properties of biological membranes that
allow for summation of individual molecular anisotropies and, therefore, rotation of those ensembles
at moderate field intensities.
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Cellular Perception and Static Magnetic Fields Active Penetration
Depth for Pain Magnetotherapy

Pierre Le Chapellier and Badri Matta
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Abstract— Cellular perception concerns the process by which stimulation induces events
through mechanical signaling pathways, according to a sense order whose nature is discussed
by epistemology: It is supposed that the signification base at the origin of the cell behavior
answers to a “being-envelope” whose physical nature can be approached in topological thermo-
dynamics terms. In joined cells with gap-junctions, sense order can be covered by the signaling
effect of calcium waves. But as it is related to the cell functional status, it can explain the
biphasic response of the cell behavior after exposure to Static Magnetic Fields, SMF.
Four magnetobiological mechanisms solve the “kT paradox” about thermal agitation, (whose
energy is 4 · 10−21 J, at 310◦K): 1/ Magnetosomes; (endogenous ferromagnetic nanoparticles can
have magnetic moments of 2 · 10−15 JT−1). For ionic channels activation, these magnetosomes
must operate two other kT independent mechanisms: 2/ Radicals’ pair, and 3/ Interference in
angular modes of proteins. A fourth mechanism is: 4/ Protons subsystems, (inducing topological
evolution in the medium).
In these mechanisms, the SMF determining parameter is magnetic flux density, or induction B:
When comparing clinical trials results about pain relief by SMF, an active induction threshold
of 0.5 mT is suggested. With the field decay from the magnet surface, when B is around 0.5 mT,
the lateral field gradient, dB/dx, is far under its active threshold, thus secondary. Therapy must
determine the SMF Active Penetration Depth from the skin surface, as compared to the tissue
receptors depth. It depends on the magnet characteristics and setting.

1. INTRODUCTION TO THE POSTULATE OF CELLULAR PERCEPTION

Cellular perception concerns the process by which the cell receptors stimulation induces biological
events through mechanical signaling pathways, according to a sense order whose nature is dis-
cussed by epistemology1. Cellular perception supplements the molecular aspects of cell biology,
because it includes two orders, the causal order which is about mechanical signaling and the sense
order which is dependent on a more global mechanism. By example, the causal bioeffects of weak
Electromagnetic Fields, EMF, may be apparently subtle [1]. But EMF gradients could offer cell
guidance criteria capable of influencing cell migration, orientation and function [2]. Now articular
cartilage health state depends on the functional state and differentiated functions of the cartilage
matrix cells which are the chondrocytes [3]. These chondrocyte state and functions may be related
to changes in the actine fibers of the cytoskeleton [4]. These spatial changes may result from trans-
duction of signals coming from the cartilage matrix, which are associated with the control of gene
expression [5]. Through changes in surface topologies, spatial changes can help to overcome the
effect of inflammatory factors on chondrocyte response [6]. It is conjectured that changes could
depend on a topological sense order in the cellular perception:

According to epistemology (as it results from the philosophy of nature [7, 8]) any independent
cell without gap junction2 is a simple natural being which has an intrinsic unit. In this case,
its perception sense order is stated to be neither local nor subjective. It is asserted that the
signification base which is at the origin of the cell behavior answers a “being-envelope”3 whose
physical nature is global and topological. Insofar as the sense order of the individual cell answers
its topological being-envelope, the cell behavior can be modulated by its surrounding topological
structure. Cell-cell contact may inhibit this individual effect: The possible Static Magnetic Fields,
SMF, action on chondrocyte metabolism is thus inhibited if the concentration of cultured cells is
too high [10]. In those in vitro joined cells, the lack of individual modulation by medium topology
is covered by the gap-junction functioning, particularly through a calcium waves’ effect [11].

1With simplest, epistemology is the philosophy of sciences. But it also aims at locating science in an experiment of knowledge
which overflows it and which is reduced finally to the biological problem of perception

2A gap junction is a local membrane vacuum acting as a ionic channel across membranes of two joint cells.
3In Whitehead and Merleau-Ponty doctrines of organic mechanisms, as Toscano [9] indicated, life is considered as a structure

or a being-envelope for micro-phenomena; it is a relational architectonic that sets constraints on phenomena at lower scales.
Architectonic means here: globally structuring, as by a qualitative topology envelopment effect.



1176 PIERS Proceedings, Xi’an, China, March 22–26, 2010

Because of the cellular sense order, a same Ca2+ influx in cells exposed to SMF can be translated
in a biphasic biological response. Xu [12], then Okano [13] described SMF enhance vasodilatation
if vessels are relatively vasoconstricted and enhance vasoconstriction if vessels are relatively vasodi-
latated. Mayrowitz [14] suggested the local thermodynamics modulates this bioeffect. This idea
agrees with the theory of the topological thermodynamics environment, presented by Kiehn [15].

Sense order in the cellular perception is epistemologically asserted to be the soil containing
the root of cell behavior. While acting on the medium topological thermodynamics structures,
then acting upon the cellular sense order, stimulation by EMF may indirectly modulate the general
behavior of the cell. For cultured chondrocytes, the starting guidance is that of the only electrostatic
structure of the medium, such as a galvanotaxis [2, 16]. Under Pulsed EMF, PEMF, stimulation,
(not SMF) a topological structuring can translate into morphological changes [17]. More generally
the topological aspect of the full organism sense order could allow perturbations in ambient EMF
activity to impact on human behavior in a clinically meaningful manner [18]. And workers exposed
to perturbed EMF may have an increased brain tumor incidence attested by epidemiologic data,
even if EMF mechanical effects, through an increased cytosolic calcium concentration, [Ca2+]c, are
neither mutagenic nor tumorgenic [19].

2. BIOLOGICAL INTERACTION WITH STATIC MAGNETIC FIELDS

Sense order and possible bioeffects of PEMF and SMF gradients: From 0.6 to 6 mT, SMF may in-
hibit apoptosis in cells hit by apoptogenic agents, by interfering with the apoptotic process through
an alteration of Ca2+ fluxes [20]. But as calcium flux plays a role in cell shape regulation [21], a
possible occurrence of morphological changes in cell surface, depending on cells type, has also to
be considered [22]. Now without any modification of cell shape, a majority of hit cell types rescue
from apoptosis after a 6 mT exposure, when a promotion of apoptosis may be observed in some
other types of hit cells [23]. Could it be because of a SMF topological effect acting upon the cellular
sense order, but not on the cell morphology?

Eichwald and Walleczek [24] proposed a model of EMF regulation of cell calcium dynamics
through a feed-back leading to a modulation of calcium entry. Such a feed-back is linked to the cell
biological-functional status, itself linked to the sense order in perception. This status, then sense
order, would induce the biphasic response behavior from the same EMF action on the cell calcium
signaling. But there is a big empirical difference between the PEMF and SMF possible effects on
morphological changes:

The biggest difference between PEMF and SMF structuring effects concerns the time derivative
of magnetic induction, the temporal gradient, δB/δt, which induces electric fields. Many PEMF
clinical tests highlighted the therapeutic interest to apply pulsations with a temporal gradient,
δB/δt, set between 1 and 10mT/ms [25]. Now, applied SMF offer no temporal gradient in a resting
body. SMF can only offer a spatial gradient, particularly a lateral gradient, δB/δx. With SMF
produced by homopolar disk magnets, a peak gradient region exists in a limited ring, just peripheral
to magnets. Such a peak gradient region is reinforced in multipolar magnets. This way, Cavopol [26]
observed bioeffects in this peak region and suggested that the lateral gradient threshold for effective
pain relief by neurone blockade, is around 0.5mT/mm. Okano [27] showed a behavioral effect, (an
endothelial tubular formation,) is promoted by SMF lateral gradient, 28mT/mm, (when uniform
SMF, 20 or 120mT, did not). No effect had been shown for low intensity SMF gradients, even if
they affect the medium topological structure.

Now, as showed by Kiehn [15], for non-equilibrium systems, topological dimensions of δB/δt and
δB/δx are different. It implies the integral over time cannot be the same as the integral over space.
This way, δB/δt cannot be biologically equivalent to δB/δx, and therefor PEMF and SMF effects
on topological structuring are not equivalent. However SMF may induce bioeffects where PEMF do
not: Chiu [28] observed that SMF could promote osteoblast-like cell differentiation, via increasing
membrane rigidity. With contrast, Jahns [17] supposed PEMF effects involved the reorientation of
membrane molecules.

The most general target : The target for SMF interactions is generally assumed to be the cellular
membrane. Ayrapetyan [29] suggested that the general target for SMF & PEMF interactions could
be the aqueous medium bathing the membrane, then acting on the cellular membrane components.
Further more, the most general target could be the aqueous physical environment which consist of
the fields that bathe H2O molecules and other chemical components in the environmental space.

A model of topological thermodynamics for non-equilibrium systems has been described by
Kiehn [15]. A key result is that EMF interaction is a cubic curvature not involving the forces
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generated by the E and B fields, but the A and Φ potentials and the charge current densities.
Similarly, in the quantum approach of Binhi, 2007 [30], the state of a molecular target interacting
with low frequency MF can be described not through forces, E and B, but through potentials A
and AO, as in the Bohm-Aharonov effect.

Andocs [31] used this idea to demonstrate that when two charged particles create a chemical
bond, their interaction could be changed by an external magnetic vector potential A. The effect
would apply to the bifurcative phenomena of hydrogen bonds in water, bringing some topological
thermodynamics changes in protons subsystems.

The four possible primal mechanisms for SMF interactions: Simultaneously, the applied mag-
netic induction B may interact on molecular targets only through a few physical processes. Binhi [30]
demonstrated that four possible mechanisms of magnetobiological effects directly solve the kT para-
dox about thermal agitation, (whose energy is 4 · 10−21 J at 310◦K [32]):

1/ Magnetosomes. (Endogenous ferromagnetic nanoparticles can have magnetic moments of
2 · 10−18 J/mT, whose reorientation, under more than 2 mT, exceed thermal agitation., for a
ionic channel activation, it must be associated with a stochastic resonance and operate the
two following mechanisms [33]:

2/ Interferences in angular modes of proteins. (Interference of quantum states of bound heavy
ions involve natural active biophysical structures [34]. And, ion-channel gating interactions
may stem from locally SMF enhanced drift velocities [35].)

3/ Spin orientations in free radicals. (There are two aspects: Radicals’ pair mechanism [36] and
Mechanism of enzyme reactions involving metal radical ions with large hyperfine constants,
as in anti-oxidative system, easily altered by SMF [37].)

4/ Aqueous medium structuration, through proton subsystems. (Hydration structure and translo-
cation of protons affect aqueous domains [38], and modulate some membrane-bound hydrated
protein activity [39, 40].)

When these primal physical mechanisms act on cellular receptors molecules, what can be the
magnetic induction threshold which induces a pain relief effect?

3. THE ACTIVE PENETRATION DEPTH OF STATIC MAGNETIC FIELDS

Free radicals mechanisms act on biological reactions through non-linear complex processes and
could be preponderant when the applied SMF exceed 1 mT [33, 41, 42]. However a causal effect
of SMF depends also on the other coupled mechanisms. So that Fanelli [20] showed a 0.6 mT
minimal threshold in cells cultured in vitro. Can the calcium ion-channel gating which depend on
cell receptors be acted in-vivo for a 0.5mT SMF threshold?

3.1. Objective: To Check the Weintraub’s SMF Active Threshold

The empirical results of Weintraub [43] suggested that the minimum threshold for MF detection by
the receptors of in vivo biological targets is around 0.5mT. This Weintraub minimal limit comes
out from his comparison of trials of weak SMF acting upon neuropathic pain. In one of these
pathologies, the receptors of the sensitized afferent pain fibers are only at few mm below the skin
surface. Despite the very strong field decay, the used multipolar magnets placed at some mm over
the skin could then offer more than 0.5mT at the receptors distance. But in another trial the
concerned neuroreceptors were too deeply seated in the body, at a distance exceeding the SMF
0.5mT Active Penetration Depth, APD. For this reason, the first study results showed a significant
pain relief and the second not.

3.2. Method: As Weibtraub, to Carry out Another SMF APD Comparison in Two Similar
Trials

Field decay and the Weintraub limit can explain clearly the opposite results between the Alfano
and Colbert trials of SMF for fibromyalgia treatment. Alfano [44] used powerful magnets, offering
more than 400mT on surface, but he sets them under mattress, well below the patient. Colbert [45]
used less powerful magnets, 110mT on surface, but she sets them closer to the patient, in upper
mattress. We have calculated the field decay at a distance d from the surface of similar magnets, by
checking the approximation of the square law, k/d2, through systematic measurements at variable
distances with the help of a Gaussmeter, (model HT23). The result yields two response curves, A,
Colbert setting, and B, Alfano setting, drawn on Figure 1.
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Figure 1: Static magnetic fields active penetration depth, in compared clinical trials for fibromyalgia treat-
ment (Magnetic induction is scaled in milliTeslas, mT, with 1 mT = 10Gauss).

3.3. Results
In the Colbert trial, the upper mattress magnetic pad offers between 60 et 20 mT at the skin
surface level. For the 5Gauss, or 0.5 mT, threshold, a graphic calculation using Figure 1 shows an
active penetration depth, APD, of 10.3 to 9.1 cm, inside the patient body. This way Colbert SMF
bioeffects were able to stimulate the deep peri-rachidians receptors which are relative to the pain
ways.

In the Alfano study, the under mattress magnetic pad allows an active penetration offers be-
tween 0.6 and 0.3mT at skin surface level. Graphic calculation from the Figure 1 shows an active
penetration depth of 1.7 to zero cm. Alfano SMF bioeffects could thus concern only some surface
receptors of the patient body.

Finally Colbert could observe a significant pain relief and a functional status improvement,
when Alfano could only observe non-significant bioeffects, which is in good agreement with a
0.5mT threshold. In the region around this threshold, the measured maximum of lateral gradient,
δB/δx, is less than 15µT/mm, far under the active limit of 0.5 mT/mm, thus as a secondary causal
parameter for pain relief.

4. CONCLUSION

In order to obtain a pain relief in physiopathological situation, it is assumed that the causal order
in the cellular perception needs SMF induction more than 0.5mT at the receptors level. Based on
this threshold, the SMF active penetration depth, SMF-APD, appears to be an important SMF
therapy parameter. This parameter can be determined with the help of a Gaussmeter. Moreover,
the principle of sense order in the cellular perception could explain the bioeffects of qualitative
tiny magnetic fields, through an interaction within the topological thermodynamic structure of the
aqueous medium.
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Abstract— The effect of inhomogeneous static magnetic field (SMF) on visceral pain elicited
by the intraperitoneal injection of 0.6% acetic acid (writhing test) was studied in mice in an
environment, where animals could freely move. 30 min, whole-body exposure of mice to SMF
(permanent NdFeB N50 grade 10× 10mm cylindrical magnets with alternating poles) following
the nociceptive challenge resulted in a 74% inhibition of the pain reaction (p < 0.001). With the
help of several inhomogeneous SMF configurations, where magnets were grouped in partitions and
a 2D model of ambulation, motion-induced electric current density, MR-equivalent switching, and
slew rate were estimated. Their potential contribution to peripheral nerve stimulation is discussed
in correlation to pain inhibition.

1. INTRODUCTION

An increasing number of evidence suggest that static magnetic field (SMF) can induce analgesic
action in humans — as tested mostly in chronic pain. The beneficial effect of SMF was observed
in patients under different pain conditions [1–5]. SMF exposure also shortened the inflammatory
period [6].

Beside human data preclinical studies demonstrated the antinociceptive activity (AA) of SMF
under experimental conditions [7–15].

Motion in an inhomogeneous SMF can induce electric currents in the moving body. The most
sensitive parts of a mammal to electrical stimulus are peripheral nerves. If an electric current is
high enough to stimulate visceral nerves, it certainly stimulates peripheral nerves. Consequently,
pain inhibition in the viscera will definitely be effective, if induced electric currents remain below
peripheral nerve stimulation (PNS) threshold.

The aim of the present study was to answer the following questions concerning motion-induced
electric current density, MR-equivalent switching, and slew rate in the mouse ambulating freely
while exposed to an inhomogeneous SMF: (i) Do these quantities correlate with AA? (ii) Can they
be made responsible for PNS?

2. MATERIALS AND METHODS

2.1. Magnetic Field Exposure
SMF was generated by an exposure system described by László et al. [10]. This system contained
two magnet holding matrices, one below and another on top of the animal cage. The exposure
volume was 140×140×50 mm. The individual magnets used in the matrices were NdFeB N50 type
(Br = 1.47T), axially magnetized, cylindrical magnets (d = 2r = 10 mm, h = 10 mm) provided
by ChenYang Technologies GmbH & Co. KG, Finsing, Germany. The poles below and above the
cage facing each other were of opposite polarity allowing field lines cross the cage, i.e., the main
SMF was vertically directed. SMF between the matrices was adjusted by magnetically connecting
the opposite poles of the lower and upper magnets in a horseshoe-like coupling. When magnets sat
one next to another with alternating polarity, the resultant SMF was inhomogeneous also laterally
with a matrix constant (λ =)10mm. It had a peak-to-peak amplitude of 754 ± 7mT at 3 mm
from the surface of the magnets, 109 ± 1 mT at 10 mm and 3 mT at 15 mm measured along the
axis of a magnet and averaged over all pairs of neighbouring magnets. Magnetic induction (flux
density) as well as its gradient have horizontal components, but they were a minimum of one order
of magnitude below the vertical components at any position in-axis and therefore, were neglected
as fringe field/gradient components. For the same reason, the vertical components off-axis were
ignored.

This arrangement allowed us to insert a 140× 140× 46mm Plexiglas animal cage with air holes
into the exposure chamber. An air permeable opaque material covered the cage on four sides to
make illumination conditions similar in the exposure chamber and in the sham experiment.
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A special arrangement called M -SMF denoted that the above magnet arrangement was modified
in the sense that some magnets sat in the matrix with identical polarity in quadratic groups, while
the neighbouring groups were of opposite polarity. We used the square root of the number of
magnets (M partitioning number) in each group for distinguishing between partitionings. The
notation of these arrangements follows the rule: 2 × 2 for the quadratic groups of 4 magnets
(M = 2), 3 × 3 for groups of 9 magnets (M = 3), etc. The original SMF corresponds to 1 × 1
(M = 1) in this notation.

The switching rate of an MR machine is often connected to the time-varying gradient field com-
ponent. We defined a similar quantity called MR-equivalent switching rate (MEWR). Its definition
is the maximum peak-to-peak amplitude of the magnetic induction at the boundary of two par-
titions, divided by the average duration it takes the mouse to move through the boundary. This
boundary means a distance of 10 mm, if M = 1, 20 mm, if M = 2, etc. for a mouse crossing it
perpendicularly. We also defined a quantity similar to MR’s slew rate, the MR-equivalent slew rate
(MESR). This is similar to MEWR, but instead of the peak-to-peak amplitude of the magnetic
induction it has magnetic induction gradient between two partitions in the numerator.

The magnetic induction in all experimental setups was measured with a calibrated 5V Hall
probe with 12.3 mV/T sensitivity (model UGN3503, Allegro Micro Systems, Inc., MA, USA). These
measurements were executed separately from the animal experiments.
2.2. Animals, Pain Essay, Ethics
Male CFLP mice (24–26 g) were used in the experiments. Animals were housed in groups of five,
the room was held under a 12 : 12 light/dark cycle at 20± 2◦C.

The writhing test as described by Wende and Margoli [16] and modified by Witkin et al. [17]
was applied. The visceral pain was elicited by the intraperitoneal (i.p.) injection of 0.6% acetic
acid in a volume of 0.2m`/mouse. As a result of chemical irritation a characteristic stretching and
writhing movement could be observed. AA of a treatment in a given time interval was defined as
AA = 100(1 − x̄/ȳ)%, where x̄ is the average of the number of writhings for the treated and ȳ is
that for the control animals. Immediately after the administration of acetic acid some mice were
exposed to SMF for 30 min. Two mice were placed in the plastic cage simultaneously and the
number of writhings was monitored in 0–5, 6–20 and 21–30 min following the acetic acid challenge.
In all experiments a daily control was used, when the mice were given acetic acid, placed to the
sham cage, but were not exposed to SMF.

All experimental procedures were carried out according to the 1998/XXVIII Act of the Hungar-
ian Parliament on Animal Protection and Consideration Decree of Scientific Procedures of Animal
Experiments (243/1988) and complied with the recommendations of the International Association
for the Study of Pain [18] and the Helsinki Declaration. The studies were approved by the Animal
Care Committee of Semmelweis University, Budapest (permission number: 1810/003/2004).
2.3. Ambulation Model — Approximation of B(x;y; z), Mouse Motion and Induced Electric
Current Density
When approximating the m measured values of the SMF distribution along the x axis (in plane with
the magnets’ surface), we fitted normal (Gaussian) probability density functions to the individual

peaks, where the contribution of the k-th peak to the distribution was ± 1
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where M is the partitioning number. The limit of this approximation is the finiteness of the
resolution, namely the following condition for the resultant derivative of B(x) in the range 0 ≤ x ≤
Mλ must hold:

∂B (x)
∂x

= B0
(k − 1)λ− x

σ3
√

2π

m∑

k=1

e−
[x−(k−1)λ]2
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{
= 0, if x = Mλ

26= 0 elsewhere (3)

and similarly for ∂B(y)/∂y. This gives a non-analytic solution for the σ(λ) function (and thus for
the resolution, ∆z = 2σ) with the geometrical constraint λ ≥ d.

In the z direction of the arrangement (perpendicular to the cylindrical magnets’ surface), the
magnetic induction along the axis of an individual magnet in the isocenter of the arrangement is
primarily z-dependent and can be expressed in an analytic form from the integration of the Poisson
equation:
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taking into account two (lower and upper) magnets along their common axis (in-axis) in a distance
of D = 50mm from each other. We fitted B0 so that at specifically z = 20mm, where AA is
supposed to take place in the mouse, B(z) should well estimate the measured vertical values in a
first-neighbour approximation.

We also introduced N , the number of gradients per distance as the number of inflection points
of the vertical magnetic induction component per average linear ambulation distance.

If SMF is also inhomogeneous laterally, mice sense a time-dependent magnetic flux (φ) by
crossing the field lines during their ambulation in the cage. Our assumption is that the mouse
moves in a 2D plane always along a straight line with constant speed (v) as long as it reaches a
boundary/wall (at 0 ≤ x ≤ a or 0 ≤ y ≤ b), then changes direction semi-randomly (in a degree
of α — pointing into the cage) and continues its motion. This simple model can be justified by
the fact that the mouse’s body is 3–4 times shorter than the side length of the cage. The iterative
equations of motion of the i-th linear section are as follows:

xi = ∆t|v|cosαi + xi−1; yi = ∆t|v|sinαi + yi−1 (6)

where ∆t is an equidistant time step. Since x = x(t) and y = y(t), then B(x; y) = B(t) as if SMF
would in effect be time-dependent.

As described by Maxwell’s 4th (Faraday’s) law, the induced electromotive force (εmf) in the
mouse is:

εmf =
∮

`0

~E ~d` = −dφ

dt
= − d

dt

∫∫

A0

~Bd ~A (7)

where ~E is the induced electrostatic field in the mouse, d~̀ is an infinitesimal section of the cir-
cumference (`0) of the mouse’s area exposed to SMF. We assume that the surface of a mouse
perpendicular to the magnetic induction is A0 (with the assumption ~B‖d ~A), ~B can be regarded
as constant on A0, and the homogeneous specific electric resistivity of the mouse is constant (ρ).
Then the motion-induced current density is:

~j (t) = − 1
ρ`o

d ~B

dt
(8)
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Using Eqs. (2) and (6), the absolute value of the induced current density of the i-th section can be
expressed as:

ji = −2π |v|Bo

ρ`λ

{
cosαi cos

[
2π

λ
(∆t |v| cosαi + xi−1)

]
+ sinαi cos

[
2π

λ
(∆t |v| sinαi + yi−1)

]}
(9)

Data used for the estimate were: |v| ≈ 1m/s [21], ρ ≈ 1.82Ωm (in point 7.4.1 in [22]), `0 ≈ 100mm,
B0 = 0.5mT (after fitting to actual dosimetric values), λ = 10 mm, k = 20π mm−1, −1 ≤ cosαi ≤ 1,
xi ≤ min(a; b) ≈ 140mm, yi ≤ min(a; b) ≈ 140mm.

3. RESULTS

3.1. The Effect of Static Magnetic Field on Acetic Acid-induced Abdominal Pain in Mice
The effect of SMF (M = 1) on the writhing response measured in 0–5th, 6–20th and 21–30th min
following i.p. injection of acetic acid resulted in a decrease from 9 ± 0.7, 44 ± 0.9 and 32 ± 0.7
(sham exposed group) to 1±0.3, 12±1.0 and 8±0.9, respectively, when mice were exposed to SMF
(Fig. 1). The data shown are pooled averages for multiple experiments. During the total 30 min
observation period the number of writhings 85±1.4 decreased to 22±1.6 (p < 0.001). The average
number of writhings correspond to 85, 72, 75% AA in the three time intervals, respectively, and
AA=74% for the complete 30 min time period.
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Figure 1: The effect of static magnetic field (SMF) on the writhing response induced by the intraperitoneal
injection of 0.6% acetic acid measured in the 0–5, 6–20, 21–30 and 0–30 min following the administration
of the acetic acid in mice. Open columns: pooled average number of writhings and S.E.M. in control
animals that were not exposed to SMF. Dark columns: pooled average number of writhings and S.E.M. in
mice exposed to SMF for 30 min after the administration of acetic acid. Animal numbers are shown as n.
p < 0.05 already means significant difference to control by ANOVA-test.

3.2. The Effect of Partitions of Static Magnetic Field on Acetic Acid-induced Abdominal Pain
in Mice
Figure 2 shows the average number of writhings of mice exposed to SMF (M = 1, 2, 3, 4, 5, and 6)
for a total of 30 min exposure time. The corresponding AA values are listed in Table 1. p values
were always below 0.05.
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Figure 2: The average number of writhings and S.E.M. in the writhing test in mice for 30 min exposure
to SMFs with different partitionings (M = 1, 2, 3, 4, 5, 6). For the meaning of partitionings see the text.
∗ denotes p < 0.05 significant difference to control by ANOVA-test.

We also simulated MEWR and MESR in the M -SMF system. Table 1 presents how dosimetric
data and data from the ambulation model correlate with the pain assay results.

Table 1: Correlation of the antinociceptive activities (AA) to the measured values of the peak-to-peak
amplitudes of the magnetic induction, to their gradients (∇B), to the numbers of gradient per distance (N),
to the MR-equivalent switching and slew rates (both MEWR and MESR as estimated via the ambulation
model) in the M -SMFs. Vertical dosimetric data measured at z = 20 mm are shown with the assumption
that this is the average target distance from the magnets’ surface, where AA takes place in the mouse.
The absolute values of induction gradient are averaged values in first-neighbour approximation. N reflects
numbers of inflection points of the vertical magnetic induction component per average linear ambulation
distance (140mm). For v = 1 m/s average ambulation speed MEWRs are equal in their numerical value to
the magnetic induction gradients.

partitioning

number, M

M -SMF dosimetry ambulation model

SMF-induced

antinociceptive

activity, AA, % for

30 min exposure

time

peak-to-peak

amplitude of

the magnetic

induction at

z = 20 mm,

mT

absolute value

of induction

gradient at

z = 20mm,

∇B,mT/m

numbers

of

gradient

per

distance,

N

MR-

equivalent

switching rate

(MEWR) at

z = 20mm,

mT/s

MR-

equivalent

slew rate

(MESR) at

z = 20mm,

T/m/s

1 1.6 162 14 162 16.2 74

2 17.7 46 7 46 2.3 44

3 64.9 90 3 90 3.0 42

4 133.8 140 3 140 3.5 62

5 191.2 164 2 164 3.3 65

6 212.5 154 2 154 2.6 45

correlation to

AA
−3% 70% 45% 70% 68%

correlation to

AA

excluding case

M = 5 and 6

−1% 91% 62% 91% 80%

4. CONCLUSION

Present data confirm earlier observations [10–12] that a 30 min, whole-body, inhomogeneous SMF
exposure exert AA up to 74% against visceral pain elicited by acetic-acid in the mouse.

When the mouse crosses a boundary between SMF partitions, it undergoes a change of the
magnetic induction in a short time. From the physical point of view this effect is identical to



1186 PIERS Proceedings, Xi’an, China, March 22–26, 2010

either, when (i) a living object is moved into the bore of a high field MR apparatus from practically
stray field, or (ii) the MR proceeds gradient switching on a static living object inside its bore.
Applying the ambulation model for the motion-induced current densities (Eq. (9)), two conclusions
could be drawn: (1) its long-time average in the mouse moving in a periodic SMF is zero, since
the trigonometric terms result in zero in the integration. This fact can be generalized for every
rectilinear motion in a laterally periodic SMFs, supposing that the typical “wavelength” of the
periodicity is not bigger than the typical linear ambulation distance of the animal, the resolution
obeys the rule defined in Eq. (3), and the decay time of PNS is much shorter than the time it takes
for an animal to cross a boundary with strong SMF induction gradient. The partitioned SMFs are
periodic with wavelengths λ = 10, 20, 30, and 40 mm. The periodicity in case of M = 5 and 6 is
questionable. The boundary widths are shorter than the typical linear ambulation distances in the
cage (140 mm) with the exception of M = 5 and 6. Thus, the discrepancy of the AA results for
these cases may be due to the failure of the 2D model assumptions. According to models of electric
signal propagation along the axon (Chapter 3 in [22]), we estimate that an impulse strong enough
to stimulate a peripheral nerve would decay at a certain location in less than 2 ms, meanwhile a
mouse needs 10–60ms to intersect a boundary. (2) For a single linear path the time dependence
of the motion-induced current density can be non-zero. Can this non-zero induced current density
contribute to AA?

The threshold of the motion-induced current density for PNS was first estimated to be at
0.01mA/m2 [23], later 0.48 A/m2 was proposed for human nerves [24]. Now the threshold values
are accepted to be at 1–10 mA/m2 [25]. The size-corrected value for mice is 0.16–1.6 mA/m2. In
our ambulation model the absolute value of the motion-induced current density remains below
1.8mA/m2 — not excluding an effect. We must assume that the AA effect of SMF exposure based
on the endogenous µ-opioid receptors is either more effective and/or has a preventive manner as
compared to the nerve stimulatory effect leading to pain sensation.

The clinically determined PNS threshold for the MRs’ switching rate is between 50 [26] and
60T/s [27]. The mean pain nerve stimulation threshold is at 90 T/s, the mean cardiac stimulation
threshold is by 2 orders of magnitude higher [27]. In our experiments MEWRs lay between 46 and
164mT/s, 2 orders of magnitude below threshold. Switching rates were shown not to contribute
to pain inhibition in clinical studies, rather the contrary was found [28]. On the other hand
Table 1 suggests a strong correlation between AA and MEWR. We may resolve this contradiction
remembering that the inhomogeneity of SMF was demonstrated earlier not to be necessary to
achieve AA; the homogeneous SMF of a 3 T clinical MR also exerts 69% AA in the writhing test in
mice [12]. Although the peak-to-peak amplitude of the magnetic induction does not have a strong
correlation directly to AA (Table 1), but it may have through its gradient. We may interpret these
facts that AA may not exclusively be related with the inhomogeneity of SMF.

The 1D single axis slew rates of clinical MRs are typically 20 T/m/s and above. MESR calculated
in our model for case (i) above remains well below threshold, at cca. 1 T/m/s for a clinical MR.
The estimated MESR values in Table 1 are all below typical slew rates. From the correlations of
the M -SMF-induced AA to the MESRs (Table 1), we may conclude for case (ii) that the higher
the MESR, the more expressed the AA.
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Abstract— Voltage regulators “National Semiconductor” LM2940CT5 and “STMicroelectron-
ics” L4940V5 were examined in gamma radiation field. It was perceived that voltage regulators
LM2940CT5, manufactured by the use of conventional monolithic bipolar process, characterized
by lateral pnp transistors with round emitters, became unfunctional after absorption of low doses
of radiation. On the other hand, voltage regulators L4940V5, BiCMOS integrated circuits cre-
ated with implementation of local oxide side isolation process, showed much higher radiation
hardness.

Detailed examinations of voltage regulator L4940V5 pointed on significant reduction of serial
transistor’s forward emitter current gain, causing the great increase of quiescent current. The
main reason of high radiation susceptibility of examined vertical serial pnp transistor is implemen-
tation of interdigitated emitter, with high perimeter-to-area ratio. Level of vertical pnp power
transistor’s forward emitter current gain degradation was similar to the current gain degradation
of transistors with round emitters in circuits LM2940CT5, with small perimeter-to-area ratio.
Experiment showed similar influences of emitter geometry and technological process of pnp tran-
sistor creation on degradation of power transistor’s characteristics, yet the functioning of two
types of integrated circuits was completely different.

1. INTRODUCTION

In the previous papers were presented results of the examination of low-dropout voltage regulators
“National Semiconductor” LM2940CT5 and “STMicroelectronics” L4940V5 in ionizing radiation
fields [1–3]. It was perceived that voltage regulators LM2940CT5, manufactured by the use of
conventional monolithic bipolar process with lateral pnp transistors with round emitters, became
unfunctional after absorption of low doses of radiation (less then 300 Gy (SiO2)). On the other hand,
voltage regulators L4940V5, BiCMOS integrated circuits created with implementation of local oxide
side isolation process, showed much higher radiation hardness (more then 10 kGy (SiO2)). Before
experiment it was assumed that local oxide may cause creation of parasitic MOSFET, i.e., radiation-
induced leakage currents between collector and emitter of serial transistor in voltage regulators
L4940V5. However, implementation of isolated collector in integrated circuit made by “HDS2/P2

Multipower 20 V” process prevented negative influence of local oxide isolation. Hypothesis was that
the main cause of L4940V5’s high radiation hardness was small degradation of serial vertical pnp
transistor’s forward emitter current gain, mainly due to the shift of current flow from the surface
towards the substrate, while the assumption of L2940CT5’s low radiation hardness was that it is
caused by the rapid loss of lateral pnp transistor’s forward emitter current gain in ionizing radiation
field.

In the new series of experiments were measured voltage regulator’s output current, output
voltage and quiescent current, obtaining the possibility to calculate the serial pnp transistor’s
forward emitter current gain.

2. EXPERIMENT

Integrated 5-volt positive commercial-off-the-shelf voltage regulators “ST Microelectronics” L4940V5
and “National Semiconductor” LM2940CT5 were tested in Institute of Nuclear Sciences “Vinča”,
Belgrade, in Metrology-dosimetric laboratory.

60Co was used as a source of γ radiation and it was situated in the device for the realization of
γ-field, IRPIK-B. Accepted mean energy of γ-photons is Eγ = 1.25MeV. Samples were irradiated
in the mouth of collimator.

Exposition doses measurement was exerted with the cavity ionizing chamber “Dosimentor” PTW
M23361, volume 3 ·10−5 m3, with uncertainty of measurement ±2%. With cavity ionizing chamber,
reader DI4 was used [4].
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Samples of voltage regulators LM2940CT5 and L4940V5 were irradiated in groups of four cir-
cuits. Ten meters long cables supplied devices. Beside the supply cables were laid sense cables of
the same length. Current and voltage measurements were carried out with laboratory instruments
“Fluke” 8050A and “Hewlett-Packard” 3466A. All measurements and the irradiation of components
were performed on room temperature of 20◦C.

The main values used for detection of voltage regulator’s degradation due to exposure to ionizing
radiation were forward emitter current gain and maximum load current. Measured electrical values
were voltage regulator’s output current, output voltage and quiescent current. Examination of
maximum collector current change was performed in the following way: for the constant input
voltage equal to 8 V, load current was increased until output voltage dropped to 4.7 V. Lower output
voltages are unacceptable for voltage regulator, since the device is beginning to shutdown [5]. The
next step was measurement of output voltage and quiescent current for unloaded voltage regulator,
with input voltage of 8V. In voltage regulators with serial pnp power transistor, quiescent current
represents the sum of control circuit’s internal consumption current and serial transistor’s base
current. Measurement of quiescent current for unloaded voltage regulator obtains value of internal
consumption, with minor influence of serial transistor’s base current. Subtraction of unloaded
circuit’s quiescent current from quiescent current of maximally loaded device, for the same input
voltages, gives the value of serial transistor’s base current. Additional measurement of output
current, i.e. serial power transistor’s collector current, obtains possibility to calculate the forward
emitter current gain of serial transistor, both during the irradiation and after the absorption of
specified amount of total dose.

Devices had been irradiated until predetermined total doses were reached. To avoid the effects
of recombination in semiconductor after irradiation, all measurements were performed up to half an
hour after the exposure. Devices in γ radiation field were exposed to total dose of 500 Gy (SiO2),
with dose rate of 4 cGy (SiO2)/s.

More details about experiment, sources of ionizing radiation, test procedure and technological
processes implemented in manufacture of examined circuits are provided in references [1–4].

3. RESULTS

Data presented in Figures 1–3 were obtained by the tests of circuits LM2940CT5 from batch
PM44AE, made by “National Semiconductor’s” subcontractor in China. Circuits were packaged in
Malacca, Malaysia.

It was perceived earlier [1, 3] that voltage regulators LM2940CT5 became unfunctional after
absorption of low doses of radiation. The main reason for circuit failures for low total doses was
not loss of forward emitter current gain, but the degradation of error amplifier circuit [3].

The very beggining of irradiation of voltage regulators LM2940CT5 brought rapid decrease of
maximum output current, but also increase of serial transistor’s forward emitter current gain for
unbiased devices and circuits operating with low currents.

(γ,

Figure 1: Change of mean maximum output current
in voltage regulator LM2940CT5 under influence of
γ radiation.

γ,

Figure 2: Change of serial transistor’s forward emit-
ter current gain in voltage regulator LM2940CT5
under influence of γ radiation.
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In the beggining of irradiation of voltage regulator LM2940CT5, due to the slow formation
of interface traps, oxide traps had dominat influence, causing the rapid increase of electric field
generated by the positive trapped charge in the oxide. Electric field caused by the positive trapped
charge rises quickly in the highly contaminated oxides [6]. Under the influence of external electric
field starts transport of holes and hydrogen ions towards the interface oxide-semiconductor and
generation of interface traps. Owing to the influence of “electrostatic barrier”, generated by space
charges in oxide, hole and hydrogen ion transport towards the interface was very slow, causing the
dominant influence of oxide trapped charge on lateral pnp transistor. This effect induced abrupt
reduction of emitter efficiency and decrease of the base current due to reduction of space-charge
region in the base area [4].

Specified interpretation relates to operation with small emitter currents. When high current
flows through the emitter, due to the degradation of lightly doped emitter, caused by the positive
trapped charge in the oxide, space-charge region spreads deep into the p-type emitter. Examined
samples with load current of 500 mA operate with significantly lower forward emitter current gain,
with high carrier injection into emitter. In the case of lateral pnp transistors, high holes current
flows through the n-type base, suppressing the influence of positive trapped charge in the oxide
on surface accumulation in the base area. Increase of interface traps concentration proportional to
total dose causes additional rise of base current and degradation of forward emitter current gain.
High current flow through the lateral pnp transistors does not cause significant recombination of
positive trapped charge in the oxide because the minority carriers in the pnp transistor’s base area
are holes.

Forward emitter current gain degradation of serial pnp transistor is less than expected for
lateral pnp transistors with lightly doped emitters (decrease up to 40% in regard with current gain
before irradiation). Anyhow, it appeared that older technological process, based on round, not
interdigitated emitters, is the primary reason for moderate degradation of forward emitter current
gain of power transistor. On the other hand, small perimeter-to-area ratio had significant effect
on degradation of emitter injection efficiency, especially during the operation with high currents,
reducing the maximum current supplied to the load. Therefore, information of forward emitter
current gain in operating point was not sufficient data for evaluation of serial transistor’s radiation
hardness, demanding also information of maximum current.

In Figures 4–6 are presented data of examinations obtained for voltage regulators “STMicro-
electronics” L4940V5 from batch WKOOGO 408, made in China.

Despite the verified great radiation hardness of voltage regulators L4940V5, from Figures 5
and 6 can be noticed significant decrease of forward emitter current gain, reaching more than 50%
in regard with initial values. During the first series of experiments it was assumed that the main
reason for high radiation tolerance of voltage regulators L4940V5 was small influence of ionizing
radiation on vertical pnp transistor’s forward emitter current gain.

The main reason why radiation susceptibility of examined vertical serial pnp transistor was

Figure 3: Relative change of serial transistor’s
forward emitter current gain in voltage regulator
LM2940CT5 under influence of γ radiation.

γ

Figure 4: Change of mean maximum output current
in voltage regulator L4940V5 under influence of γ
radiation.
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higher than expected is implementation of interdigitated emitter, with high perimeter-to-area ratio,
applied in order to increase the emitter efficiency during the operation with high currents. In total,
36 groups of elementary pnp transistors occupy high chip area, with very high perimeter-to-area
ratio [2]. Consequently, positive trapped charge in oxide has great impact on emitter injection
efficiency and spread of space-charge region deep into the emitter area. After the initial rapid
decrease, forward emitter current gain fell on one half of initial value (for samples with low load
currents) after absorption of total dose 200 Gy (SiO2), remaining in saturation for higher doses.
Yet, for the exact evaluation of forward emitter current gain degradation are necessary data of serial
transistor’s base-emitter voltage (VBE). Although the base and emitter currents are known values,
voltage VBE during the measurement of serial transistor’s collector and base current remained
unknown, since it was not possible to measure this value during the experiment. Only if values
of current gain was known in various conditions for constant values of VBE , reconstruction of
characteristic β (IE) could be possible. Therefore, conclusion is that owing to the nagative feedback
reaction the serial transistor’s operating point moved away from maximum of characteristic β (IE),
not that for all values of emitter current appeared twofold decrease of forward emitter current gain.

Examinations of maximum output current (Figure 4) pointed on small change of this parameter,
although the forward emitter current gain was halfed in some cases. Examinations of maximum
output current demand serial transistor operation in high level injection mode (ideality factor
n = 2). In this mode serial transistor operates in far right part of characteristic β (VBE), where
change of VBE has the least influence on forward emitter current gain. Some authors consider
reduction of voltage regulator’s maximum output current proportional to serial transistor’s forward
emitter current gain [7], so the change of forward emitter current gain in high-level injection mode
of operation may consider basic for mutual comparison of sample’s radiation tolerance. In the
worst case, decline of maximum output current of voltage regulator L4940V5 didn’t exceed 7%.
Increase of base current, also as stable regulation of output voltage pointed on primary significance
of driver transistor and control circuits (especially voltage reference and error amplifier) on voltage
regulator’s radiation hardness, while the current gain loss of serial pnp transistor had less influence.

Mentioned effects didn’t have influence on proper functioning of circuit L4940V5, even after
absorption of very high total doses.

The only similarity in radiation responses between two types of low-dropout voltage regulators
was response of samples that operated with high load current during the irradiation. In serial
transistors operating in conditions of high-level carriers injection in emitter (total circuit’s current of
500mA), noticed decline of lateral serial transistor’s forward emitter current gain (voltage regulator
LM2940CT5) was some 40%, while the current gain decline of vertical transistor, situated in circuit
L4940V5, was about 30%.
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4. CONCLUSION

Voltage regulators “National Semiconductor” LM2940CT5, made by the use of conventional mono-
lithic bipolar process with lateral pnp transistors and round emitters, even due to the use of
older technological process and creation with highly contaminated isolation oxide, showed notable
degradation of lateral pnp transistor’s forward emitter current gain, but much less than expected.
However, all samples had functional failure after exposure to low total doses of medium-dose-rate
ionizing radiation. On the other hand, voltage regulators “STMicroelectronics” L4940V5, BiC-
MOS integrated circuits created by the use of vertical process with side local oxides, demonstrated
exceptionally high radiation hardness.

Increase of absorbed total dose caused higher electron injection from the base into the emitter
area of lateral pnp transistors, having impact on increase of lateral pnp transistor’s base current
during the irradiation of voltage regulators LM2940CT5.

Detailed examinations of voltage regulator L4940V5 pointed on significant degradation of serial
transistor’s forward emitter current gain, that exerted by the great increase of voltage regulator’s
quiescent current. Nevertheless, this effect didn’t affect device’s proper functioning. The main rea-
son for noticed sensitivity of examined vertical serial pnp transistor was application of interdigitated
emitter, with great perimeter-to-area ratio, used to increase the emitter efficiency in conditions of
opereation with high current density.

Beside the assumed high radiation hardness of vertical pnp transistors, primarily due to the
relocation of current flow from the surface towards the substrate, experiment pointed on the great
influence of emitter geometry on characteristics of power transistor, comparable with the influence
of implemented technological process. Also, it was noticed that changes of serial transistor’s pa-
rameters don’t need to be the decisive factor in the correct operation of voltage regulators in the
radiation environment.
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Abstract— This paper compares the reliability of standard commercial Erasable Programmable
Read Only Memory (EPROM) and Electrically Erasable Programmable Read Only Memory
(E2PROM) components exposed to gamma rays. Results obtained for CMOS-based EPROM
(NM27C010) and E2PROM (NM93CS46) components provide evidence that EPROMs have a
greater radiation hardness than E2PROMs. Moreover, the changes in EPROMs are reversible,
and after erasure and reprogramming all EPROM components restore their functionality. On
the other hand, changes in E2PROMs are irreversible. The obtained results are analyzed and
interpreted on the basis of gamma ray interaction with the CMOS structure.

1. INTRODUCTION

Major advantages of Electrically Erasable Programmable Read Only Memory (EEPROM or E2PRO-
M) over Erasable Programmable Read Only Memory (EPROM) components are the elimination of
UV erase equipment and the much faster in-the-system erasing process (in milliseconds compared
with minutes for high-density EPROM). On the other hand, a major drawback of E2PROMs is the
large size of their two transistor memory cells compared to single transistor cells of EPROMs [1].
Following the shift from NMOS to CMOS transistor technology, presentday programmable non-
volatile memories are mostly CMOS-based, as is the case with both memory models investigated in
this paper. The influence of neutron displacement damage, primarily reflected in the change of mi-
nority carrier lifetime, is negligible in all MOS (Metal-Oxide Semiconductor) structures, since their
operation is not significantly affected by minority carrier lifetime. Other types of neutron damage,
including secondary ionization and carrier removal, are minimal and indirect [2, 3]. CMOS structure
is naturally immune to alpha radiation, due to the shallow well. The formation of electron-hole
pairs by an alpha particle will primarily take place in the substrate below the well. The well
forms an electrical barrier to the carriers, preventing them from reaching the gate and influencing
transistor operation. Any carriers generated in the well itself recombine quickly or get lost in the
flow of majority carriers [1, 4]. Gamma radiation may cause significant damage to programmable
memories, deteriorating properties of the oxide layer, and was therefore considered in this paper.

2. EXPERIMENTAL PROCEDURE

Examination of EPROM and E2PROM radiation hardness was carried out in cobalt-60 (60Co)
gamma radiation field at the “Vinca” Institute of Nuclear Sciences, Belgrade, Serbia. Absorbed
dose dependence of the changes in memory samples caused by irradiation was monitored. The
60Co source was manufactured at Harwell Laboratory. Air kerma rate was measured at various dis-
tances from the source with a Baldwin-Farmer ionization chamber. Absorbed dose was specified by
changing the duration of irradiation and the distance between the source and the examined memory
samples. Absorbed dose in Si was calculated from the absorbed dose in air, by using the appro-
priate mass energy-absorption coefficients for an average energy of 60Co gamma quanta equal to
1.25MeV. Mass energy-absorption coefficients for silicon and air(µenSi(1.25MeV) = 0.02652 cm2/g,
µenAIR(1.25 MeV) = 0.02666 cm2/g) were obtained from the NIST tables [5]. Testing was per-
formed on samples of COTS (Commercial Of The Shelf) EPROMs and E2PROMs. EPROMs used
for the investigations were NM27C010 components, with 1,048,576-bit storage capacity, organized
as 128 K-words of 8 bits each, in a 32-Lead PLCC package. E2PROM samples used were NM93CS46
components, with 1024-bit storage capacity, organized as 64 × 16-bit array, packaged in an 8-pin
DIP chip carrier. Fourty samples were used for both EPROM and E2PROM testing, based on
which the average results presented in the paper were obtained. All tests were performed at room
temperature (25◦C). Irradiation of a 40-sample batch was conducted in consecutive steps, corre-
sponding to the increase of total absorbed dose. Dose increment was 30 Gy per irradiation step for
EPROMs and 50 Gy for E2PROMs. All memory locations (cells) were initially written into a logic
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‘1’ state, corresponding to an excess amount of electron charge stored on the floating gate. This
state has been shown to be more radiation sensitive than the ‘0’ state, responding with a greater
threshold voltage shift for the same absorbed dose [6]. Effects of gamma radiation were examined
in terms of the number of “faults” in memory samples following irradiation. A fault is defined by
the change of a memory cell logic state as a consequence of irradiation. The content of all memory
locations was examined after each irradiation step, where by the number of read logic ‘0’ states
equaled the number of faults. Although ionizing radiation effects in MOS structures are generally
dose-rate dependent, effects in EPROM and E2PROM cells don’t depend on dose rate. Radiation
induced charge changes on the floating gate occur extremely fast, and so are in phase with any
incident radiation pulse [7].

3. RESULTS AND DISCUSSION

Plots presented in the paper are based on mean values taken over 40 samples. Both the differential
and aggregate relative change of the number of faults with the absorbed dose in EPROM samples is
shown in Figures 1(a) and (b). First faults, of the order of 2%, appeared at 1120 Gy. The number
of faults increased with the rise of the absorbed dose. At dose values above 1240 Gy, significant
changes in memory content were observed.

Changes in EPROMs proved to be reversible, i.e., after UV erasure and reprogramming all
EPROM components became functional again — consecutive erasing, writing and reading of the
previously irradiated samples was efficiently performed several times. A repeated irradiation pro-
cedure of EPROM samples, following erasure and reprogramming to ‘1’ state, produced faults
already at 220Gy, with significant failures in memory content occurring above 310Gy, as shown in
Figures 2(a) and (b). The lower threshold of fault occurrence upon repeated irradiation testifies
of the cumulative nature of radiation effects. The differential and aggregate relative change of the

(a) (b)

Figure 1: Average relative change of the number of faults versus the absorbed dose in irradiated EPROM
samples: (a) differential, (b) aggregate (Ntot = 1, 048, 576 bits, N0 = 0).

(a) (b)

Figure 2: Average relative change of the number of faults versus the absorbed dose in reprogrammed and
repeatedly irradiated EPROM samples: (a) differential, (b) aggregate (Ntot = 1, 048, 576 bits, N0 = 0).
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number of faults with the absorbed dose in irradiated E2PROM samples is shown in Figures 3(a)
and (b). First faults appeared at 900Gy, proving E2PROMs to be more sensitive to gamma radi-
ation than EPROM components. With further dose increase, the number of faults also increased.
Moreover, the changes in E2PROMs appeared to be irreversible. Irreversibility of radiation damage
in E2PROMs was established based on the fact that the standard erasure procedure was unable to
erase the contents of any of the irradiated memory samples. In CMOS EPROMs and E2PROMs,
utilizing either N -well or P -well technology, the dual polysilicon gate, consisting of the control and
the floating gate, resides over an N -channel transistor. Polysilicon layer floating gate, insulated
from the control gate above it and the silicon channel below it by the gate oxide, is used to store
charge and thus maintain a logical state. Charge is stored on the floating gate through hot electron
injection from the channel in EPROMs, and through cold electron tunneling from the drain in
E2PROMs. The stored charge determines the value of transistor threshold voltage, making the
memory cell either ‘on’ or ‘off’ at readout [1].

Passing through the gate oxide (SiO2), gamma radiation breaks Si-O and Si-Si covalent bonds,
creating electron/hole pairs. The number of generated electron/hole pairs depends on gate oxide
thickness. Recombination rate of these secondary electrons and holes depends on the intensity of
electric field in the irradiated oxide, created by charge stored at the floating gate, and modulated
by the change in charge carrier concentration and their separation within the oxide. The greater
the electric field, the larger the number of carriers evading recombination. Incident gamma photons
generate relatively isolated charge pairs, and recombination is a much weaker process than in the
case of highly ionizing particles.

Secondary electrons which escape recombination are highly mobile at room temperature. In the
‘1’ state of the memory cell, excess amount of electrons stored on the floating gate maintains an
electric field in both oxide layers, that swiftly drives the secondary electrons away from the oxide to
the silicon substrate and the control gate. The direction of electron motion is generally dependent

(a) (b)

Figure 3: Average relative change of the number of faults versus the absorbed dose in irradiated E2PROM
samples: (a) differential, (b) aggregate (Ntot = 1024 bits, N0 = 0).

Figure 4: Energy band diagram of the the dual polysilicon gate when programmed into the logic ‘1’ state.
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on the gate voltage polarity at the time of irradiation. Electron drift occurs even with no external
voltage applied to the gate, due to work function potentials. The logic ‘1’ state (excess amount
of negative charge stored on the floating gate) has been chosen as the starting state in this paper,
since it is more liable to fault occurrence. Energy band diagram of the the dual polysilicon gate
when programmed into the excess electron (logic ‘1’) state is shown in Figure 4. The diagram also
illustrates electric field direction in the oxide (SiO2) and the charge stored on the floating gate.

In addition to electron/hole pair creation, secondary electrons may produce defects in the oxide
by way of impact ionization. Colliding with a bonded electron in either an unstrained silicon-
oxygen bond (≡Si-O-Si≡), a strained silicon-oxygen bond, or a strained oxygen vacancy bond
(≡Si-Si≡), a secondary electron may give rise to one of the hole trapping complexes. Interaction
with an unstrained silicon-oxygen bond gives rise to one of the energetically shallow complexes (≡Si-
O•+Si≡ or ≡Si-O+•Si≡, where • denotes the remaining electron from the bond). Strained silicon-
oxygen bonds, distributed mainly near the oxide/substrate and oxide/floating gate interfaces, are
easily broken by the passing electrons, giving rise to the amphoteric non-bridging oxygen (NBO)
center (≡Si-O•) and the positively charged ≡Si+ center (known as the E′

s center). Collision of
the secondary electron with one of the strained oxygen vacancy bonds, also concentrated near the
interfaces, leads to the creation of the ≡Si+•Si≡ center (known as the E′

γ center). Hole traps
generated in the bulk of the oxide are shallow, while the centers distributed in the vicinity of the
interfaces (NBO, E′

s, E′
γ and their variants) act as deep hole traps at which long-term trapping of

holes occurs [9, 10]. The latter are refered to as interface traps, surface states, or border traps [11].
While traversing the oxide, radiation-generated secondary electrons themselves create additional

electron/hole pairs. Some of the secondary electrons may be trapped within the oxide, but this is
a low-probability event, due to their high mobility and the low concentration of electron trapping
sites in thermally grown SiO2 [8].

Holes generated in the oxide by incident gamma radiation and through secondary ionization
are far less mobile than the electrons. They are either trapped in the oxide, or move toward the
floating gate under the influence of the electric field in the logic ‘1’ state. Hole transport through
the oxide occurs by means of two mechanisms: hopping transport via direct hole tunneling between
localized trap sites, and trap-mediated valence band hole conduction.

The probability of holes moving through the oxide breaking unstrained silicon-oxygen bonds is
low. However, since hydrogen atoms and hydroxyl groups are always present in thermally grown
oxides as impurities, migrating holes may create defects by interacting with either ≡Si-H or ≡Si-
OH bonds, whereby hydrogen atoms and ions (H◦ and H+) are released. Once reaching the ox-
ide/floating gate interface, holes can break both strained silicon-oxygen bonds and strained oxygen
vacancy bonds, producing NBO, E′

s and E′
γ centers. Holes trapped at the oxide/substrate interface

which recombine with electrons injected from the substrate may produce another kind of ampho-
teric defect (Si3 ≡Si•, a silicon atom at the interface back bonded to three silicon atoms from the
floating gate), called the Pb0 center [12–14].

Radiation produced bulk defects may themselves migrate in the strained region near either
the oxide/floating gate or the oxide/substrate interface and result in the formation of interface
traps [15, 16].

Another mechanism of interface trap buildup includes hydrogen atoms and ions released by
the holes in the oxide. Hydrogen atoms and ions diffuse and drift toward the oxide/floating gate
interface. When a H+ ion arrives at the interface, it picks up an electron from the floating gate,
becoming a highly reactive hydrogen atom H◦, which is able to produce interface traps [17, 18].
Interface traps may also be generated through direct interaction of incident gamma photons [19].
The holes not trapped in the oxide are injected into the floating gate, reduce the net amount
of electron charge stored on it, and thereby decrease the threshold voltage of the cell’s NMOS
transistor. The trapping of holes occurs mostly at the oxide/floating gate interface, where the
concentration of deep hole traps is high. The positive charge of these trapped holes, will tend
to mask the negative electron charge on the floating gate, again reducing the transistor threshold
voltage. Thus, the trapped and the injected holes both produce a negative threshold voltage shift.
Small oxide thickness gives rise to considerable fluctuation of absorbed energy, directly influencing
the number of faults in the examined samples. Moreover, the amount of radiation-induced defects
acting as electron and hole traps is a complex function of the gate oxide material, as well as of the
doping and processing methods used in securing the oxide onto the silicon surface. These are the
reasons for the observed variation in the number of faults among the examined memory samples.
Another effect caused by gamma radiation is electron emission from the floating gate. This kind
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of emission is the basis for standard EPROM erasure by UV radiation. During irradiation, gamma
photons cause electrons to be emitted over the floating gate/oxide potential barrier. Once in the
oxide, electrons are swept to the substrate or control gate by the electric field. The loss of electrons
from the floating gate causes additional decrease of the threshold voltage. The net effect of charge
trapping in oxide and at oxide/floating gate interfaces, as well as of floating gate hole injection
and electron emission, is the change of the NMOS transistor threshold voltage. Radiation induced
change of the threshold voltage may affect memory cell logic state at readout. Threshold voltage
VT is, hence, the key parameter of memory cell state. Modeling charge stored at the NMOS floating
gate as charge on a parallel plate capacitor, threshold voltage can be expressed as:

VT = VT0 +
qsd

ε
(1)

where VT0 is the initial transistor threshold voltage due to processing, qs is the floating gate surface
charge density, d is the oxide thickness between the control and floating gate, ε is the oxide dielectric
constant. This model disregards the dependence of threshold voltage on the actual position of the
trapped charge sheet within the oxide. The influence of gamma irradiation on programmable
memories is manifested through the change of the net gate surface charge density. Threshold
voltage as a function of the absorbed dose can be represented by the empirical relation:

VT (D) = V eq
T +

(
VT0 − V eq

T

)
e−αD (2)

where α is a constant dependent on the type and energy level density of the traps in the oxide,
V eq

T is the threshold voltage at extremely high doses (also called the radiation saturation voltage),
when an equilibrium of the dominant processes causing the change of gate surface charge density
— hole trapping, hole injection, electron emission and electron-hole recombination — is achieved.
UV photons with an energy lower than the bandgap of silicon dioxide (≈ 9 eV) are incapable of
creating electron-hole pairs in the oxide, but are capable of exciting electrons from the silicon
substrate into the oxide, where they recombine with the trapped holes. Irradiation of EPROMs
by UV light during erasure partially reduces the radiation-induced trapped charge from previous
exposure to gamma photons. This light-induced annealing of trapped holes can account for the
observed reversibility of changes in EPROMs. The cumulative nature of gamma radiation effects
observed in EPROM components can be attributed to the fact that not all holes trapped at radiation
induced interface states are annealed during UV erasure at ambient temperature. Since E2PROM
erasing process involves no UV irradiation, there can be no light-induced annealing of trapped holes
in these components. Thermal annealing of holes trapped at deep interface traps is not evident at
ambient temperatures. Current-induced annealing of trapped holes, due to recombination of holes
with electrons being driven from the floating gate to the drain, could be expected to occur during
E2PROM electrical erasure. However, this kind of annealing is known to require much longer times
compared to the duration of a standard E2PROM erasing procedure. On the whole, no significant
annealing of trapped holes occurs in E2PROMs, and hence radiation-induced changes in these
components appeared irreversible on the time scale of experiments performed in this paper (∼ 10
hours). Higher sensitivity of the tested E2PROM components to gamma radiation is a consequence
of a more pronounced radiation induced electron emission from the floating gate over the thin oxide
region (≈ 10 nm) between the floating gate and the drain, due to a lower potential barrier [2].

4. CONCLUSION

This paper presents the results of the examination of programmable ROMs’ radiation hardness. In-
fluence of cobalt-60 gamma radiation was tested on EPROM and E2PROM components. EPROM
components exhibited higher radiation reliability than E2PROMs. Significant faults in EPROM
and E2PROM components appeared at 1240 Gy and 900 Gy, respectively. Changes in EPROMs are
reversible, and after erasing and reprogramming, all EPROM components restored their functional-
ity. Reversibility of changes in EPROMs is attributed to partial light-induced annealing of trapped
holes during UV erasure. Due to the cumulative radiation effects, first failures of the previously
irradiated EPROMs appear at significantly lower doses. On the other hand, E2PROM changes
are irreversible. All observed phenomena have a plausible theoretical explanation, based on the
interaction of gamma rays with the oxide layer of memory cell MOS transistors. The influence of
gamma radiation is basically manifested through the change of the net floating gate surface charge
density, and consequently of transistor threshold voltage.
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Ambiguous Influence of Radiation Effects in Solar Cells

Aleksandra Vasic, Milos Vujisic, Koviljka Stankovic, and Bojan Jovanovic
University of Belgrade, Serbia

Abstract— Regardless of the very high standards in the production of electronic devices, all of
them are more or less, prone to the effects of aging even if they are not exposed to extreme (hostile)
working conditions. One of the most limiting factors for all kinds of detectors is their noise, such
as frequency dependent generation-recombination noise, burst noise and 1/f noise. Common
source of noise that is connected to the hostile working conditions is radiation. Photovoltaic (PV)
conversion of solar energy is one of the most up-to-date semiconductor technologies that enables
application of PV systems for various purposes. Solar cells, the basic elements for photovoltaic
conversion of solar energy, are especially susceptible to radiation damage, primarily due to their
large surface. The lifetime of the solar cell is restricted by the degree of radiation damage
that the cell receives. This is an important factor that affects the performance of the solar cell
in practical applications. Introduction of radiation-induced recombination centers reduce the
minority carrier lifetime in the base layer of the p-n junction increasing series resistance, and
lead to an enormous increase of noise in solar cells. After very high doses of radiation series
resistance of the base layer could be so high that most of the power generated by the device is
dissipated by its own internal resistance. The aim of this paper is to investigate the influence of
radiation on output characteristics of solar cells in connection to their noise level that could lead
to better understanding of transport properties, electron-hole pair creation etc.

1. INTRODUCTION

Photovoltaic (PV) conversion of solar energy is one of the most up-to-date semiconductor tech-
nologies that enables application of PV systems for various purposes. The wider substitution of
conventional energies by solar energy lies in the rate of developing solar cell technology. Silicon is
still the mostly used element for solar cell production, so efforts are directed to the improvement of
physical properties of silicon structures. Silicon solar cells belong to a wide group of semiconductor
detector devises, though somewhat specific in its design (larger than most of the detectors). One of
the most important characteristic of detectors is their energy resolution that primarily depends on
noise. That is why lowering noise is important for obtaining good quality detectors. It is known that
low frequency noise (1/f and burst noise) is manifested as random fluctuation of the output current
or voltage, leading to lowering of the efficiency of the device. Various experiments suggests [1, 2]
that the origin of this noise is fluctuation of the number free charge carriers connected to existence
of the traps located in the vicinity or directly in the junction area, or fluctuation of the mobility of
charge carriers. In both cases these fluctuations arise from the interactions of carriers with defects,
surface states and impurities, that are either introduced during manufacturing of the device, or as
a consequence of the hostile working conditions (radiation, high temperature, humidity). Because
of the large surface to volume ration, surface effects are expected to be a major cause of 1/f noise,
so good quality contacts are of great importance. Silicides belong to a very promising group of
materials with low resistivity and good temperature stability that are used for fabrication of reliable
and reproducible contacts. Even so, surface effects such as surface recombination fluctuations in
carrier mobility, concentration of surface states, etc., have great influence on frequency dependent
noise in silicides also. It has been found [3, 4] that ion implantation of As+ ions in the formation
of the silicides could improve electrical characteristics of silicides regarding their noise level.

Other most common source of noise that is connected to the hostile working conditions is
radiation. For example, spent nuclear fuels emit simultaneously, in addition to γ-rays, several
neutrons also, so semiconducting device (e.g., solar cell) placed in the vicinity of these fuels sustains
different kind of radiation damage both from γ-rays and from neutrons. The lifetime of the solar
cell is restricted by the degree of radiation damage that the cell receives. This is an important
factor that affects the performance of the solar cell in practical applications.

The main effect of the radiation is an increase of the saturation current generated within or at
the surface of the depletion region. The permanent damage in the solar cells materials is caused
by collisions of the incident radiation particles with the atoms in the crystalline lattice, which are
displaced from their positions. These defects degrade the transport properties of the material and
particularly the minority carrier lifetime [5–9]. This lifetime decrease produces degradation of the
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parameters of the cell ultimately leading to an increase of the noise level. The interaction between
vacancies, self-interstitials, impurities, and dopants in Si leads to the formation of undesirable
point defects such as recombination and compensator centers which affects performance of the
solar cells, especially in space. Introduction of radiation-induced recombination centers reduce the
minority carrier lifetime in the base layer of the p-n junction increasing series resistance. After
very high doses of radiation series resistance of the base layer could be so high that most of the
power generated by the device is dissipated by its own internal resistance [10, 11]. However, small
doses of radiation carefully introduced and monitored, could have some beneficial effects on device
performance due to possible relaxation of crystal lattice, leading to lowering of series resistance.

In this paper, two aspects of improvement of solar cell characteristics via lowering noise level
were presented. First one is related to methods of lowering 1/f noise in silicides that could be used
as reliable contacts, and the other to the application of small dose radiation.

2. EXPERIMENTAL PROCEDURE

Experimental measurements in this paper concerning 1/f noise in silicides included studies of
arsenic ion implantation effects on the frequency noise level characteristics of TiN/Ti contacts on
p-type Si. Ion implantation with As+ ions, annealing and electrical characterization were performed
on the samples. Thin films were deposited by ion sputtering in a Balzers Sputtron II system, at the
background pressure in the chamber of 1 × 10−6 mbar, and the argon pressure during sputtering
of 1× 10−3 mbar. Implantation of arsenic was performed at 350 keV with the dose range between
1×1015 ions/cm2 to 1×1016 ions/cm 2. Thermal treatment was performed at different temperatures
for 20 min. Structural analysis of TiN/Ti/Si samples was performed by Rutherford backscattering
spectrometry (RBS), with a 1.5MeV He+ ion beam at normal incidence and the detector position
at 160◦. Noise level measurements were performed with the measurement equipment consisting
of the multichannel analyzer ND-100, low noise pre-amplifier, and amplifier (standard ORTEC
equipment). MAESTRO II code was used for automatic energy calibration. Frequency noise
measurements were performed at room temperature.

Experimental measurements concerning solar cells were carried out on the commercially available
solar cells based on encapsulated polycrystalline silicon manufactured by Leybold. Solar cells were
irradiated with Pu-Be point neutron source. Samples were in direct contact with the source, and
maximum dose was dD/dt = 0.36mGy/h. Current-voltage data were used for the characterization
of the properties of solar cells. Standard measurement equipment was used to measure I-V curve
for two illumination levels of 32 W/m2 and 58 W/m2 after every irradiation step.

3. RESULTS AND DISCUSSION

3.1. Noise Level in Silicides
The results of structural (RBS) analysis have shown that ion implantation did not induce redistri-
bution of components for lower implantation doses. The spectra indicate that the entire titanium
layer has interdiffused with the silicon substrate. The presence of the TiSi2 and TiSi2 phase in
the implanted samples was observed. In all cases top TiN layer remains unaffected, but for higher
doses of implantation (1× 1016 ions/cm2) a disordered structure was registered. This corresponds
to the amorphization of silicon substrate, which is moving deeper with the ion dose, showing that
the physical properties of TiN/Ti/Si are influenced by the implantation.

This observation was confirmed by noise level measurements. Spectra of the frequency noise
(1/f) level for unimplanted sample and two different doses of implantation (5× 1015 ions/cm2 and
1× 1016 ions/cm2) were presented in Fig. 1.

These spectra were taken at different time constant τ (frequency ranges τ ∼ 1/f) of the low noise
amplifier. From Fig. 1, it could be seen that implantation doses have different effects for different
frequency ranges. In the frequency range of 15–26 kHz (time constant of 6–10µs) ion dose of 1 ×
1016 ions/cm2 gives better results than unimplanted sample, but in the range beyond 80 kHz (time
constant lower than 2µs), it produces greater noise compared to unimplanted sample. However,
ion dose of 5 × 1015 ions/cm2 shows the best results for the entire measuring range, suggesting
that this dose of implantation induce a more homogeneous silicidation and the formation of Ti-Si
phase with a lower concentration of crystal defects (after annealing). The lower concentration of
point defects and dislocations and a more homogeneous silicide/silicon interface result in a lower
frequency noise level of the analyzed structures. Also, previous results have shown [4] that the noise
level was lowest for the samples implanted after annealing. This suggests that thermal treatment
induce relaxation of crystal lattice and improvement of the crystal structure of the silicides. All of
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Figure 1: Frequency noise level for three TiN/Ti/Si
samples.
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Figure 2: Dependence of the series resistance on
doses for two illumination levels.

these methods lead to an improvement of electrical characteristics of silicides and devices based on
silicides as contacts.

3.2. Irradiation of Solar Cells

Negative influence of radiation on electrical characteristics of the semiconducting devices is a well
known and thoroughly investigated fact, especially when working in hostile conditions. Solar cells
used in space are exposed to all kinds of radiation, both wave and particle. Their special design
(surface to volume ratio) makes them susceptible to radiation damage, and improvement of electri-
cal performance of such damaged calls is the aim of many experiments [8]. Radiation damage due
to neutrons (heavy particles) is, as mentioned before, primarily connected to the displacement of
silicon atoms from their lattice sites in the crystalline silicon solar cells, leading to destruction and
distortion of local lattice structure and formation of defects. If, under the influence of neutrons,
stable defects are made, they could, together with impurity atoms, donors and for example im-
planted atoms, form complex defects acting as recombination sites or traps, significantly decreasing
minority carrier lifetime. This lifetime decrease produces degradation of electrical parameters of
the cell, such as series resistance (Rs), output current and finally efficiency (η). High level of series
resistance usually indicate the presence of impurity atoms and defects localized in the depletion
region acting as traps for recombination or tunneling effects, increasing dark current of the cell.
Moreover, shallow recombination centers in the vicinity of conducting zone enhance tunneling ef-
fect, further degrading output characteristics of the cell by increasing noise level (especially burst
noise that is connected to the presence of excess current).

Such negative impact of neutron radiation was observed in this experiment for higher illumi-
nation level also, as could be seen in Fig. 2. But interesting phenomena — the decrease of series
resistance, was observed for lower values of illumination. (Different behavior for different illumina-
tion level is due to the presence of finite series and parallel resistance in the cell.)

This decrease is very significant from the solar cell design standpoint because it indicates possible
beneficent influence of low doses of irradiation, even with neutrons. It could be explained by the
fact that during fabrication process of any semiconducting device, structural defects and impurities
that were unavoidably made, produce tension in the crystal lattice. Low doses of radiation could
act similarly to annealing, relaxing lattice structure and decreasing series resistance. Subsequently,
this leads to lowering of noise level and an increase of the output current as shown in Fig. 3 (Jm

— current in the maximum power point).
Finally, improvement of output characteristics after the first irradiation step for low illumination

level is registered for the efficiency also, Fig. 4.
Although higher doses of neutron radiation undoubtedly have negative impact on the perfor-

mance of solar cells, observed phenomena give possibilities for using radiation as a method for the
improvement of solar cell characteristics.
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4. CONCLUSION

Noise, as one of the most important limiting factor for energy resolution of detectors (in this case,
solar cells) was investigated in this paper. Two different approaches for lowering noise in silicon so-
lar cells were presented. First part of the paper was oriented to the frequency dependent 1/f noise
in contacts, since recombination, trapping-detrapping of carriers and other interactions are more
pronounced in the surface area. For that reason, silicides were proposed to be used as contacts,
because of their good electrical characteristics and stability. Arsenic ion implantation of TiN-Ti-Si
structure was used to further improve the performance of silicides as contacts, and to reduce their
noise. It was established that both physical and electrical properties of used silicides are influenced
by the implantation doses. As could be expected, higher doses result in degradation of electrical
characteristics (via increasing noise level). But the results of frequency noise measurements indi-
cate that ion implantation could successfully be applied in order to achieve a more homogeneous
silicidation, if carefully optimized dose (in our case 5× 1015 ions/cm2) was used. This dose of As+
ions was proved to be optimal for fabrication of low-resistivity and low-noise contacts.

Second approach investigated in this paper was lowering noise in the bulk of solar cells. It
was shown that, though commonly referred to as a source of noise in semiconducting devices,
radiation induced effects (interaction of neutrons with Si solar cells, in particular) could have in
some cases positive effect on main electrical characteristics (Rs, Jm, η). Initial improvement of the
characteristics observed for small doses of neutron radiation and low illumination level, indicates
that there is a possibility of using irradiation for enhancement of the solar cells quality.
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Abstract— GM counter is used often in radiation detection since it generates strong signal
which can be easily detected. Working principal of GM counter is based on ionization interaction
of radiation with atoms and molecules of gaseous in counter’s tube. Free electrons created as
a result of the interaction, present in a counter’s tube, become initial electrons, i.e., they start
an avalanche process which is detected as a pulse of current. This current pulse is independent
on energy imparted in gaseous which is the main difference between GM counter and majority
of other radiation detectors. Dependence on incidence radiation energy, tube’s orientation and
reading system characteristics are labeled in the literacy as the main sources of measurement
uncertainty of GM counter. The aim of this paper is to determine influence of counter’s tube
volume on the measurement uncertainty of GM counter. Therefore, dependence of detecting
pulse current formation on counter’s tube size will be considered, both in radial and parallel ge-
ometry. Initiation and current pulse developing will be treated throughout elementary processes
of electrical discharge as Markov processes, while the change of counter’s tube volume will be
treated throughout space-time enlargement law. Random variable “current pulse in the counter’s
tube” (i.e., electrical breakdown of the electrode configuration) will be considered statistically
and based on it, appropriate theoretical distribution will be determined. Results obtained theo-
retically will be compared with appropriate experimental results obtained under well controlled
laboratory conditions.

1. INTRODUCTION

According to the known characteristics of GM counter [1], by the process of detecting ionizing
radiation, potential sources of uncertainty can be identified: detection dependence on energy and
incident angle of radiation, counter dead time, reading system (by the resolution of instrument),
instrument calibration errors, influence of background radiation, uncertainty arising from the mea-
surement process (counting impulses), influence of overvoltage phenomenon in electronic devices
(in their wire structures) generated by induction of overvoltage upon the electromagnetic rays
which are a consequence of electromagnetic radiation in environment where the measurements are
performed (this phenomenon is specially marked in urban environment). In essence, functioning
of GM counter is based on self-sustained avalanche gaseous effect, and in that sense, energy of
incident radiation determines the number of free, potentially initial electrons in counter’s tube,
so the energy contributes significantly to the stochastic response of the counter, in fact, to the
statistical discharge time [2], and directly determines the nature of type A uncertainty. In a sim-
ilar way, the angle of incident radiation contributes to type A uncertainty, because the number
and position of free electrons depends on this angle, and that is specially marked in a tube with
coaxial electric field [3]. Dead time of a counter is a source of type B or combined uncertainty,
which depends on determining method. Determining dead time by recording pulses at counter’s
output can be conditionally arranged to type B uncertainty, and determining dead time by the two
sources method has to be considered as a combined uncertainty, because the stochastical nature
of radioactive decay has to be taken in consideration. Applied reading system is source of type B
uncertainty and depends on resolution of counter’s technological solution as well as the true value
of measured variable (electrical discharge throughout counter’s tube which is of analog nature)
is symmetrically arranged through digital reading, in fact, is it uniformly distributed in interval
between n − 1/2 and n + 1/2 digits [4]. Uncertainty due to instrument calibration is of type B
and in almost all cases is a component of uncertainty arising from systematic effects. Background
cosmic radiation is source of combined uncertainty and determination of this kind of uncertainty
is the most difficult one, because of its fluctuation and energy structure. Contribution of back-
ground radiation to uncertainty can be decreased by applying anticoincidence protection and by
background radiation correction, but it is never completely eliminated [5]. Uncertainty of counting
impulses from radioactive source is of type A, because the deexcitation of a nucleus is completely
random and nothing can determine the deexcitation moment, in other words, it is impossible to
connect deexcitation with any measuring law — each process arising in that way is of stochastical
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nature and is associated with Gaussian distribution (because of possible time balance of its occur-
rence) [6]. Minimization of electronic components, and even more the exposure of environment to
electromagnetic radiation, lead to frequent occurrences of overvoltages within electronic devices of
GM counters, which can, independently of the counter’s tube, trigger the reading system and in
that way cause type A uncertainty. Influence of this source of uncertainty can be decreased by
applying the overvoltage protection of electronic devices (coordination of isolations at low voltage
level) and/or by performing measurements in an area protected from electromagnetic radiation
(over 100 dB protection).

2. THE TUBE VOLUME REDUCTION

Seeing that the probability of self sustained discharge occurrence is of geometrical nature, the tube
volume reduction causes the reduction of Geiger discharge occurrence probability.

In order to describe this effect throughout mathematical modeling, it is suitable to present the
tube volume reduction as a reduction of capacitor interelectrode gap, in two steps: 1 — n times
reduction in the direction of z-axis and 2 — m times reduction in xy plane (electrode surface).

First step, i.e., determination of pulse number and its deviation, as a function of interelectrode
gap reduction, is based on gas discharge development as Markov process [7]. Free electron becomes
initial electron when it has been found within critical volume where it can take enough energy from
electrical field to start an avalanche process.

Interelectrode gap reduction, followed by lowering of operational voltage and/or increasing the
pressure, causes the critical volume reduction according to the similarity law [7, 8], where the
number of electrons arised from primary ionization increases because of an increased gas density.
The result of these two effects is less stochactical primary ionization position within a smaller
interelectrode gap. Taking into account mentioned effects, the change of pulse number and its
standard deviation, with n times reduction of interelectrode gap, can be expressed as [8, 9]:

In,1 =
I1

n2
(1)

σn,1 =
σ1

n2r
, (2)

where the parameter r is higher than 0.
Second step, i.e., the tube reduction in xy plane is based on presenting the starting system as

a capacitor, in fact as a parallel connection of m identical capacitors which is equivalent to said
capacitor. Non-breakdown probability, i.e., no Geiger discharge, in the starting system presupposes
non-breakdown of all m subsystems, which means that the value of breakdown voltage Um is
higher than the value of operational voltage U . In this case of discrete random variable, with
two possible events (breakdown and non-breakdown), the problem can be presented with constant
voltage testing. Critical volume of each two-electrode system is proportional to the voltage applied,
with no respect to the electrode configuration [10, 11]. Therefore the random number of breakdown,
i.e., the number of pulses and its standard deviation of the reduced size tube in xy plane can be
expressed as [8, 9]:

I1,m = I1,1 + L (β)
[
1− 1

mβ

]
σ1,1

m
1
β

(3)

σ1,m = m
1
β σ1,1 (4)

Summing the effects of a tube volume reduction n times in z-axes direction and m times in xy
plane gives:

In,m = I1,1

(
1 +

1
n2

)
+ L (β)

[
1− 1

mβ

]
σ1,1

m
1
β

(5)

σn,m = σ1,1

(
1

n2,2
+ m

1
β

)
(6)

3. THE EXPERIMENT

Two type of tubes are used in the experiment. Type 1 tube was used for analyzing the influence
of interelectrode gap on the measurement uncertainty of type A. This tube was made out of glass
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and filled with He gas with pressure of 50 mbar where the cylindrical shape of electrodes ensured
the homogeneous electrical field (plain-parallel configuration). The interelectrode gap had values
of 0.1 mm, 0.3 mm, 0.5mm, 1 mm, 3 mm, 5mm i 10 mm where the ratio of interelectrode gap
and cylindrical electrode radius kept constant. Type 2 tube was commercial tube made out in
two variants (2a — coaxial geometry and 2b — plain-parallel geometry). This type was used for
measuring the influence of size change in xy plane.

Experimental procedure for testing the influence of the tube reduction in z-axis direction on the
measurement uncertainty consisted of the following steps:

1. Measuring the pulse number for 5 minutes.
2. Measuring the dead time of GM counter by two sources method.
3. Repeating steps 1 and 2 fifty times.
4. Measuring the background radiation for an hour.
5. One step of tube reduction in z axis direction.
6. Repeating the procedure.

Experimental procedure for testing the influence of the tube reduction in xy plane on the mea-
surement uncertainty consisted of the following steps:

1. Measuring the pulse number for 5 minutes.
2. Measuring the dead time of GM counter by two sources method.
3. Repeating steps 1 and 2 fifty times.
4. Measuring the background radiation for an hour.
5. One step of tube reduction in xy plane.
6. Repeating the procedure.

Results of measurements were processed by a statistical calculation consisting of the following
steps:

1. Pulse number correction due to background radiation and dead time of counter.
2. Formation of the statistical sample composed of 50 values of the random variable “mean value

of pulse number” and appropriate statistical sample composed of 50 values of the random
variable “counter’s dead time” for all series of measurements (for all sizes of the tube used).

3. Using of Chauvenet’s criterion for rejecting spurious measurement results.
4. U-test with a 5% significance level was employed to establish whether random variables be-

longed to the same random variable.
5. χ2-test and graphical test were applied for testing the random variables on belonging to

Normal, Weibull and double-exponential distribution.
6. Determination of measurement uncertainty of type A for statistical samples: comparison of

quantitatively and qualitatively obtained values of measurement uncertainty of type A, deter-
mined experimentally with theoretically expected values according to Enlargement Law [8, 9].

4. EXPERIMENTAL RESULTS

Figures 1 and 2 show results obtained for mean value and standard deviation of detected pulse
number with respect to counter’s tube reduction, where an Americium source is used. Figs. 3 and 4
show results obtained for mean value and standard deviation of detected pulse number with respect
to counter’s tube reduction, where a Caesium source is used.

The agreement of experimental and theoretical results has been achieved for mean value of
pulse number (Figs. 1 and 3) where the applicability of the Enlargement Law (reduction, in our
case) has been approved. The discrepancy between the theoretically expected effects of reduction
(or enlargement) and the results obtained experimentally can be noticed in Figs. 2 and 4 where
standard deviation of pulse number is shown.
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Figure 1: Detected mean value pulse number using
an Americium source.

Figure 2: Standard deviation of the pulse number
using an Americium source.

Figure 3: Detected mean value pulse number using
a Caesium source.

Figure 4: Standard deviation of the pulse number
using a Caesium source.

5. CONCLUSION

As mentioned above, the agreement of experimental and theoretical results has been achieved for
mean value of pulse number detected, where the discrepancy between the theoretically expected
standard deviation and the experimentally obtained values has been found. This could be the
consequence of the radiation energy emitted from the source used and the angle of the incidence
energy which has been detected. In further investigations, the effects of incident radiation energy
and angle on measurement uncertainty are to be included, especially in the vicinity of a counter’s
discrimination level.
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1University of Novi Pazar, Serbia
2Faculty of Electrical Engineering, University of Belgrade, Serbia

Abstract— Effects of titanium dioxide memristor exposure to proton and ion beams are in-
vestigated. A memristor model assuming ohmic electronic conduction and linear ionic drift is
used for the analysis. Simulations of particle transport suggest that radiation induced oxygen
ion/oxygen vacancy pairs can influence the device’s operation by lowering both the mobility of
the vacancies and the resistance of the stoichiometric oxide region. These radiation induced
changes affect the current-voltage characteristic and state retention ability of the memristor.

1. INTRODUCTION

Memristor is a one-port circuit element that maintains a nonlinear relationship between time in-
tegrals of the voltage across its terminals and the current running through it. In mathematical
terms, this defining property of a memristor can be expressed in a differential form as:

v(t) = M(w)i(t) (1)

where M is called memristance, and w is a state variable that, in turn, depends on the time integral
of the current, i.e., on the amount of charge q that has passed through the device. It is from
this nonlinear relationship that the characteristic properties of memristors ensue: the hysteretic
features of the i-v curve (namely the single and double loops, with segments of apperent negative
differential resistance) and the ability to operate as a switch by holding or “remembering” the value
of resistance (which gives memristor its name, as a portmanteau for “memory resistor”). Since,
in general, there are many ways for such a nonlinear relationship to hold, there is no such thing
as a generic memristor. The nonlinearity can in principal be achieved through quantities (state
variables) specific of each separate realization of the memristor.

Equation (1) suggests that memristance can be regarded as the effective resistance of a mem-
ristor. Furthermore, a memristor does not introduce a phase shift between current and voltage at
zero crossings, i.e., i = 0 if and only if v = 0. It is therefore a purely dissipative element, much
like the resistor. In the trivial case of constant M , when nonlinearity is removed, memristor indeed
reduces to a resistor. The physical unit for memristance is Ohm.

In the nontrivial case of M depending on q via w, memristor has such an i-v curve that no
combination of nonlinear resistors, capacitors or inductors can reproduce. This inability to duplicate
the properties of a memristor with the other passive circuit elements is what lead to it being seen
as the forth fundamental passive two-terminal circuit element, when it was first hypothesized back
in 1971 [1].

A memristor can remember a state by freezing the value of the state variable w, which is not
necessarily zero when v = 0. The value of w at this point depends on the history of the voltage
change, i.e., on the shape, amplitude and frequency of the driving voltage.

A physical component demonstrating memristance was not created until 2008, when a two-
terminal (one-port) realization of a memristor, based on a thin film of titanium dioxide, was finally
constructed by the Hewlett-Packard Laboratories [2]. Operation of this device relies on the dis-
tribution of oxygen vacancies in the oxide, which can be perturbed through atom displacement
interactions when the component is exposed to proton or ion beams.

2. THE TITANIUM DIOXIDE MEMRISTOR

The constructed memristor is composed of a titanium dioxide thin film between two platinum
electrodes. The oxide layer further consists of a high-resistance stoichiometric TiO2 layer and a
low-resistance oxygen deficient TiO2−x layer, in which oxygen vacancies serve as electron donors.
Even a small nonstoichiometry of 0.1% in TiO2−x is equivalent to 5 · 1019 donors/cm3 and has a
very strong effect on the electronic conductivity. Memristance is achieved in this stacked TiO2-
TiO2−x structure through a specific coupling of electronic and ionic transport. Oxygen vacancies
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act as mobile +2-charged ions, which can drift in the electric field created by a voltage applied to
the device’s terminals, shifting the boundary between the high-resistance and low-resistance layers.
The charge-flow dependent state variable is the thickness w of the conducting oxygen-poor layer.

Since the concentration of oxygen vacancies in the TiO2−x region is large, the transfer of some of
the vacancies into the stoichiometric layer has very little effect on the electronic conductivity of the
oxygen-poor region. On the other hand, the electronic conductivity of the initially stoichiometric
material increases dramatically, since it is going from a state in which there are no vacancies to the
one in which there are some.

The conduction mechanism in the titanium dioxide memristor involves electrons from the elec-
trodes tunneling through the energy barrier existing at the TiO2/metal electrode interface. Both
the height and the width of the tunnel barrier are dependent on the size of the oxygen deficient
region within the memristor, diminishing as w becomes larger. Migration of oxygen vacancies, on
the other hand, is best described as weak ionic conduction in a solid [3]. The coupling of these
two drifts rests on the fact that both charged species involved in memristor operation (electrons
and oxygen vacancies) move by virtue of the same electric field present across the low-resistance
region [4].

An idealized physical model of the titanium dioxide memristor used in this paper assumes ohmic
electronic conduction and linear ionic drift. Total resistance of the device is determined as a series
connection of the highly resistive stoichiometric layer and the conducting oxygen-poor layer. Ohm’s
law relation between voltage and current is then:

v(t) =
(

RON
w(t)
D

+ ROFF

(
1− w(t)

D

))
i(t) (2)

where w(t) is the size of the oxygen-poor layer, while RON and ROFF are the resistances of the
oxygen-poor and the stoichiometric region respectfully, given for the full length D of the device.
Based on the said assumptions, the following expression for doped region size is obtained:

w(t) = w0 +
µOVRON

D

t∫

0

i(τ)dτ = w0 +
µOVRON

D
q(t) (3)

where w(t = 0) = w0 is the initial size of the oxygen deficient region, µOV is the mobility of oxygen
vacancies in titanium dioxide, and q(t) is the electronic charge that has passed through the device,
for which q(t = 0) = 0. Inserting Equation (2) into Equation (1), and comparing it to Equation (1),
memristance is obtained as:

M(q) = R0 −∆R
µOVRON

D2
q(t) (4)

where R0 = RON(w0/D) + ROFF(1−w0/D) is the effective resistance at t = 0, and ∆R = ROFF −
RON. Memristance is thus dependent directly only on the charge which has passed through the
memristor. If the applied voltage is removed, the memristor “remembers” its last state, i.e., the
value of total resistance at the moment of voltage suspension [2].

Since the mobility of oxygen vacancies in titanium dioxide is low (µOV ∼ 10−10 cm2V−1s−1),
memristive effects are appreciable only when the memristor size is nano-scale, which is illustrated
by the inverse-square dependence on total film thickness (M ∼ 1/D2) in Equation (4). Only in
a film this thin is the amount of time required to drift enough oxygen vacancies into or out of
the TiO2 region to substantially change its conductivity short enough. Moreover, for a given D,
memristive behaviour is expressed only when ∆R À R0.

Equation (1) can now be rewritten as:

v(t) = M(q)
dq

dt
(5)

Inserting Equation (4) into Equation (5), solving for q(t) and substituting it back in (5), yields the
i-v characteristic of an ideal titanium dioxide memristor:

i(t) =
v(t)

R0

√
1∓ 2∆RµOVRON

D2R2
0

t∫
0

v(τ)dτ

(6)
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Figure 1: Current-voltage characteristic of a titanium dioxide memristor, for which ohmic electronic conduc-
tion and linear ionic drift of oxygen vacancies are assumed. The applied voltage is v(t) = v0 sin(ωt), with
v0 = 1 V and ω = π/10 s−1. Other parameters are: RON = 100 Ω, ROFF = 16 kΩ, D = 60 nm, w0 = 30 nm,
µOV = 10−10 cm2s−1V−1. The dotted plot is for a ten-time higher frequency of the sinusoidal voltage.

The minus sign in the denominator of Equation (6) applies when the oxygen-poor region is expand-
ing, while the plus sign corresponds to the shrinking of this region.

Typical memristor i-v curve for a sinusoidal driving voltage, obtained theoretically from Equa-
tion (6) as a 2D parametric plot, is shown in Fig. 1. It has a form of a double-loop hysteresis,
with segments of negative differential resistance corresponding to the intervals during which w(t)
is increasing while v(t) is already in recess, but still of same polarity. A similar hysteresis is ob-
tained for any symmetrical ac voltage applied to the memristor. The hysteresis is observed only for
small-amplitude (∼ 1 V) low-frequency (∼ 1Hz) voltages, for which w never reaches either of the
limiting values (0 or D), i.e., the low resistance oxygen-poor layer never stretches across the length
of the device, nor vanishes completely. For high-frequency low-amplitude ac voltages, the size of
the oxygen-deficient layer barely changes for the duration of the voltage half-period, making the
effective resistance of the memristor nearly constant and reducing the i-v hysteresis to a straight
line, which is also demonstrated in Fig. 1.

The experimental i-v curve, obtained from measurements performed on real titanium dioxide
memristors, does not differ much from the one derived for the adopted model. Nonlinearities in
ionic transport and electron tunneling at the metal/oxide interfaces cause certain nonlinearities in
the i-v curve, without changing its overall hysteretic character.

If w reaches either of the two boundaries, it remains constant until the voltage polarity is re-
versed. When boundary conditions such as these are introduced, the device is more appropriately
referred to as a memristive system, that acts as a true memristor, one for which Equation (6)
holds, only as long as w is within the interval (0, D) [5]. The value of w can be pushed to one of
the limits either by large applied voltages or by long times under same polarity bias. Boundary
states differ greatly in resistance, thus forming the basis of memristor bipolar switching. If the
voltage across memristor terminals is suddenly suspended, the value of memristance is frozen and
stays unchanged while there is no bias. Long state lifetimes and fast switching observed in tita-
nium dioxide memristors make them potential candidates for future non-volatile RRAMs (Resistive
Random-Access Memories), based on the so called crossbar architecture. This paper examines the
influence of proton and ion beam irradiation on the shape of the titanium dioxide memristor i-v
hysteresis, and on state retention when memristor is used as a switch.

3. RESULTS OF RADIATION TRANSPORT SIMULATION

Monte Carlo simulations of proton and ion beams traversing the Pt-TiO2-TiO2−x-Pt structure were
performed in the TRIM part of the SRIM software package [6].

Figure 2(a) shows the trajectories of one thousand 10 keV protons traversing the 60 nm thick
memristor structure. The incident proton beam is perpendicular to the surface of the left platinum
electrode. The thicknesses of the layers along the horizontal axis are as follows: 5 nm platinum layer,
25 nm stoichiometric TiO2 layer, 25 nm oxygen deficient TiO2−x layer (x = 0.05), and another 5 nm
platinum layer. Total length of the titanium dioxide film is then D = 50 nm. Fig. 2(b) presents
the distribution of oxygen ions displaced by the impinging protons. The default value of oxygen
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(a) (b)

Figure 2: Simulation results for a 10 keV proton beam (1000 protons) incident perpendicularly on a Pt-
TiO2-TiO2−x-Pt stack, with the total thickness of 60 nm. (a) Particle and ion tracks. (b) Distribution of
displaced oxygen atoms. Target depth axis is in units of angstrom.

(a) (b)

Figure 3: Simulation results for a 10 keV carbon ion beam (100 ions) incident perpendicularly on a stacked
Pt-TiO2-TiO2−x-Pt structure, with the total thickness of 60 nm. (a) Ion tracks. (b) Distribution of displaced
oxygen atoms. Target depth axis is in units of angstrom.

atom threshold displacement energy in titanium dioxide provided by SRIM was changed to a value
obtained by a molecular dynamics simulation study for the rutile modification of TiO2 [7].

Figure 3 provides an example of a 10 keV carbon ion beam traversing the same memristor
structure, with equal thicknesses of the TiO2 and the TiO1.95 layer.

4. DISCUSSION

As Monte Carlo simulations of proton and ion transport show, these radiations can cause the
generation of a significant amount of oxygen ion/oxygen vacancy pairs in both the high- and the
low-resistance layers of titanium dioxide. Whereas the electronic conductivity of the low-resistance
oxygen-poor region is little affected by the appearance of additional vacancies, the effect on the
conductance of the stoichiometric vacancy-free TiO2 region can be considerable. Radiation induced
emergence of oxygen vacancies in the stoichiometric region can cause its resistance ROFF to drop,
disrupting the ROFF/RON ratio of the memristor. The change of the resistance ratio affects the
memristor i-v characteristic, through quantities R0 and ∆R in Equation (6). The effect that the
decrease of ROFF has on the memristor i-v curve is illustrated in Fig. 4.

Oxygen ions O2− produced by radiation in the stoichiometric layer can become interstitial
atoms, or migrate in the electric field. If the amplitude of the applied voltage is high enough,
oxygen ions may reach one of the electrodes, where they can form O2 gas and cause deformation
of the oxide/metal interface, leading to permanent disruption of memristor operation [8]. While
traversing the oxygen-deficient layer, some oxygen ions may recombine with the existing vacancies.
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Figure 4: Current-voltage curves of a titanium diox-
ide memristor, plotted for three different values of
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16 kΩ, and 14 kΩ. The applied sinusoidal voltage
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The decrease in ROFF is caused by radiation in-
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Figure 5: Current-voltage curves of a titanium
dioxide memristor, plotted for three different val-
ues of the oxygen vacancy mobility: µOV1 =
10−10 cm2s−1V−1, µOV2 = 0.8 · 10−10 cm2s−1V−1,
and µOV3 = 0.5 · 10−10 cm2s−1V−1. The applied
sinusoidal voltage and all other parameters are the
same as for Fig. 1. The decrease in µOV is caused
by the radiation induced presence of oxygen ions and
atoms in the oxide.

The presence of oxygen ions and atoms can also reduce the mobility of oxygen vacancies µOV [9].
According to Equation (6), a decrease of µOV affects the memristor i-v hysteresis, as shown by
example plots in Fig. 5.

The specific switching functionality of a memristor rests on a high ROFF/RON ratio, which en-
ables two boundary states to be unambiguously distinguishable by a read voltage signal, and on the
ability to hold a state at zero bias. Since for the highly conducting boundary state, corresponding
to w = D, the low-resistance region stretches across the whole of the oxide, the radiation produced
change of ROFF has no effect on state retention. The high-total-resistance state is, however, sus-
ceptible to change when exposed to proton or ion radiation. This state, corresponding to w ≈ 0,
is characterized by a diminished or non-existant oxygen-poor region, with the total memristor re-
sistance approximately equal to ROFF. The decrease of ROFF caused by irradiation can therefore
perturb this state, resulting in an error at readout.

5. CONCLUSION

Exposure of a titanium dioxide memristor to proton and ion beams can influence the device’s opera-
tion in several ways. Significant generation of oxygen ion/oxygen vacancy pairs in the oxide is to be
expected, as suggested by Monte Carlo simulations of particle transport. Radiation induced appear-
ance of oxygen vacancies in the stoichiometric TiO2 layer can cause its resistance to drop, producing
counter-clockwise rotation of the memristor i-v curve and a larger swing in its double-loops. The
presence of oxygen ions and atoms displaced by the radiation can reduce the mobility of oxygen
vacancies, causing the memristor i-v curve to rotate clockwise. When memristor is operated as a
switching element of a non-volatile memory, e.g., within a crossbar array, the high-total-resistance
state, characterized by a diminished oxygen-poor region, can be perturbed by irradiation and result
in an erroneous readout. Finally, if the displaced oxygen ions reach the platinum electrodes, they
can form O2 gas and cause permanent disruption of memristor functionality.
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1Electric Power Industry of Serbia (EPS), Serbia
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Abstract— The wide-spread use of semiconductor and gas-filled diodes for non-linear over-
voltage protection results in a variety of possible working conditions. It is therefore essential
to have a thorough insight into their reliability in exploitation environments which imply ex-
posure to ionizing radiation. The aim of this paper is to investigate the influence of irradia-
tion on over-voltage diode characteristics, by exposing the diodes to Californium-252 combined
neutron/gamma radiation field. Irradiation of semiconductor over-voltage diodes causes severe
degradation of their protection characteristics. On the other hand, gas-filled over-voltage diodes
exhibit a temporal improvement of performance. Results are presented with the accompanying
theoretical interpretations of the observed changes in over-voltage diode behavior, based on the
interaction of radiation with materials constituting the diodes.

1. INTRODUCTION

Over-voltage is a rather common occurrence in all electronic circuits, which makes efficient over-
voltage protection a primary design requirement. An efficient over-voltage protection has two as-
pects: Protection of integrity (no permanent damage of the protected device) and maintainance of
operational functionality (operation reliability in the event of an over-voltage). Both power systems
(energy generation, transmission and distribution) and low-voltage (electronic) systems, are sus-
ceptible to over-voltages. The extent to which an electronic component can withstand a temporary
over-voltage without damage is reduced significantly as components are miniaturized [1, 2].

Over-voltage protection components can generally be divided into linear and nonlinear ones.
The linear group includes capacitors, coils, resistors, or their combinations as filters. Semiconductor
over-voltage diodes (known also as transient voltage suppression diodes) and gas-filled over-voltage
diodes (also called gas-filled surge arresters) fall into the group of nonlinear over-voltage protection
components. In practice, various hybrid schemes combining the linear and non-linear components
are often used.

Semiconductor over-voltage diodes provide a way to increase immunity of a circuit to elec-
tromagnetic interference (EMI) and electrostatic discharge (ESD). Most integrated circuits (ICs)
contain internal surge protection circuits that function well at preventing ESD failures that occur
in assembly. However, they are often inadequate for protecting against surge events that occur in
normal product usage. The surge ability of an over-voltage diode is directly related to its size, and
external devices are typically ten times larger than the internal IC over-voltage devices. External
over-voltage diodes provide a higher level of surge protection because it is not practical for an IC
to incorporate large protection devices. In addition, the internal protection circuit of most ICs is
designed to handle only a few ESD events, while an external over-voltage device provides immunity
for an indefinite amount of surges.

Gas-filled over-voltage diodes are largely used for protecting circuits in telecommunications
(where EMI events can be induced in many ways, including lightning), as well as in high-voltage
engineering (where switching over-voltages may arise as a consequence of energy redirection within
a power system).

Semiconductor and gas-filled over-voltage diodes are complementary with respect to surge capa-
bility and response time. While semiconductor diodes are effective at currents up to 50 A, gas-filled
diodes can withstand currents as high as 20 kA. On the other hand, semiconductor over-voltage
diodes have a subnanosecond response, while the response time of gas-filled diodes can go up to
5µs [3, 4].

Use of modern electronic and electrical devices in conditions which imply exposure to ionizing
radiation, e.g., at nuclear plants, in military industry and space technology, brings up the issue
of over-voltage diode radiation hardness. The aim of this paper is to investigate the influence
of radiation exposure on over-voltage diode characteristics. Only permanent effects, which are
manifested even upon cessation of irradiation, are considered.
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2. THE EXPERIMENT

Measuring equipment for both semiconductor and gas-filled over-voltage diodes consisted of a cur-
rent source (with a 3000 V maximum voltage), a digital oscilloscope, a dc high-voltage power supply
and a personal computer. All measuring instruments were protected from electromagnetic inter-
ference by electromagnetic shielding. The experimental procedure was fully automated. This
approach assured very high accuracy of measurement and good repeatability of results. Special-
ized PC-based control software (HP-IB or IEEE488 protocol) was developed to provide overall
experiment sequencing, measurement and data acquisition.

Radiation induced changes of diodes’ characteristics were investigated by exposing them to a
combined neutron/gamma radiation field of the Californium-252 source. Californium 252Cf isotope,
encapsulated in the form of Cf2O3, was used. The mass of the used 252Cf radionuclide was 2.265µg,
its specific neutron and gamma emission rates 2.34×106 (µg s)−1 and 5.3×109 (µg s)−1, respectively.
Average neutron energy of the 252Cf source is 2.14 MeV, and average gamma photon energy is
0.88MeV.

2.1. Semiconductor Over-voltage Diodes
Commercially avaliable avalanche silicon diodes, with 250 V nominal turn-on voltage, were used
for the experiments. Diodes were all produced by a single manufacturer, with identical nominal
characteristics, which resulted in low statistical dispersion of the obtained resilts. Each series
of measurements has been performed on a sample consisting of 50 diodes. Diode characteristics
presented in the paper are based on sample mean values.

The influence of ionizing radiation on semiconductor over-voltage diode operation was investi-
gated by monitoring the volt-ampere characteristic, the volt-ohm characteristic, breakdown voltage,
and the nonlinearity coefficient α, defined as: α = log(I2/I1)/ log(U2/U1), where (U1, I1) and (U2,
I2) are points taken from the volt-ampere curve. Experiments consisted in applying double expo-
nential current pulses (13 A, 8/20µs) to the diodes and recording voltage response at the trailing
edge of the current pulse, while varying the absorbed dose. Prior to each series of measurements,
over-voltage diodes were conditioned with 25 breakdowns. A thirty-second pause between each
two successive measurements was introduced. The volt-ohm characteristic was calculated from the
volt-ampere curve.

Semiconductor diodes were exposed to three different levels of neutron absorbed dose in silicon
(Dn), given in Table 1 in ascending order. Each dose level is marked by a number (n) shown in the
first column. The pre-irradiation state is designated by n = 0.

2.2. Gas-filled Over-voltage Diodes
Commercially avaliable argon-filled over-voltage diode, with 750 V nominal dc breakdown voltage,
was used for the experiment. Radiation induced changes in the diode were examined by monitoring
the “dc breakdown voltage” and “pulse breakdown voltage” random variables, as well as the pulse
(volt-second) characteristic, as the absorbed dose increased. Measurement of the gas-filled diode
volt-second characteristics was based on the Area law. The method consisted in applying a series of
50 double exponential voltage pulses (1.2/50µs) before and immediately after exposure to radiation,
with a thirty-second pause between consecutive pulses.

Gas-filled over-voltage diode was subjected to three neutron absorbed doses in argon: 3.79Gy,
6.14Gy, and 11.17 Gy. Gamma component of the radiation field influenced the electric properties of
the gas-filled diode only in the course of irradiation. Moreover, for neutron and gamma ray energies
of the used 252Cf source, according to NIEL hypothesis, displacement damage cross section of the
neutron component is much larger than for the corresponding gamma-ray component [5, 6]. These
facts allowed only neutron fluence to be considered.

The influence on the “dc breakdown voltage” and “pulse breakdown voltage” random variables
was tested measuring 1000 values of each. The discharge energy (current) was maintained constant

Table 1: Values of neutron absorbed dose (Dn) used for irradiation.

n Dn [cGy]
1 24.85
2 49.7
3 74.62



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1217

during the measurement series. Results obtained in the measurement series were divided into ten
groups of 50 successive values of the breakdown voltage. Thereafter, each group of the results was
tested statistically. U-test with 5% significance level was used to determine whether measurements
in a single group belonged to the same random variable. Applying chi-square and Kolmogorov
tests, measured values of the breakdown voltage (within one group of measurements) were tested
with respect to the type of statistical distribution (normal, exponential, double-exponential, and
Weibull) [7].

The influence of radiation on the pulse characteristic was probed in the same manner, using
the Area law. According to this law, there has to be a constant geometrical area formed in the
voltage-time plane between the pulse-voltage time-shape and the dc breakdown voltage level, for
pulse (dynamic) breakdown to occur. Since the area delimited by pulse and dc breakdown voltages
is a specific property of a particular gas, and doesn’t depend on the applied voltage, knowing the
size of this area suffices for the calculation of pulse (volt-second) characteristic.

(a) (b)

(c) (d)

Figure 1: Post-irradiation characteristics of semiconductor over-volatge diodes: (a) Volt-ampere character-
istic, (b) volt-ohm characteristic, (c) breakdown voltage, (d) nonlinearity coefficient.
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3. RESULTS AND DISCUSSION

3.1. Semiconductor Over-voltage Diodes
Figure 1 shows experimentally observed changes in volt-ampere characteristic, volt-ohm charac-
teristic, breakdown voltage, and the nonlinearity coefficient of semiconductor over-voltage diodes,
as the absorbed dose increases. According to these plots, over-voltage diodes exhibit breakdown
voltage drop, reflected in the increase of the volt-ampere plot slope, and consequently the decrease
of the nonlinearity coefficient.

Each dose level is marked by a number (n), as shown in Table 1. The pre-irradiation state is des-
ignated by n = 0. Permanent changes noticed during post-irradiation inspection of semiconductor
diodes’ characteristics can be attributed to the so called displacement damage caused by neutron
and gamma radiation. The basic radiation defect of this kind is the Frenkel pair, consisting of a
displaced interstitial atom and a vacancy. Energy levels of these defects, as well as of the stable
complexes which they form with atoms of impurities and dopants present in the semiconductor, are
located within the energy gap. Some of these defects represent very efficient recombination centers.
Recombination rate of minority carriers depends on the concentration of recombination centers,
that becomes higher in an irradiated semiconductor material. This further decreases minority car-
rier lifetime, causing an increase in diode leaking current and a decrease of the breakdown voltage.
The rise of charge carrier recombination rate produces a drop in their concentration and mobility,
which causes an increase of semiconductor material specific resistance. Consequently, the nonlinear
coefficient decreases [8, 9].

The influence of the neutron field component on the increase of bulk carrier recombination
is much larger than the influence of the gamma component, since at energies characteristic of
the Californium-252 source neutrons cause significantly more (approximately hundredfold more)
displacements of atoms from the crystal lattice than do gamma rays.

Lattice discontinuities at the boundary surface of diode semiconductor material introduce sur-
face states, with energy levels within the forbidden gap. These states act as recombination centers
for charge carriers reaching the surface, in the same way as bulk defects and impurities. Areal
density of such states for oxide-passivated diodes used in this paper is ∼ 1011 cm−2. When semi-
conductor material is irradiated with gamma photons, both the surface recombination rate and the
density of surface states increase [10, 11]. Increase of the surface recombination rate, as well as
transient radiation effects (also called dose-rate effects, such as photocurrents produced by gamma
ray ionization in the semiconductor), are manifested only during the irradiation process, and there-
fore cause no permanent damage to the diodes which could have been observed in the experiments.
For this reason, gamma absorbed doses, measured during experiments, have not been stated in the
paper [12, 13].
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Figure 2: Gas-filled over-voltage diode dc breakdown voltage versus neutron absorbed dose in argon.

3.2. Gas-Filled Over-voltage Diodes
Figure 2 shows dc breakdown voltage Udc

b of the gas-filled over-voltage diode versus the absorbed
dose. In Figs. 3(a) and (b) the 99.99% and 0.01% quantiles of the gas-filled diode volt-second char-
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acteristic before and after irradiation are presented. Experimental results show that by irradiating
the gas-filled over-voltage diode the standard deviation of its dc breakdown voltage significantly
decreases (quantile curves move closer to each other). The irradiated gas-filled diode exhibited a
more rapid response and had a narrower volt-second characteristic (i.e., a smaller value of pulse
breakdown voltage Up

b ). This means that its protective characteristics were improved.
Faster response of the gas-filled diode after irradiation is a consequence of a higher concentration

of free electrons in the inter-electrode gap created by gas ionization. Ionization is induced through
neutron activation of diode construction materials. The shortening of gas-filled diode response time
can be attributed to higher availability of potentially initializing free electrons. Fig. 4 presents
the gas-filled diode activation analysis diagrams a) immediately after exposure to the radioactive
source and b) six hours after irradiation, obtained by a gamma spectrometer. The activity of
radioactive isotopes consists of both γ and β components. Due to the induced radioactivity, gas
ionization is intensified and the statistical time of a pulse breakdown voltage is reduced. Neutron
radiation effects improve the pulse shape characteristic for a short period of time. This effect of
neutron radiation disappears quickly, since the half-life time of induced activity varies from several
minutes to several hours. This fact is confirmed clearly by the activation analysis plot recorded
six hours after irradiation (Fig. 4(b)). It can be noticed from these plots that neutron activation
products have decayed almost completely and that the gas-filled diode had recovered back to the
pre-irradiation state.
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Figure 3: Quantiles (99.99% and 0.01%) of the gas-filled over-voltage diode volt-second characteristic (a)
before and (b) after irradiation.

(a) (b)

Figure 4: Activation analysis diagrams for the gas-filled over-voltage diode. (a) Immediately after irradiation
and (b) six hours after irradiation.

4. CONCLUSION

Experimental results showed that irradiation of semiconductor over-voltage diodes by a combined
neutron/gamma field causes a permanent degradation of their protection characteristics. On the
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other hand, gas-filled over-voltage diodes exhibit a temporal improvement of performance. As was
discussed in the paper, radiation induced changes in semiconductor over-voltage diode operation is
attributed to the rise of bulk and surface carrier recombination rates, caused by both neutrons and
gamma rays. In the case of gas-filled over-voltage diodes, radiation induced changes are mainly due
to the effects of neutron field component, producing a higher concentration of potentially initializing
free electrons in the diode inter-electrode gap.
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data for nonideal photodetectors: A comparative study,” Materials Science Forum, Vol. 494,
83–88, 2005.
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Abstract— A 3D shape display method based on electromagnetic localization and actuation is
presented and the correspondent miniature device is developed. Evaluation of the single actuator
device shows that majority of shape information can be delivered. The device containing multiple
actuators is designed to improve the small shape and large curvature perception. The scaling
analysis of EM force is performed to determine the maximal allowable actuators per unit area.
The prototype device containing 4× 4 actuators array is developed for further evaluation.

1. INTRODUCTION

The need to display graphics to visually impaired people has been growing with the emergence
of World Wide Web (WWW). Although several types of computer-aided software were devised
to transfer selective information into Braille language, the major obstacle of the communication
for the visually impaired people is the deficient delivery of the graphic information. As a reason,
the interest has arisen in developing shape display devices. Electronic devices aiming to fulfill
this function can be categorized into two groups. One is to use active touch method where the
profile of the shape is produced by using a tactile matrix [1, 2] or virtual environment through force
feedback [3]. These devices, however, either demand a relatively large platform to incorporate a
touching interface, or require large driving element to produce enough force to users. The other
group of devices is to use passive sensing method where the pattern is locally produced onto human
skin by using spatially discriminated stimulation [4], which is mainly successful for two dimensional
graphs.

This paper presents an approach that combines both active and passive tactile method to dis-
play three dimensional virtual objects by using the miniature vibrator(s). The presented device
incorporates an electromagnetic (EM) position detector and EM actuator(s) to selectively stimu-
late user’s finger based on its location. The working principle is shown by the block diagram in
Figure 1. Human brain interacts with the EM actuator as receiving stimulation and guides the
finger to move following user’s estimate of the reference shape. The position comparison results in
a decision to engage the actuator in selective locations. The iterations of receiving stimulation and
modifying shape estimates produce to users an optimal estimation of the shape.

2. SINGLE ACTUATOR DEVICE

The device containing a single EM actuator is shown in Figure 2. The three position sensor
modules, each containing a high sensitivity solenoid and a developed signal processing circuit board,

Figure 1: Block diagram of shape display method.
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are mounted perpendicularly on the sides of the plastic holder. An EM actuator containing a
permanent magnet and a driving coil is inserted into center of the holder. The permanent magnet
is attached to a thin plastic film to hold the vibration. The two small cylinders besides the actuator
are used to support the fingertip in order to prevent users from pressing the magnet too tightly,
thus allowing a less resistance of the vibration. The sensors’ outputs are connected to the analog
to digital converter (ADC) and are directed to microcontroller for signal processing.

The principle of the EM localization derived by [5] is shown in Equation (1),

|Bn| = k

R4
n

√
3(z − zn)2 + R2

n (1)

where |Bn| is the magnitude of flux density caused by the nth powered beacon coil where n = 1, 2, 3;
k = µ0I0NA, where µ0 is the free space permeability, N , A, I0 are the beacon coil’s number of
turns, area, and applied current respectively; z and zn are the z direction coordinate of the location
and center of nth beacon coil, where z axis is defined to be perpendicular to beacon coils’ plane;
Rn is the distance between location and center of the nth beacon coil. Mathematically, a unique
proper solution of three dimensional position vector can be obtained by solving Equation (1) for
three beacon coils.

We have presented our preliminary shape display results in [6] and [7]. It has been shown that
a simple on and off mode for actuator that works at a constant vibration frequency provided only
limited cues to users. In this study, a variable vibratory frequency based on stimulator’s location is

(a) (b)

Figure 2: (a) Photograph of the device and (b) shape display spatially defined by 3 beacon coils, and the
master circuit board for signal transmission.

(a) (a1) (a2) (a3)

(b) (b1) (b2) (b3)

(c) (c1) (c2) (c3)

Figure 3: Shape (a) L structure; (b) half sphere with 65 mm radius; (c) half hollow sphere with outer and
inner radius of 60mm and 37 mm respectively; drawings from 3 volunteers based on their perception.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1223

experimented to enhance the detection of the curved surface. The perception test of three shapes
participated by three volunteers was performed. The volunteers are sighted, between 20–30 years
old. Two of them are male and one is female. The displayed shapes were not disclosed except that
the shapes were three dimensional. The perception time was restricted to three minutes for each
shape perception. For each perceived shape, the volunteer was told to sketch the shape to one’s
best knowledge. However, the brief description was allowed in case the volunteer is not able to
sketch the drawing.

The test results are shown in Figure 3. The shape (a) was an L structure, which was perceived
well except for a minor incorrect estimation of join plane by user 3 (Figure 3(a3)). For shapes
(b) and (c), we applied a fast vibration (120 Hz) at the surfaces. The vibration frequency linearly
decreased along inside direction of the object and reached a minimal value of 15Hz at the innermost
location of the shape. The actuator remained off outside of the shapes. As a result, user 1 correctly
perceived shape (b) and (c). User 2 had slight incorrect curvature estimation in shape (b) but well
perceived shape (c). User 3 perceived the shape (b) as a tilted partial sphere and shape (c) as a
major part of the upper half of the hollow sphere.

3. MULTIPLE ACTUATORS DESIGN

In principle, users can get the complete shape information from a single actuator by fully scanning
the area provided sufficient time. However, the users’ perception performance usually decreases
after the initial one minute’s perception. Small scale and highly curved shapes are therefore more
difficult to identify in a short time. One possible improvement is to use multiple such actuators
to simultaneously display different part of the shape. It is easier for the brain to interpret the
integration of the individual display other than performing the same interpretation after equivalent
times of scanning activities.

To allow the maximal number of actuators mounted onto fingertip, the minimal diameter of
the actuator needs to be determined. The EM force as a function of the actuator’s scale is then
analyzed by using finite element software. The actuator model is illustrated in Figure 4(a) while the
simulation result is shown in Figure 4(b). In the analysis, the residual flux density of the permanent
magnet is 0.75 Tesla and its coercive force is 5750 Oersteds. The magnet has the same side length
as the outer diameter of the driving coil. The inner diameter of the driving coil is half of the outer
diameter. The inner core material of the coil has a relative permeability of 200. Height of the
coil is fixed at 5 mm. The perception limit of the peak EM force was found to be 51 mN [8]. The
thermal limit was experimentally observed at a peak current of 0.9 A. From Figure 4(b), 1.5 mm is
observed to be a suitable size for the miniaturized actuators. The distance between two adjacent
actuators can be set as 2 mm which is the two point discrimination distance of human finger [4].
The prototype device containing 4× 4 actuators array is shown in Figure 5.
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Figure 4: (a) Simulation model and (b) EM force scaling analysis.
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(a) (b)

Figure 5: Photograph of (a) 3D view of 4 × 4 actuators array (b) top view of vibration plate containing
cantilever array with permanent magnets attached on back side.

4. CONCLUSIONS

A shape display method based on EM positioning and vibratory actuation is presented. The
device containing single EM actuator is developed and tested. Variable vibration frequency is
implemented to enhance the surface detection. The test results show that majority of information of
the designed shapes can be delivered to users without voice aid within three minutes. The accuracy
of curvature perception may be further improved by using multiple actuators to simultaneously
display individual part of the shape. The EM force as of the size of the actuator is therefore
analyzed to determine the minimal diameter of the actuator. It is shown that a minimum of
1.5mm outer diameter is suitable to meet both perception and thermal requirement. The device
containing 4× 4 actuators is developed for future evaluation.
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Abstract— This paper presents a novel band notched compact size antenna for ultra-wideband
(UWB) communication. The antenna consists of a elliptical metal patch and a 50 Ω coplanar
waveguide (CPW) transmission line. By etching two U and inverted U-shaped slots in the metal
patch, band-stopped filtering properties are achieved. By attaching two parasitic U-shaped strip
to the top layer of antenna stronger notch is obtained. The proposed antenna yields an impedance
band width of 3.1–10.5GHz with VSWR < 2 except the band width of 5–6GHz for IEEE 802.11a.
The stable omnidirectional patterns in H-plane and symmetric in E-plane are also obtained.

1. INTRODUCTION

In recent years, ultra wideband (UWB) system has required for many applications. The feasi-
ble design and implementation of UWB system has become a highly competitive topic in both
academy and industry communities of telecommunications. Recently, the Federal Communica-
tion Commission (FCC)’s allocation of the frequency band 3.1–10.6GHz for commercial use has
sparked attention on ultra-wideband (UWB) antenna technology in the industry and academia [1].
According to the Federal Communications Commission (FCC), UWB system is defined as any ra-
dio system that has a 10-dB bandwidth larger than 25 percent of its centre frequency, or has a
10-dB bandwidth equal to or larger than 1.5 GHz if the centre frequency is greater than 6 GHz. For
these frequency band applications several antenna configurations have been studied [2–4]. How-
ever, in the frequency band of UWB communication systems there might potentially exist several
narrowband band interferences caused by other wireless communication systems, such as IEEE
802.11a wireless local area network (WLAN) in the frequency band of 5.15–5.825 GHz. Therefore,
it is necessary for UWB antennas performing band-notched characteristic in this frequency band
to avoid electromagnetic interference (EMI) between UWB and WLAN systems. Lately, a number
of antennas with band-notched property have been discussed [5–8].

In this paper, we propose a simple and compact CPW-fed UWB antenna with band-notched
characteristics in 5–6 GHz. To achieve wide band characteristic, tapered ground plane is used. The
band-notched operation is achieved by etching two U and inverted U-shaped slots in the metal
patch and attaching two parasitic U-shaped strip to the top layer of antenna. In this case the total
length of two strips is equal to the total length of two slots. By attaching two parasitic U-shaped
strip stronger notch is obtained. Effects of varying the parameters of the U and inverted U-shaped
slot and parasitic U-shaped strip on the performance of antenna have also been investigated. The
simulation of antenna structure was performed with Ansoft HFSS software.

The remaining of this paper organized as follows. Section 2 presents the configuration of the
antenna. Simulation results accompanied with some discussions are presented in Section 3. Finally,
Section 4 concludes the paper.

2. ANTENNA CONFIGURATION

The geometry and configuration of the proposed UWB antenna with notched-band characteristic
is illustrated in Figure 1. The antenna was fabricated on h = 1.6mm FR4 epoxy substrate with
the size of L × W = 30 × 34mm and dielectric constant εr = 4.4 and loss tangent tan δ = 0.02.
As shown in the Figure 1 an elliptical patch is fed by a 50 Ω coplanar waveguide transmission line
with Wf = 3.8mm. Since both the antenna and the feeding are implemented on the same plane,
only one layer of substrate with single-sided metallization is used, and the manufacturing of the
antenna is very easy and low cost. To achieve wide band characteristic, tapered ground plane is
used. For this antenna, the radiation element consists of an elliptical patch with axes of A and B.
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Figure 1: Configuration of proposed antenna. (a) Top view. (b) Side view.
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3. SIMULATION AND RESULTS

To achieve the UWB characteristics of the proposed antenna after optimization process the final
parameters are W = 30 mm, W1 = 12.6mm, Wn = 0.5mm, Wf = 3.8mm, L = 34 mm, L1 =
13mm, A = 9 mm, B = 6.5 mm and g = 0.5 mm. Figure 2 shows the characteristic of simulated
VSWR of antenna without two U and inverted U-shaped slots in the metal patch and two parasitic
U-shaped strip on the top layer of substrate. It is found that the input impedance of the antenna
is well matched as the bandwidth covers the entire UWB (3.1–10.6) with VSWR < 2. The band
notched characteristics of antenna is achieve by attaching two parasitic strip on the top layer of
substrate and etching to U-shaped slots in the metal patch with the same total length of parasitic
strip. In order to achieve the desired band-notched characteristics, the effects of the total length of
the U-shaped slot and parasitic strip on the antenna behavior are studied here. The design concept
of the notch function is to adjust the total length of the U-shaped slot and parasitic strip to be
approximately half wavelength at the desired notched frequency.

The notched frequency fr can be empirically approximated by:

fr
∼= c

2Lt

√
εr+1

2

(1)

where Lt is the total length of the U-shaped slots and parasitic strip and c is the speed of light. We
can take (1) into account in obtaining the total length of Lt at the very beginning of the design and
then adjust the geometry for the final design. Figure 3 shows the simulated VSWR of proposed
antenna for different Lt. As shown in Figure 3 it is investigated that by increasing the length of Lt

the notched frequency is shifted toward lower frequencies.
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The simulated gain of the proposed antenna is illustrated in Figure 4. As shown in Figure 4, gain
decreases drastically at the notched frequency band of 5.5GHz .The simulated radiation patterns
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Figure 4: Simulated gain of antenna.
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Figure 5: Normalized radiation pattern. (a) E-plane at 3 GHz, (b) H-plane at 3 GHz, (c) E-plane at 7 GHz,
(d) H-plane at 7 GHz, (e) E-plane at 10.5 GHz, (f) H-plane at 10.5 GHz.
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of antenna in the E-plane (xz-plane) and H-plane (yz-plane) for two different frequencies 3, 7GHz
are shown in Figure 5. The pattern in the H-plane are quite omnidirectional and in the E-plane,
the radiation patterns like a small dipole.

4. CONCLUSIONS

A novel band-notched CPW-fed UWB antenna with rejection bands at WLAN frequencies has been
proposed. The band-notched operation is achieved by etching two U and inverted U-shaped slots
in the metal patch and attaching two parasitic U-shaped strip to the top layer of antenna. By
attaching two parasitic U-shaped strip stronger notch is obtained. The relation between the total
length of U-shaped slots and parasitic strip and the band-rejected operation has been discussed.
Stable radiation pattern are obtained.
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Abstract— The reader antenna is an important part and has great influence on the perfor-
mance of the whole radio-frequency identification (RFID) systems. This paper will investigate
and evaluate two near field antennas for UHF RFID readers with the emphasis on the near field
performance. Modeling, parameters optimization, and performance of these two near field an-
tenna will be illustrated in detail. Furthermore, performance comparison of these two antennas
to show the advantages and disadvantages will be given.

1. INTRODUCTION

The radio-frequency identification (RFID) technology is of growing interest to commerce, industry,
and academia. The reader antenna is an important part and has great influence on the performance
of the whole RFID systems. Currently, near field UHF RFID receives a lot of attention as a possible
solution for item level tagging in pharmaceutical and retailing industry [1].

Two kinds of PCB near field reader antennas for RFID systems will be investigated and evaluated
in this paper. The presented antennas are suitable for RFID application since it is smaller and
lighter than some other kinds of antennas, easily produced, and low price. This paper is structured
as follows: Section 2 describes the modeling and structure of the presented antennas. Performance
analysis of the antennas, e.g., return loss, far field gain, current and Magnetic field distribution,
are presented in Section 3. Finally, the main conclusions are summarized in Section 4.

2. MODELING AND STRUCTURE OF ANTENNAS

Both of the presented antennas are made of PCB board. This kind of antenna is smaller and lighter
than some other kinds of antennas, and easily produced. The two antennas are both loop structure.
With the loop structure, the current of loop circuit antenna can be designed to keep consistent,
thus the magnetic field distribution around the loop’s axis will be concentrated and enhanced,
which is easier for tag to receive more energy from reader’s antenna. Typical closed-path magnetic
induction strength formula in (1) can verify this magnetic field distribution. Current direction is
loop’s tangent bearing and if it is consistent, the magnetic field direction is also consistent and
superimposed. Therefore, the magnetic field strength can be enhanced by the current of every
segment on the loop antenna.

B =
µ0

4πr

∮

l

Idl′ × aR

R2
(1)

Antenna A is shown in Fig. 1, where the radius of PCB board is 50mm, relative permittivity,
and the dielectric loss tangent of the substrate is 3.4 and 0.02, respectively. The width of the loop
circuit on PCB board is 2 mm and the internal radius is 36 mm. There is great influence of the loop
size on antenna performance. Generally, smaller size will result in higher resonance frequency [2].
The marker “1” on the antenna is the feed point. “2” to “7” are six capacitors of 1 pf. “8” is
resistance of 50 ohm. There is a cavity around the PCB board and internal radius of the cavity is
60mm, the internal height is 2 cm and the thickness of PCB board is 2mm.

Antenna B shown in Fig. 2 is similar to Antenna A, where the width of the loop circuit on PCB
board is 2 mm and the internal radius is 38mm. “1” is feed point. “2” and “3” are two slots with
width of 1mm. The function of the slot is same as the capacitors in Antenna A. “4” is 50 ohm
resistance.

The purpose of the capacitors on the circle is to reduce the electrical length of circle and adjust
the matching network. Loop’s terminal load is a resistance. It will broaden bandwidth and reduce
far field gain. The purpose of using cavity is to concentrate the electromagnetism energy in the
region of interest.
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(a) Top view (b) Side view 

Figure 1: Antenna A.

(a) Top view (b) Side view 

Figure 2: Antenna B.

Figure 3: S11 of Antenna A. Figure 4: S11 of Antenna B.

3. PERFORMANCE ANALYSIS

3.1. Return Loss
Performance of antenna reflects the electric circuit characteristic and radiation characteristic. Re-
turn loss is the important electric circuit characteristic. The S11 parameter of the presented anten-
nas is shown in Fig. 3 and Fig. 4.

From Fig. 3 and Fig. 4, it is shown that the two antenna work at UHF band and the bandwidth
is very wide. The bandwidth of Antenna B is 116MHz at −15 dB. Since both of antennas have
matched resistance at the terminal, the current distribution on the loop is traveling wave, and hence
the antennas show the nice impedance matching characteristic at the working band [3]. Resonance
network is an important aspect for antenna design. The resonant network of Antenna A consists
of 6 capacitors and that of Antenna B consists of slots. The width and space of the slot has to be
designed for capacitance characteristic according to (2).

C =
εS

4πkd
(2)

Metal loop may regard as the resistance and inductance. Therefore the entire antenna consists of
many series of connected LC resonators. The series resonator resonance point can be calculated by

ω = ω0
1√
LC

(3)

By adjusting capacitance of C or changing L by adjusting the size of the loop circuit, the resonant
point of the antenna would be changed correspondingly.
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3.2. Far Field Gain
The designed antennas work in the near field areas and far field gain should be as low as possible.
If the excess the far field gain is strong, there will be more radiation energy to adjacent tag and
cause mis-registration [4]. The far field gain of Antenna A and Antenna B are given in Fig. 5 and
Fig. 6, respectively, where different color stands for the gain when Phi is 0, 90, 180, 270 degree.
The gain of Antenna A and Antenna B under different direction is less than −17 dB and −12 dB.
So low gain is induced by antenna’s circle structure and matching resistance, which consumes the
majority of input power and result in weak current, and hence reduced Q value.

3.3. Current Distribution
The current is a very important aspect of near field antenna, because the current’s intensity and
direction is inseparable with near magnetic field distribution. If the direction of current on the

Figure 5: Far field gain of antenna A. Figure 6: Far field gain of antenna B.

Figure 7: Current distribution of antenna A and antenna B.

(a) 0 deg (b) 45 deg (c) 90 deg (d) 135 deg
A. 2 cm above the top of the cavity of antenna A

(a) 0 deg (b) 45 deg (c) 90 deg (d) 135 deg
B. 2 cm above the top of the cavity of antenna B

Figure 8: Magnetic distribution.
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loop is inconsistent, the direction of magnetic field is also inconsistent. It will counter-balance very
large part of power, causes the weaker magnetic field strength. In the presented antennas, half-ring
electrical length has to be less than λ/4 to avoid current reversal.

The current distribution of Antenna A and Antenna B is shown in Fig. 7. Perimeter of these
two antennas is 22.6 cm and 23.8 cm, respectively, and more than half of the wave length of about
16.5 cm. Therefore, it is not conform to the current consistent principle. By adding capacitors in
the circle can reduce the electrical length of the loop without changing the physical length [5]. In
Antenna A, there are 6 capacitors of 1pf to change the electrical length. In Antenna B, two slots
have been used to change the electrical length. By this way, the obvious nodal point and anti-nodal
point can be seen on different position of the antenna loop. The objective is to keep the current
consistent.
3.4. Magnetic Field Distribution
Near field strength is the most important performance of the NF antenna. Most of near field tags
are ring-like. The magnetic field radiated by the antenna induces the electromotive force on the
loop of tag and the induced strength can be calculated by

Ein = −
∫

S

∂B
∂t

· dS (4)

Electromotive force is not only related with field intensity, but also related with loop’s size and
direction of tag. In order to read tag better, magnetic field’s direction and intensity should be
simultaneously considered in designing reader antenna.

Figure 8 shows the magnetic distribution of Antenna A and Antenna B for different phase. In
Fig. 8(a), magnetic field strength changed greatly with phase, but the peak point of magnetic field
is always nearby central axis since Antenna A’s current phase of the loop is nearly the same. In
Fig. 8(b), peak point of magnetic field is constantly changes along with phase since antenna B
has obvious traveling wave characteristic and magnetic field’s peak point generally nearby current
anti-nodal point.

4. CONCLUSIONS

Two near field antenna for RFID systems and the performance have been presented. Bandwidth
of antenna B is greatly wider than antenna A. Wide bandwidth brings two advantages. Firstly,
antenna’s anti-jamming ability can be stronger. Secondly, wide bandwidth antenna can work in
many frequency bands. But the wide bandwidth also brings shortcoming, for instance, there will be
more noises can pass through the wide bandwidth. Antenna A and Antenna B has very low far field
gain and is suitable for NF RFID application. Merely, with the reduction of far field gain, the near
magnetic is inevitably reduced. Therefore a good trade-off has to be balanced. As for magnetic
field aspect, antenna A is better than antenna B since antenna A’s peak point of magnetic field
is always located nearby the axis and it is not easily to appear “empty hole” while reading tags.
On the other hand, antenna B is more stable than antenna A since antenna A has 6 capacitances,
but on antenna B only has two slots. Capacitance’s instability and error will cause unexpected
problem. It would be better to use less lumped elements in designing antenna.
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The Design and Simulation of an S-band Circularly Polarized
Microstrip Antenna Array

Ying Jiang, Hongchun Yang, and Xiong Wang
School of Physical Electronics

University of Electronic Science and Technology of China
Chengdu 610054, China

Abstract— It is important to use microstrip antenna in aircraft for stealth and movement.
Based on the principle of rectangle microstrip antenna, the S-band circularly polarized microstrip
antenna array is designed according to the quota requirement. By using a software for 3D electro-
magnetic field analysis (Ansoft HFSS), the S-band microstrip antenna array is simulated and the
optimization of the parameters of design is obtained. The material object of antenna is made
and measured in microwave anechoic chamber. The design of the S-band microstrip antenna
array meets the requirement well comparing with HFSS’s simulation result and has practical
engineering value.

1. INTRODUCTION

Since the concept of microstrip antenna was proposed, it has been widely used in satellite commu-
nications, navigation and other fields because of its thin profile, light weight, conformal with the
carrier, easy integration with active devices, etc. In particular the circular polarization microstrip
antenna [1] has some significant advantages: incident electromagnetic wave with any polarization
can be received by circular polarized antenna; the circular polarized wave can also be received by
antenna with any kind of polarization; circular polarized antenna is orthogonal and if the inci-
dent wave is circular polarized wave, the handed direction of reflected wave will be inversed and
so on. Because of these characteristics, circular polarization antenna has strong anti-interference
ability. It has been widely used in electronic reconnaissance and jamming, communications and
radar polarization diversity as well as in areas such as electronic counterwork.

In this paper, based on the design of microstrip antenna feed networks and related issues, a
circular polarization microstrip antenna array was designed in S-band, simulated by High Frequency
Simulation Software (HFSS), fabricated and measured. Its design specifications are as follows:

Table 1: Design requirements.

Frequency range (S-band) Antenna Gain (at 2491.75MHz) Polarization Horizontal 3 dB beam width

2491± 5MHz ≥ 15 dB right circular ≥ 30◦

Vertical 3 dB beam width Polarization axial ratio VSWR size of panel

≥ 12◦ ≤ 6 dB ≤ 1.5 : 1 440mm× 140mm× 5mm

2. DESIGN OF UNIT ANTENNA

Typically, microstrip antenna design is the overall objective of the work in the designated frequency
range to perform a particular characteristic. To achieve this overall objective, the primary task is
to choose a suitable geometry of the patch for the microstrip antenna, such as rectangular, circular
patch, trigon and pentagon. If there are no special requirements, rectangular patch is preferred not
only because that the rectangular microstrip antenna is simple to design and easy to manufacture.
Besides, there is a series of more mature theory as a basis for analysis of rectangular patch antenna,
such as the transmission line method, cavity model method [2] and so on. Rectangular microstrip
patch antenna structure as shown in Fig. 1.

Suppose patch length is L, patch width is W , dielectric thickness is h, dielectric length is Ls,
dielectric width is Ws, relative dielectric constant is εr, effective dielectric constant is εe, light speed
is c, center frequency is fr, wavelength in medium is λg, free-space wavelength is λ0, extension of
volume is ∆L.

Patch width is

W =
c

2fr

(
εr + 1

2

)− 1
2

(1)
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Radiation patch 

Coaxial Feeding point 

Dielectric substrate 

Figure 1: Rectangular microstrip patch antenna structure.

fr, r, εr are known parameter.
Patch length is

L =
c

2fr
√

εe
− 2∆L (2)

εe =
εr + 1

2
+

εr − 1
2

(
1 +

12h
w

)− 1
2

(3)

∆L

h
= 0.412

(εe + 0.3)(w/h + 0.264)
(εe − 0.258)(w/h + 0.8)

(4)

Dielectric plate width

Ws = W + 0.2λg (5)
λg = λ0/

√
εe (6)

Higher gain can be attained by choosing lower dielectric constant material such as polyethylene,
whose relative dielectric constant εr = 2.25, thickness h = 3 mm at fr = 2.4917GHz. Unknown
parameters can be calculated from the Equations (1) ∼ (6) and known parameters: radioactive
element length L = 38.3mm, the width of the radiation element W = 47.2 mm, εe= 2.1, ∆L =
1.6mm. Medium wavelength λg = 80.3mm, the width of medium plate Ws = 60 mm, Ls = 60 mm.

Microstrip antenna is easy to achieve circular polarization with a single microstrip patch. Cur-
rently, the following several ways have been used to achieve circular polarization microstrip antenna
radiation: 1. Orthogonal single-patch feed circular polarization microstrip antenna; 2. Single-point
feed circular polarization microstrip antenna; 3. Curvilinear wideband microstrip circular polariza-
tion microstrip antenna; 4. microstrip antenna array consisting of circular polarization microstrip
antenna.

This paper chose single-point feed method [4], whose most significant advantage is additional
phase-shifting network and power splitter are unnecessary to achieve the circular polarization.
Also, mutual coupling [5] interference brought by the feed network can be significantly reduced if
the distance between the antenna unit in array is small enough. Based on cavity mode theory,
the trajectory of feeding point is diagonal of rectangular patch. To facilitate determining the
location of feeding point, the radiation element can be approximated a square patch, whose size
is W × L = 38 mm× 38mm, and medium-size is 60mm× 60mm× 3mm. The size of the air box
is 200mm × 200mm × 80mm, about λ/4 at the lowest frequency. This paper setup the coaxial-
fed model using Ansoft HFSS10.0. Its thickness, width of dielectric, feeding point and ratio of
width to length are h = 3 mm, w = 37.6mm and t = 0.96 respectively. It can be clearly seen the
antenna performed not so well at 2491.75 MHz from simulation Smith chart (Fig. 2), indicating the
antenna generated mode separation at 2491.75MHz, and thus circular polarization wave radiation
presented.

The antenna standing-wave ratio, directivity and axis ratio are shown in Fig. 3, Fig. 4, and
Fig. 5.

As can be seen from Fig. 3, the standing wave ratio at the resonant frequency is less than 1.5,
which meets the project targets and performs well on impedance match.



Progress In Electromagnetics Research Symposium Proceedings, Xi’an, China, March 22–26, 2010 1235

Figure 2: Simulation antenna Smith Chart. Figure 3: VSWR of the antenna.

Figure 4: Antenna radiation pattern. Figure 5: Antenna axial ratio.

Figure 6: 2× 4 circular polarization antenna array simulation model.

As can be seen from Fig. 4, the maximum radiation direction is 0◦ achieving a maximum gain
of 8 dB at the operating frequency. The main lobe width is greater than 90◦ with good directivity.
Fig. 5 shows axial ratio characteristic and it can be seen the antenna axial ratio is less than 6 dB
in −70◦ ∼ 70◦ cone angle of the space which meets the requirements.

3. CIRCULAR POLARIZATION MICROSTRIP ARRAY DESIGN [6]

Usually a single microstrip patch antenna array attains 7 dB gain and it will increase by about 3 dB
if the number of units doubles. Here, this paper designed an array of 2×4 to meet the requirements
of project, including the horizontal 3 dB beam width larger than 30◦ and vertical 3 dB beam width
larger than 12◦. 8 patch antenna units are placed on the plate 440 mm × 140 mm × 5mm. The
array inter-element space is 0.5λ ∼ 0.75λ in general, which means 115 mm in x axis and 45mm in y
axis. The optimized horizontal and vertical space are 110 mm and 40 mm respectively. Simulation
model is shown in Fig. 6.
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Figure 7: Polarized axial ratio. Figure 8: Radiation pattern of antenna array.

   

Figure 9: Top and bottom view of 2× 4 circular polarization antenna array.

Figure 10: Measurements of array.

From this model, the axis ratio and the directivity of antenna array are shown in Fig. 7, Fig. 8.
Figure 7 shows the axial ratio of antenna array is better than the requirement by 6 dB. Fig. 8

shows radiation pattern of antenna array. In the direction of maximum radiation, the gain is close
to 17 dB with good directivity which fully meets the design requirements.

4. FABRICATION AND MEASUREMENTS OF ARRAY

Based on the simulated results of the antenna array, it was fabricated and tested. Fig. 9 shows the
top and bottom view of the array.

The antenna array is placed inside a cylindrical radome used as a receiving antenna, as shown in
Fig. 10. The circular polarization antenna array was placed in the microwave chamber, measured
radiation pattern with E8363B vector network analyzer [7].

After measurement, the maximum gain of antenna array is about 16 dB, as shown in Fig. 11.
And the main lobe as well as the side lobe conform well with the simulation results of software HFSS
in Fig. 8. The error of gain is about 1 dB, caused by a variety of factors, such as the accuracy of
simulation software, mutual coupling between modules, the accuracy of fabrication, measurement
instruments error and so on.
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Figure 11: Measured E-plane pattern.

5. CONCLUSION

In this paper, based on empirical formula and Ansoft HFSS10.0, a circular polarization microstrip
antenna array in the S-band is designed, simulated, fabricated and measured. The test results
consist well with simulation results of Ansoft HFSS and meet the design requirements. The antenna
array attains a simple compact structure and high gain of 16 dB at 2491 MHz.
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A Design of Reconfigurable Patch Array Antenna with Dual
Circular Polarizations
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Abstract— In this paper, we present a 2 × 2 microstrip array antenna with dual circular po-
larizations. To switch the polarization states, the radiating patch is fed by a branch-line coupler
and two T-junction power dividers. The array antenna can be reconfigured to radiate electro-
magnetic waves with either the right-handed or left-handed circular polarizations by controlling
the branch-line coupler. A prototype is fabricated with a 0.4 mm thick FR4 top layer for radi-
ating elements and a 0.8 mm thick FR4 bottom layer for a feeding network with a 5 mm air gap
between the two layers. Simulated and measured results are compared, which show good agree-
ments. Also, the properties of the reconfigurable array antenna with dual circular polarizations
and high radiation efficiency are demonstrated.

1. INTRODUCTION

Microstrip array antennas have been widely and rapidly developed in numerous wireless commu-
nication systems. Those array antennas may achieve some advantages such as low-profile easy
fabrication and high radiation performance. Compared with ordinary linear polarization (LP) ar-
rays, the circular polarization (CP) arrays are capable of solving multipath and fading issues owing
to theirs polarization diversity. However, lower performance will be expected when those CP arrays
radiate with narrow operating bandwidth and half-power beamwidth. Therefore many designs for
CP arrays have been reported [1–6] to achieve better performance. By utilizing a ring structure
with two paths of 90◦ difference, the single-feed microstrip CP arrays [1, 2] were achieved to reduce
array dimensions. Some studies have also been investigated to widen the operating bandwidth [3–5]
and half-power beamwidth [6] suitable for CP applications.

In this paper, we propose a single-feed and reconfigurable 2×2 microstrip array antenna for dual
circular polarizations. A feeding network consisted of a 90◦ branch-line coupler and two T-junction
power dividers was employed to make good impedance matching and suitable axial-ratio across the
operating band. Thus this broadband design covers not only the WLAN band of 2400 ∼ 2483MHz,
but also the licensed WiMAX band of 2500 ∼ 2690MHz. By properly exciting the 90◦ branch-line
coupler, the patch array is able to generate with either the right-handed (RH) or left handed (LP)
circular polarizations. Hence the polarization states of the proposed array can be switched flexibly.
Moreover, the array antenna is fabricated on an FR4 substrate so that a low-cost design can be
implemented and achieved. Details of antenna design and electrical features were presented with
the simulated and measured results.

2. ARRAY ANTENNA DESIGN

Figure 1 illustrates the whole geometry of the proposed reconfigurable microstrip array antenna.
This array was fabricated with a 0.4 mm thick FR4 top layer for 2 × 2 radiating elements and a
0.8mm thick FR4 bottom layer for a feeding network, where a 5 mm air gap was inserted between
the two layers. Also, the FR4 substrate has a dielectric constant of 4.4 and a loss tangent of 0.02.
For the radiator structure, d1 and d2 were 106mm and 72 mm, respectively corresponding to the
horizontal length along the y-axis and vertical length along the x-axis among the 2 × 2 radiating
elements. Also, each element of the patch array has a radius equal to d0 = 30 mm. To achieve
better radiation performance in the far-field region, the upper two elements are fed out of phase,
as shown in Fig. 1(a). Thus the linear radiation directions for those array elements are determined
with the x- and y-axes for the lower and upper elements, respectively. Furthermore, for satisfying
the requirement of the CP operation, a compact branch-line coupler is designed, which provides a
90◦ differential feed to the T-junction power dividers. Details of the feeding network are plotted in
Fig. 1(b). Some design parameters indicated in Fig. 1(c) for the branch-line coupler are optimized
for Zc =47 Ω, Zc1 = 105 Ω, Zc2 = 66.8Ω, and ϕ =90◦. In this design structure, the RHCP and
LHCP may be generated by exciting the port 1 and port 2, respectively. An EM solver, HFSSTM

has been used to analyze the electrical characteristics and radiation performance of the patch array.
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Figure 1: Geometry of the proposed 2 × 2 microstrip array antenna (designed parameters are d = 30mm,
d1 = 106 mm, d2 = 72 mm, h1 = 0.4mm, h2 = 5 mm, h3 = 0.8mm).
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Figure 2: Simulated and measured return losses of the proposed microstrip array antenna.

3. RESULTS

Figure 2 shows the simulated and measured results of the return loss for the proposed reconfigurable
patch array antenna. Small differences between the simulations and measurements may be mainly
due to the cable connecting the antenna to the network analyzer and also fabrication inaccuracy.
According to Figs. 2(a) and (b), the measured impedance bandwidths with 10 dB return loss for
the port 1 and port 2 excitations are 2.1∼ 3.1 GHz and 2.1∼ 2.9GHz, corresponding to 38.5%
and 32%, respectively. As can be seen, the proposed patch array includes not only the WLAN
band of 2400∼ 2483MHz, but also the authorized WiMAX band of 2500∼ 2690MHz. Moreover,
with the broadband feeding network some undesired effects such as frequency shifting and mutual
coupling can be reduced too Figure 3 plots the measured radiation patterns in the xz -plane at
2.45GHz Good RHCP and LHCP patterns have been generated by exciting port 1 and port 2,
where the 3 dB beamwidth are 44◦ and 47◦ for the RHCP and LHCP states, respectively. Bi-
directional radiation patterns shown in the cross polarization are due to the non-orthogonal feed.
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Figure 3: Measured radiation patterns at 2.45 GHz of the microstrip array.
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Figure 4: Axial-radio of the microstrip array.
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Figure 5: Simulated efficiency of the microstrip ar-
ray.

According to the measured patterns, the axial-ratio of the array antenna can be computed, as
shown in Fig. 4. For the WLAN and WiMAX operations, the axial-ratios in the frequency ranges
of 2400∼ 2483MHz and 2500∼ 2690MHz are smaller than 3 dB for both the RHCP and LHCP
states. Figure 5 simulates the radiation efficiency versus frequency for the proposed array antenna.
A significant efficiency drop is mainly attributed to the dielectric loss of the feeding network. To
achieve better performance, a low-loss substrate such as Rogers can be used.

4. CONCLUSIONS

A 2×2 microstrip array antenna with dual circular polarizations has been proposed in this paper
This array antenna can be reconfigured to radiate electromagnetic waves with either the right-
handed or left-handed circular polarizations by controlling the branch-line coupler. Compared with
conventional CP arrays, the proposed array achieves the broadband operation and polarization
diversity. Good radiation patterns with an axial ratio less than 3 dB have been achieved. Also, a
large coverage can be obtained with the wide beamwidth for both the RHCP and LHCP states.
Thus, the proposed microstrip array antenna with dual circular polarizations is very suitable for
WLAN and WiMAX applications.
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Northwestern Polytechnic University, Xi’an, Shanxi 710129, China

Abstract— A planar Archimedean spiral antenna with a dielectric superstrate and substrate
is analyzed using curved segment moment method with curved piecewise triangle sub-domain
basis and pulse testing functions. The numerical results of input impedance, current distribution
and axial ratio of the Archimedean spiral antenna are presented. Numerical results have good
agreement with the published results in [3] and commercial software HFSS. Input impedances as
a function of arm length is presented. Affection of permittivity and thickness of antenna substrate
and superstrate on the input impedance or bandwidth are discussed.

1. INTRODUCTION

In the past two decades, spiral antennas have received increasing interest because of their wide
bandwidths, circular polarization and low profile etc. Different spiral antenna shape and structure
have been analyzed. The two arm Archimedean spiral antenna is analyzed theoretical in the free
space [1]. And the plane Archimedean spiral antenna printed on grounded substrates is analyzed
with moment method, which uses piecewise curved segmentation along the spiral arm that reduces
the used segments and the computation time [2]. Then the parameters of a printed spiral antenna
with a dielectric superstrate are optimized by optimization using marginal distributions (OMD)
algorithm to produce the best axial ratio [3].

In this paper, the curved segments moment method is used to analyze the Archimedean spiral
antenna with a dielectric superstrate. The complex image method [4] is used to formulate the
Green’s functions to solve the Sommerfeld type potential functions with the generalized pencil of
functions (GPOF) technique [5]. Then the effecting of the superstrate and substrate to the input
impedance and bandwidth of the spiral antenna is discussed.

2. THOERY

The geometry of a two arm microstrip Archimedean spiral antenna with superstrate is shown in
Fig. 1 for its top view and side view. Spiral is generated with function ρ = aφ, where a is the
spiral constant, φ is the winding angle. Typically, a wire with radius of one quarter of strip width
is approximately equivalent to the strip. When the radius of the wire is very small compared to the
free space wavelength, the thin wire can be used to approximate the spiral wire. Since for a thin
wire only, the radiation and impedance characteristics are mainly determined by the axial current
component, so the circumferential current can be ignored without any affection.

Based on Pocklington’s integral equation, the tangential electric-field of the spiral arm can be
written as

El =
1

jωε2

[∫
Il′k

2G · l̂ · l̂′dl′ +
∫

∂Il′

∂l′
∂ (G + Π)

∂l
dl′

]
(1)

(a) top view (b) side view

Figure 1: Geometry of two arm microstrip Archimedean spiral antenna with superstrate.
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where G and Π are the closed-form Green’s functions [4, 6], and i = x or y. In order to get the
current distribution on the spiral, each arm is discretized into N segments. Expansion the current
with curved piecewise triangle basis function, and testing with pulse testing function, Equation (1)
can be solved by moment method.

When the current distribution along the spiral arm is achieved by MoM, the input impedance,
radiation pattern and axial ratio of the spiral antenna can be obtained too. The far-zone radiation
field is express by [3]

Eθ = −j30k (cos (θ)Gx − sin (θ) Gz)
e−jkR

R

∫ ln+1

ln−1

(
Il′ l̂x′ cosφ + Il′ l̂y′ sinφ

)
ejk·ρdl′ (2)

Eφ = −j30kGx
e−jkR

R

∫ ln+1

ln−1

(
−Il′ l̂x′ sinφ + Il′ l̂y′ cosφ

)
ejk·ρdl′ (3)

3. RESULTS

The parameters of the Archimedean spiral antenna are given as follows: the spiral constant a =
0.97mm/rad, the ending winding angle ΦL = 14.68 rad, and each arm length L = 106.4mm. The
parameters of the substrate and superstrate are given as: ε1 = 2.2, h1 = 8 mm, ε2 = 4.2, h2 = 6 mm.
The input impedance of the spiral antenna that calculates by the curved segment MoM is presented
in Fig. 2, which agrees well with the published result [3] and the result that obtained by HFSS (the
feed wire length is set to 2 mm). The deviation of the input impedance between the three results is
probably caused by the different feed wire length. The axial ratio of the spiral antenna is shown in
Fig. 3. It can be seen from Fig. 2 and Fig. 3 that the spiral antenna has good circular polarization
characters over a wide bandwidth.

Figure 4 shows the current distribution along one arm of the spiral at 6 GHz. The input
impedance as a function of arm length is shown in Fig. 5. The input impedance behaves well
with the different arm length of the spiral at 6GHz. It suggests that the spiral antenna will have
good performance with these configurations.

Figure 6 shows the S11 of the spiral antenna with different thickness of the superstrate with
the input impedance at 180 Ω. It is apparently that the superstrate improves the performance of
the spiral antenna considerable. Fig. 7 shows the input impedance as a function of permittivity
of the superstrate at 6 GHz, while the other parameters of the spiral antenna are kept the same.
Compare to the result presented in Figs. 8 and 9, the substrate has more influence on the input
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impedance than the superstrate. Although the input impedance is not so depended on the thickness
of the substrate and superstrate, it should be considered with the permittivity of the substrate and
superstrate together to make the antenna have best performance over a wide bandwidth and be
mechanical intension.
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4. CONCLUSION

The moment method with curved piecewise segments has been used to analyze the Archimedean
spiral antenna with a dielectric superstrate, which reduces the computation time with good pre-
cision. The factors that impact the input impedance of the spiral antenna are considered. And
with a dielectric superstrate, the bandwidth of the spiral antenna will be increased. Meanwhile the
thickness and permittivity value of the substrate and superstrate should be chosen to make the
spiral antenna have best ratio and gain over the designed bandwidth.
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Elasticity-stochastic Description on the Adhesion of Elastic Media
via Molecular Bond Clusters
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Abstract— This paper aims to study the size dependent steady-state pull-off load in molecular
adhesion between two soft elastic materials. The adhesion consists of a patch of noncovalent bonds
formed between ligand and receptor molecules on opposing adhesion surfaces. Classical contact
mechanics is used to model the deformation of elastic materials, while Bell’s model is adopted to
describe stochastic breaking/reforming of molecular bonds. A coupled elastic-stochastic model is
utilized to show that there exists a critical adhesion size beyond which stress concentration near
the edge of contact region causes a crack like failure of the adhesion patch governed by Griffith’s
criterion and below which the pull-off stress is saturated at a constant value governed by Bell’s
model of molecular adhesion.

1. INTRODUCTION

Adhesion contact between elastic solids has been an active research topic in contact mechanics for
several decades. In this field, the JKR [1] and DMT [2] models have successfully modeled adhesive
contact at two opposite limits of relative length scales associated with interactive surface forces
versus elastic deformation [3], while the transition between JKR and DMT is well described by the
Maugis-Dugdale model [4].

To maintain a stable adhesion state, one usually needs to know the strength of a particular
adhesion between two elastic solids. In the case that a pulling load is applied to the adhered elastic
bodies, stress concentration is expected to occur at the edge of the contacting region. Increase of
the load then enlarges the intensity of stress concentration and eventually drives the edge cracks
to propagate and break the joint. In this case, the carrying capacity of the joint is not used most
efficiently because only a small fraction of material is highly stressed at any instant of loading,
and failure occurs by incremental crack propagation. The maximum strength should correspond
to an optimal adhesion state that at pull-off the interfacial stress is uniformly distributed over the
contact region with magnitude equal to the theoretical adhesion strength. Gao and Yao [5] suggest
that a robust, shape-insensitive optimal adhesion becomes possible when the adhesion size is small
enough. Below a critical structural size, the material fails no longer by propagation of a pre-existing
crack, but by uniform rupture at the limiting strength of the binding molecules.

On the other hand, from a statistical mechanics point of view, a single molecular bond only
has a finite life time. The time scale associated with individual binding/dissociation events take
minutes under small stretching forces, say below 5pN for biotin-streptavidin bonds [6, 7]. Recent
single molecule experiments for activated α5β1-integrin binding to fibronectin under low loading
rates have indicated that the characteristic time scale for ligand-receptor binding/dissociation is
on the order of 100 s [8]. Although a single bond only has a limited lifetime, a cluster of bonds
can survive for much longer time due to collective effects in a stochastic ensemble. A common
assumption of the existing models on molecular cluster adhesion is equally sharing of applied load
among all closed bonds. Based on this assumption, Erdmann and Schwarz [9] predict that the
cluster lifetime monotonically increases as the cluster size grows: the larger the cluster, the more
stable it is. When the cluster becomes large enough, constant adhesion strength will be reached.

It seems that the theories in classical contact mechanics and in stochastic adhesion of molecular
clusters give two opposite trends for the dependence of adhesion strength on adhesion size. When
coupling between elasticity and stochastic behavior is taken into account, we expect that optimal
state can be achieved at a finite adhesion size. Adhesion for both large and small adhesion sizes
will subject to failures due to crack spreading and stochastic deviation in bond breaking. Our aim
in the present study is to develop a stochastic-elasticity model to investigate how the adhesion
strength depends on the size of the molecular clusters.

2. THE MODEL

To illustrate the model problem considered in this study, Figure 1 shows the plane strain problem
of two elastic half-spaces joined together by a cluster of ligand-receptor bonds forming an adhesion
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patch of size 2a under the action of an applied force P (per unit out-of-plane thickness). Here, only
specific adhesion via ligand-receptor linkages is considered, and secondary nonspecific interactions
such as van der Waals forces are neglected. A set of Cartesian coordinates (x, z) are placed at
the center of the adhesion region so that the two opposing surfaces are located at z = h/2 and
z = −h/2. We assume that the adhesion region accommodates ρt pairs of ligand-receptor bonds
per unit area at position x, of which ρb bonds are closed.

The Young’s modulus and Poisson’s ratio are E1, E2 and ν1, ν2, for the lower and upper elastic
half-space, respectively. The surface displacement u1, u2 of the lower and upper elastic half-space
can be expressed in terms of the normal traction p(x) along the interface as [10–13]

∂u1

∂x
= −2(1− ν2

1)
πE1

∫ a

−a

p(s)
x− s

ds, (1)

∂u2

∂x
=

2(1− ν2
2)

πE2

∫ a

−a

p(s)
x− s

ds. (2)

For simplicity, we treat the closed bonds as Hookean spring with stiffness ξ. The interfacial traction
p(x) also causes bonds around x to elongate by

u = u2 − u1 (3)

where
p(x) = −ξρbu. (4)

From Eqs. (1)–(4), we have [11–13]

∂u

∂x
= − 2ξ

πE∗

∫ a

−a

ρbu

x− s
ds (5)

where E∗ is the usual reduced elastic modulus

1
E∗ =

1− ν2
1

E1
+

1− ν2
2

E2
. (6)

The ligand-receptor bonds are assumed to undergo reversible transitions between open and
closed states:

LRopen ⇔ LRclosed. (7)

Following [14], the kinetics of bond association/dissociation can be expressed as a function of the
bond force ξu as [11–14]

dρb

dτ
= γ[ρt(x)− ρb(x, τ)]− eξu/Fbρb(x, τ) (8)

P

P

a2 11 , νE

b
ρξ,

x

z

22 νE ,

Figure 1: Adhesion of elastic solids via ligand-receptor bonds.
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where k0 denotes the dissociation rate of a bond in the absence of an applied force, τ = k0t is a
normalized time, γ is the dimensionless rebinding rate of a pair of open bonds, and Fb = kBT/xb

is a reference force scale on the order of 4pN , xb being a measure of the distance between the
minimum and the escape barrier of the binding potential. For the molecular patch, the initial bond
density distribution is assumed as

ρt(x) = ρ0Θ(x− a0) (9)
where ρ0 and a0 are constants, and

Θ(x− a0) =
{

1, a ≥ |x| ≥ a0

0, a0 > |x| (10)

Introduce the following dimensionless variables

w =
uξ

Fb
, r =

x

a
, ρ =

ρb

ρ0
, α =

ξaρ0

E∗ (11)

so that Eqs. (5) and (8) can be reduced to

∂w

∂r
= −2α

π

∫ 1

−1

ρw

r − s
ds , (12)

dρ

dτ
= γ

[
Θ

(
r − a0

a

)
− ρ

]
− ewρ. (13)

In the steady state, Eq. (13) becomes

ρeq =
γ

γ + ew
Θ

(
r − a0

a

)
(14)

On the other hand, Eq. (12) can be transformed into [10]

ρeqw = − 1

2πα (1− r2)1/2

∫ 1

−1

(
1− s2

)1/2
w′

r − s
ds +

Q

(1− r2)1/2
(15)

where Q = P/πaρ0Fb is the normalized applied load.
In order to solve the above coupled singular differential-integral equations with strong nonlin-

earity, we approximate w as

w ≈
N∑

j=0

wjr
2j (16)

Inserting Eq. (16) into Eq. (15) yields

ρeqw0 +
N∑

k=1

wk

[
ρeqr

2k +
k

πα(1− r2)1/2
I2k−1(r)

]
≈ Q

(1− r2)1/2
(17)

where

In =
∫ 1

−1

(1− s2)1/2sn

r − s
ds (18)

By using the Galerkin method, Eq. (17) can be reduced to an algebraic equation

AW = B (19)

where A = {Aij}N+1,N+1, W = {wj}N+1,1, B = {Bj}N+1,1, and

Ai1 =
∫ 1

−1
ρeqr

2(i−1)dr

Aik+1 =
∫ 1

−1

[
ρeqr

2k +
kI2k−1(r)

πα(1− r2)1/2

]
r2(i−1)dr,N ≥ k ≥ 1

Bj = Q

∫ 1

−1

r2j−2

(1− r2)1/2
dr = Q

π1/2Γ(j − 1
2)

(j − 1) · (j − 1)!

(20)
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From fracture mechanics, the critical condition for crack initiation in a perfectly brittle material
is governed by the Griffith condition [5] G = 2γad, where γad is the fracture surface energy and G
is the energy release rate, which in the present case can be expressed as

G =
2K2

I

E∗ =
2P 2

πaE∗ , (21)

At the critical point of onset of crack motion, the energy released per unit area of crack growth
must be equal to the energy necessary to create a unit area of two new surfaces. For adhesive
contact problems, the Griffith condition is often written as G ≥ Wad, where Wad is the work of
adhesion, and the critical pull-off stress can be determined as:

σPull-off =
PPull-off

2a
=

√
πE∗Wad

8a
, (22)

For the adhesion via molecular bonds, the work of adhesion can be expressed as

Wad ∼ γρ0

1 + γ

(
1
2
ξu2

max

)
=

γρ0

1 + γ

[
1
2
ξ

(
Fb

ξ

)2
]

=
γρ0F

2
b

2 (1 + γ) ξ
(23)

where umax is the maximum allowed deformation of each bond, γρ0/(1+γ) is the equilibrium bond
density in the absence of an external load, and Fb/ξ is the typical length scale for the maximum
bond deformation. From Eqs. (22) and (23), we can estimate the dimensionless pull-off stress as

σPull-off ∼ 1
4

√
πγρ0F 2

b E∗

(1 + γ)ξa
∝ a−

1
2 (24)

It can be seen from Eq. (24) that, according to the Griffith theory, the pull-off stress is propor-
tional to 1/

√
a. As the adhesion size a is reduced, Eq. (24) predicts an increasing pull-off stress,

approaching infinity as a goes to zero. However, this cannot be true as the stress cannot exceed the
theoretical strength of each molecular bond. This immediately yields a critical adhesion size below
which adhesion strength can no longer be described by the Griffith theory. On the other hand, the
strength of the molecular cluster can be determined as

σPull-off ∼ γρ0

1 + γ
· ξumax ∼ γρ0

1 + γ
· ξFb

ξ
=

γρ0Fb

1 + γ
(25)

Figure 2: The normalized pull-off stress as a function of the normalized adhesion size for different rebinding
rate and cluster pattern.
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We thus expect that Eq. (25) gives the upper bound of adhesion strength of the molecular cluster.
Here we use a coupled elastic-stochastic model to investigate whether the continuum theory

based on the Griffith concept is applicable or not in the case of molecular adhesion. By solving
the coupled singular integral-differential equations, Figure 2 shows the normalized pull-off stress as
a function of the normalized cluster size for different rebinding rate (γ = 1, γ = 2) and different
patterns of initial bond distribution (a0/a = 0, a0/a = 0.5). It can be seen that there indeed exists
a critical adhesion size, below which the normalized pull-off stress approaches a constant. This
observation suggests a change in behavior once the size of the molecular cluster is reduced to below
a critical length scale, the Griffith theory is no longer valid. Figure 2 also demonstrates that the
larger rebinding rate corresponds to larger adhesion strength.

3. CONCLUSION

We have used continuum and stochastic concepts to investigate how the adhesion strength of a
molecular cluster depends on cluster size. Numerical results show a smooth transition from the
Griffith mode of failure via crack propagation to uniform bond rupture below a critical size.
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Abstract— Electromagnetic elasto-plastic dynamic response of a conductive circular plate in a
magnetic pulse field is studied in this paper, the influence of the strain rate effect is investigated for
the electromagnetic elasto-plastic deformation of the conductive plate. Basic governing equations
are derived for electromagnetic field (eddy current), the elasto-plastic transient dynamic response
of a conductive circular plate, and then an appropriate numerical code is developed based on the
finite element method to quantitatively simulate the magneto-elasto-plastic mechanical behaviors
of the conductive circular plate. The Johnson-Cook model is employed to study the strain rate
effect on the deformation of the plate. The dynamic response is explained with some characteristic
curves of deformation, the eddy current, and the configurations of the conductive plate. The
numerical results indicate that the strain rate effect has to be considered for the conductive
plates, especially for those with high strain rate sensitivity.

1. INTRODUCTION

The magnetic-mechanical behaviors of electromagnetic materials and structures play a significant
role in many practical applications Due to the complicated multi-field coupling and nonlinear char-
acteristics of these problems, most of researches conducted on the dynamic behaviors of conductive
structures are always focused in the elastic deformation [1, 2]. There are a few researches conducted
on the electromagnetic elasto-plastic behaviors on the conductive structures.

In this paper, we study the elastic-plastic dynamic response of the conductive plate under a
magnetic pulse and investigate the influence of the strain rate effect on the deformation of the
plate. Governing essential equations are introduced for the Maxwell electromagnetic equations,
the dynamic equations of conductive plate and the plastic constitutive equations in Section 2,
respectively. And then a numerical code based on the FEM is developed to quantitatively simulate
the characteristics of electromagnetic dynamic response of conductive plate under a magnetic pulse
in Section 3. The explicit time integration scheme and the backward-Euler algorithm for the yield
surface return mapping are employed to effectively obtain the elastic-plastic results of the plate.
Some numerical results on the electromagnetic elasto-plastic deformation of a plate, the influence of
the strain rate effect on the deformation, the configuration of plate, the distribution of eddy current
and the plastic strain at the surface of plate are illustrated in Section 4 and some conclusion are
given in the Section 5.

2. GOVERNING EQUATIONS

Consider a thin conductive rectangular plate with the length of a, the width of b, and the thickness
of h, which located in an applied magnetic pulse field B0 = B0ri + B0zk. Here i, k are the unit
vectors in the polar coordinates (r, θ, z). k is the normal to the mid-plane of a plate. Based on the
Maxwell Equation and using the Helmholt’s formula and the Biot-Savart’s law for the thin plate,
one can easily obtain a governing equation for the eddy current vector potential T as follows [2]

∇2T − ηµ0
∂T

∂t
− ηµ0

4π

∫

s

∂T ′n
∂t

∂

∂z

(
1
R

)
ds′ = η

[
∂B0z(t)

∂t
−

(
B0r

∂2w

∂r∂t

)]
(1)

where σ and µ0 are the electrical conductivity of the conductive plate and the magnetic perme-
ability in the vacuum state, respectively. The boundary conditions and the initial conditions are
respectively described as

r = 0, |T | < +∞, r = R, T = 0 (2a)
t = 0, T = 0 (2b)
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Thus the eddy current induced by the applied magnetic field can be described as

Je = ∇×T (3)

where T = T (r, θ, t)k called the eddy current vector potential. The electromagnetic force F of the
conductive plate, given by the Lorentz force formula, becomes

F = Fri + Fzk =
∫ h

2

−h

2

(Je ×B)dz = h(Je ×B) (4)

According to the theory of vibration of thin plate, the dynamic governing equations of the
conductive circular plate in the ax symmetric case can be written as [3]

r
∂Nr

∂r
+ Nr −Nθ + Fr(r, θ, t) = 0

d2

dr2
(rMr)− d

dr
(Mθ) +

[
Nr

∂2w

∂r2
+ Nθ

(
1
r

∂w

∂r

)]
+ Fz(x, y, t) = ρh

∂2w

∂t2
(5)

εr − d

dr
(rεθ)− 1

2

(
dw

dr

)2

= 0

where ρ is the mass density, Mr and Mθ are the bending moments, respectively, Nr, Nθ are the
internal forces respectively. We assume that the boundary is clamped, which can be described as

r = a : w =
dw

dr
= 0, r

dNr

dr
+ (1− ν)Nr = 0 (6)

The initial conditions of vibration of a plate can be written as

∂w(r, θ, t)
∂t

= 0, w(r, θ, 0) = 0 at t = 0 (7)

In order to investigate the influence of strain rate on the deformation of metal sheet, the Johnson-
Cook material model is employed here, which can be described as [4]

σ = (A + Bεn)(1 + C ln ε̇)(1− T ∗m) (8)

where T ∗ is the homologous temperature given by

T ∗ =
T − Troom

Tmelt − Troom
(9)

In which T is the temperature of workpieces, and Tmelt is the melting temperature of workpieces.
The Johnson-Cook model contains five material constants, A,B, n, C,m which are to be determined.

The Von Mises yield function with consideration of the strain hardening and the strain rate
hardening is employed, which can be described as follow:

f =
1√
2

[
(σr − σθ)2 + σ2

r + σ2
θ + 6τ2

rθ

]1/2 − σY (εp, ε̇p) (10)

where εp, ε̇p are the effective strain and the strain rate of plate respectively.

3. NUMERICAL APPROACHES

With the aid of the Garlerkin finite element method, the Eqs. (1)–(3) of the eddy current of the
plate, can be stated in a discrete form as [2]:

[Kec][T] + [P]
[
∂T
∂t

]
= [F ec(B0, ẇ)] (11)

in which, [Nec] is the shape function matrix for an eight-nodal quadrilateral element, [T] is the
column matrix with an unknown vector potential of the eddy current, [Kec] is the total magnetic
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stiffness matrix; [P] is the stiffness matrix related to magnetic flux induced by the eddy current,
[Fec(B0, ẇ)] is the column matrix of force which is related to the applied magnetic field. After
calculation of the eddy current vector potential component [T] for all discrete points, the magnetic
force Fx, Fy, Fz can be calculated by Eq. (4).

In addition, from the principle of virtue work, one can easily get the finite element formulation
of the dynamic equation of the plates as

Mü + Cu̇ + P = F([T]) (12)

where u = {u, v, w} is the displacement vector, u̇, ü are the velocity and acceleration vectors,
respectively. C is the damping matrix. P, F are the matrices of internal force and external force,
respectively.

In order to effectively achieve integrating of the flow equation of plastic deformation, a backward-
Euler scheme [5] is adopted to update the stresses. The increment of the strain and stresses at the
respective iteration are described as

dεpl
i+1 =

fi − aTQ−1ri

aTQ−1Ya + H ′ , dσi+1 = −Q−1ri − dεpl
i+1Q

−1Ya (13)

where a = ∂f
∂σ , Y is the elastic constant matrix,

Q =
(
I + ∆εpl

i Y
∂a
∂σ

)
, H ′ =

∂f

∂εp
+

∂f

∆t∂ε̇p
+

∂f

∂T temp

βσeff

Cρ
(14)

4. NUMERICAL RESULTS

Based on the finite element formulae introduced above, we conduct some calculation on the electro-
magnetic elasto-plastic dynamic responses of the conductive rectangular plate. In the simulation,
the radius and the thickness of plate are assigned as r = 0.2m, h = 0.003m. The magnetic
pulse is produced by the coils with the electric current, the applied current in the coil is given as
I = I0 exp(−t/τ). Here I0, τ are the pulse parameters. In following simulations, we set τ = 0.06.
The material employed is SPCC The material constants of SPCC are assigned as A = 321.03,
B = 453, n = 0.691, m = 0.

Figure 1 displays the elastic-plastic transient dynamic response at the location (r = 0) of plate
with the different applied electric current. It can be found the influence of the strain rate on
the deformation of plate is remarkable and thus the strain rate effect should be considered in the
quantitatively simulation or experiments, especially for those plates whose material is sensitive to
the strain rate, such as SGACD, SPCC.

Figure 2 displays the distribution of the eddy current at t = 0.06 s, which shows in the neigh-
borhood of the center of the plate, the eddy current is very small.
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Figure 1: The elastic-plastic dynamics response
with the different applied current.

Figure 2: The plot of eddy current in the conduc-
tive plate.
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Figure 3: The configuration of the conductive plate
at t = 0.06 s.

Figure 4: The effective plastic strain at the surface
of plate at t = 0.06 s.

Figure 3 displays the configuration of the conductive plate under the magnetic pulse at t = 0.06 s
which shows rather smooth deformation.

Figure 4 displays the effective plastic strain at the surface of the conductive plate at t = 0.06 s,
which shows the effective plastic strain at the center of the plate surface is the largest of the plate,
and the effective plastic strain at the boundary of the coils (r = 0.13m), which is used to produced
the magnetic pulse has an obviously change.

5. CONCLUSIONS

The influences of the plastic strain rate on the transient dynamic response/or the deformation
of conductive plates under a magnetic field produced by the coils with electric current has been
investigated. Numerical simulations of the conductive plates provide the dynamic response curves,
the configuration, and the distribution of the eddy current, the effective plastic strain at the surface
of plate in this paper. The numerical results demonstrated that the strain rate effect should be
considered in the electromagnetic forming process
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Abstract— Ferromagnetic shape memory alloys (FSMAs) are potential candidates for new
generation of magneto-mechanical actuators and sensors due to their high energy, large strain
and high bandwidth properties. It is revealed that the giant reversible field-induced strain in FS-
MAs is from the rearrangement of martensitic variants. In order to describe the rearrangement
mechanism related to the mobility of twin boundaries, a coupled mechanical-magneto-thermal
model is proposed in this study. A general thermodynamic driving force to move the twin bound-
aries is derived based on the energy balance and the change of entropy at the twin boundary
of FSMAs. An explicit evolution formulation for the mass fraction change between the different
martensitic variants, which is the thermodynamic flux conjugate to the thermodynamic driving
force, is obtained when the energy dissipation of system reaching a maximum. The model is used
to a single crystal FSMA rod with an applied transverse magnetic field and an axial compres-
sion for characterizing the martensitic variants revolution and the mechanical-magneto-thermal
behaviors. Some results are obtained and compared to the experimental measurements.

1. INTRODUCTION

Ferromagnetic shape memory alloys (FSMAs) are attaining more interests as a new class of magneto-
mechanical smart materials exhibiting giant magnetic-field-induced strain which is called as mag-
netic shape memory effect (MSME). It has been shown that the mechanism of the MSME is due to
the reorientation of twinned structures between different martensite variants by way of the move-
ment of the martensite twin-boundary as an external magnetic field is applied to samples [1]. As
one of the typical and proverbially investigated FSMAs, NiMnGa can produce giant strains of 6%
and 10% in the martensite phase as a kind of ferromagnetic shape memory alloy via twin-boundary
motion.

Recent work shows that the movement of the twin-boundary of the FSMAs is induced not only by
a thermal field and/or a stress field, but also by a magnetic field. Intensive studies and attempts on
the MSME at room temperature in FSMAs were performed theoretically [2, 3]. Some investigations
on the temperature dependence of the maximum strain and the switching field defined as the
magnetic field when the reorientation happened were also reported [4]. A model for describing the
temperature dependence of the mechanism of the twin-boundary motion has been established [5].
However, the relationship between the temperature and the macroscopic reorientation behavior has
not been clarified in their model.

In the present paper, a coupled mechanical-magneto-thermal model is developed to describe the
macroscopic reorientation behavior of FSMAs under magnetic and stress fields. The macroscopic
reorientation behavior in the low temperature region, the high temperature limit of which is the
temperature of transformation to austenite will be predicted based on the model. The temperature
dependence of the magnetization and the maximum strain are considered here.

2. COUPLED MECHANICAL-MAGNETO-THERMAL MODEL

To model the macroscopic reorientation behavior of FSMAs, the description of a general driving
force to cause the twin-boundary motion is a very pivotal step. For the simplicity, we consider a
FSMA sample totally in the Martensite phase below the phase transition temperature at which
the FSMA finished the phase transition from Austenite to Martensite. Fig. 1 shows a simplified
two martensite variants microstructure consisting of a field-preferred variant with mass fraction ξ
and a stress-preferred variant with mass fraction 1− ξ which is denoted by the subscript η = 1, 2,
respectively.

In the two variants, the magnetization vectors can been respectively expressed by

M1 = M sat(T )ex, M2 = M sat(T )ey (1)
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Figure 1: Simplified twin variant model.

where M sat is the saturation magnetization which is usually a variable of temperature depen-
dence [5].

From the mechanical point of view, phase transformation kinetics is associated with the defor-
mation of phase interface or twin-boundary which leads to a volume change of materials of different
martensite variants [6], we can write the energy balance law at the twin-boundary in the form

ρ [u]V + [σV −Q]− µ0 [H ·M]V = 0 (2)

where ρ, u, V , Q, σ, µ0, H and M respectively represent the mass density of the sample, the
internal energy, the velocity of a material point, the heat flux, the external stress, the permeability
of vacuum, the applied magnetic field vector and the magnetization vector. The term σV represents
the mechanical energy power, and µ0H ·M represents the Zeeman energy from magnetic field. The
sign [A] = A+ −A− denotes a jump at the twin-boundary.

The change of entropy induced by the twin-boundary motion is expressed to be

− γ = ρV [s]− [Q/T ] ≤ 0 (3)

in which γ is the entropy production due to the twin-boundary motion, s is the entropy and T is
the absolute temperature.

From Equations (1)–(3) and after tediously derivations, there gives the general driving force as
follows

π =
1
2ρ

(ε1σ1 − ε2σ2)− 1
ρ

(σ1 − σ2) +
µ0

ρ
HM sat + (a + b (T − T0)) (T − T0) (4)

Here T0 is the reference temperature, ση (η = 1, 2) is the stress of the two variants, a, b are
parameters related with chemical potential. The saturation magnetization dependence on the
temperature by the form [5] M sat = M sat

0 (1−(T/Tc)2), where M sat
0 is the saturation magnetization

at T = 0 K, Tc is the Curie temperature of the sample. The strains in two variants εη (η = 1, 2)
composed by elastic strain εe

η (η = 1, 2) and thermal expansion strain εth
η (η = 1, 2), can be

expressed
ε1 = εe

1 + εth
1 , ε2 = εe

2 + εth
2 (5)

The energy dissipation caused by the twin-boundary motion can be further denoted as

Tγ = ρV π (6)

Here we will develop the evolution law for mass fraction ξ. The two assumptions are adopted
for describing the rearrangement process of variants. Firstly, the dissipation induced by the twin-
boundary motion reaches a maximum during the reorientation process based on the second law of
thermodynamics [6], that is,

πξ̇ → Max (7)

Secondly, the transformation starts only after a certain threshold value is reached. The driving
force π dependence upon a threshold function, that is,

Φ (π, ξ) = (βπ)2 − g (k) = 0 (8)

in which
g (k) = Φcr +

c1

c2
((1− c3) (1− exp (−c2k)) + c2c3k) (9)
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It is similar to the procedure often used in material laws which describe plasticity. Here the
phenomenological approach g(k) is chosen and the parameters c1, c2, c3 can be observed from ex-
periments. The evolution of the internal variables β, k used to describe the reorientation behavior
as follows [6]

β̇ = −π−1π̇βξ, k̇ = βπξ̇ (10)

The two variants are modeled with elastic moduli of E1 and E2, and thermal expansion coeffi-
cients of α1 and α2 respectively. The effective elastic module E and the effective thermal expansion
coefficient α of the sample are formulated by applying averaging method

E = (1− ξ) E1 + ξE2, α = (1− ξ) α1 + ξα2 (11)

which in combination with the constitutive relations

σ = Eεe, εth = α (T − T0) (12)

The total strain rate is considered to be composed of elastic strain rate, thermal expansion strain
rate and the reorientation strain rate, i.e.,

ε̇ = ε̇e + ε̇th + ε̇r (13)

Here, the elastic strain rate ε̇e, the thermal expansion strain rate ε̇th of the sample, and reorientation
strain rate which is linearly proportional to the rate of mass fraction ξ̇, are expressed as

ε̇e =
σ̇E − σξ̇ (E2 − E1)

E2
, ε̇th = (α2 − α1) (T − T0) ξ̇ + αṪ , ε̇r = εmax (T ) ξ̇ (14)

where εmax (T ) denotes the maximum reorientation strain which is temperature dependent.
By Equations of (4)–(10), (13) and (14), the mass fraction rate of the field-preferred variant

further can be written as

ξ̇ =
1

AE
(σ1 − σ2 + ε1E1 − ε2E2 + 2 (E2 −E1)) σ̇ +

2
A

µ0M
satḢ

+
1
A

(
(σ1 − σ2) α + 4µ0HM sat

0 (T/Tc)
2 + 2ρc4 + 4ρc5 (T − T0)

)
Ṫ (15)

in which

A =
4ρβ (1− ξ)

c1 ((1− c3) exp (−c2k) + c3)
−

(
(σ1 − σ2) (α2 − α1) (T − T0)

−(E2 − E1) σ

E2
(σ1 − σ2 + ε1E1 − ε2E2 + 2 (E2 − E1))

)
(16)

3. RESULTS AND DISCUSSION

In this section, some simulations are performed based on the model developed in previous section
to describe the macroscopic behavior of mechanical-magneto-thermal behaviors and rearrangement
characteristics of martensite variants of a FSMA rod, as shown in Fig. 1. Fig. 2 shows the magnetic
field-strain with applied field for different temperatures which are compared with the experimental
measurements to show good agreement. It can be seen that the maximum strain and switching
field decrease as an increase of the temperature which can be ascribed to the decrease of the elastic
energy needed for the twin-boundary motion. A temperature threshold exists for the beginning
of the reorientation which has been indicated in the experimental measurements [7]. Thermal
dilatation strain is just observed as the temperature increasing without a magnetic field and/or an
external stress. An abrupt strain is detected at the temperature threshold when a magnetic field
is applied. These simulation results agree well with the experimental measurements.

The strains varying with applied magnetic field and the temperature at different external stresses
are plotted in Fig. 4 and Fig. 5 respectively. As the external stress is increased at a constant
temperature with value of 168 K or a magnetic field 0.655 T, the maximum rearrangement strain is
decreased which is due to the increase of the initial elastic strain. Here the initial elastic strain is not
considered and the constitutive response of the model is predicted, and more elastic energy needed
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to be overcome for the rearrangement to start, resulting in a slowing down of the reorientation
which is reflected by the slopes of the magnetic field-mass fraction curves and the mass fraction
versus temperature. The corresponding evolutions of mass fraction ξ at different external stresses
are shown in Fig. 6 and Fig. 7 respectively. As shown in Fig. 6 and Fig. 7, the slopes of the
magnetic field-mass fraction curves at a constant temperature of 168K or the mass fraction versus
temperature curves at a magnetic field of 0.655T decrease as the external stress increases, and the
field-preferred variant grows geometrically at the expense of the stress-preferred variant and the
mass fraction of the field-preferred ξ is changed from 0 to 1 during the rearrangement process of
variants.
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Figure 2: Strain vs. magnetic field at different tem-
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Figure 3: Strain vs. temperature at different mag-
netic fields.
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4. CONCLUSION

A driving force for twin-boundary motion and the explicit expression of the mass fraction rate for
martensite variants rearrangement are derived based on a phase transformation kinetics approach.
The model can be used to describe the macroscopic rearrangement of the martensitic variants and
the mechanical-magneto-thermal behaviors of the FSMAs. The theoretical and predicted results
are in good agreement with the experimental measurements.
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Abstract— Based on the electromagnetic wave propagation theory and thermo-elasticity, this
paper presents a solution to the inhomogeneous problem of functionally graded-absorbing ma-
terial (FGM) of infinite plate in electromagnetic wave circumstance. The electromagnetic wave
properties, including the absorption and reflection, as well the heat energy of the graded-absorbing
material, are analyzed theoretically. The transient temperature and thermal stress fields in the
graded-absorbing plate are calculated by mean of finite difference method. The results show that,
with the proper material property design on the grade-absorbing plate there are good performance
on the lower reflection and high absorption as well the gentle thermal stress distribution.

1. INTRODUCTION

Structural absorption materials become more important and have been attracted more attentions
owing to the potential utilization of electromagnetic devices in industrial, commercial and military
applications. There are various methods are employed to improve the absorption efficiency and the
effective absorbing band of the absorber, such as adding optimized absorbent, compounding dif-
ferent types of absorbents and using multi-layer structure [1–3]. Some research on the absorption
properties response to heat are also reported, like interaction between temperature and absorp-
tion [4, 5]. It turned out that the reflection loss of multi-layer structure is below −10 dB or −15 dB
in 8–18 GHz. However, high performances and multi-function-absorbing materials and structures
are increasingly demanded in various engineering applications where there always associate with
the complex environments such as heat, humidity and corrosion. The gradient materials with
attractive advantages of great design freedom, easy-to-show broadband, impedance gradient, high-
temperature load characteristics are good absorbing material candidates. The experiment on the
properties of electromagnetic wave absorption of functionally graded material was reported by Liu
et al. to show that the graded plates have considerable absorbability for broadband frequencies
and the reduction of thickness and weight [6]. Yoshihiro [7] conducted a theoretical analysis of the
graded composition and plate thickness effects on the electromagnetic wave absorption. The recent
research by Pendry and Christos [8, 9] proved that gradient shell can exhibit marvelous behavior
even to make objects not visible. However, their focuses were on the electromagnetic wave prop-
erties in the graded medium and the temperature distribution and mechanical behavior have not
been reported so far.

This paper presents a solution to the inhomogeneous problem of graded-absorbing material
of infinite plate in electromagnetic wave circumstance. The electromagnetic wave properties, the
transient temperature and thermal stress distribution of the graded absorbing material are analyzed
and calculated. The results are expected to be helpful for designing graded-absorbing material
parameters and mechanical parameters.

2. MODEL ANALYSIS

2.1. Electromagnetic Field Analysis of FGM Plate

We consider a functionally graded-absorbing infinite plate which is immerged in an electromagnetic
wave circumstance as sketched in Fig. 1. The plate has nonhomogeneity of material properties only
through the thickness (z-axis). Exact solutions cannot be obtained, as electromagnetic field in the
plate is arbitrary inhomogeneity. Here FGM plate is considered to be a multilayered plate and
the material properties of each layer are homogeneous. The incident electromagnetic wave (EM
wave) with angular frequency ω propagates in the positive z direction. Superscripts I, R, F, B, T
denote the incident, reflected, forward, backward and transmission waves, respectively. εi, µi, σi

respectively indicates permittivity, permeability and conductivity of ith-layer, as shown in Fig. 2.
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EM plane wave 
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Figure 1: FGM plate with EM plane wave. Figure 2: Analytical model of the FGM plate.

Based on the Maxwell’s theory of electromagnetic wave, the electromagnetic field in each medium
and each layer satisfies the following governing equation and boundary condition

∇×Ei(r) + jωµiHi(r) = 0, ∇×Hi(r)− (jωεi + σi)Ei(r) = 0, (i = 1, 2, . . . n) (1)
Eyi(z, t) = Eyi+1(z, t), Hxi(z, t) = Hxi+1(z, t), (z = zi, i = 1, 2, . . . n) (2)

By solving the above time harmonic source free wave equations in one dimension, the general
solution of the electric and magnetic fields in the ith-layer are [6]

Eyi = EF
yi + EB

yi = (Aie
−γiz + Bie

γiz)ejωt, −Hxi = HF
xi + HB

xi =
γi

jωµi

(
Aie

−γiz −Bie
γiz

)
ejωt,

(i = 1, 2, . . . n) (3)

where γi =
√

(jωεi + σi)(jωµi), and coefficients Ai, Bi denote the amplitude factor which can be
obtained by boundary condition of Eq. (2). The values of Ai, Bi are further expressed by

[
Ai

Bi

]
=

1
2
Mi

[
Ai+1

Bi+1

]
, (i = 1, 2, . . . n); Bn+1 = 0 (4)

in which Mi =
[

(1 + ui+1/ui)e
(vi−vi+1)zi (1− ui+1/ui)e

(vi+vi+1)zi

(1− ui+1/ui)e
−(vi+vi+1)zi (1 + ui+1/ui)e

−(vi−vi+1)zi

]
is the characteristic matrix that

determines the propagation behavior of the electromagnetic wave at each boundary, and ui =
γi/(jωµi), vi = γi. Eq. (4) is the recurrence formula for the amplitude factor of the electromagnetic
wave in each layer, the product of the Mi is obtained as the following square matrix

M̄ =
n∏

i=0

Mi =
[

m11 m12

m21 m22

]
(5)

The reflection ratio Rr at z = z0, the transmission ratio Tr at the z = zn, and the reflection
coefficient RdB, TdB and the absorbing coefficient S, can be derived as

Rr =
∣∣∣∣
m21e

2γ0z0

m11

∣∣∣∣ , Tr =

∣∣∣∣∣
2n+1e−(γn+1−γ0)zn

m11

∣∣∣∣∣ , RdB = −20 log10 |Rr| ,

TdB = −20 log10 |Tr| , S = 1− (
R2

r + T 2
r

)
(6)

2.2. Temperature Field and Thermal Stress Analysis of FGM Plate
For the absorbing materials, the EM energy is absorbed and converted to heat rather than reflect
it back. The power absorbed by the graded-absorbing plate form EM wave in the ith layer can be
expressed as

Pd(zi, tn) =
ω

2
ε0ε

′′
i |Ei(zi, tn)|2 (7)
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where ε′′i is the imaginary part of complex permittivity of ε = ε′ − jε′′.
The energy balance equation of the FGM due to the electromagnetic wave assisted heat source

gives

ρ(z)c(z)
∂T (z, t)

∂t
=

∂

∂z

[
k(z)

∂T (z, t)
∂z

]
+ Pd(z, t) (8)

where ρ is the density, c is the specific heat, and k is the thermal conductivity of the medium.
Now we consider the thermal stress in the FGM plate associated with the temperature field

distribution of T (z, t). The quasi-static analysis is restricted in present study. The generated inertia
is small and can be neglected as the incident wave power is not large. The strain components ε̂x, ε̂y

and the stress components σx, σy are given by the relations

ε̂x = ε̂y = ε̂0 + z̄/ρ0 (9)

σx(z̄, t) = σy(z̄, t) =
Ê(z̄)

1− ν(z̄)
×

[
ε̂0 +

z̄

ρ0
− α (z̄)(T (z̄, t)− T0)

]
(10)

where α(z̄), Ê(z̄), ν(z̄) are the coefficients of linear thermal expansion, the Young’s modulus, and
the Poisson’s ratio, respectively. ε̂0 and 1/ρ0 denote the strain component and the curvature at
the surface z = 0, they are unknown constants and determined from the mechanical conditions of
the plate.

Assuming that the plate is traction-free, the following equilibrium relations for bending moment
and in-plane force are given to evaluate the unknown constants

∫ 1

0
σxdz̄ = 0

∫ 1

0
z̄σxdz̄ = 0 (11)

Finally, the thermal stress distribution in a transient state for the plate is given by

σx(z̄, t) = σy(z̄, t) =
Ê(z̄)

1− ν(z̄)
×

{
(B2D0 −B1D1) + (−B1D0 + B0D1)z̄

B0B2 −B2
1

− α(z̄)(T (z̄, t)− T0)
}

(12)

in which Bi =
∫ 1
0

Ê(z̄)
1−ν(z̄) z̄

idz, (i = 0, 1, 2), Di =
∫ 1
0

Ê(z̄)α(z̄)[T (z̄,t)−T0]
1−ν(z̄) z̄idz, (i = 0, 1).

As absorption power Pd is a function of electric field as seen in Eq. (7) and, hence, a functional
representation of the electric field is necessary to solve the energy balance equation. The evaluation
of the functional form of the electric field may be difficult for a multilayered sample, and we are
unaware of such a solution till date. Alternatively, the energy balance and thermal stress are solved
numerically.

3. EXAMPLE AND RESULTS

In this section, the finite difference method is employed in analyzing the transient temperature and
thermal stress fields in the graded-absorbing plate. For calculating the temperature distribution,
we use the convective boundary condition which considers heat transport and heat generation at
the surface, where k0(∂T/∂z)|z=0 = ht(T |z=0 − T0), −kn(∂T/∂z)|z=zn

= ht(T |z=zn
− T0), with

T0 = 300K, ht = 10 W/(m2 · K). The material parameters of the absorber vary as a function
of the plate thickness, which is taken as k = 0.188(1 + (z/zn)), ρ = 1200(1 + (z/zn)) kg/m3,
c = 1046(1 + (z/zn)) J/(K · kg), α = 7.2e − 6(1 + (z/zn))/K, Ê = 1573(1 + (z/zn))mpa, εi =
3.5 + 12 · (z/zn)− j(0.1 + 4.5 · (z/zn)).

Figure 3 shows the reflectivity RdB versus frequency with different thickness for FGM plate by
black color and for homogeneous plate (material properties uniform along thickness) by grey color.
It is shown that the reflection loss at frequency range of 2 ∼ 18 GHz is reduced and electromagnetic
wave absorption performance is improved in the FGM plate compared to that of the homogeneous
plate. The maximum reflectivity reaches 18.5 dB at 5.2 GHz, 10GHz with 10mm, 5 mm, respec-
tively, and the reflectivity range above 8 dB is from 9 to 18 GHz with the 10 mm thickness or
more. Additionally the peaks obviously shift toward high frequencies with reducing thickness of
the graded-absorbing plate. The calculated absorptivity S is given in Fig. 4. There shows that the
absorptivity in the FGM plate is improved by approximately 15% compared to homogenous one,
and the FGM structure achieves an absorptivity of at least S = 80% within a frequency bandwidth
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of 4GHz when the thickness is more than 10 mm. However, for the very thin plate, there is not
enough thickness to attenuate the incident wave. The EM wave characteristics predicted here are
qualitatively coincident with the experimental and analytical results [6,7].

Figures 5 and 6 show the distribution of steady-state temperature and thermal stress at midpoint
of the plate versus frequency with various thicknesses. The absorbed electromagnetic energy led
to the rise of temperature. The temperature and thermal stress increase as the thickness and
frequency increases. For the thin plate, the differences for temperature and stress distributions
between FG and homogeneous case are small. There shows obvious difference as the increase of
thickness of GM plate.

The analytical results of the transient temperature and thermal stress changes at the midpoint
inside the absorber with different incidence power are shown in Fig. 7 and Fig. 8. It can be found
that the transient temperature and thermal stress increase with increase in the incidence power,
and the heat generated inside the absorber tends to be equal to the heat radiated from the surface
of one under irradiation for 150 min.
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4. CONCLUSION

In this paper, the physics properties such as absorption, reflection properties and mechanical char-
acteristics like temperature, thermal stress of a continuously graded-infinite absorbing plate in
electromagnetic field are carried out. The results show that EM wave absorbing properties of the
graded-absorbing structure are improved significantly, and its maximum reflection loss can reach
18.5 dB with thin thickness, at the same time, the temperature and thermal stress are lower and
there is no obvious increase of thermal stress of FGM structure. The transient temperature and
thermal stress arrive at steady-state eventually.
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Abstract— This study examines the size effect on the thermal conductivity due to electrons
scattering in metallic films on the basis of the Boltzmann equation in which the modification of
the approximation of local thermal equilibrium is accounted for. Three dominant types of electron
scattering mechanisms are considered: the isotropic background scattering, the grain boundaries
scattering and the external surfaces scattering; furthermore, the grain boundaries scattering
consists of two parts: grain boundaries perpendicular to the heat flux and grain boundaries
parallel to the heat flux. The in-plane thermal conductivity of metallic thin films is obtained.
The comparison between the theoretical calculations and the experimental results indicates that
our model is valid and the grain boundary scattering plays an important role in the electron
thermal transport.

1. INTRODUCTION

In order to effectively manage heat in integrated circuits and NEMS, designers require heat trans-
port models with accurate thermal property data. Although many bulk materials have well-
characterized thermal properties, different mechanisms govern conduction at small lengthscales
and to various materials [1].

To metallic thin films, the surfaces and grain boundaries scattering are the dominant processes.
The classical models are the FS and MS which are based on the Boltzmann transport equations
and the relaxation time approximation [2–4]. But to super-thin films, those models have their defi-
ciencies because of the quantum effects. A new simple model is founded by applying the transport
time taking place of the relaxation time [6]. However, According to the related research [7, 8], the
grain boundaries scattering effects to thermal conductivity can not simple be analogy to that of
electrical conductivity. In the light of these arguments, we develop a model that study the surface
and grain boundaries scatterings simultaneously based on the Boltzmann equation.

In this study, three types of the electron scattering mechanism, e.g., isotropic background (in-
trinsic), grain boundaries, and external surface boundaries scatterings, are considered. In order to
thoroughly investigate the grain boundaries scattering, it is divided into two kinds; one is related to
the grain boundaries perpendicular to the heat current; the other is related to the grain boundaries
parallel to the heat flux (parallel to the film surface) which are neglected by previous scholars [4].
The scattering of grain boundaries parallel to the heat flux and the external surfaces scattering
are considered together as the classical Fuch’s [2] boundary conditions on the electron-distribution
functions by using Hoffman’s two-fluid model [11]. And the scattering of grain boundaries perpen-
dicular to the heat current is treated as the potential barriers of suitable widths and heights by
solving the Schrödinger’s equation, and this effect influences the relaxation time with the isotropic
background scattering. Additionally, the approximation of local thermal equilibrium in the quasi-
classical electron thermal transport needs to be modified because of the decrease of film thickness.

2. MODEL

The general form of lineal Boltzmann equation with the relaxation time approximation is

∂f

∂t
+ ~v · ∇f + ~F · ∂f

∂~p
= −f − f0

τ
, (1)

and f = f0 + f1, where f is the distribution function of the electrons velocity ~v(vx, vy, vz) and
the coordinate ~r(x, y, z). ~p is the mobility of electron and τ is the relaxation time with isotropic
background scattering. f0 is the equilibrium distribution function of the kinetic energy ε and is
given by the Fermi-Dirac statistics as f0 = 2(m/h)3/[exp[(ε− µ)/kBT ] + 1]. µ is the Fermi energy
level, which is the chemical potential of the electrons according to Gibbs thermodynamics and is
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determined by the electron number density present. T is the temperature and kB is the Boltzmann
constant.

We consider an ideal metallic thin film of thickness d, with perfect external surfaces perpendic-
ular to the z-axis, and take a temperature gradient ∇T = ∂T/∂x and a thermal electric field Ex,
which owing to the temperature gradient, to be the x direction, as shown in Fig. 1. In general,
according to the approximation of local thermal equilibrium, it is assumed that ∇f ≈ ∇f0, because
the thickness of films is further larger than the mean free path of the electrons. But, when the film
thickness is of the same order of the mean free path, the approximation of local thermal equilibrium
must be modified, So we take ∇f = ∇ (f0 + f1), where ∇f1 is neglected by previous work [4, 6]. In
considering ∂f1

∂T ¿ ∂f0

∂T , and thinking that ∂f1

∂T is not only the function of ~v, but also is the function
of z, and letting ∂f1

∂T = η(~v, z)∂f0

∂T , where |η(~v, z)| ¿ 1. Hence, the Boltzmann equation is reduced
to

vz
∂f1

∂z
+

f1

τ∗
=

eEx

m

∂f0

∂vx
− vx[1 + η(~v, z)]

∂f0

∂T

dT

dx
. (2)

The general solution is

f1 =
(

eEx

m

∂f0

∂vx
− vx

∂f0

∂T

dT

dx

)
τ∗

[
1 + ψ(~v, z) exp

( −z

τ∗vz

)]
. (3)

With regard of grain boundaries perpendicular to the heat flux, the effective relaxing time τ∗ has
the form [9] 1

τ∗ = λ
D

R(a,U)
T (a,U)

cos ϕ sin θ
τ + 1

τ , where R(a, U) and T (a, U) are the coefficients of reflection
and transmission from the grain boundary, respectively; and they hold the following relation,
R(a, U) + T (a, U) = 1. λ is the mean free path without considering grain boundaries and D is the
average size of crystalline grains. We introduce a spherical system (v, ϕ, θ) spatial velocity with
vz = v cos θ, and a scattering parameter α (α = (λ/D)[R(a, U)/T (a, U)]). The grain boundary
is treated as a potential barrier characterized by the width a and the height U . By solving the
Schrödinger’s equation for the problem of particle transition through the potential barrier [10], we
can obtain the following expressions for α (m is the mass of electrons and ~ is the Planck constant),

α =
λ

D

U2

4ε(U − ε)
sinh2

{a

~
[2m(U − ε)]1/2

}
, for ε < U (4a)

α =
λ

D

a2

2~2
mε, for ε = U (4b)

α =
λ

D

U2

4ε(ε− U)
sin2

{a

~
[2m(ε− U)]1/2

}
, for ε > U (4c)

Considering the scattering of grain boundaries parallel to the heat flux and the external sur-
faces scattering, and treating them as the boundary condition by using the Hoffman’s two-fluid
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Figure 1: Schematic diagram of the system under consideration.



1266 PIERS Proceedings, Xi’an, China, March 22–26, 2010

model [11], we obtain

ψ + (~v, z) = − 1− pe−ζz/λ

1− pe−ζz/λe(z−d)/τ∗vz
, (vz > 0) (5a)

ψ−(~v, z) = − (1− pe−ζz/λ)ed/τ∗vz

1− pe−ζz/λe(d−z)/τ∗vz
, (vz < 0) (5b)

and substitute them to Eq. (5), then

f+
1 (~v, z) =

(
eEx

m

∂f0

∂vx
− vx

∂f0

∂T

dT

dx

)
τ∗

[
1− 1− pe−ζz/λ

1− pe−ζz/λe(z−d)/τ∗vz
e−z/τ∗vz

]
, (vz > 0) (6a)

f−1 (~v, z) =
(

eEx

m

∂f0

∂vx
− vx

∂f0

∂T

dT

dx

)
τ∗

[
1− (1− pe−ζz/λ)

1− pe−ζz/λe(d−z)/τ∗vz
e(d−z)/τ∗vz

]
. (vz < 0) (6b)

where p is a fraction of the electrons are scattered specularly from the external surfaces and ζ is
penetration parameter related to the electrons through grains. The electric current density jx(z),
the average current density jx and the heat flux qx(z), the average heat flux qx are given by

jx(z) = −e

∫∫∫
vxfd~v, jx =

1
d

∫ d

0
j(z)dz, (7a)

qx(z) =
∫∫∫

vxεfd~v, qx =
1
d

∫ d

0
qx(z)dz. (7b)

We deduce the average current density and set it to zero for obtaining the expression of, Ex and
then substitute it in Eq. (7b). Thereby, the film thermal conductivity is κfilm = qx/(−dT/dx).
Combining the definition of bulk thermal conductivity, the ratio of the film thermal conductivity
to the bulk value is obtained

kfilm

kbulk
=

3
4π

∫ 2π

0
dϕ

∫ π

0
dθ

∫ d

0
dz

1
d

1
1 + α cosϕ sin θ

cos2 ϕ sin3 θ

[
1− (1− pe−ζz/λ)

1− pe−ζz/λe(z−d)/τ∗v|cos θ| e
−z/τ∗v|cos θ|

]
. (8)

If don’t think over the scattering of grain boundaries perpendicular to the heat flux, we can
obtain a approximation,

kfilm

kbulk
= γ0 = 1− 3

4d

∫ π

0
dθ

∫ d

0
dz sin3 θe−z/τv|cos θ| (p = 0)

= γp = 1− 3
4d

∫ π

0
dθ

∫ d

0
dz sin3 θ

(1− pe−ζz/λ)
1− pe−ζz/λe(z−d)/τv|cos θ| e

−z/τv|cos θ| . (p 6= 0) (9)

After defining d/λ = δ, and using the so called exponential integral function Ei, γ0 and γp can
be written as

γ0 = 1− 3
8
δ−1 − 3

4

(
δ − 1

12
δ3

)
Ei(−δ)− exp(−δ)

[
5
8

+
1
16

δ − 1
16

δ2 − 3
8
δ−1

]
, (p = 0) (10)

γp ' 1− 3
16

(
1− pe−ζδ

)
e−δ +

3
16

1
δ
e−δ

(
1− pe−ζδ

)
ln

(
1− pe−ζδ

)
− 3

16
1
δ

(1− p) ln
(
1− pe−δ

)

(
1− pe−ζδ

)[
−15

16
1
δ
e−δ +

3
8
δ

(
1− 1

12
δ2

)
Ei (−δ) +

1
32

δ (1− δ) e−δ

]
(p 6= 0) . (11)

When δ > 1, Eq. (11) is reduced to γp ' 1− ( 3
16 + 15

16
1
δ )(1−pe−ζδ)e−δ. (*)
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3. RESULTS AND DISCUSSIONS

The ratio of film to bulk thermal conductivity is a function of δ at different α according to Eq. (8) as
shown in Fig. 2. It can be found that the value of kf/kb decreases apparently with the parameterα
increasing. Because the parameter α is the function of the average grain size D, and we can conclude
that the average size is smaller, and the ratio of film to bulk thermal is more litter.

Figure 3 presents that the comparison between the theoretical predictions from the expression (*)
and the experimental results from previous work [5]. The theoretical calculations agree with the
experimental results. It indicates that the simplification of the expression is reasonable. From more
calculations, we find that the expression is else valid for super-thin films when δ < 1 and δ > 0.1.
So the simple expression is suitable for application.

α
α
α
α

δ

ζ

Figure 2: kf/kb as a function of δ at p = 0.1, ζ = 0.9,
but different α.

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

 George Chen,Au

 Nath,Cu

 Nath,Cu

  expression( *) ,p=0.1,ζ=0.9 ;

κ
f  /

 κ
b

δ (the ratio between thickness and the mean free path)

Figure 3: kf/kb as a function of δ. The line is the re-
sults that calculates according to the expression (*),
and symbols are the experimental results [5].

4. CONCLUSIONS

In conclusion, we propose a theoretical model to describe the size effect in metallic thin films which
are resulted from the external surfaces scattering and the grain boundaries scattering. The calcu-
lations indicate that: when the thickness of films is less than the mean free path of electrons, the
grain boundaries scattering is as important as the external surfaces scattering; when the thickness
is of the order of the mean free path, the external surfaces scattering is the main factor. The present
results will be helpful to study the thermal properties of nano-materials and design new devices in
the future.
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Dynamic Analysis for Electrified Cantilever Conductive Thin Plates
under Transverse Multi-pulse Magnetic Field
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Abstract— A mathematic model was established for electrified cantilever conductive thin plates
under external transverse multi-pulse magnetic field. The distribution of eddy current induced by
the transverse multi-pulse magnetic field would be influenced due to a subsistent inner uniform
electric field in the conductive thin plates by adopting finite element numerical method, and also
obtained the distribution of temperature field in thin plate from the law of heat conduction.
Subsequently the influences of multi-pulse magnetic field and uniform electric field on the in-
plane magnetic volume forces and the maximum deformation of thin plate were quantitatively
simulated on the basis of electro-magneto-thermo-elastic theory. The simulation results indicate
that the dynamic buckling phenomenon is caused by the in-plane magnetic volume compression
force arising from the interaction between the eddy current induced by multi-pulse magnetic field
and inner uniform electric field. The dynamic buckling phenomenon of cantilever thin plate is
determined by the value of maximum magnetic field and impulse parameter, and also the inner
uniform electric field.

1. ITRODUCTION

Abundant conductive shells and structures are broadly applied to the complicated electromagnetic
circumstance in modern industry and electronic devices, so developing a relevant electro-magneto-
thermo-elastic theory is important to make the guidance on the metallic thermo forming, optimum
design of configuration for the electronic mechanical devices run under the electromagnetic field.

Much attention had been paid to the mechanical behaviors of a conductive thin plate under the
magnetic field changing with time. Hua et al. [1, 2] took the limiter blade of a Tokamak fusion reac-
tor as a cantilever beam in applied magnetic fields delayed exponentially with time. Zhou et al. [3]
developed a coupled magneto-mechanical model, which can describe various mechanical behaviors
for the ferromagnetic structures. Takagi et al. [4] conducted an experimental of thin plate deflection
in the magnetic field and gave some computational analyses by using the T -method [5]. Recently,
Wang et al. [6, 7] presented a theory model to analyze the magneto-thermo-elastic instability of
ferromagnetic plates subjected to thermal and magnetic loading. Zhang et al. [8] and Zhu et al. [9]
revealed some rules for the dynamic stability of a cantilever conductive plate under transverse impul-
sive magnetic field and strong magnetic field. Higuchi et al. [10] studied the magneto-thermo-elastic
stressed of a conductive solid circular cylinder in a transient magnetic field. Laissaoui et al. [11]
estimated the thermal impact on induction machines, for which a coupled electromagnetic thermal
analysis was carried out.

Most researchers are focus on the dynamic behaviors of rectangular conductive beams or plate
structures which are in transverse monopulse magnetic field, and fewer considered the existence
of inner electric field. The present study considers the electrified cantilever conductive thin plate
subjected to external transverse multi-pulse magnetic field. By using finite element numerical
method, we obtain the distribution of eddy current induced by the transverse multi-pulse magnetic
field and inner uniform electric field. Subsequently, the distribution of temperature, the in-plane
magnetic volume forces and the maximum deformation of thin plate were quantitatively gained on
the basis of electro-magneto-thermo-elastic theory. We also discuss the main influencing factors on
the dynamic stability of the conductive plate.

2. BASIC EQUATION

Considering that a cantilever conductive thin plate is applied by the transverse multi-pulse magnetic
field B0 = B0(t)k and the inner electric field E = E0i as shown in Fig. 1, where i and k are the
unit vectors in the direction of x and z respectively. Ignore the displacement current, and Maxwell
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Figure 1: Schematic diagram of the electrifiedcantilever conductive thin plate in transverse multi-pulse
magnetic field.

electromagnetic equations related to the distribution of eddy current can be described as

∇×H = Je, (1a)

∇×Ee = −
(

∂Be

∂t
+

∂B0

∂t

)
. (1b)

where H, Je and Ee are the vector of magnetic field, eddy current density and electric field intensity
induced by time-varying magnetic field respectively. B0 and Be are the applied magnetic field and
the induced magnetic field duo to the eddy current.

The constitution relations for the magnetic field and the eddy current can be respectively ex-
pressed as

B = B0 + Be = µ0H, Je = σ(Ee + V×B). (2)

where V is the velocity of vibration of the plate, σ, µ0 are respectively the electrical conductivity
of the conductive plate and the magnetic permeability of vacuum.

Applying divergence operator to both sides of Eq. (1a), we can get ∇ · Je = 0, and the eddy
current vector potential T [5] can be defined as Je = ∇ × T. Introducing Coulombian gauge
condition ∇ · T = 0, and using the Helmholtz’s formula and Biot-Savart’s law for the thin plate,
the magnetic flux density arise from the eddy current in the plate can be written as

Be = µ0T − µ0

4π

∫

s
T ′n

∂

∂z

(
1
R

)
ds′. (3)

here T = Tk, Be = Bek. T ′n is the component of T along the thin plate surface s, and R is a
distance from an arbitrary point in the plate to a point occupied by the eddy current. Substituting
Eq. (3) into Eq. (1b), and considering Eq. (2), we can obtain the basic equation of the vector
potential of the eddy current T as

∇2T − µ0σ
∂T

∂t
− σµ0

4π

∫

s

∂T ′n
∂t

∂

∂z

(
1
R

)
ds′ = σ

∂B0(t)
∂t

. (4)

with the boundary condition ∂T/∂s = 0 and the initial condition T (x, y, 0) = 0.
In the Eqs. (3) and (4), the eddy current vector potential T for the thin plate is simplified as

the only component T in the direction of z, which makes the magnetic flux density Be induced by
the eddy current has the component in the direction of z.

Since an inner uniform electric field E is existence in the thin plate, the current J can be
expressed as,

J = Je + σE = σ(Ee + E + V×B). (5)

Assumed that the current is uniform along the thickness of the thin plate, the electromagnetic
force density vector F is given by Lorentz force formula,

F =
∫ h/2

−h/2
(J×B)dz = −h(B0 + Be)

∂T

∂x
i− h(B0 + Be)

(
∂T

∂y
+ σE0

)
j (6)

the Eq. (6) reveals that electromagnetic force exerted on the plate only has two in-plane component
Fx and Fy with applied transverse time-varying magnetic field. If these in-plane components
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were ignored, the thin plate would be not subjected to electromagnetic forces so that it would be
impossible to analyze the mechanical behavior.

The plane temperature field induced by the heating effect of eddy current for the conductive
plate can be expressed as

λ

(
∂2T

∂x2
+

∂2T

∂y2

)
= −

(
1
σ

J2 − cρ
∂T

∂t

)
(7)

where λ, c and ρ are respectively the thermal conductivity, specific heat ratio and mass density, T is
the temperature of one point in the plate. The convective boundary condition is λ∂T

∂n = −β(T sc−T e)
and β is the convection coefficient.

Based on the analyses of the electromagnetic force mentioned above, the in-plane displacement
of the plate under the in-plane electromagnetic force Fx and Fy and thermal stress is considered.
The movement equations for the displaces u and v can be expressed as

Eh

1− µ2

(
∂2u

∂x2
+

1− µ

2
∂2u

∂y2
+

1 + µ

2
∂2v

∂x∂y

)
+ Fx(x, y, t)− Ehα

1− µ

∂θ

∂x
= ρh

∂2u

∂t2
, (8)

Eh

1− µ2

(
∂2v

∂y2
+

1− µ

2
∂2v

∂x2
+

1 + µ

2
∂2u

∂x∂y

)
+ Fy(x, y, t)− Ehα

1− µ

∂θ

∂y
= ρh

∂2v

∂t2
. (9)

The boundary conditions and the initial conditions are respectively written as

x = 0 : v = 0; x = a, y = 0, b : N |Γ = 0, (10)
u(x, y, 0) = v(x, y, 0) = 0, ∂u(x, y, 0)/∂t = ∂v(x, y, 0)/∂t = 0. (11)

where E, µ, α and θ are the Young’s modulus, the Poisson’s ratio, bending strength and the
temperature difference between the instantaneous temperature of one time and the next time. Γ
represents the boundary of the plate except for the edge x = 0; N |Γ is the component of internal
membrane force N at the boundary Γ. Since the internal membrane force N is related to the
displaces u and v of the plate, its all components can be written

Nx =
Eh

1− µ2

(
∂u

∂x
+ µ

∂v

∂y

)
− Eα

1−µ

∫ h/2

−h/2
θdz, Ny =

Eh

1− µ2

(
∂v

∂y
+ µ

∂u

∂x

)
− Eα

1− µ

∫ h/2

−h/2
θdz,

Nxy =
Eh

2(1 + µ)

(
∂v

∂x
+

∂u

∂y

)
.

(12)

The vibration equation of the plate under the internal membrane forces Nx, Ny and Nxy can be
written as

−D∇2∇2w − Eα

1− µ

∫ h/2

−h/2
∇2θzdz +

(
Nx

∂2w

∂x2
+ 2Nxy

∂2w

∂x∂y
+ Ny

∂2w

∂y2

)
+

(
∂Nx

∂x
+

∂Nxy

∂y

)
∂w

∂x

+
(

∂Ny

∂y
+

∂Nxy

∂x

)
∂w

∂y
= ρh

∂2w

∂t2
(13)

Considering the cantilever plate as shown in Fig. 1, the boundary conditions and the initial condi-
tions are given

x = 0 : w(x, y, t) = 0, ∂w(x, y, t)/∂t = 0; x = a, y = 0, b : Mn|Γ = 0, Vn|Γ = 0, (14)
t = 0 : ∂w(x, y, t)/∂t = 0, w(x, y, 0) = 0. (15)

where Mn|Γ and Vn|Γ are a bending moment and an equivalent shearing force at the boundary Γ
of the plate.

In the process of simulation calculation for the dynamic response of the electrified conductive thin
plate under the multi-pulse magnetic field, we need to solve Eq. (4) first to obtain the eddy current
vector potential T , and then get the total current density J and the distribution of temperature.
After having got the membrane forces Nx, Ny and Nxy arising from in-plane forces Fx(x, y, t) and
Fy(x, y, t) by solving Eqs. (8)–(11), we will predict dynamic response of the plate according to the
solution of Eqs. (13)–(15).
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3. NUMERICAL RESULT

In order to simulate the electro-magneto- thermo-mechanical multi-field coupling behaviors of the
cantilever conductive thin plate under the inner uniform electric field and external transverse multi-
pulse magnetic field, as shown in Fig. 1, the theoretical model developed in preceding section
is preformed. The parameters of geometry and material of the plate are taken as a = 0.2m,
b = 0.1m, h = 4mm, E = 6.89 × 1010 Pa, µ = 0.3, ρ = 2.713 × 103 kg/m3, σ = 3.65 × 107 S/m,
µ0 = 4π × 10−7 H/m, λ = 263W/mK, β = 5 W/ m2K, cρ = 2.44 × 106 J/m3K. The applied time-
varying magnetic field is B0 = B0[1 − exp(−t/τ)]k, and adopting the critical value B0 = 2Tesla,
τ = 0.06 s. The maximum number of impulse adopted here is Nmax = 5000. We propose a numerical
technique of the finite element method using the Crank-Nicolson method and Newmark method
in time for simulation, taking the element number of the plate as 20 × 10 and the time step as
∆t = 0.01 s.

Choose one point of (a/2, b/2) in the thin plate and its deflection response are plotted respectively
for E0 = 0 V/m and E0 = 0.3V/m in Fig. 2. It is found from the Fig. 2(a) that the vibration of the
plate with a small amplitude tends to stability when no inner added electric field. However, with
the uniform inner electric field in the Fig. 2(b), the amplitude increases greatly and the vibration
will last long. Also, the center of the eddy current is moved and the distribution of the eddy current
density in the conductive plate is changed owing to the added uniform electric field, as shown in
Fig. 3.

(a) (b)

Figure 2: Response of the vibration of the conductive plate ( (a) no electric field; (b) inner electric field
E0 = 0.3V/m).

) (b)

(a) (b)

Figure 3: The distribution of the eddy current density ((a) no inner electric field; (b) inner electric field
E0 = 0.1V/m).
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4. CONCLUSIONS

A numerical analysis for the dynamic stability of the conductive thin plate subjected to the inner
uniform electric field and transverse multi-pulse magnetic field is displayed. When the inner electric
field is applied, the vibration of the plate becomes instable and the amplitude increases greatly.
The changes of the distribution of eddy current density certainly alter the in-plane components of
the electromagnetic force and the thermal stress, which can bring the influence on the distortion
of the conductive thin plate.
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Abstract— Bulk high-temperature superconductors have now been developed for applications
in magnetic bearings, current leads, and flywheel energy storage systems. However, there is a ma-
jor problem of such bulks, that is mechanical fracturing frequently occurs when a large magnetic
field is applying. In this work, the general problem of a central crack in a thin superconducting
disk is studied. The dependence of the stress intensity factor on the parameters, including the
crack length and the applied field, is investigated. We calculate the body forces by numerical
method, solve the magneto-elastic problem and present a simple model in which the effect of the
crack on the critical current is taken into account. It is assumed that the crack forms a perfect
barrier to the flow of current. The Bean model is considered for the critical state. Based on the
complex potential and the boundary collocation methods, the stress intensity factor under the
various magnetic field is obtained for a thin superconducting disk containing a central crack. The
results show that the crack length and the applied field have significant effects on the fracture
behavior of the superconductor. The stress intensity factor will arrive a peak when the magnetic
field reduces, there is also a peak for the stress intensity factor as the relative length of the crack
is reduced. However, the variation in the stress intensity factor with respect to the relative length
of the crack is relatively small. Thus, the results show the times when mechanical fracturing is
easy to happen.

1. INTRODUCTION

Top-seeded growth of bulk Y-Ba-Cu-O magnet has developed towards the production of large single-
grain superconductors with very strong flux pinning during recent years [1, 2]. Superconductors
of this type can trap very high magnetic fields in the remanent state, exceeding the field from
permanent magnets by an order of magnitude and even more. However, the mechanical properties
and thermal conductivity of a bulk YBa2Cu3O7−y magnet can strongly affect the magnetic behavior
in a bulk Y-Ba-Cu-O magnet [3]. Thus, the magneto-elastic problems have received considerable
attention in the past years [4]. A systematic study of these problems was first made by Ren et al. [5],
later the modeling of the magneto-elastic behaviour was extended by including various geometrical
cases [6–11].

Microcracking is a common and important phenomenon in melt-processed rare earth-Ba-Cu-O
superconductors [12]. Cracks can be formed during oxygenation in the single grain bulk supercon-
ductor prepared by the top seeded melt-growth process [13]. Theoretical and experimental studies
have been made recently [14–16]. However, the crack problem in a thin superconducting disk has
not yet been studied.

In this paper, we use the complex potential method used in [16] to calculate the stress intensity
factor of a thin superconducting disk with a central crack, which based on the critical state Bean
model used in [17]. We present the results here and discussed how the stress intensity factor depends
on the crack length and the applied field.

2. BASIC EQUATIONS

Consider a thin superconducting disk of radius R and thickness d, where d ¿ R, see Fig. 1. The
length of the crack is 2a. We present a simple model on the assumption that there are no currents
flow inside the crack region 0 < r < a. While outside the crack region a < r < R, the current
distribution is not disturbed by the crack. The flux distribution can be determined at the critical
state. In the critical state model, the currents flow in different circular loops, and the Lorentz force
f is generated on the flux lines.

For the convenience of mathematical analysis, we introduce a resultant force σt which replaces
the body force. In this case, the resultant force is just applied at the boundary of the disk. By
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integrating the body force along the radius r, the resultant force σt is given by

σt =
∫ R

a
f(r)rdr/R (1)

where f(r) is the body force and is defined as

f(r) = − 1
2µ0

d

dr
(B2) (2)

In order to calculate the stress intensity factor, we use a complex potential method [16, 18].
The conformal mapping method is used to solve this problem. We use a function mapping a crack
in the z-plane to a unit circle in the ζ-plane, which is [16]

z = ω(ζ) = (a/2)/(ζ + ζ−1) (3)

ζ = z/a + [(z/a)2 − 1]
1
2 (4)

where
z = x + iy (5)

The crack and its exterior are mapped to the unit circle and its exterior by (3) (see Fig. 3).
The stresses and boundary condition in the elastic response yield

σx + σy = 4ReΦ(ζ) = 4Re[φ′(ζ)/ω′(ζ)] (6)

σy − σx + 2iτxy = 2[ω(ζ)Φ′(ζ)/ω′(ζ) + Ψ(ζ)] = 2{ω(ζ)[φ′(ζ)/ω′(ζ)]′ + ψ′(ζ)}/ω′(ζ) (7)

φ(ζ) + ω(ζ)φ′(ζ)/ω′(ζ) + ψ(ζ) = i

∫

s
(Xn + iYn)ds (8)

where Xn and Yn are he horizontal and vertical forces applied on an element of arc ds. With a
same process as [16], the stress intensity factor KI can be defined and calculated as

KI = 2π1/2φ′(1)/[ω′′(1)]1/2 = 2π1/2φ′(1)/a1/2 (9)

As only the tensile stress can lead to the fracture of the disk, we restrict the analysis to the
decreasing field process. The applied field is decreased from its maximum value which is denoted
by Bm.

The flux density profiles in a disk have been derived by Jonhansen in [17]. When the applied
field is reduced, the flux density should be studied in three different regions, that is:

Region I (outer); b ≤ r < R;

B(r)
Bd

=
Ba

Bd
+arccosh(R/r)+

2
π

[∫ arcsin(b/r)

arcsin(â/r)

1− θ cot θ√
1−(r/R)2 sin θ

dθ −
∫ π/2

arcsin(b/r)

1− θ cot θ√
1−(r/R)2 sin θ

dθ

]

J(r)/Jc = 1 (10)

where b = R
cosh[(Bm−Ba)/2Bd] , Bd = µ0Jcd/2, and â = R

cosh(Bm/Bd) .
Region II (middle); â ≤ r < b;

B(r)
Bd

=
Bm

Bd
− arccosh(R/r) +

2
π

∫ π/2

arcsin(â/r)

1− θ cot θ√
1− (r/R)2 sin θ

dθ

J(r)
Jc

= −1 +
4
π

arctan

(
r

R

√
R2 − b2

b2 − r2

) (11)

Region III (inner); r < â;

B(r) = 0
J(r)
Jc

=
2
π

[
2 arctan

(
r

R

√
R2 − b2

b2 − r2

)
− arctan

(
r

R

√
R2 − â2

â2 − r2

)]
(12)

However, we consider that the crack length a is much longer than â, so we replace â by a in
region II and region III is then displaced for that there is no current flow within this region.
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3. RESULTS AND DISCUSSTION

In this section, we calculate the stress intensity factor of a superconducting disk with a central
crack subjected to the electromagnetic forces. Because of the symmetry in geometry and loading,
the mode II stress intensity factor KII is equal to zero and only mode I stress intensity factor KI

will be considered. All the stress intensity factors here are normalized by

K0 = σ0

√
πa

in which σ0 = B2
d/2µ0.

We can find that there are two factors that affect the value of the intensity factor KI . One is
that the applied field which determines the value of the total force σt, and the other one is that
the length of the crack.

Figure 3 shows the distribution of the stress intensity factor of the disk when the applied field
is reduced from Bm to Ba based on the Bean model.

In Fig. 3(a), the stress intensity factor firstly increase with the increase of the relative crack
length a/R, then decreases after it reaches a peak value. This is because that, in this case, the
effect of the crack length is larger than the other one when the crack is small. However, the effect
will become insignificant as the crack length increases. In Fig. 3(b), however, the stress intensity
factor reaches its peak value more quickly than the case in Fig. 3(a). So in most time the total
force σt has dominant effect on the stress intensity factor. Another different from the previous
case is that the magnitude of the stress intensity factor reduces relative to the case in Fig. 3(a).
It is indicated that a larger stress intensity factor can be obtained due to a stronger applied field.
Therefore, a stronger field should be avoid in energizing a trapped-field magnet.

B

Figure 1: A thin superconducting disk with a central
crack under a parallel magnetic field Ba.

Figure 2: Flowing of shielding current in the circular
loos.

(a) (b)

Figure 3: Variation in the stress intensity factor for the Bean model as the field decreases from Bm to Ba.
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4. CONCLUSION

In conclusion, this article presents the fracture problem caused by flux pining in a thin supercon-
ducting disk. Based on the complex theory and the assumption that there is no current flow in the
crack region, results for the Bean model are obtained. It is worth pointing that the variation in
the stress intensity factor with respect to the crack length is relatively small. It is indicated that
the effect of the crack on the critical current distribution is not negligible, the perturbation of the
critical current brought upon by the crack is significant and cannot be neglected.
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Abstract— The interaction between applied magnetic fields and magnetizable media has always
been very complicated, since the distribution of magnetic field and magnetic forces in the media
cannot be measured directly. Modeling the magnetic field and magnetic force in the deformable
media which can agree to the measured results on the surface of media is very important. In this
work, the authors review the various existing magnetic force models by comparing the premises
on which the model is based, formulas and results.

1. INTRODUCTION

The interaction between applied magnetic fields and magnetizable media is very complicated.
Firstly, magnetic domains in the magnetizable media will rotate along the direction of external
applied magnetic field, and the media consequently becomes magnetized; then magnetic field will
change inside and outside the media due to the magnetization, in which media acts as a inductive
“source”; finally, magnetic force and torque are exerted on the media which cause deformation
and movement, while the deformation and movement of magnetized media will further affect the
distribution of the field of these “sources”. Modeling the magnetoelastic Interaction between mag-
netizable and deformable media and magnetic field which can agree to the measured results on
the surface of media is very important. Although many works [1–11] exist in this area, researchers
are still puzzled by a number of issues: why are there so many coexistent theoretical models for
magnetic force of magnetizable media under a applied magnetic field? How to make a choice? How
to calculate the interaction between applied magnetic fields and magnetizable media considering
the effect of the magneto-elastic coupling? The rationality of magneto-elastic model and validity
of calculation are related to whether the model can predict the stability of ferromagnetic structure
accurately under the magnetic field in the nuclear industry, high-tech area, etc. In this paper, the
authors review the various existing magnetic force models by comparing the premises on which the
model is based, formulas and results, and discuss their scope of application.

2. MAGNETIC DIPOLE MODEL

According to the Ampere’s molecular current hypothesis, each molecular in the magnetic media
can be considered as a closed circuit. When there’s no applied magnetic field, the moments become
randomly disordered, canceling each other and eliminating the magnetic field. As external magnetic
field is applied, magnetic moments aligned to the direction of magnetic field, which makes media
becomes magnetized. We study a molecular closed circuit near the point P (Fig. 1).
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eρ
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r ′
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P
ρ

Figure 1.
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The total force and torque on the circuit are then given by Lorentz law:

F =
∮

Idleτ ×B(r′) C =
∮

ρeρ × [Idleτ ×B(r′)] (1)

Here, B(r′) is the total magnetic induction at point Q, which can be expressed with the magnetic
induction at point P by expanding B(r′) in a Taylor series:

B(r′) = B(r) + ρeρ · ∇B(r) + . . . (2)

Hence:

F=
∮

Idleτ × (B(r)+ρeρ ·∇B(r))=Iρ

∮
eτ (eρ ·∇)×B(r)dl =

I
2

[∮
(ρeρ × eτdl)×∇

]
×B(r) (3)

We defined the equivalent magnetic moment of the circuit:

m =
I
2

∮
ρeρ × eτdl (4)

Thus the total force on the circuit can be written as:

F = (m×∇)×B(r) = [∇B(r)] ·m−m[∇ ·B(r)] = [∇B(r)] ·m (5)

In the Eq. (5), the condition ∇ · B(r) = 0 is used. With the aid of definition of magnetization
vector M, the magnetic body force in unit volume can be given:

f(r) = [∇B(r)] ·M(r) (6)

A similar calculation leads to torque in unit volume formula as:

c(r) = M(r)×B(r) (7)

Considering linear constitutive relationship between magnetic induction and magnetization M(r) =
χmB(r)/µ0µr, we have c(r) = 0. The research object of magnetic dipole model is infinite media,
since magnetic body force formula (6) has nothing to do with the magnetic force at boundary
surface.

3. MAXWELL’S MODEL BASED ON ELECTROMAGNETIC STRESS TENSOR

According to Maxwell [1], “the force on a piece of magnetic substance carrying a current may for
convenience of calculation” be divided into two parts: the force on the element due to the current
and the force in consequence of the magnetism. The first part is the same as the force on an
non-magnetic media, written as J×B (Here, J is conduction current, while magnetization current
is not included); the second part calculate the magnetic force due to magnetization, denoted as
µ0(∇H) ·M, where µ0 is vacuum permeability. Compared to the dipole model, it can been noticed
that the force in consequence of the magnetism in this manner is analogous to taking µ0H instead
of the magnetic induction B at point inside the body in the dipole model, which means that
calculating the force with external magnetic induction replacing the total magnetic induction due
to magnetization.

Using ∇×H = J, the magnetic force exerted on an element of a body can be expressed as:

f = µ0(∇H) ·M + J×B = ∇ ·
(
BH− 1

2
µ0H

2δ

)
(8)

in which δ is unit tensor. Maxwell had proved that the quantity in the bracket is tensor, subse-
quently, which is the famous “Maxwell stress tensor”. Hence, the total force on a body can be
calculated by integration over a surface surrounding it,

F =
∫

Ω

∇ ·
(
BH− 1

2
µ0H

2δ

)
dτ =

∫

S

n ·
(
BH− 1

2
µ0H

2δ

)
dS (9)
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When S surrounds the whole body, the total magnetic force can be obtained. The treatment
above requires no modification for elastic solid; but all the coordinates in this treatment must
be the instantaneous coordinates of the particles after the deformation [2]. We can also see from
Eq. (9) that magnetic traction at the boundary of the magnetized media is not taken into account
since formula (9) just transform the force inside the body to the force over the surface in the
treatment. Moreover, magnetic induction contributed by magnetization of media is not taken
into consideration, therefore, the magnetic body force in the magnetized media without carrying
current omits the term µ0(∇M2)/2 compared to dipole model. Some works [2, 10, 11] let the surface
S expand to outside the body, hence, B may be replaced by µ0H, since the surface integration can
be carried out outside the body. Thus, we have:

F =
1
µ0

∫

S

n ·
(
BB− 1

2
B2δ

)
dS (10)

However, the magnetic induction at point outside but near the magnetized media is not easy to
calculate since the external magnetic field near the media will change due to the magnetization of
media.

4. BROWN’S MODEL

In Brown’s thesis [2], magnetic force exerted on a magnetized and conduction-current-carrying
body subjected to an externally applied magnetic field was discussed by consideration of external
magnetic induction B0 instead of the real magnetic induction B at points inside body. Thus,
Eq. (6) can be expressed as:

f(r) = [∇B(r)] ·M(r) = [M(r) · ∇]B0 − (∇×B0)×M(r) = [M(r) · ∇]B0 (11)

where ∇ × B0 = 0 is considered in Eq. (11). The total force on the body can expressed by the
integration:

F =
∫

M · ∇B0dτ (12)

Alternative expressions for the total force on the body can be derived by use of vector identities
and ∇ ·B = 0 always, ∇×B0 = 0 in external magnetic field:

F =
∫

n ·MB0ds−
∫

(∇ ·M)B0dτ (13)

F = −
∫

(n×M)×B0ds +
∫

(∇×M)×B0dτ (14)

Eq. (13) and Eq. (14) are called the pole model and Ampere-current model, respectively. The
above three representation of the magnetic body total force are equivalent, while the distribution
of magnetic forces are widely different. Moreover, magnetic induction B in these three model are
external magnetic induction B0, in which magnetic induction contributed by the matter in the
magnetized body is not taken into consideration.

Then, Brown modified the model by evaluating the long-range part of the magnetic force exerted
on the matter in an arbitrary volume of a magnetized body by all sources outside the volume,
including the rest of body. In Fig. 2, τ1 is the volume of magnetized body, and τ2 is the arbitrary
volume of τ1, S1 and S2 are closed surfaces surrounding τ1 and τ2, respectively.

Defined: H0 = H − H12, B0 = B − B12. In which H0 and B0 are external magnetic field
intensity and induction, H and B are total intensity and induction at point inside τ2, H12 and B12

are the parts of them contributed by the matter in τ1, calculated at points inside τ2. Thus

F = µ0

∫
M · ∇H0dτ = µ0

∫
M · ∇Hdτ + F1 (15)

where

F1 = − lim
S1S2→S



µ0

∫

S2

n2 ·m2H12dS2 + µ0

∫

τ2

(−∇2 ·M2)H12dτ2



 (16)
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Figure 2: Method of calculating the force on part of a body [2].

With the aid of discontinuity of H across the surface S, we can obtain:

F1 =
1
2
µ0

∫
nM2

ndS (17)

Therefore
F = µ0

∫
M · ∇Hdτ +

1
2
µ0

∫
nM2

ndS (18)

Formula (18) can be rewritten by setting B = µ0(H + M) and considering M × (∇ × B) =
∇B ·M− (M · ∇)B:

F =
∫
∇B ·Mdτ − 1

2
µ0

∫
nM2

t dS (19)

Formula (19) can be separated into the representation of magnetic body force and magnetic traction:

f em = ∇B ·M, Fem = −1
2
µ0M

2
t n (20)

Compared with formulas (6), the representation of magnetic body force is consistent with the
magnetic body force based on dipole model, however, the magnetic traction is added. The total
magnetic force calculated by formulae (18) and (19) are equivalent, while the distribution of mag-
netic forces are different. As can be seen from the above derivation, the procedure for obtaining
the model by Brown it is the following: First calculate the magnetic force exerted on the magne-
tized body by source of field entirely outside it, without considering the magnetic induction due
to magnetizing, thus, formulae (12) (13) and (14) are obtained; then modify, by calculating the
long-rang part of the magnetic force contributed by the matter in the body, thus, formulae (18)
and (19) are got. Though the representation of magnetic body force is as same as dipole model,
the magnetic traction is just calculated by carrying the volume integral of the magnetic body force
enclose a region which is separated by a discontinuity surface. Therefore, the magnetic traction
calculated in this manner is the representation of magnetic body force on the boundary surface,
not the physically significant magnetic traction.

5. ZHOU-ZHENG’S MODEL BASED ON GENERALIZED VARIATIONSL PRINCIPLE

Zhou-Zheng [7, 9] generalize the variational principle of magneto-elasticity into the system of
magnetoelastic interaction of magnetizable media in magnetic fields. This generalization is achieved
by establishing a functional of total energy of the system through considering the summation of
internal energy, and magnetic energy.

Π [u, φ] =
1
2

∫

Ω+(u)

µ0µr(∇φ+)2dV +
1
2

∫

Ω−(u)

µ0(∇φ−)2dV
1
2

+
∫

s0

n ·B0φ
−dS +

1
2

∫

Ω+

ε : tdV (21)

Considering the variations of φ and u independent from each other, according to the arithmetic of
variational approach, we have

δΠ = δφΠ + δuΠ (22)
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On the assumption that the magnetization of media is linear and the material is incompressible,
one can reduce Eq. (22) into the form

δΠ = −
∫

Ω+(u)

µ0µr(∇2φ+)δφ+dV −
∫

Ω−(u)

µ0(∇2φ−)δφ−dV +
∮

S
µ0

{
µr

∂φ+

∂n
− ∂φ−

∂n

}
δφdS

+
∫

s0

{
µ0

∂φ−

∂n
+ n ·B0

}
δφ−dS (23)

For Eq. (23), let δΠ = 0, Due to arbitrariness and independence of δφ, we can get

f em =
µ0µrχm

2
∇(H+)2, Fem = −µ0χm(µr + 1)

2
(H+

τ )2n+ (24)

Magnetic body force in formula (24) is consonant with magnetic body force in formula (6) based on
the dipole model, but the magnetic surface force is added, which is consistent with the formula of
magnetic stress on both sides of the interface of magnetic media given by Faraday, which therefore
physical significance will be attributed.
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Abstract— Energy band diagram of undoped GaN/InxGa1−xN/GaN hetero-structure is sim-
ulated which consists of a GaN cap layer with an InGaN layer sandwiched on GaN buffer layer.
The formation of triangular quantum well at the hetero-interface with the existence of 2DEG and
2DHG has been confirmed and the dependence of sheet carrier density on the alloy composition
and the thickness of InGaN layer for different temperature have been simulated.

1. INTRODUCTION

III Nitride wide band gap semiconductors have become most functional materials in recent years
to emit light in ultra-violet/visible wavelength region as well as to provide high power and high
frequency applications in devices like HEMTS, HFETS and MODFETS. The significant lattice
mismatch between InN and GaN or AlN can result in a large piezoelectric charge, which is ad-
vantageous for various device applications. Again, InGaN alloys on GaN based heterostructure
possesses tunable band gap along thermal stability and high resistivity which promises that In-rich
heterostructure can be used for high frequency shorter to longer wavelength signal detection. In III
Nitride heterostructure, the difference in the spontaneous and piezoelectric polarization between
two different layers would result in a fixed sheet of polarization charge at the interface. This charge
tends to attract high concentration of electrons or holes depending on the net polarization at the
interface. For a net positive polarization at the interface, this confinement results in 2DEG and for
a net negative polarization this result in 2DHG [1, 2].

In our present study, we have analyzed the energy band diagram of undoped GaN/InxGa1−xN/Ga
N hetero-structure using 1D Poisson/Schrodinger solver [3]. The heterostructure consists of 50 nm
GaN cap layer with an InGaN layer on 100 nm GaN buffer layer (Fig. 1). The formation of triangu-
lar quantum well at the hetero-interface with the existence of 2DEG and 2DHG has been confirmed.
In Fig. 2, the Fermi level is taken as the reference energy level having 0.0 eV energy. The pene-
tration of Fermi energy by both conduction and valence band indicates the creation of quantum
well. It is evident from the figure that the well is formed at InGaN layer. The dependence of sheet
carrier density on the alloy composition for different temperature has also been investigated.

2. SIMULATION AND RESULTS

The dependence of sheet carrier density on the alloy composition for temperature range of 150 K
to 350K has been simulated. From Fig. 3, it can be stated that the density of 2DHG and
2DEG increases with the increase of alloy composition and almost immune to the variation of
temperature. The results presented in Fig. 3 also dictate that 2DHG is slightly dependent on
temperature. Though the density of 2DHG is more dependent [1] to temperature than 2DEG, they
remain unaffected at higher alloy composition.

50 nm

InGaN 0.1 x 0.9

t > T
C

2DEG

GaN

Buffer Layer

100 nm

GaN Cap Layer 

≤≤≤≤ ≤≤≤≤

Figure 1: Undoped GaN/InxGa1−xN/GaN hetero-structure.
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For a given alloy composition the thickness of InGaN layer was varied and corresponding sheet
carrier density was observed (Fig. 4). The thickness was taken from 1.0 nm to 50 nm. Again
for a fixed InGaN layer thickness, the compositional parameter x was varied and resultant sheet
carrier density was also observed (Fig. 5). From the figures, it can be shown that the critical
thickness, TC is decreased with the increase of alloy composition. Thus the relation between the
sheet carrier concentrations with the thickness of InGaN layer has been studied and consequently
critical thickness for the formation of 2DHG and 2DEG has been found. Table 1 presents simulated
critical thickness, TC for different alloy composition at 300 K. Moreover, it can be obtained from
Fig. 6 that the sheet carrier concentration reaches a saturation value after about 50 nm. We believe
that the critical thickness is dependent on the degree of band bending and the surface charge and
the piezoelectric polarization charge of the interface. This critical and saturation thickness can be
very useful to predict the performance of ultra-thin structures.

An important electronic transport property, the low field mobility values for 2DEG has been also
investigated for different mole fraction of Indium with corresponding sheet concentrations. Here

Figure 2: Band diagram of undoped In0.5Ga0.5N, Layer thickness of 50 nm at T = 300 K.

 

Figure 3: Dependence of 2DHG and 2DEG concentration on temperature for variable alloy composition.

Table 1: Critical thickness for the formation of 2DEG and 2DHG in different alloy composition estimated
from Figs. 5 and 6.

Alloy Composition, x Critical Thickness for 2DEG T C
2DEG (nm) Critical Thickness for 2DHG T C

2DHG (nm)

0.1 > 20 > 10

0.2 ≈ 10 ≈ 5

0.3 > 5 > 2.5

0.5 ≈ 2.5 ≈ 2

0.7 < 2 1

0.9 < 1 > 0
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Figure 4: Dependence of 2DHG and 2DEG concentration on InGaN thickness for different alloy composition.

 

Figure 5: 2DHG and 2DEG density with Alloy composition for different InGaN layer thickness.

scattering by two types of phonons are relevant for our study which are acoustic phonon by defor-
mation potential coupling and longitudinal optical phonon. But for higher temperature (≈ 300K)
the mobility is limited by polar optical phonon scattering [2]. Thus we have neglected acoustic
phonon scattering as our interest is restricted for operations at room temperature. Scattering by
polar optical phonons is highly inelastic. An analytic expression for the momentum relaxation rate
in 2DEG can be evaluated which is able to match experimental data [2, 4]. Thus the 2DEG mobility
in undoped InGaN/GaN quantum well has been calculated by using the following equation,

µ =
2E∗q0~2F (y)

em∗2ω0NBG(k0)

where, q0 is the polar optical phonon wave vector and F (y) is a dimensionless function of sheet
carrier density and temperature. Here, NB is the Bose-Einstein distribution function and G(k0) is
the form factor, which is dependent on the geometry of the device and can be assumed unity for
perfect 2DEG in this case.

In our present work, the temperature dependence of the mobility for LO phonon has been ob-
served (Fig. 6). The figure shows that mobility increases as the Indium mole fraction rises. An
average mobility of 3000 cm2/V · s has been obtained at room temperature though mobility is grad-
ually decreased at higher temperature. In contrast to AlGaN/GaN, where µ300K ≈ 2000 cm2/V · s
has been reported [5], InGaN/GaN samples have shown considerably large mobility in room tem-
perature.
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Figure 6: LO Phonon limited Mobility calculation of 2DEG as a function of temperature for different alloy
composition.
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Abstract— During the past decade, interferometric techniques, inherited from radio astronomy,
has been successfully applied to Earth remote sensing. Achieving adequate sensitivity is a critical
issue of a synthetic aperture radiometer, which depends largely on the type of an antenna array.
To reach the sensitivity of each sampling of visibility function as identical as possible is one of
requirements of the optimum antenna array. That is, total integral time of the antenna array
distributes as average as possible to each sampling of visibility function.
In this paper, optimization of rotating-scanning ring arrays is examined on the view of u-v cov-
erage and sensitivity of each sampling point. The relations between the sensitivity and length of
baselines and aperture of element antenna are studied. The objective functions and solution space
of optimization for rotating scan ring arrays are established, and based on simulated annealing
algorithm, the simulation results of rotating scan ring array are presented. The simulation results
proved that visibility coverage on u-v plane and equality of sensitivity of each sampling are quite
improved.
The methods and results may be used to the similar antenna array design of radiometer, such as
millimeter wave radiometer in Geostationary Orbit in the future.

1. INTRODUCTION

With rapid development of single chip millimeter-wave integrated circuits and multi-channel digital
correlators, synthetic aperture interferometric radiometer (SAIR) becomes mainstream instrument
in passive microwave remote sensing domain since 1990s.

Imaging principle of SAIR is based on Fourier transform relationship between amendatory
brightness temperature and visibility function. Antenna array of SAIR can obtain visibility func-
tions of observation objects. Inversion algorithm can realize image reconstruction from visibility
functions to amendatory brightness temperatures. Therefore, sparse-aperture design for the an-
tenna array of SAIR is one of important parts of general design for SAIR. It is also an important
factor that influencing applications of SAIR.

Many efforts have been made on sparse-aperture design for the antenna array of SAIR in recent
years. However, as passive microwave remote sensing domain continuously enlarging, new appli-
cation backgrounds and purposes appear. And new requirements of general design and properties
for SAIR have been imported. The current sparse-aperture design for antenna array cannot satisfy
new application requirements of SAIR.

Two-dimensional ring arrays can adopt isotropic radiation and multi-channel receiving tech-
niques. The multi-beam of them covers the whole detective spatial domain. And flexible gain in
different directions realizes easily. Main objectives of the current sparse-aperture design for the
antenna array are low redundancy and side-lobe [1–4]. In recent years, a new scanning type, called
rotating scanning, is introduced to SAIR. It can achieve similar samplings with much less antenna
elements.

In view of requirements of general design and properties for SAIR with rotating-scanning ring
arrays, in this paper, we first study the relationship between the distribution of antenna array
elements and temperature sensitivity. Next, optimization objectives are proposed and traditional
simulated annealing algorithm is mended. We optimize the distribution of 26-element ring array
for SAIR. The ring array consists of 22-element antenna with large aperture and 4-element antenna
with small aperture. The large antenna aperture is twice as large as the small antenna aperture.
Finally, considering installation error, we add a set of random errors to the optimization result and
analyze the influence of installation error on the system properties of SAIR.

2. THE EFFECT OF ANTENNA ARRAY DISTRIBUTION ON SENSITIVITY OF SAIR

Temperature sensitivity is one of key indicators of properties of SAIR. There are two methods to
improve temperature sensitivity. One is to prolong integral time, the other is to enlarge antenna
aperture.
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As sensitivity is identical, integral time of each visibility function has relation to element antenna
aperture, which is given by [5, 6]

τ =

[
2
√

3
ηaπ

·
(

∆d

da

)2 TA + TR

NeDT
· αw

]2
αds

B
·Nv. (1)

where τ is integral time of visibility function, ηa is aperture efficiency of element antenna, ∆d is
length of the shortest baseline, da is diameter of element antenna aperture, da1 is diameter of small
element antenna aperture and equal to ∆d, da2 is diameter of large element antenna aperture and
equal to 2∆d, TA is noise temperature of element antenna, TR is noise temperature of receiver,
NeDT is sensitivity of SAIR, αw is impact factor of windowed function, αds is impact factor of
finite bits, B is bandwidth, and NV is number of sampling in spatial frequency domain.

The integral time of visibility function that obtained by small aperture element antenna is τ∆d.
We have

τ∆d =

[
2
√

3
ηaπ

·
(

∆d

∆d

)2 TA + TR

NeDT
· αw

]2

· αds

B
·Nv = A. (2)

And then we rearrange integral time given in (1) in terms of da2 = 2∆d so that the integral time
of visibility function that obtained by large aperture element antenna can be carried out. That is,

τ2∆d =
((

∆d2

d2
a

))2

·A =
(

∆d

4∆d2

)2

·A =
τ∆d

16
. (3)

Moreover, the integral time of visibility function that obtained by compounding that between
large aperture and small aperture element antenna can be calculated. That is,

tCom =
((

∆d2

d2
a

))2

·A =
((

∆d2

(∆d2 + 4∆d2)/2

))2

·A =
4
25

τ∆d. (4)

If the sequence of baseline length is {∆d, 2∆d, 3∆d, 4∆d, . . . , n∆d, . . .}; And the number of
sampling points of the shortest baseline ∆d as rotating scanning, is N ; And the interval between
sampling points in a certain circle that obtained by different baselines is even and equal to those
between the sampling points that obtained by the shortest baseline as antenna array rotating.
Therefore, the number of sampling points of the baseline, which length is equal to 2∆d, should be
2N ; And the integral time of every sampling points decrease to τ∆d/2. On the analogy of this, the
relation between integral time τ and baseline length y = n∆d is τ ∝ 1/n.

3. THE OPTIMIZATION OBJECTIVES AND OPTIMIZATION STRATEGY

In order to simply the optimization problem, the diameter of the ring is normalization. The
optimization objectives are the following:

• The sensitivity of each sampling point is as identical as possible.
• The center of gravity of the array approaches the geometrical center of the ring.
• Ascending sequence of baseline length of the array is an arithmetic series. And the ratio

between the longest baseline and the shortest baseline is equal to 86.

Some optimizing algorithms have been proposed to optimize antenna array of SAIR, such as
Leech algorithm, Ishiguro algorithm, Blanton algorithm, genetic algorithm and simulated annealing
algorithm, etc. [7–10]. Simulated annealing algorithm has advantages of simple describing, flexibly
exercising, high operation efficiency and few restrictions by initial condition. The procedure of
traditional simulated annealing algorithm first creates solution series of combinatorial optimization
problems by using of Metropolis algorithm; then the transfer from current solution i to new solution
j is decided by transfer probability Pt of Metropolis algorithm, which is expressed as [11]

Pt(i ⇒ j) =

{
1, while f(j) ≤ f(i)
exp

(
f(i)−f(j)

t

)
, else , (5)
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A large initial value of t should be selected; and then the value gradually decrease during transfer
procedure; finally, simulated annealing algorithm is stopped as a certain stop principle is satisfied
after several repeated calculate.

In this paper, in view of the characteristic of metropolis algorithm, that is, jumping out of local
optimal solution, we add memory function to traditional simulated annealing algorithm. Memory
function can record those objective function values that obtained in the whole searching procedure
and guarantee the global optimal solution can be saved. Moreover, we add a local search algorithm
to simulated annealing algorithm. The local search algorithm can iterate within neighborhood
solution and make the objective functions gradually optimizing until it cannot be more optimized.
The initial positions of element antennas on the ring are random; the initial temperature t0 is 900;
cooling rate is 0.9995; and terminal temperature tend is 1.

4. OPTIMIZATION RESULTS

We optimize the distribution of 26-element rotating-scanning ring array. The ring array consists
of 22-element antenna with large aperture and 4-element antenna with small aperture. The large
antenna aperture is twice as large as the small antenna aperture. The optimization results are
shown in Fig. 1.

As can be seen from Figs. 1(a), (b), (c) and (d), the center of gravity of the optimization array,
which is denoted by ‘*’, approaches the geometrical center of the ring; the baseline sequence is close
to arithmetic; the ratio between the longest baseline and the shortest baseline is equal to 86; the
equality of sensitivity of each sampling point is quite improved and the SLL of the array factor is
comparatively low.

Moreover, we add stochastic phasic error to each element antenna. The stochastic phasic errors
are less than 0.1◦. The optimization antenna array and its properties that affected by stochastic
phasic errors are shown in Fig. 2.

As can be seen from Figs. 2(a), (b), (c) and (d), under influence of stochastic phasic errors,
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Figure 1: Properties of the optimization ring array. (a) Distribution of element antennas; (b) Baseline
sequence that got rid of repeated values; (c) Sensitivity of each sampling point; (d) Radiation pattern in
E-plane.
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Figure 2: Properties of the optimization ring array that affected by stochastic phasic errors. (a) Distribution
of element antennas; (b) Baseline sequence that got rid of repeated values; (c) Sensitivity of each sampling
point; (d) Radiation pattern in E-plane.
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variation of the center of gravity, the baseline sequence and radiation pattern of the optimization
array are very little and can be ignored. The equality of sensitivity of each sampling point is a
little worse.

5. CONCLUSIONS

In this paper, we first study the relationship between distribution of antenna array and its tem-
perature sensitivity. Secondly, the optimization objectives are proposed. Thirdly, we optimize the
distribution of 26-element rotating scan ring array with improved simulated annealing algorithm.
Finally, we add stochastic phasic errors to the optimization array and calculate its properties as
effecting by those errors.

The simulation results proved that visibility coverage on u-v plane is perfect and equality of
sensitivity of each sampling is quite improved. Therefore, the quality of retrieval image can be
greatly bettered. The SLL of the array factor is comparatively low. Moreover, the center of gravity
of the optimization array approaches the geometrical center of the ring, which diminishing the
difficulty of engineering application. The influence of stochastic phasic errors on the center of
gravity and the baseline sequence and radiation pattern of the optimization array are very little
and can be ignored. However, the equality of sensitivity of each sampling point is a little worse
under influence of stochastic phasic errors.

The methods and results may be used to the similar antenna array design of SAIR, such as
millimeter wave radiometer in geostationary orbit in the future.
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Abstract— This paper presents a new scheme that retrieves cloud liquid water (CLW) over
land using AMSR-E without the help of any ancillary data. Surface emission model (AIEM) and
one dimensional atmosphere transfer model (1DRTM) were combined to generate a database.
Through analyzing the simulated database, It’s found that the ratio of the polarization difference
obtained from 36.5 and 89 GHz (PDR CLW) is sensitive to CLW. The algorithm was validated
using AMSR-E observations over SGP. The validation results are very encouraging.

1. INTRODUCTION

Cloud liquid water (CLW) is difficult to measure because the emissivity over land is often very high
and non-uniform. Currently, almost all kinds of the methods to retrieve CLW have a drawback
that ancillary data is indispensable [1]. In this paper, a physically based parameterized technique
for retrieving CLW in non-precipitating clouds over land will be described. This technique is not
dependent on any other ancillary data so that this method provides a new opportunity to establish
a long term global dataset about CLW.

2. THEORETICAL BASIS FOR THE ALGORITHM

In this study, we analyze the characteristics of microwave frequencies by generating a simulated
surface emission database for the sensor parameters of AMSR-E with its six frequencies for both
horizontal and vertical polarization at the incidence angle of 55◦, using the Advanced Integral
Equation Model (AIEM) [2]. This database includs a wide range of volumetric soil moisture (2%
to 44% at 2% interval). Surface roughness parameters included rms height from 0.25 cm to 3 cm at
a 0.25 cm interval and correlation length from 2.5 cm to 30 cm at a 2.5 cm interval. The commonly
used Gaussian correlation function was used in the simulation since it is a good approximation for
the microwave measurement frequencies of this study. Through analyzing the database, the rela-
tionship of emissivities polarization difference between two adjacent frequencies as can be described
as:

∆ε(23.8GHz) = 0.959 ·∆ε(18.7GHz) (1)
∆ε(89GHz) = 0.778 ·∆ε(36.5GHz) (2)

where ∆ε is the emissivity polarization difference of one particular frequency. Equations (1) and (2)
indicate that the relationship of ∆ε between two adjacent AMSR-E frequencies is proportional as a
constant, independent of surface properties, which supply the prerequisite to minimize the surface
information in the CLW retrieval process.

Considering the proportional relationship between surface emissivity polarization differences of
two adjacent frequencies, the ratio of the brightness temperature polarization differences obtained
from two adjacent AMSR-E frequencies can be represented as:

TBv(f1)− TBh(f1)
TBv(f2)− TBh(f2)

= b(f1, f2) · Γ(f1) · Ts − Γ(f1) · Ta(f1) · (1− Γ(f1))
Γ(f2) · Ts − Γ(f2) · Ta(f2) · (1− Γ(f2))

(3)

Using the polarization difference ratio (PDR) in (3) results in the cancellation of the effects
of ground surface emission signals, so the ratio of brightness temperature polarization differences
in (3) now is influenced by atmosphere parameters such as transmittance Γ(f), atmosphere effective
temperature Ta(f) and surface temperature Ts.

In order to study the sensitivity of PDR in (3) to different atmosphere parameters, one dimen-
sional radiative transfer model (1DRTM) was used to simulate AMSR-E brightness temperatures
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adapted from a plane-parallel model described in [3]. The AIEM simulated surface emissivity
database and atmosphere radiosonde profiles from Southern Great Plains (SGP) of the United
States in 2007 were set as input in 1DRTM.

The algorithm developed in [4] was found that errors were greatest for the lowest level clouds.
Greenwald [5] gave the results that for the type of cloud which situates from 2 to 3 km, the response
at 85.5 GHz to cloud liquid water is very small. But if the same cloud is moved to a greater height
(4–5 km), the brightness temperature for both polarizations at 85.5 GHz will have an obvious change
according the CLW. In this study, we tried to use ∆TB(36.5)/∆TB(89) (PDR CLW) to retrieve
CLW, so PDR CLW will also be sensitive to the height of cloud. An index which is sensitive to the
height of cloud was developed (using HI to stand for this index). The index can be written as:

HI =
Ts − Tv(89GHz)
Ts + Tv(89GHz)

(4)

This index is constructed based on the sensitivity of 89GHz to the height of cloud [5]. The
pattern of HI showed in (4) can minimize the surface information and maximize the cloud height
information contained in 89 GHz brightness temperature. The sensitivity of HI to cloud height was
analyzed using simulated database. The results are plotted in Fig. 1(a). When cloud height moves
from 2∼3 km to 3∼4 km, the relative variation of HI is about 25% and it reaches 40% when the
height is from 3∼4 km to 4∼5 km. From the figure, it also can be seen that PDR CLW which is
used to retrieve CLW is also sensitive to cloud height. However, it is around 10%, much smaller
compared to HI. In Fig. 1(b), the sensitivity of HI and PDR CLW to CLW was plotted. When
CLW was changing 0.01 cm, the relative variation of PDR CLW is about 10%, while for HI, it is less
than 2%. Consequently, Compared to PDR CLW, HI is sensitive to cloud height, but not CLW.

After developing the cloud height index, the uncertainty in the CLW retrieval algorithm caused
by water vapor also should be considered. Greenwald et al. [5] pointed out that the polarization
difference of 89 GHz brightness temperature will decrease due to the increase of water vapor in the
atmosphere, as a result, the sensitivity of brightness temperatures at 89 GHz to CLW will decrease.
Because 23.8 GHz is close to the water vapor line, the ratio of polarization difference of 18.7 and
23.8GHz (PDR WV) can be used to detect water vapor. Because we want to use PDR WV to
detect the water vapor influences in the CLW retrieval, PDR WV should not sensitive to CLW.
In Fig. 1(b), it also has plotted the sensitivity of PDR WV to CLW. The relative variations are
less than 1%, almost no change according to the increase of CLW. Deeter in [6] used PDR WV to
retrieve WVP and the variability of WVP on the order of 0.6 cm can be detected. It’s reasonable
to use PDR WV to remove the uncertainty caused by water vapor in the CLW retrieval.

Another factor which influenced the value of PDR CLW is surface temperature. In this paper,
the surface temperature based on TIR measurements cannot be used in the CLW retrieval algorithm.
The best solution is that surface temperature can be obtained by using AMSR-E measurements
themselves. AMSR-E observations at 36.5 GHz vertical polarization are used to estimate surface
temperature. The approach used in this study is a modification of that described in [7]. The
relationship between surface temperature and Ka-band measurements of AMSR-E is established
using ground based observations.

                              (a)                                                                           (b) 

Figure 1: The sensitivity of HI, PDR CLW and PDR WV to cloud height and CLW.
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3. REGRESSION ANALYSIS

Five hundred atmosphere radiosonde profiles in SGP of the United States were chosen to simulate
the brightness temperatures at AMSR-E configuration and build the database. For each profile,
CLW is set to the value from 0.0 to 0.08 cm at the interval of 0.0025 cm and at three heights for
2–3, 3–4, and 4–5 km. At the same time, the surface emissivity database based on AIEM was also
used in the simulation. We parameterized this relationship and gave a form as follows:

PDR CLW = a · exp(b · CLW) (5)

Table 1: The slope and intercept for the linear relationship in Fig. 11.

Slope Intercept
2–3 km −0.0506 17.85
3–4 km −0.0506 18.026
4–5 km −0.0506 18.463

In (5), a and b are fitting coefficients. Firstly, through analyzing the data, it’s found that coef-
ficient a is only dependent on water vapor and the relationship is linear. The relationship between
band water vapor is weak, however, coefficient b is highly dependent on surface temperature and
cloud height. The coefficient b is linear dependent on surface temperature. The linear coefficients
are listed in Table 1. It can be seen from Table 1 that among these three sets of linear coeffi-
cients, slopes are same and the differences only exist in intercepts. The relationship between HI
and intercepts is also linear.

Until now, (5) can be expanded to consider all other affected factors, and the final form can be
written as:

PDR CLW = (P1 · PDR WV + P2) · exp((P3 · Ts + P4 ·HI + P5) · CLW) (6)

In (6), Pi values are fitting coefficients to be determined through regressing the simulated database.
For retrievals of CLW, (6) can be changed to the form as follows:

CLW =
ln

PDR CLW
P1 · PDR WV + P2

P3 · Ts + P4 ·HI + P5
(7)

Equation (7) is the final form to retrieve CLW. It relates CLW to different variables which can
be directly obtained from AMSR-E measurements such as PDR CLW and PDR WV, or can be
obtained indirectly from satellite observations including HI and surface temperatures.

Values of the coefficients in (6) were determined for using simulated database described in
Section 2.3. Fig. 2 has shown the comparison between the regression results for PDR CLW and the
original ones which were computed by using simulated database. By the way, the solid lines in the
figure are the plots of the function of y = x. Obviously, the figure is fitting well and the relative
error is about 4.5%.

4. VALIDATION

The first validation way is that the results are validated in clear sky. The MWR CLW is used to
discriminate the clear sky. We define all the cases in which MWR CLW is less than 0.05 mm as clear
sky. AMSR-E brightness temperatures at the clear sky were used to retrieve CLW. The retrieved
results indicate the magnitude of the retrieval error, because in the clear sky conditions, obviously,
the CLW would be very small. The root mean square (RMS) errors in clear sky are typically about
0.04mm. Comparisons of AMSR-E based and MWR-based CLW retrievals is the second validation
method. The scatter-plot of the comparisons is presented in Fig. 3(a). The statistical RMS is
0.11mm. CLW retrieved by MODIS which is also in the Aqua platform is used to validate the
AMSR-E retrieved results. The scatter plot is shown in Fig. 3(b) and comparisons are correlated
well with the RMS of 0.14 mm, but also indicate large discrepancies for some points.
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Figure 2: Comparison between the regression results for PDR CLW and the original ones.
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Figure 3: Comparison of CLW retrieved by MWR, MODIS and AMSR-E.

5. CONCLUSIONS

This algorithm attempts to retrieve CLW without the dependence on any other ancillary data and
the retrieval result is very encouraging. Besides being physically based, the algorithm has the
characteristics of mathematical simplicity. Therefore, it has the potential to process large satellite
radiometer data sets to generate CLW product on global scale.
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Abstract— A modified FDTD method is used to analyze the transient response of two ultra-
wideband (UWB) filters with a switch diode enclosed, which are illuminated by a high-power
electromagnetic pulse (EMP), respectively. Our attention will be paid to the characterization of
EMP interference effects on their input and output signals described by the S-parameters. The
incident EMP can take any direction and polarization state. We introduce failure parameter to
denote the impact effectiveness of the EMP on the filter. Some statistical analysis can enhance
our confidence in the suppression of certain intentional high-power EMP interference on ultra-
wideband filters which are widely used in modern ultra-wideband communication systems.

1. INTRODUCTION

Impacts of intentional electromagnetic interference (IEMI) on electric systems are attracting much
attention in EM community more recently. For example, terrorist threats are increasing over the
world [1, 2]. On the other hand, significant research interest on UWB techniques has been aroused
in both academic and industrial community since the U.S. Federal Communications Commission
(FCC) released the unlicensed use of UWB devices in February 2002 [3]. In particular, the bandpass
filters (BPFs) with large fractional bandwidths (FBWs) have been driven by their wide applications
of indoor and outdoor UWB communication systems. Unfortunately, an ultra-wideband commu-
nication system could be easily interfered by an ultra-wideband EMP (UWEMP). Thus, transient
analysis of UWB BPFs illuminated by external electromagnetic waves will provide fundamental
knowledge about the protection of electric devices against an EMP.

We know that two types of UWB bandpass filters have been proposed in [3] and [4] recently.
In [3], the miniaturized reconfigurable UWB filter with PIN diodes consists of two bended open
stubs of quarter-wavelength and a connecting stub of half-wavelength, and in [4] a compact ultra-
wideband bandpass filter with improved upper stopband can be found.

In this paper, we use the FDTD method to investigate transient responses of UWB filters
illuminated by an EMP. In Section 2, the geometry of filters is provided. In Section 3, the FDTD
equations, the definition of S-parameters and breakdown failure error based on S-parameters are
presented. In Section 4, statistical analysis is performed to demonstrate the effects of external
interference on the UWB filters. Some conclusions are drawn in Section 5.

2. PROBLEM DEFINITION

A 3-D structure of a reconfigurable UWB filter is shown in Fig. 1(a) [4, 5], which was fabricated
on single-layer Rogers substrate with the dielectric constant of εr = 3.38 and the thickness of
h = 0.8mm. The bandstop filter is shown in Fig. 1(b), which consists of two bended open stubs
l2, and bended connecting line l1, in the form of square loop. The bended short stubs have a
length of l2 = λg/4 and bended connecting line l1 = λg/2, where λg is the guided wavelength at
the center frequency (6.35 GHz) of the bandstop. Between the folded stubs is the gap g = 0.3 mm,
and the reconfigurable filter changes to bandpass case when the connecting stubs are grounded
by the pin diodes D1 and D2, as shown in Fig. 1(c). The filter has fixed dimensions referred to
Fig. 1 of w0 = 5 mm, w1 = 1.7mm, w2 = 1.2mm. Fig. 2 also shows the schematic of the 2-D
UWB bandpass filter, which has a square slot-line resonator (SLR) with slot-line stub etched in
the ground plane and the modified T-shaped feed lines. The filter dimensions are w1 = 1.2 mm,
w2 = 0.3mm, w3 = 0.4mm, L1 = 3.6mm, L2 = 8.95mm, S = 0.9 mm, D = 8.35mm [4, 5].

The incident EMP wave vector is described by

~kinc = ~ex sin θ cosϕ + ~ey sin θ sinϕ + ~ez cos θ (1)
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(a) (b) (c)

Figure 1. The reconfigurable UWB filters [4, 5]: (a) 3-D structure, (b) UWB-bandstop and (c) UWB-
bandpass filters.

Figure 2. The UWB bandpass filter with an improved upper stop band [4, 5].

where ~ex, ~ey and ~ez are three unit vectors in the Cartesian coordinate system; with 0◦ < θ < 180◦
and 0◦ < ϕ < 360◦. The polarizations of the external EMP are determined by the polarization
angle ψ, and the incident field component E(inc) is described by a triple-exponential function as
follows:

E(inc)(t) =
3∑

i=1

ai

bi

√
π/2

e
−2

(
t−ti

τi

)2

(2)

where the coefficients ai, bi, ti and τi are obtained according to the pulse waveform such as shown
in [2].

3. FDTD FORMULATION

It is well known that the time-dependent Maxwell’s curl equations can be written as

∇× ~H = ε
∂ ~E

∂t
+ σ ~E (3a)

∇× ~E = −µ
∂ ~H

∂t
(3b)

where ~E and ~H are the electric and magnetic vector fields, respectively, and ε is the permittivity,
σ is the conductivity, and µ is the permeability of the medium. (3a) and (3b) can be solved by the
FDTD method:

~Hn+1/2 = ~Hn−1/2 − (∆t/µ)∇× ~En (4a)

~En+1 =
ε− σ∆t/2
ε + σ∆t/2

~En +
1

ε + σ∆t/2
∇× ~Hn+1/2 (4b)

The frequency-dependent scattering matrix coefficients can be calculated from the transient
results obtained the FDTD method, i.e.,

~V r = ~S~V i (5)
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where ~V r and ~V i are the reflected and incident voltage vectors, respectively, and ~S is the scattering
matrix. The two-step method will be used in this study to capture the S-parameters of the filter.
At first, the FDTD simulation calculates the sum of incident and reflected waveforms at the input
port. Then, the input port microstrip line will be extended from the source to the far absorbing
wall to obtain the incident waveform, and the incident waveform will be recorded. The reflected
waveform can be obtained by subtracting the whole signal from the incident plus at the input port.
The output ports only need register the transmitted waveforms at the first step. The scattering
parameters Si,j can then be obtained by the Fourier transform of the transient waveforms as

Si,j = FT [vj(t)] /FT [vi(t)] (6)

Note that the reference planes are chosen with large distance from the circuit discontinuities so
as to eliminate the evanescent waves. These distances are included in the definition of the circuit
so that no phase correction is performed for the scattering coefficients.

To describe the grade of failure effects caused by the external high-power EMP, the relative
failure ratio FSi,j is defined by

FSi,j =
∣∣∣S(EMP)

i,j − S
(without EMP)
i,j

∣∣∣ /
∣∣∣S(without EMP)

i,j

∣∣∣ (7)

where S
(EMP)
i,j is the Si,j of the filter illuminated by an EMP, S

(without EMP)
i,j is the Si,j with no

external EMP considered. The failure means that the component is unable to perform its function,
but without any physical damage [6].

4. NUMERICAL RESULTS AND DISCUSSION

In order to check the accuracy of FDTD code, we calculate the S-parameters of the UWB filter with
no external EMP source introduced at first. Figs. 3(a) and (b) show the simulated S-parameters
of the reconfigurable UWB bandstop/bandpass filter, in comparison with the simulated (HFSS)
results, respectively. It is obvious that excellent agreements are obtained between them. Fig. 3(c)
shows the simulated S-parameters of the UWB bandpass filter, compared with the measurement
results given in [4], and excellent agreements are also obtained between them.

In our calculation, the incident EMP direction is set to be ϕ = 90◦ and θ = 90◦, with a
polarization angle ψ = 90◦. In the FDTD simulation, it is assumed that the filters are shielded
by a metallic enclosure when illuminated by an external high-power EMP (HPEMP), so the inner
input signal magnitude will be much smaller than that of the external EMP (about 24 dB decrease
in magnitude). It is seen that both UWB filters can be disturbed by the external EMP seriously,
and in particular for the S21 and S11 of these UWB-bandpass filters.

Finally, statistical analysis is carried out so as to predict susceptibility of the filter S-parameter,
and in particular for S11. We introduce different EMP illumination, such as double-exponential
pulse, a fast- and UWB- pulse as described in Table 1 [6].

(a) (b) (c)

Figure 3. Comparisons between the S-parameters between the FDTD and HFSS. (a) The case of reconfig-
urable filter-UWB bandstop filter, (b) the reconfigurable filter-UWB bandpass filter, and (c) the simulated
and measured S-parameters of the UWB bandpass filter.
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(a) (b) (c)

Figure 4. The S-parameters of the filters enclosed by a metallic enclosure, and W/O: without EMP, and
W/: with an EMP. The case of (a) reconfigurable UWB-bandstop filter, (b) reconfigurable UWB-bandpass
filter, and (c) UWB bandpass with improved upper stopband.

Table 1.

Pulse α/s−1 β/s−1

EMP (fast) 6.0× 1010 4.0× 109

EMP (UWB) 3.0× 1010 2.5× 108

The external pulse is described by

Eα(t) = E0k(α, β)
(
e−βt − e−αt

)
(8a)

k(α, β) =
(
e−β((ln(α)−ln(β))/(α−β)) − e−α((ln(α)−ln(β))/(α−β))

)−1
(8b)

The average values of FSi,j are calculated from 3 to 11 GHz for different magnitudes of the
incident pulse, as shown in Fig. 5. It is found that the fast-pulse can affect the UWB bandpass
filter more seriously, compared with other UWB pulse.

Figure 5. The average values of FSi,j of two types of bandpass filters illuminated by a fast- and UWB-
pulse, respectively. U: bandpass filter with improved upper bandstop, R: reconfigurable bandpass filter.

5. CONCLUSION

The FDTD method is implemented to characterize EM interference in UWB filters caused by an
external EMP, and the S-parameters are captured for different geometrical and physical parameters
of filters. Our results show that the susceptibility of two filters is very sensitive to the fast and
UWB pulse waveforms. Although metallic enclosure is often adopted to protect inner circuit systems
against external EMI, further protection method is still needed.
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Research on New Technology on Protection of Electronic Systems
from High Power Electromagnetic Pulse

Zhonghao Lu, Chunxiao Jian, Shuanglin Wan, and Peiguo Liu
School of Electronic Science and Engineering, NUDT, Changsha 410073, China

Abstract— The definition of high power microwave (HPM) weapon and its damage to people
and other weapons is discussed first. Recent progress and perspectives of the research on the new
technology on protection of electronic systems from high power electromagnetic pulse (EMP)
damage are expatiated in the form of new structure and material. The hypothesis is proved by
computer simulation at last.

1. INTRODUCTION

In the high technology war of the modern times, the HPM weapons, the orientational weapons
and the infrasonic weapons come into our eyes rather frequently that the menace in the battlefield
becomes complex and multiplex and the damage it caused is greatly increased that the electro-
magnetic environment in the battlefield tends to become more and more complex, which will bring
great effect on the weapon’s efficacy and security. Therefore, in order to face the challenge and
ensure the people’s safety, the protection capability of the weapons must be strengthened to protect
itself from electromagnetic strike [1, 2].

2. HPM WEAPON AND ITS MENACE

EMP and HPM weapons have the ability to disturb the ionosphere and the magnetosphere in the
aerosphere, which will not only paralysis the communication network and the power transmission
equipment system, but also damage the national defense command and control systems, information
and communication systems etc. Hence these weapons are of great efficiency and truculence in the
modern battlefield. Considering its great importance, the chief power countries in the world are
putting a large number of scientists and a great much of money into the research of the HPM
weapons, which drives this new type of weapon cut a brilliant figure in the modern war [3].

The microwave energy can thrill through all the aperture with the size of wavelength and poor
conductor like glass and fiber etc and enter the inside of the target, thus HPM weapons can cause
damage to people hiding in the hermetical blindage and armored vehicle. When the microwave
energy takes act on the body, low intensity energy will cause people’s psychology dysfunction, which
will leads to awful symptom like dysphonic, headache, decrease of memory etc which will cause
the soldiers’ disability and lose battle effectiveness. As the intensity of energy increases, skin burn
and damage of internal apparatus will be caused. Expressly, when the power density of microwave
energy comes to 800 MW/cm2, it will leads to death in just one second [2, 4, 5]. High power EMP
brings deadly damage to equipment of electronic, information, electric power photoelectricity and
microwave, it can also cause the semiconductor insulation or the integrate circuit of the electronic
equipment burned, which will invalidate or damage the equipment permanently. When the EMP
produced by nucleus bomb is used strategically, it will be of great harm to the electronic equipment
of the enemies. Similarly, when the HPM weapons are used in the tactics, it will be possible to
strike the enemies accurately, so that hostile party’s command and communication system will be
paralyzed, which plays an important role in the modern high technology battlefield [4, 5].

3. EMP PROTECTION AND ITS DEVELOPMENT

With the rapid development and extensive application of the high technology, a variety of advanced
electronic technology weapon systems present themselves to the battlefield of earth, sea, outer
space, sky and the electromagnetism. It’s known that the key components of the high technology
weapons are the advanced computer, the integrated semiconductor circuit and the software systems
controlled by feebleness electric current. Generally, the more integrated circuits the equipment uses,
the flimsier it will be, and it will be more sensitive to the variance in the electromagnetic field of
the environment. Therefore, it’s of great importance to control the electromagnetic environment
of the system, whose critical factor is EMP protection.

The power countries like the USA and Russia laid much weight on the EMP protection of
weapon equipment. The experiment of effect that caused by EMP to microelectronic circuit and
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the technology of EMP protection were achieved in the USA in the last years of the 20th century,
new material and structure were investigated to adjust and control the equipment under the complex
electromagnetic environment. As a result, the electromagnetic interference between systems was
decreased and the system’s ability to withstand the EMP strike was strengthened. Simultaneously,
the military standard of the system was established [3, 4]. In China, the ability of the electronic and
information system to defense the HPM weapon under complex electromagnetic environment is so
weak that it’s urgently necessary to pay more emphasis on the research. However, the research on
HPM and the protection from it in China still has a long way to go to catch up with the developed
countries. We still have a large number of work like new ideas, new mechanism, new material and
new structures to do, as well as the new military standard is to be established. It’s a new question
for discussion on how to carry out effective protection for our electromagnetic space.

4. NEW TECHNOLOGY OF ELECTROMAGNETIC PROTECTION

Intelligent integration weapons are developed in order to meet the demands of war under the high
technology. At the same time, the complex electromagnetic environment requires the electronic
equipments must have a good ability to anti-electromagnetic interference, by which to ensure their
safety, reliability and stability. Therefore, the development of new technologies protecting the
equipments from HPM is increasingly important and urgent, application research on a variety of
new materials and structures is imperative [1, 2, 6].

4.1. New Structure
4.1.1. The New Sub-wavelength Artificial Electromagnetic Structure (SWAEMS)
The new SWAEMS breaks the traditional design philosophy which is used in the current physical
protection. Under the condition that no disturbance is made to the wave’s amplitude and phase,
this new structure can distort the trace of the electromagnetic waves smoothly, and at the same
time do not produce any electromagnetic interference to the internal region that is surrounded by
it. Hence the isolation between the protected region and the out electromagnetic environment is
realized, which will protect the weapons from attacks and destruction of HPM weapons.

Based on the left-handed materials of quasi-periodic SWAEMS and guided by the theory of
Maxwell’s equations in the form of invariance under the coordinate transformation, electromagnetic
parameters’ distribution of the expected structure in the space was given by Smith in the United
States and Pendry in the United Kingdom. Smith’s Study Group given the narrowband artificial
electromagnetic structures in 2006, published in Science, as shown in Figure 1 [7].

Figure 1: Entities of SWAEMS and it’s structural unit.

Figure 2: The measurements of SWAEMS. Figure 3: Field distribution around the SWAEMS.
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Figure 2 shows a cross-section map of the structure irradiated by an open-ended waveguide plane
wave. In the middle of the device is the objective to be protected. Test probes are installed on the
top of the device to measure the amplitude and phase of the electric field that can be got by move
the device along the black arrow step by step. The distribution of the field is given in Figure 3,
from which we can see that when the wave pass through this region, it produce no reflection but
maintained its original state, the protected region is bypassed and a beautiful banana ball curve
was formed in the region [7].

Actually, the artificial electromagnetic structure is a closed object. It’s difficult to establish a
physical contact between the internal and outside of it. Simultaneously, the property parameter
of the structure is too complex. In addition, the study of SWAEMS were mostly concentrated on
two-dimensional structure, the study of three-dimensional structure, which is of more significance,
still remain theoretical. Therefore, the achievement of three-dimensional magnetic structures and
the electromagnetic protection mechanism should be paid more attention.

4.1.2. Frequency Selective Surface Structure (FSS)
With a two-dimensional periodic structure, FSS is a kind of surface whose reflection and transmis-
sion characteristics could be expressed as a function of frequency, for which it has a characteristic
of selective to passed electromagnetic wave. It consists of metallic patch unit arranged periodically
or aperture unit arranged periodically on the metal screen. When the structure is working on the
resonant frequency of the unit, characteristics of whole transmission (aperture type) or total reflec-
tion (SMD type) will come into being. That’s to say, FSS is a filter to the incident electromagnetic
wave.

As Shown in Figure 4, FSS unit has a variety of shapes, such as the “+”-shaped unit, quadrilat-
eral unit, round ring unit, “Y”-shaped unit and hexagonal unit. It’s of great importance to select
the shape of FSS. A well-designed FSS not only has a relatively stable resonant frequency for the
large incident angle and a good transmission character for all kinds of polarization wave, but also
is conducive to obtaining a wide bandwidth.

The FSS periodic array is so thin that the support of dielectric materials is needed to obtain
sufficient strength. In addition, the resonant frequency will be more stable when the dielectric
material is loaded. The characteristic of wide band and drastically cut-off frequency can be obtained
by connecting Multi-layer FSS. Figure 5 shows a FSS with two layers “Y” shaped unit embedded
in five layers of dielectric materials, and its S-parameters is given simultaneously.

FSS is mainly used as a radome, by which the performance can be enhanced or splendid design
can be obtained. In the technology of target obscure in radar, the radome made by FSS not only
can guarantee that the antenna’s operating characteristics in-band are not affected, but also can
inhibit electromagnetic waves out of band to achieve the purpose of hiding the antennas. It can
also be used as a frequency division surface, separating electromagnetic waves containing different
frequency signals, that is, one of the frequencies is selected while the other is abandoned.

Figure 4: Typical unit geometry of FSS.

Figure 5: “Y”-shaped FSS with band-pass characteristics.
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4.2. New Materials
4.2.1. Radar Absorbing Coating (RAC) with Wideband
The RAC has always been popular with all powered countries for its inexpensive, and widely been
used in the radiation protection of various of electronic products, equipment and systems. Absorber
plays an important part in the contest of research on technology of protection from electromagnetic
wave between the powered countries. According to the record, 80% of the shielding methods
is using absorber, which is the main body that determine the absorbing properties of materials
and directly restricts the development level and engineering application of absorbing materials. At
present, absorb that is well researched includes ultra fine ferrite absorber, metal and oxide ultra-fine
powders absorber, black conductive carbon absorber and carbonyl iron absorber.

Ultra fine ferrite absorber’s absorption capacity is so good that even in the conditions that
low-frequency, small thickness it still maintaining very good absorption properties, its relative
permeability is much larger and relative dielectric constant is much smaller. The Nano-composite
absorber consisted of Ferrite microwave absorbers and conductive polymer will be a promising new
type of shielding material.

The real and imaginary parts of ultra fine nickel powder absorber can be adjusted in a certain
range through different ratio of particle size. The magnetic transition temperature of this material
is so high that the performance of wave-absorbing is stable in a large range of temperature; there
is almost no the possibility of deterioration. This metal powder is commonly used as packing
material added to the binder. The performance of shielding and absorption are greatly affected by
the distribution of the metal powder in the blinder, the more symmetrical the powder distributes,
the easier the conductive channels forms, and the easier to advance the conductivity of the coating
surface and to ameliorate the performance of shielding.

Conductive carbon black absorber is one of the more commonly used materials in microwave
absorbent. Compared with the metal and organic absorbing materials, it has less weight, more
predominant performance of anti- oxidation and more excellent chemical stability.
4.2.2. Novel Voltage-controlled Conductive Material (VCCM)
The existing protective materials can not meet the demands that the weapons should send and
receive normal signals effectively and at the same time avoid the EMP weapons’ attack in the
complex electromagnetic environment, thus, a new material with the capability of selection to
signals, that is, the signals that will do damage to the receiver will be attenuated and the safe ones
will be allowed to pass, is greatly needed. This demand could be satisfied by a new material called
VCCM.

VCCM is similar to medium in low-power electromagnetic irradiation, while it is similar to metal
in the high-power electromagnetic irradiation. In other words, this material is not conductive under
normal circumstances, but may be conductive in the strong electromagnetic field. This material
has a turn-on voltage threshold. Its property will be suddenly changed when the external electro-
magnetic fields or voltage is greater than the threshold, and the reaction to the electromagnetic
wave is changed from transmission to shielding.

VCCM has been researched by the Characteristics of Target Environment and EMC Center in
National University of Defense Technology and some results have been achieved. The performance
of shielding and transmission of current design are shown in Figure 6, from which we can see that
in the frequency band of 1 GHz–15 GHz, when the VCCM is conductive, the attenuation is greater

(a) Conductive condition                                   (b) Non-conductive condition 

Figure 6: Shielding efficient of VCCM.
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than 20 dB that the EMP is effectively shielded; while it is not conductive, the attenuation is less
than 1.5 dB, the Useful electromagnetic signals can thrill through almost without attenuation.

The property of the VCCM has no relationship with the frequency. That’s to say, it has a
wide range of spectrum, for which it’s an excellent material to be used to protect the equipments
from high power EMP. Nowadays, the study of novel VCCM has achieved certain results that can
be easily translate into actual products and be widely used in the protection of crucial receive
equipments, communication systems and other large venues like command center.

5. CONCLUSION

HPM weapon is one of the new menace in the battlefield of the future, and EMP protection is one
of the requisite instrument that protect the government, the military center, the national finance,
the insurance, the telecommunication and the manufacture of precision electronic equipment from
damage. Hence, it’s necessary for us to put more bankroll and energy on the development of EMP
weapon and its protection, for which the EMP protection should be planed as a whole and carried
out, the protection of personnel and weapon equipments from EMP pulse, should be executed. By
clearing up the stochastic electromagnetic interference and depressing the noise, the protection of
equipments from super high EMP, especially HPM weapon’s strike can come to be reality; the ability
of weapons’ protection, subsistence and application under complex electromagnetic environment
could be enhanced. Consequently, the damage of EMP to people and equipments can be decreased
to the fullest extent.
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A Novel Hybrid Method for Solving the Response of Non-uniform
Transmission Line Network

Yujian Qin, Peiguo Liu, and Jianguo He
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Abstract— For solving the responses of transmission line networks which include non-uniform
parts, a novel hybrid method based on Baum-Liu-Tesche (BLT) equation and Finite Different
Time Domain method (FDTD) is proposed. FDTD is applied for calculating the S-parameters
of the non-uniform parts, and these parts are treated as junctions in BLT equation. Finally the
response of the whole network will be solved by BLT equation. Numerical results illustrate the
efficacy of the proposed method.

1. INTRODUCTION

In the analysis of transmission line networks on complex systems (automobile, aerocraft and war-
ships, etc.), the most appropriate method is BLT equation, which was invented by Baum, Liu
and Tesche in 1978 [1]. However, BLT equation is inapplicable in non-uniform circumstances. In
practice, non-uniform transmission lines are unavoidable. Therefore, methods in time domain are
appropriate rather than methods in frequency domain, such as Finite Difference Time Domain
(FDTD) [2]. But FDTD is more time-consuming than BLT equation. For example, the length of
cables in “Typhoon” fighter is 30 km; and that in Boeing 747 is 274 km, if the excitation is a nuclear
electromagnetic pulse (NEMP), the spatial mesh will be achieve the level of 106, the computational
cost will be high. Not only the system-level cable analysis, the PCB-level analysis has the same
problems, non-uniform transmission lines are everywhere, such as via holes, corners, etc.

If a method could calculate the responses of large-scale transmission line networks rapidly,
and could handle the non-uniform lines, simultaneously; the practical analysis requirement can
be satisfied primely. Based on that, we combine the advantages of BLT equation and FDTD
method, propose a BLT-FDTD hybrid method. While maintaining the precision, this method
could maximize the computational efficiency.

2. BLT EQUATION

BLT equation is based on Electromagnetic Topology (EMT) [3]. Tubes and Junctions are used to
represent transmission lines and terminals. The relationship of all the tubes and junctions in the
network is [4]

V̄ =
[
¯̄I + ¯̄S

]
·
[
¯̄Γ− ¯̄S

]−1
· V̄S (1)

where, V̄ is the total voltage vector. V̄S is the source vector. Ī is the unit super-matrix. ¯̄Γ is
the propagation super-matrix, denotes the propagation functions of all the tubes, if there are N

tubes, the rank of ¯̄Γ is 2N × 2N ; and it’s the block diagonal matrix, each sub-matrix denotes the
corresponding tube’s propagation function. ¯̄S is the scattering super-matrix, as shown in Eq. (2)
(where ¯̄Zc denotes the characteristic impedance super-matrix for all the tubes, ¯̄Y denotes the
admittance super-matrix for all the junctions); it is sparse, but not necessarily block diagonal, this
depends on the connection status of junctions.

¯̄S =
[
¯̄I− ¯̄Zc × ¯̄Y

] [
¯̄I + ¯̄Zc × ¯̄Y

]−1
(2)

Equation (1) is the expression of the classical BLT equation.
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3. FDTD METHOD

Based on Kirchhoff’s law, and utilizing the first-order central difference formula, the Telegrapher’s
Equations for multiconductor transmission lines can be expressed as





Um
n =

(
∆x
∆t C

′ + ∆x
2 G′)−1 [(

∆x
∆t C

′ − ∆x
2 G′)Um−1

n + Im−1
n−1 − Im−1

n

]
1 < n < N + 1

Im
n =

(
∆x
∆t L

′ + ∆x
2 R′)−1 [(

∆x
∆t L

′ − ∆x
2 R′) Im−1

n + Um
n −Um

n+1

]
1 ≤ n < N + 1

Um
1 =

(
∆x
∆t Z0C′ + I

)−1 [(
∆x
∆t Z0C′ − I

)
Um−1

1 + 2Vm−1
s − 2Z0Im−1

1

]

Um
N+1 =

(
∆x
∆t ZLC′ + I

)−1 [(
∆x
∆t ZLC′ − I

)
Um−1

N+1 + 2ZLIm−1
N

]

(3)

where, Um
n denotes the voltage at n spatial mesh cell and m temporal mesh cell; Im

n denotes the
current at n spatial mesh cell and m temporal mesh cell; I denotes the unit matrix; Z0 and ZL

denotes the impedance matrix of the two terminals, respectively; ∆x and ∆t denotes the spatial
step and temporal step, respectively.

The spatial step ∆x and the temporal step ∆t must check the stability condition: ∆t ≤ ∆x
vp

.
Where vp is the highest modal velocity.

4. BLT-FDTD HYBRID METHOD

It is complicated and difficult, using methods in frequency domain, to obtain the propagation
characteristics of non-uniform transmission lines. It is very convenient to solve out by methods
in time domain. Therefore, if we separate the non-uniform parts, and solve it by a time domain
method, then integrate them into a frequency domain method; the responses of transmission line
networks which include non-uniform parts could be resolved out.

The process of BLT-FDTD hybrid method is: (1) Calculating the S parameters of non-uniform
parts by FDTD; (2) Treat them as the junctions in BLT equation, and solve the whole network.

4.1. S Parameters of Non-uniform Parts

As shown in Figure 1, there is a single non-uniform line over a PEC ground plane, and it is separated
form a transmission line network. The length is L, and this is a two port microwave network.

The line is discretized into M parts, the length of each part is ∆x. The characteristic impedance
of part m, Zcm, can be obtained easily. Connecting two fictional impedances, ZL1, ZL2, to the two
ports, respectively, and {

ZL1 = Zc1

ZL2 = ZcM
(4)

where, Zc1 is the characteristic impedance of the discrete part connected to port 1; ZcM is the
characteristic impedance of the discrete part connected to port 2.

Adding a perfect voltage source at port 1, the loads voltage responses vL1, vL2 and current
responses iL1, iL2 can be solved out by FDTD.

Using FFT, we could obtain ṼL1, ṼL2 and ĨL1, ĨL2, which are the Fourier transform of vL1, vL2

and iL1, iL2. Defining a1, b1 is the normalized ingoing wave and outgoing wave of port 1, respectively;
a2, b2 is the normalized ingoing wave and outgoing wave of port 2, respectively; and according to

x

y

∆x∆x∆x

ZcMZcmZc1

ZL1 ZL2

Port 1 Port 2

Figure 1: Non-uniform transmission line.
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the definition of S parameters, separating the ingoing wave and the outgoing wave, we obtain

a1 = 1
2

(
ṼL1√
Zc1

+ ĨL1

√
Zc1

)

b1 = 1
2

(
ṼL1√
Zc1

− ĨL1

√
Zc1

)

b2 = 1
2

(
ṼL2√
ZcM

+ ĨL2

√
ZcM

)
(5)

And then s11 (reflective coefficient of port 1) and s21 (propagation coefficient from port 1 to
port 2) could be obtained

s11 =
b1

a1
|a2=0

s21 =
b2

a1
|a2=0

(6)

In a similar way, we can obtain

a2 =
1
2

(
ṼL2√
ZcM

− ĨL2

√
ZcM

)

b1 =
1
2

(
ṼL1√
Zc1

− ĨL1

√
Zc1

)

b2 =
1
2

(
ṼL2√
ZcM

+ ĨL2

√
ZcM

)
(7)

And then s22 (reflective coefficient of port 2) and s12 (propagation coefficient from port 2 to
port 1) are

s22 =
b2

a2
|a1=0

s12 =
b1

a2
|a1=0

(8)

Combining Eqs. (5)–(8), we can obtain the S-parameters of the non-uniform transmission line:

S =
[

s11 s12

s21 s22

]
(9)

4.2. Response of the Whole Network
In BLT equation, the influence of a junction is embodied by the scattering parameter S. Therefore,
putting Eq. (9) into Eq. (1), then solving BLT equation by analytical means or by numerical means;
the response of the whole network will be solved out.

5. NUMERICAL RESULTS

5.1. Uniform Transmission Line
First, we use a simple example to validate the proposed method. Suppose a single line over the
PEC ground plane, the radius of the line is 1.5 mm, the height over the plane is 0.1m; the length
of the line is 30 m. A voltage source with 50Ω internal resistance lies in one side, and a resistance
of 100Ω lies in the other side. The excitation form is double exponential pulse [5], which is defined
by Eq. (10).

V (t) = 1.05
(
e−4×106t − e−4.76×108t

)
(10)

From the source end, this line is divided into three parts, with the length of 6m, 15m and 9m; the
middle part is solved by FDTD, the others is solved by BLT equation.

Figure 2 shows the transient load response calculated by BLT-FDTD hybrid method and full
FDTD, the latter is treated as reference. Figure 3 shows the frequency load response calculated by
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BLT-FDTD hybrid method and full BLT, the latter is treated as reference. Obviously, no matter
the transient or the frequency response, the accuracy of the proposed method is extremely high.
This shows the proposed method is fit for the uniform conditions.

5.2. A Transmission Line with a Non-uniform Part

Suppose a single line over the PEC ground plane, a voltage source with 50 Ω internal resistance
lies in one side, and a resistance of 100 Ω lies in the other side. the radius of the line is 1 mm, the
height over the plane of the source end is 0.1 m, the height over the plane of the load end is 1 m; the
structure is shown in Figure 4. The excitation form is Gaussian pulse, which is defined by Eq. (11).

V (t) = e−
4π(t−t0)2

T2 (11)

From the source end, this line is divided into three parts, with the length of 6 m, 15 m and
9m; the middle part is solved by FDTD, the others is solved by BLT equation. Figure 4 shows
the transient load response calculated by BLT-FDTD hybrid method and full FDTD, the latter
is treated as reference. Because the mismatch of the load, energy oscillates on the line, the peaks
on Figure 4 show the phenomena. Among the peaks, there are some small oscillations, which are
caused by the non-uniformity. The two results are in good agreement. This indicates the proposed
method is fit for the non-uniform conditions.
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Figure 2: Transient response of the 100Ω load of the
uniform line.
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6. CONCLUSION

To solve the transmission line network with non-uniform parts, a hybrid method from frequency
domain and time domain, BLT-FDTD method, is proposed. FDTD is applied to calculate the S
parameters of the non-uniform parts; then these parts are treated as junctions in BLT equation; and
solving BLT equation, the responses of the network could be done. The proposed method overcomes
the inapplicability of the methods in frequency domain and avoids the high computational cost of
the methods in time domain. It has the capability for solving complex transmission line networks.
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Solving Method for Electromagnetic Pulse Propagation Based on
Combination of EMT and TDIE

Gaosheng Li, Yujian Qin, Peiguo Liu, and Jianguo He
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Abstract— A solving method for propagation and coupling of Electromagnetic Pulse (EMP) is
provided. The idea is to combine the theory of Electromagnetic Topology (EMT) and the method
of Time Domain Integral Equation (TDIE). The former offers methodology and the latter carries
out the computations, which can improve the efficiency of analysis and the size of area that can be
computed. By this way, the difficulty of direct computation of complex electronics system can be
conquered, and virtues of time domain computing can be used adequately. Principal ideas of EMT
for analyzing and solving problems are introduced, after which the four main steps of using EMT
to find solutions of propagation and coupling of EMP are summarized. Methods to combine EMT
and TDIE are put forward, together with the advantages of TDIE for analyzing EMP. Finally,
to improve computing efficiency of TDIE, relative speeding algorithms are expatiated.

1. INTRODUCTION

Both military and civil electromagnetic radiators have increased sharply since several years ago,
resulting in the complexity of electromagnetic environment. Electronic systems are in face of
intentional or inadvertently interferences. The electromagnetic pulses with low power may influence
the normal operation of the system, while pulses with high power may damage the electronic system.
It’s incident field can bring voltage or current on the susceptive components when it enters the
system through apertures, holes, power cords or signals cables. Consequently, the error rates may
increase and the efficiency may decrease, and even the system may be destroyed.

Investigation of propagation characters of electromagnetic pulse, as well as coupling features of
the pulses to susceptive systems, is the basis for grasping of electromagnetic interference and de-
signing of electromagnetic compatibility. It will help for evaluation of complexity of electromagnetic
environment and then benefit the tactic against the complex environment.

Difficulties may be encountered when computing electronic large targets and areas, the most of
which are the large amount of dissect grids and the demand of the operation for computer software
as well as the hardware. This will often result in the several days of computing time or even exceed
the level of computer technology nowadays. A series of problems arise in this situation, that is,
how to describe the electronic system in complex electromagnetic environment? How to describe
the reciprocity between electromagnetic environment and electronic system? How to avoid large
amount of repeated computation when the only part of environment changes? How to manage
various computing methods reasonably to analyze problems in reality?

This brings the requirement for methodology. Electromagnet topology is used to guide the
computing process of propagation and coupling of electromagnetic pulse. Reasonable layering is
carried out on computing targets, and proper method will be chosen and pertinence settings will
be undertaken before the computing.

2. PRINCIPAL IDEA OF ELECTROMAGNETIC TOPOLOGY AND ITS
IMPLEMENTATION PROCEDURES

In 1970’s, Professor Carl E. Baum from AFRL (Airforce Research Lab of USA) put forward the
concept of electromagnetic for the first time [1]. The principal idea of it is to make use of theory of
topology and the methods of it, and divide the research object into many areas. Contact among the
areas is realized by topology structures. Integration is attained based on separate researches, thus,
the whole complex electromagnetic coupling problem is decomposed into fairly simple problems,
then analysis and evaluation of performance of devices in the electromagnetic environment [2].

Flow of analyzing problems with method of electromagnetic topology mainly consists of the
following four steps.
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2.1. To Carry on Topology Decomposition of the System
Here, we find out all the points which may have relations with outside environment in the system,
and determine the range, and then decompose the system. All the outside electromagnetic energy
that wants to bring interference on certain components in the system must propagates through
multiple layers of shielding of the system. We define transmission functions for each shielding
surface to describe the penetration of energy.

To describe the topology structure of the system, we can delaminate and fix number for the
shielding surfaces. Simple systems can use signal subscript to fix number. Real systems (for
example, airplanes and ships) usually have shielding surfaces with different structural order and
types. Some shielding surfaces appears to be alveolate (for example, comparting cabins in ships),
and some embed in shielding surfaces of the system and compart from each other (for example,
cases of electronic equipments). So, the second subscript is introduced. For example, Vik means
the kth child space of the ith level. This can be found in Figure 1.
2.2. Conforming Sequence Graphs of Interactions
Set paths of the outside electromagnetic environment coupling into the system to be sides of the
sequence graphs of interactions, and the volumes that correlate with each other as the nodes, thus
the sequence graphs can be determined.

Topology leveling of the system will divide the energy coupling, take Figure 2 as an example,
outside energy may couples to V3 through s1s2s3; Or it may penetrates s1 first, and then couples
to V3 directly by cables. The former is called couple of order three, and the latter, couple of order
two. Paths with different orders may bring different coupling effects. Difference of orders and real
coupling paths will influence the shielding effects.

Transmitting function is numbered Tikik′ for the one from Vik to Vik′ . If the transmitting
functions are not single, that is, there is more than one paths, then superscripts can be used to
differentiate them.
2.3. Solving Child Problems
For problems after topology decomposition, we often use traditional computing methods of electro-
magnetic field, together with excitations and boundary conditions, to attain the solutions. More-
over, solutions of child problems can be achieved by measurement and computation of parse or
experience equations or other non-numerical methods. Typical research achievements of coupling
paths and experimental results of transmission functions of coupling paths are all the base for
solving of child problems.
2.4. Integration of System Responses
Solving of child problems and integration of system response can be carried out at the same time,
or be performed separately. Combination of results of child problems will achieve system response,
and the responses of the system will finally fall onto certain devices or components inside the
system.
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Figure 1: Example of topology structure.
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Take the response of V3,1 in Figure 2 as an example, let’s suppose the couple paths after approx-
imate remain only T0,1;2,2 +T2,2;3,1, that is, energy from outside come to V2,2 from the antenna, and
then couples to V3,1 by cables. This can be divided into two child problems, T0,1;2,2 and T2,2;3,1. The
former uses numerical algorithms of electromagnetic field to model the antenna and outside surface
of the system, considering the transmitting loss of cables, to compute response of V2,2. Then, V2,2

will be looked as a network with two ports, as one of the terminals of the transmission line, to
achieve its scattering parameters by experimental or numerical methods. After that, we take the
former results as an excitation, to attain response of V3,1 with method of transmission line.

3. TIME DOMAIN INTEGRAL EQUATION AND ITS SPEEDING METHODS

Theory of electromagnetic topology provides methodology for analyzing of propagation characters
of electromagnetic pulse. When the topology models sequence graphs of interaction have been
built, the most important is to solve the child problems. Numerical algorithms of electromagnetic
field are credible tools [3].

TDIE has advantages in analyzing propagation and coupling characters of electromagnetic
pulses. It builds time domain integral equations based on Green functions and boundary con-
ditions of the problem, and disperses integral areas of space variables and time variables. Linear
equations are achieved from integral equations through matching in both space domain and time
domain. One of the advantages of TDIE is that there is no need of setting boundary conditions
manually.

MOT (Marching-on in-Time) is usually used when solving the integral equations. Flow of
MOT consists of modeling, TDIE dispersing, solving of equations and post processing. Cost of the
computation is high, and large amount of memory and CPU time are needed. Speeding methods
of TDIE have tangible request.

PWTD (Plane Wave Time Domain) is widely used in speeding of MOT. The idea of PWTD is
to unwrap vector potential to plane wave, and unite adjacent current elements into a unit. The
direct reciprocity among elements is translated into reciprocity among units, thus the complexity
of multiply of matrix vector can be decreased. Sources in the same units build their influences on
others through three processes, that is, congregation, transformation and casting, which can avoid
the trivial computing of historical interactions among each base function in traditional MOT [4].

TD-AIM (Time Domain Adaptive Integral Method). Fields of areas which are far from the
source can be computed by simplifying distribution information of the source. Meeting the stan-
dard of fixed far field, we transform the interactions of fields and source base functions into inter-
actions among regular grid currents. Then FFT and IFFT are used to increase the computation
efficiency [5].

Mixed algorithms of PO-TDIE (Physical Optics-TDIE). When dividing the areas, we use the
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Figure 3: Sketch of PO-TDIE. Figure 4: Sketch of UTD-TDIE.

Figure 5: Sketch of TDCIE.

PO algorithm only on surface targets, and the line targets are all divided into TDIE areas. Regions
that change sharply will be divided as TDIE areas, and smooth surfaces will be divided as PO
areas. Triangle plane elements in common boundaries of PO and TDIE areas will be used by both
PO and TDIE base functions. For assurance of precision, internal sides of common boundaries are
all divided as TDIE areas. Reduction of computing amounts is embodied in the ignorance of the
mutual-resistance of sources in PO areas.

UTD-TDIE (Uniform Geometrical Theory of Diffraction-TDIE). The main computation work
focuses on the influence of the historical equivalent sources on current field, which is called sluggish
integration. The areas needed to be computed in sluggish integration include live areas, adjacent
areas, reflection areas and diffraction areas. Examples of those areas can be found in Figure 4.

TDCIE (Time Domain Coupling Integral Equation). Algorithms introduced in the above are
mainly aimed at metal materials. In the field of combination of metal and dielectric, according to
the mixed problems of interconnection of electromagnetic structures and circuits, we combine the
TDIE in field analysis and MNA in circuit analysis to realize simultaneously simulation of coupling
for complex electromagnetic structures and linear or nonlinear lumped circuits. Coupling current
is introduced to use patulous equation of current continuity and generalized law of Kirchhoff in the
coupling analysis of electromagnetic structures and circuits.

4. CONCLUSION

Theory of Electromagnetic Topology is an efficient methodology for analyzing and designing of
electromagnetic compatibility and environment. Computing results proved that TDIE and its
speeding methods is efficient for the solving of electromagnetic problems.
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Abstract— Sapphire loaded cavity for active H-maser was designed to minimize the mass and
volume of the traditional active H-maser. The ability of sapphire loaded cavity to achieve self-
oscillation was calculated. Then we made the experiment for sapphire loaded cavity in traditional
H-maser as bed. The signal was found with oscillation power of −102.93 dBm while the beam
flux is about 1.1 mA. For the temperature coefficient of sapphire loaded cavity is too high, the
way to compensate the temperature-coefficient was studied. The region of “zero temperature
coefficient point” was discussed.

1. INTRODUCTION

Nowadays with the development of SLR, VLBI etc, H masers as the most stable frequency sources
readily available were used abroad. However traditional active H masers are heavy and large in size.
Can’t be used as mobile instruments. Sapphire loaded cavity can solve this problem efficiently. It
can reduce the size and weight of the traditional active H maser without degrading the excellent
stability of the traditional masers. Many analyses and different design were reported [1–3]. For
many years, ShangHai Observatory was studying on active and passive H masers. The study on
sapphire loaded H maser has just begun. We solved the Maxwell’s equation for TE011 mode in
sapphire loaded cavity calculated the Q, η′ and temperature coefficient for the cavity, then we
judged if it could achieve self- oscillation. With the sapphire loaded cavity we got a signal. To
sapphire loaded cavity’s high temperature coefficient problem we discussed the way to reduce the
temperature coefficient. And we found the region to find “zero temperature coefficient”.

2. THEORY ANALYSIS AND SIMULATION

The structure of the sapphire loaded cavity is as Fig. 1. We can solve the following Eq. (1) to
determine the dimensions of the cavity for 1.42 G in TE011 mode. We need the optic axis of the
sapphire crystal just parallel to Z axis. Then only the permittivity perpendicular to optic axis of
the sapphire crystal could judge the frequency of the cavity for TE011 mode. The permittivity of
sapphire crystal which perpendicular to optic axis is 9.36 (note εr = 9.36). We can write a/b as ρ1.
When the out side metal cavity size a, h was fixed, then by ρ1b was fixed, For the cavity frequency
was fixed, by Eq. (1) c was fixed. The whole cavity dimension was fixed.

γ2 [A2J0 (γ2b) + B2N0 (γ2b)]
[A2J1 (γ2b) + B2N1 (γ2b)]

=
γ0 [A3J0 (γ0b) + B3N0 (γ0b)]
[A3J1 (γ0b) + B3N1 (γ0b)]

(1)
{

A2 = (γ2/γ0) J1 (γ0c) N0 (γ2c)− J0 (γ0c)N1 (γ2c)
B2 = J0 (γ0c) J1 (γ2c)− (γ2/γ0) J0 (γ2c) J1 (γ0c)

(2)
{

A3 = −π
2 γ0aN1 (γ0a)

B3 = π
2 γ0aJ1 (γ0a) (3)

γ2
i = ω2µ0ε0εi − π2/h2

γ1 = γ3 = γ0

γ2
2 = γ2

1 = γ2
3 = γ2

0 = ω2µ0ε0 − π2/h2
(4)

We got a dimensions a = 87.5mm b = 43.75 mm c = 36.68mm h = 162.9 mm. Then we used
FEM simulation software to simulate the sapphire loaded cavity. The E field in Fig. 2 and Fig. 3
was plotted to recognize the TE011 mode. We got the w = 1.4358 GHz, unloaded Q = 54727.

The FEM software doesn’t have the ability to recognize the mode TE011, so we use the E field
above to recognize the TE011 mode.

After simulation we need to judge if the cavity could achieve H maser self-oscillation. We can
use S parameter qualification. If S > 5900, the cavity could achieve self-oscillation. S parameter
is scatter parameter. It is defined by Eq. (5)

S = QLη′ (5)
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Figure 1: Structure of a sap-
phire loaded cavity.

Figure 2: Recognized electric field of the cross section the cavity for TE011.

Figure 3: Recognized electric field of ends of of the cavity for TE011.

QL is loaded Q. η′ is the filling factor of the cavity. The loaded Q is 45000 (Fig. 4) η′ was
calculated for the cavity by Eq. (5) using FEM software η′ = 0.523. Then We can get the S =
23535 > 5900. The cavity can achieve self-oscillation

η′ =
Vb

Vc

〈Hz〉2b
〈H2〉c

=
1
Vb

[∫
b

HzdV

]

∫
c

H2dV

2

(6)

3. THE EXPERIMENT OF SAPPHIRE LOADED CAVITY

In order to confirm if the sapphire loaded cavity could sustain self-oscillation. We did a experiment
on the cavity. We use traditional active H maser (shao-4) as our bed for experiment. That’s a
convenient way to reduce the cost of the experiment. We designed a equipment to fix the sapphire
loaded cavity in the traditional H maser’s vacuum system. The cavity frequency and loaded Q
can be measured by net analyzer (Fig. 4) and with the flux 1.1 mA ∼ 1.2mA we got a signal of
−102.9 dBm (Fig. 5).

And then we test the stability of the maser we got the 1s 9.8 × 10−13, 10 s 1.33 × 10−13. For
the equipment which fix the cavity still have stress problem, and the temperature control system
of the traditional H maser can’t meet the need of sapphire load cavity. (Temperature coefficient of
the sapphire loaded cavity is much lager than the traditional cavity). We got a very bad long term
stability.
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Figure 4: Measured loaded Q and Cavity frequency
of the sapphire loaded cavity.

Figure 5: Self-oscillation signal of sapphire loaded
H maser Temperature-compensation of the sapphire
loaded cavity.

4. TEMPERATURE-COMPENSATION OF THE SAPPHIRE LOADED CAVITY

As we mentioned above, temperature coefficient of the sapphire loaded cavity is about −55 kHz/◦C.
It’s much lager than the traditional cavity. There are two ways to reduce the bad effect on stability
caused by high temperature coefficient. One is to build a very precisely temperature control system,
the other is to compensate the temperature frequency shit of the sapphire loaded cavity. Our
analysis is mainly on reducing the temperature coefficient of the cavity.

The sapphire loaded cavity’s high temperature coefficient is the result of high temperature shit of
the permittivity of sapphire (Al2O3). If we use another crystal which have the opposite temperature
coefficient of permittivity to compensate the sapphire loaded cavity. We can got a low temperature
coefficient cavity. We used the method mentioned in [4] to calculate the temperature coefficient.
The equation of the temperature coefficient is as follows.

1
f

∂f

∂T
=

1
f

[
∂f

∂εts

∂εts

∂T
+

∂f

∂εtc

∂εtc

∂T
+

∂f

∂d

∂d

∂T
+

∂f

∂h1

∂h1

∂T
+

∂f

∂h2

∂h2

∂T

]
(7)

1
f

∂f

∂T
= Ar1τr1 + Ar2τr2 + Adτα1 + Ah1τα2 + Aaτc + Ah2τc (8)

Ar1 =
εts

f

∆f

∆εts
Ar2 =

εtc

f

∆f

∆εtc
Ad =

d

f

∆f

∆d
Aa =

a

f

∆f

∆a

Ah =
h

f

∆f

∆h
τr1 =

∆εts

εts∆T
τr2 =

∆εtc

εtc∆T
τα1 =

∆d

d∆T
τα2 =

∆h1

h1∆T

τc =
∆a1

a∆T
=

∆h2

h2∆T

τr1: the permittivity shit with temperature of sapphire (Al2O3),
τr2: the permittivity shit with temperature of compensation crystal,
τα1 τα2: the radial and axes, expansion coefficient of the sapphire (AL2O3),
τc: the expansion coefficient of Ti.

We used SrTiO3 to compensate the sapphire crystal for its high permittivity, which is 300, low
dielectric loss, which is 5×10−4 and opposite permittivity shit with temperature. The Fig. 5 shows
the compensation results of our calculation for sapphire loaded cavity with different dimensions.

From Fig. 6, we notice that the effect of compensation arose with ρ1. And with a = 87.5 we
could find a zero temperature coefficient point between ρ1 = 0.54 and 0.56. Also we can find
another region where zero temperature coefficient point could be found by fixing ρ1 to 0.56, taking
a between 87.5 mm and 85 mm. We took ρ1 rage form 0.4 to 0.6 because Q and η′ of this region is
better.
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Figure 6: Temperature coefficient varies with ρ1.

5. CONCLUSION

Small size sapphire loaded cavity for H maser has been analyzed. Its ability to sustain self-oscillation
has been confirmed both on theory and experiment. For the temperature coefficient of the sapphire
loaded cavity is to high, method of compensation with SrTiO3 was discussed.
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Abstract— An optimized DFB laser structure is analyzed using an improved version of the
Transfer-Matrix-Method. The proposed laser is specially useful in directly-modulated optical
communication systems, since it presents extremely high selectivity and extremely low flatness
at threshold regime, which results in an emitted spectrum above threshold that is very coherent
and stable, with a side mode suppression ratio higher than 49 dB for a wide range of biasing
current.

1. INTRODUCTION

Optical communication systems (OCS) have earned great attention from the scientific community,
due to the increasing demand for high bit-rate data links [1]. In order to ensure such high bit-
rates, the spectrum of the optical emitter should be as much stable and coherent as possible, which
can be accomplished using Distributed-Feedback (DFB) lasers. However, not every DFB laser is
considered an effective device. Therefore, there is the need to optimize such laser structures as
much as possible, avoiding the deleterious effect of spatial hole burning (SHB), which is partic-
ularly important in directly modulated lasers. Many structures have been proposed to replace
the conventional DFB laser, starting with the popular quarterly wavelength shifted (QWS)-DFB
(Ref. [2]) and advancing to other complicated structures such as the corrugation-pitch-modulated
(CPM) distributed-coupling-coefficient (DCC) DFB structure proposed in Ref. [3]. The aim of this
paper is to introduce an optimized DFB laser which outperforms the structures referred elsewhere
in literature.

2. METHODOLOGY

The outputs of this work are the specifications of a DFB laser structure with high figures of
merit. Such structure is defined throughout an optimization process considering the restrictions
that are initially imposed, and ultimately define the structural constraints associated with the DFB
laser that has optimal performance. Such process is carried out at threshold regime so that the
computational workload can be sustained. Afterwards, in order to assess the impact of the SHB
effect, it is confirmed wether this DFB laser structure also presents high figures of merit above
threshold regime.

In order to ensure a flawless convergence on the simulation of DFB laser characteristics at
threshold and above-threshold regimes, an improved version of the Transfer-Matrix-Method (TMM)
is used, which is fully described in Ref. [4]. The TMM considers that the laser cavity is divided into
several sections, being each one associated with a transfer-matrix that is defined by the constancy

E R (zm) E R (zm+1)

E S (zm) E S (zm+1)

z

zm+1zm

 m

k m
 m

Figure 1: A simplified schematic diagram for a one-dimensional DFB laser structure section, placed between
z = zm and z = zm+1.
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of its structural parameters. Each transfer-matrix correlates the two counter propagating waves,
ER and ES , between both section ends (see Fig. 1).

The TMM oscillation conditions leads to pairs (δ, α) that are, respectively, the detuning and
the gain of the oscillation modes. The figures of merit at the threshold regime are the normalized
mode selectivity (S) and the flatness (F), which are defined, respectively, by [2, p. 131 and p. 128]

S = (α · Lcav)− (αth · Lcav) ; F =
1

Lcav

Lcav∫

0

[
I(z)− I

]2
d z (1)

where Lcav is the cavity length and I(z) is the normalised electric field intensity at an arbitrary
position, z, given by

I(z) =
∣∣ER(z)

∣∣2 +
∣∣ES(z)

∣∣2 , (2)

and I is its average value along the cavity. Besides, (αth · Lcav) is the normalised threshold gain and
(α · Lcav) is the normalised gain of the main side mode. The unchanged laser parameters assumed
along the paper are summarized in Table 1.

Table 1: Laser parameters used in the simulation model.

Material parameters Value
Spontaneous emission rate, A 2.5× 108 s−1

Bimolecular recombination coefficient, B 1.0× 10−16 m3· s−1

Auger recombination coefficient, C 3.0× 10−41 m6· s−1

Differential gain, A0 2.70× 10−20 m2

Gain curvature, A1 1.50× 1019 m−3

Differential peak wavelength, A2 2.70× 10−32 m4

Internal loss, αloss 4.0× 103 m−1

Effective index at zero injection, n0 3.41351524
Carrier density at transparency, N0 1.23× 1024 m−3

Differential index, dn/dN −1.8× 10−26 m3

Group velocity, vg 8.33× 107 m· s−1

Nonlinear gain coefficient, ε 1.5× 10−23 m3

Structural parameters Value

Active layer width, w 1.5 µm
Active layer thickness, d 0.12 µm
Cavity length, Lcav 500 µm
Optical confinement factor, Γ 0.35
Grating period, Λ 227.066 nm

3. STRUCTURE DEFINITION

The DFB structure under optimization is designated as 1PS-3DCC-DFB, since it has a single
phase-shift (1PS) and a DCC profile with three coupling coefficients. The phase-shift is located in
the center of the cavity (z/Lcav = 0.5) and its value is θ = 90◦. The DCC profile is schematized
in Fig. 2, where {KP1 ,KP2} are the boundary normalized positions of the several sections and
{kc Lcav, ksc Lcav, ks Lcav} are the normalized coupling coefficients of these sections.

For the optimization procedure, the normalized average coupling coefficient and the coupling
coefficient ratio are defined, respectively, as:

kav Lcav = 2KP1 ksLcav + 2 (KP2 −KP1) ksc + (1− 2 KP2) kc, (3)

kratio =
kc

ks

. (4)
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Figure 2: Schematic representation of the DCC profile under optimization.

The coupling coefficient of the intermediate section is defined as

ksc = ks

√
kratio. (5)

The decision variables for the optimization procedure are the following: {KP1 , KP2 , kratio,
kav Lcav}. In order to attain optimal values, the following procedure is carried out:

Step 1: KP1 = KP2 = 0.25, kratio = 5 and kav Lcav = 2 are settled as a initial values;

Step 2: KP1 and kratio are varied simultaneously and independently, assuming KP2 = KP1 , until
the best values of S

(
KP1 , kratio

)
and F

(
KP1 , kratio

)
are achieved;

Step 3: Assuming the previous optimized KP1 and kratio values, KP2 and kav Lcav are varied simul-
taneously and independently, until the best values of S

(
KP2 , kav Lcav

)
and F

(
KP2 , kav Lcav

)
are achieved;

Step 4: Assuming the previous optimized KP2 and kav Lcav values, KP1 and kratio are varied si-
multaneously and independently, until the best values of S

(
KP1 , kratio

)
and F

(
KP1 , kratio

)
are achieved;

Step 5: Steps 3–4 are repeated until no further improvements on S and F are achieved. At such
stage the optimal solution is found.

At the end of the optimization process, the following decision variables are defined:
KP1 = 0.1788, KP2 = 0.2408, kratio = 7, kav Lcav = 1.5. Considering the Equations (3), (4), (5),
these values correspond to a structure where ks Lcav = 0.348, ksc Lcav = 0.920 and kc Lcav = 2.434.

4. THRESHOLD ANALYSIS

After the definition of all the optimized structure constraints, it is possible to present its perfor-
mance at threshold regime. Fig. 3(a) shows the normalized solutions for the threshold condition of
the optimized structure. It is clear that there is a high mode selectivity between the main mode (the
one with zero detuning and lowest gain) and the secondary modes. Fig. 3(b) compares the distri-
bution of the normalized electrical field in the optimized 1PS-3DCC-DFB structure and two other
structures, which are the standard QWS-DFB and the CPM-DCC-DFB from Ref. [3]. It is clear
that the optimized structure has a flat field distribution similar to the one of the CPM-DCC-DFB
structure.

These results near threshold regime are summarized in Table 2.

Table 2: S, F, αth · Lcav and Ith for several laser structures.

Laser structure S F αth · Lcav Ith (mA)

Standard QWS-DFB 0.73 0.301 0.70 19.816
CPM-DCC-DFB from Ref. [3]. 0.99 0.018 1.28 24.084

1PS-3DCC-DFB 2.34 0.021 1.52 26.104
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Figure 3: (a) Solutions for the threshold condition of the optimized 1PS-3DCC-DFB. (b) Normalized field
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Figure 4: (a) Evolution of the modes {−1, 0,+1} gain vs. detuning from I = Ith (marked with a dot) up to
I = 5.0Ith and (b) Photon density distributions, from I = 1.5Ith up to I = 5.0Ith.

5. ABOVE-THRESHOLD ANALYSIS

It is crucial to assess the extent of the SHB effect on the optimized 1PS-3DCC-DFB laser. For that,
a biasing normalized current range of I/Ith ∈ [1, 5] is analyzed. The corresponding above-threshold
results are presented and discussed.

Figure 4(a) shows the evolution of the main mode and the closest secondary modes from I = Ith

(marked with a dot) up to I = 5.0 Ith, revealing that the normalized mode selectivity is not seriously
harmed in this range, foreseeing a stable SMSR.

Figure 4(b) shows the evolution of the photon distribution for three normalized biasing currents.
It is noticeable that this distribution remains flat even if the total number of photons in the cavity
increases.

Figure 5(a) shows the emitted spectra of the optimized 1PS-3DCC-DFB laser for two biasing
currents, revealing that a stable wavelength and also a stable SMSR are achieved.

Figure 5(b) shows the emitted lasing wavelength vs. normalized current injection for the opti-
mized 1PS-3DCC-DFB laser, the standard QWS-DFB and the CPM-DCC-DFB from Ref. [3]. This
figure reinforces the fact that the emitted wavelength of the optimized structure is very stable.

Figure 6(a) represents the SMSR vs. normalized current injection for the optimized 1PS-3DCC-
DFB laser, the standard QWS-DFB and the CPM-DCC-DFB from Ref. [3]. This figure reinforces
the fact that the SMSR is very high and stable for the 1PS-3DCC-DFB laser.

Figure 6(b) shows the P (I/Ith) characteristics for the optimized 1PS-3DCC-DFB laser, the
standard QWS-DFB and the CPM-DCC-DFB from Ref. [3], where P is the optical power output
measured at the right facet. For similar normalized current injections, the optimized 1PS-3DCC-
DFB laser proposed in this paper shows larger values of P . Moreover, it has been checked that the
optimized 1PS-3DCC-DFB laser has the highest external differential efficiency.
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6. CONCLUSION

An optimized 1PS-3DCC-DFB laser structure has been proposed and analysed. It reveals a very
good immunity to SHB, being unmatched by other DFB lasers found in literature.

It can sustain a stable SMSR higher than 49 dB for a wide range of biasing current, as well as a
power efficiency of about 0.256 W/A, combined with a wavelength stability

(
∆λ
λ

)
of 2.955× 10−5.

Considering such high figures of merit, this laser structure can be very useful in the context of the
modern high bit-rate optical communication systems using direct modulation.
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Abstract— We propose and analyze two easily manufacturable optimized DFB laser structures
that are suitable for directly-modulated optical communication systems. These structures present
high power efficiency, a good immunity to spatial hole burning and high yield. The first DFB
laser structure is extremely simple to fabricate whereas the second DFB laser structure has an
enhanced performance at the expense of the inclusion of a slightly more complicated grating.
Previously, in order to achieve a similar performance, hardly manufacturable lasers have been
proposed elsewhere.

1. INTRODUCTION

Optical communication systems (OCS) have earned great attention from the scientific community,
due to the increasing demand for high bit-rate data links [1]. In order to ensure such high bit-
rates using directly-modulated (DM) lasers, the spectrum of the optical emitter should be as much
stable and coherent as possible, which can be accomplished with Distributed-Feedback (DFB)
lasers. Hence, there is the need to optimize DFB laser structures, to avoid the deleterious effect of
spatial hole burning (SHB). Despite DFB lasers with both anti-reflection (AR) facets are immune to
the undesirable effects of the phase randomness inserted during fabrication [2], they are considered
power inefficient [3]. Some complicated laser structures with high-reflectivity (HR) facets have been
recently proposed [3] in order to fulfil the OCS requirements. The aim of the present paper is to
introduce optimized DFB lasers that outperform the structures referred elsewhere in literature.

2. METHODOLOGY

The outputs of this work are the structural specifications of DFB lasers that have high figures of
merit in the DM-OCS context. Such structures are defined throughout an optimization process
considering the restrictions that are initially imposed, and that ultimately define the structural
constraints associated with the DFB lasers that have optimal performance. Such process is carried
out at threshold regime so that the computational workload can be sustained. Afterwards, in order
to assess the impact of the SHB effect, it is confirmed whether these DFB laser structures also
present high figures of merit above threshold regime.

In order to ensure a flawless convergence in the simulation of DFB laser characteristics at
threshold and above-threshold regimes, an improved version of the Transfer-Matrix-Method (TMM)
is used, which is fully described in Ref. [4]. The TMM considers that the laser cavity is divided into
several sections, being each one associated with a transfer-matrix that is defined by the constancy
of its structural parameters. Each transfer-matrix correlates the two counter propagating waves,
ĒR and ĒS , between both section ends (see Fig. 1).

ER (zm) ER (zm +1 )

ES (zm) ES (zm +1 )

z
zm +1zm

m

k m
m

Λ

Ω

Figure 1: A simplified schematic diagram for a one-dimensional DFB laser structure section, placed between
z = zm and z = zm+1.
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The TMM oscillation conditions leads to pairs (δ, α) that are, respectively, the detuning and
the gain of the oscillation modes. The figures of merit at the threshold regime are the normalized
mode selectivity (S) and the flatness (F), which are defined, respectively, by [5, p. 131 and p. 128]

S = (α · Lcav)− (αth · Lcav) ; F =
1

Lcav

Lcav∫

0

[
I(z)− I

]2
dz (1)

where Lcav is the cavity length and I(z) is the normalised electric field intensity at an arbitrary
position, z, given by

I(z) =
∣∣ĒR(z)

∣∣2 +
∣∣ĒS(z)

∣∣2 , (2)

and I is its average value along the cavity. Besides, (αth · Lcav) is the normalised threshold gain and
(α · Lcav) is the normalised gain of the main side mode. The unchanged laser parameters assumed
along the paper are summarized in Ref. [5, p. 157].

3. STRUCTURES DEFINITION

The DFB structures under optimization are designated as HR-AR-DCC-DFB (see Fig. 2) and
HR-AR-LDCC-DFB (see Fig. 3). They both have a left-end HR facet (r̂1 = 1 · e ·ϕ1 ) and a right-
end AR facet (r̂2 = 0) in order to channel all the output power to the right side. Besides, they
both have a symmetric corrugation with constant period.

According to Figs. 2 and 3, both DFB structures have a distributed-coupling-coefficient (DCC)
profile, but the HR-AR-LDCC-DFB structure has a more elaborated DCC profile. The
HR-AR-DCC-DFB structure has only two normalized coupling coefficients, designated by ks Lcav

and kc Lcav, and the transition occurs at the normalized boundary positions KP1 and 1 − KP1 .
The HR-AR-LDCC-DFB structure has a linear transition between ks Lcav and kc Lcav in order to
smooth the DCC profile. Such transition occurs from KP1 to KP2 and again from 1 − KP2 to
1−KP1 .

Both structures undergo an optimization process in order to achieve the optimal values for
ks Lcav, kc Lcav, KP1 , KP2 and ϕ1 . The optimal parameters are summarized in Tables 1 and 2.

4. THRESHOLD ANALYSIS

After the definition of all the optimized structure constraints, it is possible to present its perfor-
mance at threshold regime. Fig. 4(a) shows the normalized solutions for the threshold condition of
the optimized structures. It is clear that there is a high mode selectivity between the main mode
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Figure 2: Schematic representation of the HR-AR-DCC-DFB structure under optimization.
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Figure 3: Schematic representation of the HR-AR-LDCC-DFB structure under optimization.
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Table 1: Optimized HR-AR-DCC-DFB structure parameters.

Parameter ks Lcav kc Lcav KP1 ϕ1 (rad)
Value 0.130 1.300 0.280 π/2

Table 2: Optimized HR-AR-LDCC-DFB structure parameters.

Parameter ks Lcav kc Lcav KP1 KP2 ϕ1 (rad)
Value 0.174 1.413 0.190 0.435 π/2

Table 3: S, F, αth · Lcav and Ith for several laser structures.

Laser structure S F αth · Lcav Ith (mA)

Standard QWS-DFB 0.73 0.301 0.70 19.816

HR-AR-DCC-DFB 1.17 0.014 0.59 19.103

HR-AR-LDCC-DFB 1.63 0.012 0.59 19.098
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Figure 4: (a) Solutions for the threshold condition of the optimized structures, (b) normalized field intensity
for the standard QWS-DFB and the optimized structures. The solid line stands for the HR-AR-DCC-DFB
structure whereas the dashed line stands for the HR-AR-LDCC-DFB structure.

(the one with zero detuning and lowest gain) and the secondary modes. It is also possible to see
that the HR-AR-LDCC-DFB structure has a higher selectivity than HR-AR-DCC-DFB structure.
Fig. 4(b) compares the distribution of the normalized electrical field in the optimized structures and
the standard QWS-DFB. It is apparent that the optimized structures have a flat field distribution.

These results near threshold regime are summarized in Table 3.

5. YIELD ANALYSIS

Given the lack of manufacturing control over ϕ1 , it is crucial to test its influence on the laser perfor-
mance. Thus, the main figures of merit of the optimized structures were assessed for every value of
ϕ1 . For the yield analysis we have considered S, F, ∆P/∆I and SMSRav as the relevant laser figures
of merit. SMSRav is calculated as the average between SMSR (I = 1.5 Ith) and SMSR (I = 5.0 Ith).
The SLM yield reaches a value higher than 50% for a preset condition of S > 0.5 and F < 0.05,
corresponding closely to the range ϕ1 ∈ [0, π]. Similar yield is indicated in Ref. [3], though for a
laser associated with a rather complicated fabrication process. The results within this domain are
illustrated in Figs. 5 and 6.

Figure 5(a) shows that, for ϕ1 ∈ [0, π], both optimized structures have S higher than the
required minimum value (S > 0.5) for SLM operation. Besides, it is noticeable that the HR-AR-
DCC-DFB structure has an overall increase of S over the HR-AR-LDCC-DFB structure, which is
more intense for ϕ1 = π/2.

Figure 5(b) shows that, for ϕ1 ∈ [0, π], both optimized structures have F considerably lower
than the required maximum vale (F < 0.05) for SLM operation. The HR-AR-DCC-DFB structure
has an overall improvement of F over the HR-AR-LDCC-DFB structure.
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Figures 6(a) and 6(b) show, respectively, the power efficiency and the SMSRav variations with
ϕ1 , for the optimized DFB structures. Is is noteworthy that, within the range ϕ1 ∈ [0, π], the
power efficiency is the lowest (highest) approximately where the SMSRav is the highest (lowest).
Therefore, the fabrication of the optimized structures with the random facet phase ϕ1 ∈ [0, π] will
benefit either the power efficiency or the SMSRav.

6. ABOVE-THRESHOLD ANALYSIS

It is crucial to assess the extent of the SHB effect on the performance of the optimized lasers in the
high power regime. For that, the biasing normalized current range I/Ith ∈ [1, 5] is analyzed. The
corresponding above-threshold results are presented and discussed.

Figure 7(a) shows the normalized spontaneous emitted spectra of the optimized lasers, greatly
resembling each other. The main difference lies on the value of the emitted power associated with
the main mode, thus the HR-AR-LDCC-DFB laser is expected to have a higher SMSR.

Figure 7(b) highlights the wavelength of the main modes associated with the HR-AR-LDCC-
DFB, HR-AR-DCC-DFB and the QWS-DFB lasers. The optimized lasers follow the same char-
acteristic and have a much more stable wavelength

(
∆λ
λ ≤ 1.3× 10−5

)
than the QWS-DFB wave-

length.
Figure 8(a) plots the P (I) characteristic for the optimized structures as well as for the QWS-
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DFB structure. The HR-AR-LDCC-DFB and HR-AR-DCC-DFB lasers have roughly the same
P (I) characteristic, obtaining a power efficiency of about 0.33WA−1, which is similar to the effi-
ciency reported in Ref. [3] for a laser that is much harder to manufacture. This figure shows that
the QWS-DFB laser has a much lower power efficiency than the optimized structures.

Figure 8(b) shows a small difference (about 1 dB) between the HR-AR-LDCC-DFB laser SMSR
and the HR-AR-DCC-DFB laser SMSR. These optimized structures present a much higher and
more stable SMSR than the QWS-DFB laser, foreseeing its potential usage in the OCS context.

7. CONCLUSION

Two optimized cost-effective DFB lasers have been proposed and analyzed. Considering the com-
promise between easy-feasibility and high-performance, HR-AR-DCC-DFB laser is considered the
most suitable for easy-feasibility whereas HR-AR-LDCC-DFB laser is considered the most suitable
for high-performance, even if they are both easy to manufacture and they both present commend-
able results.

Both proposed structures present, simultaneously, high power efficiency (∆P/∆I ≥ 0.32W ·A−1),
a good SHB immunity (SMSR ≥ 41 and ∆λ

λ ≤ 1.3 × 10−5) and high yield (≥ 50%). Therefore,
the proposed structures fulfil all the requirements concerning the usage of DM-DFB lasers in the
OCS context. Similar performances have been recently reported [3] but at the expense of laser
structures demanding a much more intricate fabrication process than the ones associated with the
laser structures proposed in this paper.
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Fabrication of Separately Formed Electro-spun Fibers
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Abstract— Simply placing a paper mesh between the syringe needle and counter electrode
of electrospinning unit, the straight fibers were separately formed between the paper mesh and
counter electrode. Using this simple technique employing a paper mesh, even the composite fibers
consisting of polymer and metal powder were easily formed separately.

1. INTRODUCTION

Electrospining displays its high efficiency for fabricating a two-dimensional mat consisting of fine
fibers [1–4]. By the use of electrospinning, for example, a two-dimensional filter with superior
functionality can be easily fabricated. However, individually fabricating fibers is a difficult task for
the electrospinning technology, since electro-spun fibers are inevitably entangled and stick together
during its formation process. Extraction of single fiber is quite difficult task, and establishing a
sigle fiber extraction technique is a challenging theme in this field.

In this paper, a quite simple technique of separately fabricating electro-spun short fibers is
introduced. This technique simply employs a paper mesh, which is to be placed between the needle
tip and counter electrode of electrospinning unit. Furthermore, usability of this technique was
examined by try fabricating fine fibers consisting of different kinds of polymers.

2. BACKGROUND

Figure 1 illustrates the setup of electrospinning apparatus. Highly charged polymer solution or
melt loaded in a syringe is spewed out from the syringe needle and travels toward the counter
electrode which serves as a fiber collectors because of the high electric field. Consequently, fine
fibers are formed on the counter electrode. Those fibers formed are always laid on the counter
electrode horizontally, and it is a benefit for fabricating a dense nonwoven fiber mat as illustrated
in Figure 2. On the other hand, it becomes a drawback, when it comes to extracting fine fibers
separately, since the fibers collected on the counter electrodes stick one another.

V

counter electrode

highly charged polymer

solution or melt

Figure 1: Setup of electrospinning.

V

Figure 2: Fine fibers horizontally formed on the
counter electrode forming a non-woven mat.

It was observed in our preliminary experiment that partially blocking the traveling path of highly
charged polymer between the needle tip and counter electrode with some material, say cardboard
frame, resulted in the formation of fibers between the cardboard frame and counter electrode
vertically to the counter electrode. Figure 3 illustrates such a situation. The highly charged
polymer spewed out from the needle tip of syringe formed fine fibers between the cardboard and
counter electrode as indicated in the dotted circle. This simple technique was slightly modified for
separately fabricating electro-spun fibers, and it is detailed in this paper.
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bird'  s-eye view

cardboard frame

V
top view

Figure 3: Separately formed electro-spun fibers by partially blocking the traveling path of highly charged
polymer between the needle tip and counter electrode with a cardboard frame.

top view

bird'  s-eye view

V

paper mesh

Figure 4: Setup for fabricating electro-spun fibers separately using a paper mesh.

3. EXPERIMENTAL

3.1. Polymer Solution
Two kinds of polymer solutions were prepared to be electro-spun.

• Polynorobornen 2.5 g of polynorobornen — hereafter called PN for short — was dissolved
into 50 g of THF in the water bath at 70 degree C. Once it was fully dissolved, it was cooled
down to the room temperature.

• Polyvinylacetate 11.5 g of polyvinyl acetate — hereafter called PVAc for short — was dis-
solved into 100 g of DMF in the water bath at 70 degree C. Once it was fully dissolved, it was
cooled down to the room temperature.

3.2. Electrospinning Setup
Conventional setup of electrospinning was already shown in Figure 1. For separately fabricating
electro-spun fibers, a paper mesh was simply placed between the needle tip and counter electrode
as illustrated in Figure 4.

4. RESULTS AND DISCUSSION

4.1. Fiber Fabrication without a Paper Mesh
Using the setup without a paper mesh illustrated in Figure 1, the electrospinning of PN and PVAc
was carried out, where the voltage was ∼10 kV and the gap between the needle tip and counter
electrode was ∼10 cm. Figures 5(a) and 5(b) respectively show the fibers of PN and PVAc formed
on the counter electrode. Concerning PN fibers, they are highly entangled and seen as dark islands
in Figure 5(a). The PN fibers were formed horizontally to the counter electrode surface and stick
together. These fibers could not be extracted separately. PVAc fibers were also formed on the
counter electrode surface horizontally. Although those fibers are not seen so clearly in Figure 5(b),
relatively a large number of fine PVAc fibers are seen at the right bottom of Figure 5(b). They
stuck together and could not be extracted separately.

4.2. Separately Fabricated Short Fibers
Using the setup with a paper mesh illustrated in Figure 4, electrosppining was carried out. The
highly charged polymer solution in the syringe was spewed out toward counter electrode under
the high voltage, where the voltage was ∼10 kV and the gap between the needle tip and counter
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Figure 5: Electro-spun (a) PN and (b) PVAc fibers formed horizontally on the counter electrode.

collector paper meshcounter 

electrode

paper mesh

1 cm

Figure 6: PN fibers formed between the paper mesh and counter electrode.

electrode was ∼10 cm. It passes through the paper mesh, resuled in the formation of fine fibers sep-
arately between the paper mesh and counter electrode. Use of the setup illustrated in Figure 4 does
not result in the formation of infinitely long fibers but in the formation of short fibers. However, it
is one of steps toward establishing a technique of forming long fine fibers separately. Figure 6 shows
the PN fibers formed between the paper mesh and counter electrode. Compared with PN fibers
shown in Figure 5(a), the fiber diameter was quite large. Fiber diameter heavily depends on the
condition of electrospinning such as voltage, gap between the needle tip and counter electrode, the
ratio of PN and solvent and so on. Since it was difficult to precisely control the experimental con-
dition, it was difficult to fabricate the same diameter fibers. However, it was repeatedly confirmed,
this paper mesh method could be definitely used for fabricating the PN fibers separately.

4.3. Formation Process of Separately Formed Short Fibers

Formation process of the separately formed short fibers is considered. Undoubtedly a quite simple
process is brought to our mind as illustrated in Figure 7. Fiber ingredient is spewed out from the
needle tip, and it travels toward paper mesh (Figure 7(a)). It is trapped with the mesh (Figure 7(b)),
and immediately it is stretched toward the counter electrode, resulting in the short fiber formation
(Figure 7(c)). But actual process was a bit different. Using a high speed camera (ES Kodak
EKTAPRO HS Motion Analyzer Model 4540), the fiber formation process was analyzed.

Figure 8 shows the time history of PN fiber formation process from 0ms through 160 ms, where
time t = 0 ms in Figure 8(a) was arbitrarily defined. Once the voltage was applied between the
syringe needle tip and counter electrode, the fiber ingredient was continuously supplied to the
paper mesh as shown in the encircled area with sold line in Figure 8, where such a situation is
roughly illustrated in the upper left of Figure 8 for better understanding. The polymer supply
continued from beginning to end in this experiment. But fiber formation between the needle tip
and counter electrode was not induced for a while even after the start of the polymer supply at
t = 0 ms. Fiber formation suddenly started at t = 40ms as shown in the encircled area with dotted
line in Figure 8(b). The fiber continued to grow fat and it completed at t = 160 ms as shown in
Figure 8(e). During fiber growing process, the fiber initially kept on waving quite largely but it
gradually subsided down to stillness. Figure 9 shows the waving motion of fiber. Figures 9(a) and
9(b) were taken at t = 56ms and 59 ms, respectively. The position of fiber in Figure 9(a) indicated
by an arrow is obviously different from that in Figure 9(b) because of rampant wavy motion of
fiber.

The fiber formation was not continuous process. Firstly, the fiber ingredient accumulated on
the paper mesh. Secondly, the fiber jet was suddenly spewed out from the paper mesh to the
counter electrode, resulting in a fiber. Since there were a number of holes on the paper mesh, fiber
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(a)

(b)

(c)

Figure 7: Formation process imagined for separately formed fibers between the paper mesh and counter
electrode.

fiber ingredent supply

fiber formation
(a) 0 ms fiber ingredent supply (b) 40 mx

(c) 80 ms starting of fiber formation (d) 120 ms (e) 160 ms completion of fiber 

formation
fiber growing process

Figure 8: The time history of actual PN fiber formation process from 0 ms through 160ms, where time
t = 0ms was defined arbitrarily.

(a) (b)

Figure 9: The waving motion of fiber at (a) t = 56 ms and (b) t = 59 ms.
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Figure 10: Electro-spun composite fibers consisting of PVAc and Cu powder formed between the paper mesh
and counter electrode.

formation was induced not only at one hole but at multiple holes. Even though the supply of fiber
ingredient continued at single position of paper mesh as shown in Figure 8, the accumulated fiber
ingredient flew to the multiple holes of paper mesh, eventually resulting in the fiber formation from
those multiple holes. As clearly seen in Figure 8, a number of short fibers were formed between the
multiple holes of paper mesh and counter electrode.

Use of this paper mesh technique did not result in so successful formation of PVAc fibers. It
must be due to the less volatile property of DMF compared with THF not due to the ineffectiveness
of this paper mesh technique. In fact, even a composite fiber consisting of PVAc dissolved in THF
instead of DMF and Cu powder was well formed under the condition that the voltage was ∼9 kV
and the gap between the needle and counter electrode was ∼4 cm. The ingredient of this composite
was prepared by dissolving 2.5 g of PVAc into 12.5 g of THF and subsequent addition of 1 g Cu
powder to it. Figure 10 shows those fibers formed between the paper mesh and counter electrode,
where the paper mesh is removed in this photo. Not all the fibers were separately formed, but we
could come by a certain quantity of separately formed composite fibers.

5. CONCLUSIONS

Simply placing a paper mesh between the needle tip and collector resulted in the separately formed
electro-spun polymer fibers. This technique was even applicable for the fabrication of polymer-
metal composite fibers. Hence, this technique must be useful for separately fabricating the broad
range of different kinds of fibers.
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Abstract— Digital holography imaging method is presented for three-dimensional profile de-
tection of the micro-optical component. Firstly, digital holography configuration based on off-axis
lensless Fourier transform (LFT) is designed, and then the profile of the hexagonal micro-lens
array is detected by Fresnel reconstruction and phase-unwrapping algorithms. Meanwhile, the
white light interferometer is applied to measure the profile parameters of the micro-lens array.
The results indicate that the profile parameters obtained above are in good agreement, which
demonstrate that the LFT based digital holography provides an effective method for 3D profile
detection of the micro-optical component.

1. INTRODUCTION

Three-dimensional (3D) profile measurement for micro-optical component has attracted remarkable
attention recently for its applications in many fields such as laser beam shaping, optical imaging and
optical transmission. The topography characteristics of the micro-optical component determine its
optical performance directly, so the 3D profile measurement plays an important role in the quality
evaluation and machining guidance. The traditional imaging methods like differential interference
contrast (DIC), Zernike phase contrast microscope can’t acquire the quantitative information of
the phase. Therefore, many full-field and quantitative phase imaging techniques are developed
recently including Fourier phase microscopy (FPM), Hilbert phase microscopy (HPM), diffraction
phase microscopy (DPM) and digital holographic microscopy (DHM) [1–5]. Among them, digital
holography has several special advantages. DHM doesn’t need complex scanning configuration and
possesses a simple structure. DHM can retrieve quantitative information of object wavefront from
a single digital hologram, which allows it to achieve the real-time detection. Furthermore, since the
numerical focalization algorithm can be implemented by the wave propagation theory, DHM does
not demand to record hologram in the focus image plane of the object.

In this contribution, digital holography based on lensless Fourier transform (LFT) is applied
to the profile inspection of the micro-optical component. The hexagonal micro-lens array is taken
as the test sample, and its profile parameters are acquired by Fresnel reconstruction and phase-
unwrapping algorithms. Moreover, the white light interferometer is used for the profile measurement
of the hexagonal micro-lens array. The experimental results from the above methods are compared
to verify the feasibility of the LFT based digital holography.

2. LFT BASED DIGITAL HOLOGRAPHY

LFT based digital holography can make full use of the bandwidth of the detector, and the configu-
ration structure is quite simple. The schematic of the experimental configuration for the inspection
of micro-optical component is illustrated in Fig. 1, which is based on the Mach-Zehnder interfer-
ometer. The input laser is divided into two parts by a polarization beam splitter (PBS), one beam
goes through the transparent or semi-transparent test sample as the object beam, and another
beam is expanded and filtered to produce a finer reference point source. The object and reference
beams are combined at BS, the interference pattern is recorded by CCD detector, and then the
image data are sent to computer by a collection card. The intensity ratio between the reference
and object beams can be adjusted by the combination of λ/2 half-wave plate and PBS to improve
the image quality of digital hologram.

In lensless Fourier transform digital holography, the cross section of the test sample and the
reference point source should be located in the same plane [6]. The hologram with N × N pixels
in the CCD plane can be expressed by the combination of the four terms:

I(xH , yH) = |R(xH , yH)|2 + |O(xH , yH)|2 + R(xH , yH)O∗(xH , yH) + R∗(xH , yH)O(xH , yH) (1)

where O(xH , yH) and R(xH , yH) are the complex amplitude distributions for object and reference
waves in the hologram plane, and ∗ denotes the complex conjugate operator.
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Figure 1: Schematic of imaging configuration.

Numerical reconstruction of the off-axis lensless Fourier hologram is performed by the Fresnel
reconstruction algorithm, and the Fresnel diffraction integral is defined as:

O(xI , yI) =
exp(jkz0)

jλz0

∫∫

∞
I(xH , yH)R(xH , yH) exp

{
jk

2z0

[
(xI−xH)2 + (yI−yH)2

]}
dxHdyH (2)

where O(xI , yI) is the reconstructed wave field for the test sample in the image plane, z0 is the
distance between the hologram plane and the reconstructed image plane.

Equation (2) can be represented as:

O(xI , yI) =
exp(jkz0)

jλz0
exp

jk
(
x2

I + y2
I

)

2z0
F

{
I(xH , yH)R(xH , yH) exp

[
jk

2z0

(
x2

H + y2
H

)]}
(3)

where F is the two-dimensional Fourier transform.
The discrete representation of Eq. (3) can be calculated by:

O(m,n) =
exp(jkz0)

jλz0
exp

jk

2z0

(
m2∆x2

I + n2∆y2
I

)
FFT

[
I(t, s)R(t∆xH , s∆yH) exp

jk

2z0

(
t2∆x2

H + s2∆y2
H

)]
(4)

where FFT is the fast Fourier transform, ∆xH , ∆yH are the sampling intervals of the hologram
plane, and m, n, t, s are integers (N/2 ≤ m, n, t, s ≤ N/2 − 1). The relations of the sampling
intervals between the image and hologram planes can be described as ∆xI = λz0/N∆xH and
∆yI = λz0/N∆yH .

Therefore, the intensity and phase distribution of the test sample can be acquired by

I(m,n) = |O(m,n)|2 = Re2 |O(m,n)|+ Im2 |O(m,n)| (5)

and

φ(m, n) = arctan
Im [O(m,n)]
Re [O(m, n)]

(6)

where Re[O(m,n)] and Im[O(m,n)] denote the real and imaginary parts of the object complex
amplitude.

The phase values obtained by Eq. (6) is limited in the range of (−π, +π) for the principle of the
arctan function, so the phase image will contain 2π discontinuities when the optical depth of test
sample is greater than the wavelength λ. The least-squares phase-unwrapping algorithm is applied
to acquire the accurate phase information [7].
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Figure 2: Measurement result of hexagon micro-lens array using LFT based digital holography configuration.
(a) Phase image. (b) Phase distribution along the line AB.
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Figure 3: Measurement result of hexagon micro-lens array using white light interferometer. (a) 3D profile
image. (b) Profile distribution along the line AB.

3. EXPERIMENTS AND RESULTS

The micro-optical component mainly includes diffractive optical element (DOE), micro-lens array
(MLA) and binary optics element (BOE). MLA based on the refraction or diffraction principle is
composed by a series of micro lens with the size from several microns to hundred microns, which
is characteristic by small size, little transmission loss and convenient large-scale manufacture. We
take the hexagon micro-lens array as an example to verify the effectiveness of the digital holography
technology in the profile detection.

When the light wave passes through a semi-transparent or transparent sample, its phase will
carry the profile information. The height of the object H can be calculated by:

H =
λφ

2π(nl − na)
(7)

where φ is the detected phase, nl is the specimen refractive index, and na is the medium refractive
index. The medium is commonly air, thus na is approximate to 1 in our experiment.

The profile of MLA, especially the micro-lenses height H and length L, influenced its imaging
quality severely. The measurement result of LFT based digital holography configuration is shown in
Fig. 2, and the acquired height H and length L of the tested hexagon micro-lens array are 2.424µm
and 1.594 mm respectively.

Meanwhile, the profile of the same hexagon micro-lens array is measured using the white light
interferometer, and the result is illustrated in Fig. 3. The according height H and length L are
2.492µm and 1.570 mm respectively. Therefore, the measurement results of above two methods
show a good consistency.

4. CONCLUSION

Digital holography imaging based on off-axis lensless Fourier transform (LFT) is presented for 3D
profile measurement of the micro-optical component. The hexagon micro-lens array is taken as
a test object and its profile is acquired. Meanwhile, the white light interferometer is applied to
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detect the character of the same hexagon micro-lens array, and the results indicate that the profile
parameters obtained by these two methods are in good agreement. This demonstrates that LFT
based digital holography is feasible and effective for the 3D profile detection, and it will have wide
applications in quality evaluation and machining guidance for the micro-optical component.
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Abstract— A novel encryption methods using microring resonator is presented. By using the
proposed system, the confidentiality of information in optical communication can be formed.
In this paper, chaostic noise sophisticates irreversible and unpredictable in nonlinear microring
resonator that is used as the encrypted function. In our successfully simulation results, the noisy
signals/channels created by the microring resonator are combined with the encoded information
to protect the man-in-the-middle attacks (decipher). By using the extremely small processing
device, the propose design can be easily applied to secure any form of communication in wireless
network, mobile communication network and military applications with low power consumption
and very high-speed procedures.

1. INTRODUCTION

Chaotic behavior has been studied in several areas in either theory or applications such as mathe-
matics [1], physics [2], electronics [3], and communications [4]. Furthermore, the chaotic noise has
been found useful in several areas of applications such as electronic communication [5], switching
and control [6], and optical communication [7]. Where the present use of the benefit of such a
nonlinear behavior, especially, in the military purpose for when the information is required to be
kept confidential. In general, the nonlinearity of the system involves the behaviors such as chaos,
bistability and bifurcation, which can be generated in the electronic circuit and optical fiber [8, 9],
laser system [10] and optical waveguide [11]. One application is the use of the device known as
a micro ring resonator, which can be formed by a waveguide or a fiber optic which has shown
a very promising application when the noisy signal is generated and multiplexed to the required
information, where the information can be retrieved by the required users. Moreover, this tech-
nique becomes great interest when such a device is fabricated within the range of a micrometer
scale [12, 13]. The published works of the secure communication systems based on chaos in a mi-
cro ring resonator were proposed by references [14, 15]. In this paper, we utilize chaostic effect in
microring resonator as encrypted modules in symmetric key encryption.

2. NOISY SIGNAL GENERATION

A simple device schematic diagram is as shown in Fig. 1, when the light from a monochromatic
light source is launched into a ring resonator. The relation of input light field and output light field
is shown in Equation (1) that given by [16]. In addition to, the optical fields Er1 and Er2 represent
the right and left hands circulations in a ring resonator, correspondingly. This equation indicates
that a ring resonator in the particular case is very similar to a Fabry-Perot cavity, which has an
input and output mirror with a field reflectivity, 1 − κ, and a fully reflecting mirror. Whereno

Figure 1: A Schematic diagram of the micro ring resonator.
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and n2 are the linear and nonlinear refractive indices, and the coupling coefficient is κ Where
x = exp−

aL

2 represents a roundtrip losses coefficient, φ0 = kLn0 and φnl = kLn2|E1|2 are the linear
and nonlinear phases that shift respectively; k = 2π

λ is the wave propagation number in the vacuum
and γ is loss in medium.

∣∣∣∣
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∣∣∣∣
2
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√

1− κ)2 + 4x
√
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√

1− κ sin2
(

φ
2

)
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This nonlinear behavior of light traveling in a single ring resonator (SRR) is described by
Yupapin et al. [18]. Where the parameters of the system were fix to be λ0 = 1.55µm, n0 = 1.54,
Aeff is the effective mode core area of the fiber, Aeff = 30µm2, the waveguide ring resonator loss
(α) is 0.02 dBmm−1. The fractional coupler intensity loss (γ) is 0.1, and R1 = 10 µm. The coupling
coefficient of the fiber coupler is fixed to κ = 0.0225. The nonlinear refractive indices range from
n2 = 1.4−2.2×10−15 m2/W [10], and the 20,000 iterations of roundtrips inside the optical fiber ring
was calculated by assume that φL = 0 for simplicity; By these configurations in previous research,
bifurcation and chaotic signals are generated [17], which can be use as hashing and encryption box
in any cryptographic model as shown in next section.

3. ENCRYPTION AND DECRYPTION

In secure communication, encryption is method to ensure that transmittion data between sender
and receiver still unrevealed. This prevents attackers from tapping information, exploit, modify, or
obtain undesirable outcome from communication channel. Encryption algorithms accomplish this
by accepting as input both message and secret key to produce a ciphertext that unable to interpret
without correct secret key and encryption algorithm. These secret messages are transmitted to
the other party, who can then decrypt the ciphertext into origital data by using similar decryption
algorithm and same secret key. Otherwise, the ciphertext is unable to decipher into original mes-
sage. Because characteristic of encrypting algorithms are much like characteristic of chaos such as
sophisticates, irreversible, and unpredictable, encryption method can be buit by using microring
resonator.

To secure transmission via noisy channel, chaos signals are generated by passing key signal into
microring resonator and then compose with encoded data to generate ciphertext. At the receiver,
users who know secret key are able to both generate the same chaos pattern and filter chaos signal
from ciphertext to get encoded data. Subsequently, by using suitable decoder, original data signal
are produced. Schemetic of these methods are shown in Fig. 2. In this process, suitable procedures
of encoder and decoder module for continuous signal are differention and integration function,
respectively, to maintain the chaostic pattern of encrypted data in communcation channel. When
pass through communication channel, data signal always scrammble within noisy signal. Any
sniffed data between communication links are unable to interpret without same key information,
correct microring specification, and suitable encoding method. This method always maintains
confidentiality along the transmission channel.

In our simulation, 0.25 MHz, 0.05 mW amplitude sine wave with 4 mW average power key signal,
as shown in Fig. 3(a), come into waveguide of 10µm microring resonator to generate hash signal. In
addition, 1 W, 0.25 MHz sine wave with 4 W average power data signal, as shown in Fig. 3(b), come

Figure 2: Symmetric key cryptography method.
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into encoder to produce encoded signal. Lambda of waveguide is 1.55µm. Coupling coefficient is
equal to 0.212. Linear and nonlinar coefficient are equal to 1.2 and 3.8×10−13 cm2/W. Effective core
area is equal to 30µm2. Both encoded signal and chaos is combine to produce encrypted signal as
shown in Fig. 3(c). At receiver side, both similar key signal and microring resonator configuration
used to generate same chaos for decipher the ciphertext and obtain encoded data signal. Then,
launch encoded data into decoding module to find original data, as shown in Fig. 3(d).

(a) Key signal (c) Encrypted signal

(b) Data signal (d) Received signal

Figure 3: Encryption simulation result. (a) Key signal. (b) Data signal. (c) Encrypted data. (d) Received
data.

4. IMAGE STEGANOGRAPHY IN NOISY CHANNEL

Steganography is security technique to hide information in other data for specific purposes such as
owner identification, integrity inspection, or data verification. To conceal image into noisy channel,
image information must be encoded into proper structure and couple with noisy signal before
transmit to receiver. Outcome signals are still in noisy pattern that can be used in other purposes
such as scramble other information, random number generation, generate message authenication
code, or encryption. Along the communication channel, sophisticated pattern that hard to identify
of noisy signal protects composed information. At receiver side, chaos signal are extracted by similar
noise pattern, generated by using equivalent secret key and microring resonator configuration, to
obtain encoded image. Afterward, decoder is used to release hiding image.

In our simulation, following configurations are used in this research. 0.25 MHz, 0.05 mW ampli-
tude sine wave with 4 mW average power key signal, as shown in Fig. 3(a), come into waveguide
of 10µm microring resonator to generate noisy channel.Lambda of waveguide is 1.55µm. Coupling
coefficient is equal to 0.212. Linear and nonlinar coefficient are equal to 1.2 and 3.8×10−13 cm2/W.
Effective core area is equal to 30µm2. 8-bits-gray-scale Lenna image with 250× 250 pixels encodes
into bit stream of Return-to-Zero signals and couping with noisy signals which are generated by
passing key signals into microring resonator. Then, noisy signals with image steganography are
transfer into communication channel. At receiver side, both similar key signal and microring res-
onator configuration used to generate same noisy signal for filtering to obtain encoded data. Then,

Figure 4: Image steganography in noisy channel.
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launch encoded data into decoding module to find original image. The result of our simulation,
Lena image at sender, communication link, and receiver, are illustrated in Fig. 4.

5. CONCLUSIONS

In conclusion, we have shown that secure channel and image steganography in optical communi-
cation can be implemented by using microring resonator. These operations are success by using
chaos phenomenon in microring resonator as encryption function in cryptography mathematics.
In this model, by using microring and key signal to generate noisy channel, data sending from
sender are secure in transmission and also decipher at the receiver side. By using similar method
with image data, steganographic process can be implemented. The key advantages of the proposed
system are simple to implement in single chip and easily applied to secure any form of communica-
tion in wireless network, mobile communication network and military applications with low power
consumption and very high-speed procedures.
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Abstract— We have proposed an experimental design for verifying the reverse Cherenkov ra-
diation (RCR) in a circular waveguide partially filled by double-negative metamaterials (DNMs).
These media are composed of different materials such as the metallic strips for the SRRs and
rods/dielectric materials for holding the strips. They can be characterized by simultaneously neg-
ative permittivity and permeability tensors at a narrow frequency band. And they are suitable
for quasi-TM mode. Thus, the electromagnetic waves can effectively interact with an electron
beam and then the RCR can be produced and detected by two power output windows. Currently,
the related work on the manufacture and assembling as well as measurement of the DNMs is in
progress.

1. INTRODUCTION

A left-handed medium with simultaneously negative permittivity and permeability was first intro-
duced by Veselago [1]. Several unique electromagnetic wave phenomena in this medium, such as
the negative refractive index, the reversed Cherenkov radiation (RCR), the reversed Doppler effect,
and even reversal of radiation pressure to radiation tension. However, unfortunately, up to now,
the RCR has not been directly verified in the experiments [2–4]. We have been studying the RCR
in DNMs theoretically [5–7], and are making an effort to design an experiment for proving the RCR
in the double-negative metamaterials (DNMs). Now, we have proposed an experimental design for
the RCR as follows.

2. EXPERIMENTAL DESIGN

In this deign process, there are three main steps. Firstly, the DNMs which are suitable for the RCR
have been designed. In order to illustrate the SRR structure more clearly, we show it in Figures 1(a)
and (b), a metamaterial consisting of SRRs and wires is fabricated using a conventional printed both
sides of an FR-4 dielectric substrate. The FR-4 board has a thickness of 0.25 mm and the relative
permittivity is 4.4 and the conductance is 0.0068 S/m. The copper SRRs and wires are positioned
on opposite sides of the substrate, modeling the structures typically produced by lithographic circuit
board techniques. The copper thickness is 0.03mm, the width of the wire is 1 mm, the inner ring
radius of the SRR is 2.9 mm and both rings have a line width of 0.8 mm, the gap in each ring is

(a)

(b)

Figure 1: The (a) front and (b) back views of a unit cell.
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0.3mm, the gap between the inner and outer rings is 0.3 mm, and the periodicity of the array in
three directions is 10 mm, 10mm and 3 mm, respectively.

As we know [6, 7], this artificial medium partially loaded in the circular waveguide is demanded
at least three negative parameters: εrρ(ω), εrz(ω), and µrθ(ω) for the RCR. Therefore, we can
design a kind of the DNMs shown in Figure 2. In order to keep the homogeneousness of the
medium, we divide the material into three layers in the radial direction and keep the density of the
unit cell every layer constant.

We have derived the RCR theoretically [5–7]: Re(εrρµrθ) > 1/β2 = 1/(v0/c)2 where v0 is the
speed of electrons in vacuum and c is the light speed in free space. Due to the anode voltage of the
electron gun less than 20 kv, we must design the special metamaterials (εrρ = −6.8, µrθ = −4.2),
which is a big challenge to us. On the other side, in order to match characteristic impedance
with free space impedance well, εrρ = µrθ must be satisfied as possible as we can. In terms of
above demands we have designed a metamaterial shown in Figure 2. We have obtained the needed
electromagnetic parameters numerically which are shown in Figures 4 and 5. From the numerical
results we find double negative region is between 10 to 11GHz, and we may observe the RCR in
this region.

Secondly, we can design the two output windows for detecting the RCR, which are shown in
Figure 3, just represented by the two holes in the waveguide. Third, an electron gun, a focusing
system, and a collector should be designed. Thus, if the electron gun is placed in the left of Figure 3,
then we can determine whether the RCR occur. If we detect the microwave at the double negative
region in the left output window and can not find it at the same frequency band in the right output
window, then we can confirm the RCR happen in the DNMs. In addition, the experimental setup
should be in the vacuum state. All the material used in the experiment should be considered
carefully.

Figure 2: The DNMs suiting for the RCR in the
circular waveguide.

Figure 3: A scheme of verifying the RCR in the
circular waveguide.
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3. CONCLUSIONS

In this paper, we have proposed an effective method to design the DNMs for verifying the RCR.
The DNMs with at least three negative constitutive parameters (εrρ(ω), εrz(ω) and µrθ(ω)) are
just suitable for the RCR. In order to be able to operate in vacuum the system must have a high
obturation. For this reason we should be carefully in the experiment. In addition, we should increase
the anode voltage of the electron gun as possible as we can, then we can have more opportunities
to observe the RCR in practice. Due to the complexity of the experimental setup, we are designing
and manufacturing the DNMs. Much more work is underway.
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Abstract— It is well known that the properties of a metamaterial are usually determined from
the geometrical structure and material parameters rather than composition. One of the problems
of resonant types of metamaterials is that they usually have narrow operating bandwidth. In
this paper, a novel metamaterial resonator with desired broadband negative permittivity was
proposed.

1. INTRODUCTION

Metamaterials has led to considerable interests in the electromagnetism area in the first decade of
21st century. This is due to some of its unique electromagnetic features that may provide solutions
for solving current technological limitations. Volumetric epsilon-negative (ENG) metamaterials [1],
metamaterials with negative permittivity and positive permeability, generally consist of anisotropic
resonant particles. The ENG particles have to be planar such as that reported in [2]. Based on
the resonant behavior of the particles, there is only a narrow frequency band in which the effective
permittivity of the medium is negative. Compared to the non-resonant structures of metamaterials
such as LH planar transmission lines, the frequency band of resonant types of metamaterials is
much narrower. This is a limitation in applications of ENG metamaterials.

2. PLANAR BROADBAND RESONATORS FOR ENG METAMATERIALS

This paper deals with the evolution of an electric-field-coupled resonator for constructing ENG
metamaterials and presents a new planar broadband resonator with negative permittivity. Fig-
ure 1(a) presents the geometric design of the planar broadband resonator. Figure 1(b) shows
sample of a metamaterial built by a single layer of planar broadband resonators.

This unit cell resonator is composed of three different metal rings on top of a dielectric substrate.
These rings are copper strips with 0.25-millimeter width and the outside radiuses are 0.5-millimeter,
1.0-millimeter and 1.5-millimeter respectively. The substrate is FR4 with 0.203-millimeter thick-
ness. The resonator presented here exhibits a strong negative permittivity response at a wide band.

(a) (b)

Figure 1: Structure of planar broadband resonator used in ENG metamaterials (Dimensions of the unit
cell are: a = 3.333mm, d = 0.203mm, R1 = 1.5mm, R2 = 1.0mm, and R3 = 0.5mm). (a) The planar
broadband resonator unit cell. (b) A single layer of planar broadband resonators.
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3. SIMMULATION AND RESULT

The unit cell resonator was simulated using two Floquet ports on master and slave boundaries
conditions by Ansoft HFSS (High Frequency Structural Simulator). The effective permittivity and
permeability of this metamaterial was extracted from simulated S-parameters S11 and S21. The
effective permittivity and permeability of metamaterials can be determined from transmission and
reflection coefficients [3]. In this case, transmission coefficient is represented by S11 and reflection
coefficient is equal to S21. The equations for the determination are listed as below.

n = ±
cos−1

(
1−S2

11+S2
21

2S21

)

kd
(1)

z = ±
√

(1 + S11)
2 − S2

21

(1− S11)
2 − S2

21

(2)

εeff = n/z (3)
µeff = n · z (4)

Here n is the refractive index, z stands for the impedance, k represents wave number (k = ω/c,
ω = 2πf), and d is equal to the length of the unit cell.

The full wave simulated results show that the medium constructed of a single layer of these
resonators can provide negative permittivity in rather broad bandwidth, which is from 21 GHz to
32GHz in this case. Its fractional bandwidth is of 41.54%, which is about 2.5 times larger than ELC
resonator that reported in [2]. The ELC resonator structure is able to provide negative permittivity
within the frequency range of 13.8 ∼ 16.3GHz and the fractional bandwidth is of 16.67%. The
results of planar broadband resonators simulation is showed in Figure 2. The left figure describes the
transmission coefficient S11 and reflection coefficient S21 in dB from simulation of planar broadband
resonators. The right figure represents the real part of the effective permittivity and permeability
of a single layer of planar broadband resonators.

4. DISCUSSIONS

It is known that plane waves can not pass the medium with opposite signs of permittivity and
permeability. Figure 2(a) shows the transmission coefficient (S21) and refraction coefficient (S11) of
the simulation of planar broadband resonators. The transmission coefficient was down to −33 dB
at 26.5 GHz when the permittivity was negative and permeability was positive at this operating
frequency. From Figure 2(b) that showed the real parts of effective permittivity and permeability
from 1 GHz to 50 GHz, the planar broadband resonators structure is able to provide desired positive
or negative permittivity. This structure gave negative permittivity within the frequency range of
21.2 ∼ 32 GHz. In addition the fractional bandwidth was about 41.54%, which is nearly 2.5 times
than that produced by ELC resonators structure. There is a strong electric resonance with the real

(a) (b) 

Figure 2: Results of planar broadband resonators simulation: (a) S11 and S21 in dB from simulation of
planar broadband resonators. (b) The real parts of the effective permittivity and permeability of a single
layer of planar broadband resonators.
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(a) (b)

Figure 3: The distribution of the electric field: (a) distributions of the electric field on the surface of one
planar broadband resonator at frequency of 5 GHz. (b) Distributions of the electric field on the surface of
one planar broadband resonator at frequency 26.7GHz.

part of the permittivity varying from nearly 35 down to −4. Meanwhile a magnetic anti-resonance
occurred and it is associated with the electric resonance. In addition there is a higher order of
resonance around 41 GHz.

Figure 3(a) presents the distribution of the electric field on the surface of one planar broadband
resonator at frequency of 5 GHz, where the resonance has not happened. Figure 3(b) presents the
distribution of the electric field on the surface of one planar broadband resonator at frequency
26.7GHz, where resonance was happened and the negative permittivity appeared. Here showed
that the upside of new metamaterial resonator was involved in the electric resonance, at where
formed as a capacitor-like structure. It is worth to mention that the symmetry of the structure
also caused that the permeability did not achieve negative values.

By comparing results of simulations of the ELC resonators and planar broadband resonators,
it showed that reducing coupling strength will lead to increase of the bandwidth for negative
permittivity. However as the resonance is also narrowed by reducing coupling, the values of negative
permittivity are becoming greater (magnitude decreasing).

5. CONCLUSIONS

One of the problems of resonant types of metamaterials is that they usually have narrow operating
bandwidth. Based on the design of electric-field-coupled resonators for metamaterials, the effective
permittivity of a plane layer of ELC resonators achieved negative values within the frequency range
of 13.8 ∼ 16.3GHz. For the planar broadband resonators structure, it is able to provide negative
permittivity within the frequency range of 21.2 ∼ 32GHz. For a plane layer of planar broadband
resonators, the fractional bandwidth was about 41.54%, which is nearly 2.5 times than that pro-
duced by ELC resonators structure (16.67%). However, the magnitude of negative permittivity is
smaller that produced by ELC resonators structure.

Both resonators have inductive and capacitive elements, but only the capacitive type is applied
in coupling the fundamental mode to electric field. The simulations have shown that increasing the
capacitance of elements leads to reducing coupling strength, and then causes narrow resonance and
greater bandwidth. In addition, the symmetry of structure on inductive elements counterbalances
influences produced in magnetic field.
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Maxwell Equation in Electromagnetic and Gravitational Fields
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Abstract— The paper studies the validity of Maxwell equation in the case for coexistence of
electromagnetic field and gravitational field. In the description with the algebra of quaternions,
Newton’s law of gravitation is the same as that in classical gravitational theory. While Maxwell
equation is identical with that in conventional electromagnetic theory with vector terminology.
And the related conclusions can be spread to the case for coexistence of electromagnetic field and
gravitational field by the algebra of octonions. The study claims that Maxwell equation keeps
unchanged in the case for coexistence of gravitational field and electromagnetic field, except for
the direction of displacement current.

1. INTRODUCTION

In the field theory, Maxwell equation is believed to be correct in the electromagnetic field. But this
validity is confined only to the range of electromagnetic field. When there exist the electromagnetic
field and gravitational field simultaneously, the people doubt whether Maxwell equation is still
correct or not. The validity of Maxwell equation is being disputed all the time in the gravitational
field with electromagnetic field. And this validity remains as puzzling as ever. The existing theories
do not explain why Maxwell equation keeps unchanged, and then do not offer compelling reason
for this unique situation. The paper attempts to find out why Maxwell equation keeps the same in
most cases, even in the gravitational field.

The electromagnetic field can be described with the quaternion, which was invented by W. R. Ha-
milton in 1843 [1]. The algebra of quaternions was first used by J. C. Maxwell to represent field
equations and properties of electromagnetic field in 1861 [2]. H. R. Hertz in 1883 and O. Heaviside
in 1884 recast Maxwell equation in terms of vector terminology and electromagnetic forces [3],
thereby reduced the original twenty equations down to the four differential equations.

Applications of quaternion will extend through to the gravitational theory. In 1687, I. Newton [4]
published the mechanical theory to describe the three laws of motion and the universal gravitation.
In 1812, S.-D. Poisson reformulated Newton’s law of gravitation [5] in terms of the scalar potential.
Recently, the algebra of quaternions can be used to represent the gravitational field [6].

In the paper, by means of the quaternion feature, we obtain Maxwell equation in the electro-
magnetic field, and Newton’s law of gravitation in the gravitational field. Rephrasing with the
algebra of octonions, we can achieve Maxwell equation, wave equation, and Helmholtz equation in
the case for coexistence of gravitational field and electromagnetic field.

2. GRAVITATIONAL FIELD

The feature of gravitational field can be described by the algebra of quaternions. In the quaternion
space, the coordinates are r0, r1, r2, and r3, with the basis vector Eg = (1, i1, i2, i3). The radius
vector is Rg = Σ(riii), and the velocity Vg = Σ(viii), with i0 = 1. Here r0 = v0t. v0 is the speed of
light, and t is the time. i = 0, 1, 2, 3. j = 1, 2, 3.

The gravitational potential is

Ag = Σ(aiii), (1)

and the strength Bg = Σ(biii) of gravitational field is

Bg = ♦ ◦ Ag, (2)

where the ◦ denotes the quaternion multiplication, the operator ♦ = Σ(ii∂i), ∂i = ∂/∂ri.
The gravitational strength Bg covers two components, g/v0 = ∂0a +∇a0 and b = ∇× a.

g/v0 = i1(∂0a1 + ∂1a0) + i2(∂0a2 + ∂2a0) + i3(∂0a3 + ∂3a0), (3)
b = i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1), (4)

where the gauge equation is, b0 = ∂0a0 +∇ · a = 0. a = Σ(ajij), ∇ = Σ(ij∂j).
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The linear momentum density, P = mVg, is the source density Sg of gravitational field. The
latter one is defined from the gravitational strength Bg and the operator ♦.

♦∗ ◦ Bg = −µgSg, (5)

where m is the mass density. ∗ denotes the quaternion conjugate. µg = 4πG/v2
0 is a coefficient,

and G is the gravitational constant.
The strength b is too weak to detect recently. For example, the mass m1, m2 move with the

speed v1, v2 respectively. They move parallel, and there will be two forces f1, f2 between them.
Here f1 = m2g1, with g1 = Gm1/r2. And f2 = m2b1v2, with b1 < (µg/4π)m1v1/r2. In most cases,
f2/f1 ≈ v1v2/c2 ¿ 1, therefore, we will neglect f2 generally. As an extreme case, there are a = 0,
b = 0, and f2 = 0 specially in the Newtonian gravity theory.

Table 1: The quaternion multiplication table.

1 i1 i2 i3
1 1 i1 i2 i3
i1 i1 −1 i3 −i2
i2 i2 −i3 −1 i1
i3 i3 i2 −i1 −1

2.1. Newton’s Law of Gravitation
In the gravitational field, the scalar part s0 of source Sg in Eq. (5) is rewritten as follows

∇∗ · h = −µgs0, (6)

where h = Σ(bjij). s0 = p0 = mv0.
Further, the above is reduced to

∇∗ · (g/v0 + b) = −µgmv0. (7)

Equations (2) and (4) yield the equation

∇ · b = 0, (8)

and then, we have Newton’s law of gravitation from Eqs. (7) and (8),

∇∗ · g = −m/εg, (9)

where the coefficient εg = 1/(µgv
2
0).

The above states that the gravitational potential a has an influence on the Newton’s law of
gravitation, although the term ∇ · ∂0a is very tiny. Meanwhile Newton’s law of gravitation is a
scalar invariant, and the definition of gravitational strength can be extended from the steady state
to movement state.

2.2. Ampere’s Law of Gravitation
In the quaternion space, the vectorial part s of linear momentum density Sg can be decomposed
from Eq. (5).

∂0h +∇∗ × h = −µgs, (10)

where s = Σ(sjij). sj = pj = mvj .
The above can be rewritten as follows

∂0(g/v0 + b) +∇∗ × (g/v0 + b) = −µgs. (11)

Equations (2)–(4) yield the equation

∂0b +∇∗ × g/v0 = 0, (12)
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and then, we obtain Ampere’s law of gravitation from Eqs. (11) and (12),

∂0g/v0 +∇∗ × b = −µgs. (13)

The above means that the Newton’s law of gravitation in the quaternion space is the same as
that in classical gravitational theory. In the quaternion space, the mass in either steady state or
movement state can exert the gravity on other objects. The linear momentum yields the gravita-
tional strength b, which may be quite weak. And the strength b and g can be induced each other
in the gravitational field from Eq. (12). In the paper, we append the condition a = 0 and b = 0 to
accord with Newtonian gravitational theory.

Table 2: The operator and multiplication of the physical quantity in the quaternion space.

definition meaning
∇ · a −(∂1a1 + ∂2a2 + ∂3a3)
∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)
∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

3. ELECTROMAGNETIC FIELD AND GRAVITATIONAL FIELD

The feature of gravitational field and electromagnetic field can be described simultaneously by the
octonion space, which consists of two quaternion spaces.

In the quaternion space for the gravitational field, the basis vector is Eg, the radius vector is
Rg, and the velocity is Vg. In the quaternion space for the electromagnetic field, the basis vector
is Ee = (I0, I1, I2, I3), the radius vector is Re = Σ(RiIi), and the velocity is Ve = Σ(ViIi). The Ee

is independent of the Eg, with Ee = Eg ◦ I0.
These two quaternion spaces can be combined together to become an octonion space [7], with

the octonion basis vector E = (1, i1, i2, i3, I0, I1, I2, I3). The radius vector in the octonion space
is R = Σ(riii + RiIi). And that the octonion velocity is V = Σ(viii + ViIi). When the electric
charge is combined with the mass to become the electron or the proton etc., we obtain the relation,
RiIi = riii ◦ I0, and ViIi = viii ◦ I0. Here the symbol ◦ denotes the octonion multiplication.

The potential of gravitational field and electromagnetic field are Ag = Σ(aiii) and Ae = Σ(AiIi)
respectively. They are combined together to become the field potential in the octonion space.

A = Ag + kegAe. (14)

The field strength B consists of the gravitational strength Bg and electromagnetic strength Be.
The selecting gauge equations are b0 = 0 and B0 = 0.

B = ♦ ◦ A = Bg + kegBe, (15)

where keg is a coefficient. B0 = ∂0A0 +∇ ·A, with A = Σ(Ajij).
The electromagnetic strength Be covers two parts, E = (B01, B02, B03) and B = (B23, B31, B12).

E/V0 = I1(∂0A1 + ∂1A0) + I2(∂0A2 + ∂2A0) + I3(∂0A3 + ∂3A0), (16)
B = I1(∂3A2 − ∂2A3) + I2(∂1A3 − ∂3A1) + I3(∂2A1 − ∂1A2). (17)

The electric current density, Se = qVe, is the source of electromagnetic field in the octonion
space. Meanwhile the linear momentum density is that of gravitational field. And the source S was
devised to describe consistently the field source of electromagnetism and gravitation.

♦∗ ◦ B = −µS = −(µgSg + kegµeSe), (18)

where µ is a coefficient, and µe is the electromagnetic constant, with k2
eg = µg/µe. q is the electric

charge. And ∗ denotes the conjugate of octonion.
From Eq. (18), we have

♦∗ ◦ Bg + keg♦∗ ◦ Be = −(µgSg + kegµeSe), (19)
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According to the basis vectors, the above can be decomposed further as follows,

♦∗ ◦ Bg = −µgSg, ♦∗ ◦ Be = −µeSe. (20)

where the former equation is the same as Eq. (5) for the gravitational field, while the latter equation
is for the electromagnetic field.

The above description states that the electromagnetic field is independent of the gravitational
field absolutely, when the operator ♦ is only dealt with the quaternion coordinate but the octonion
coordinate. In the octonion space, Maxwell equation of electromagnetic field remains the same as
that in conventional theory of electromagnetic field.

Table 3: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

3.1. Gauss’s Law
In the electromagnetic field, the part S0 of the source Se in Eq. (20) is rewritten as,

∇∗ ·H = −µeS0, (21)

where S0 = S0I0, S0 = qV0, H = Σ(BjIj).
Further, the above is reduced to

∇∗ · (E/V0 + B) = −µeqV0I0. (22)

Equations (15) and (17) yield the Gauss’s law of magnetism

∇ ·B = 0, (23)

and then, we have the Gauss’s law from Eqs. (22) and (23),

∇∗ ·E = −(q/εe)I0, (24)

where the coefficient εe = 1/(µeV
2
0 ).

The above states that the electromagnetic potential has an influence on Gauss’s law of electro-
magnetism. By far we have two equations, Eqs. (23) and (24), for Maxwell equation. In contrast to
classical Maxwell equation with vector terminology, we find that Eqs. (23) and (24) are the same as
that in conventional electromagnetic theory respectively, although the definition of gauge equation
B0 = 0 is different to that in conventional electromagnetic theory.
3.2. Ampere-Maxwell Law
The vectorial part S of electromagnetic source Se can be decomposed from Eq. (20),

∂0H +∇∗ ×H = −µeS, (25)

where S = Σ(SjIj), Sj = qVj .
The above can be rewritten as follows

∂0(E/V0 + B) +∇∗ × (E/V0 + B) = −µeS. (26)

Equations (14), (16), and (17) yield the Faraday’s law

∂0B +∇∗ ×E/V0 = 0, (27)
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Table 4: The operator and multiplication of the physical quantity in the octonion space.

definition meaning
∇ · S −(∂1S1 + ∂2S2 + ∂3S3)I0

∇× S −I1(∂2S3 − ∂3S2)− I2(∂3S1 − ∂1S3)− I3(∂1S2 − ∂2S1)
∇S0 I1∂1S0 + I2∂2S0 + I3∂3S0

∂0S I1∂0S1 + I2∂0S2 + I3∂0S3

and then, we obtain Ampere-Maxwell law in the electromagnetic field from Eqs. (26) and(27),

∂0E/V0 +∇∗ ×B = −µeS. (28)

The above means that the electric charge in either steady state or movement state can exert the
electric force and magnetic force on other charges. The strength B and E can be induced each other
in the electromagnetic field from Eq. (27). And Eqs. (27) and (28) are combined with Eqs. (23)
and (24) to become Maxwell equation in the octonion space. These equations can be transitioned
to Maxwell equation in the quaternion space, by means of the field potential Aq = −Ae ◦ I0. By
contrast with Maxwell equation in vector terminology, it is found that Eqs. (23), (24), (27), and (28)
are the same as that in conventional electromagnetic theory respectively, except for the direction
of displacement current. In most cases, we neglect this direction and related influences. Moreover,
as the inferences of Maxwell equation, the wave equation and Helmholtz equation are the same as
that in conventional electromagnetic theory with vector terminology too.

4. CONCLUSIONS

In the electromagnetic theory, some features can be rephrased with the algebra of quaternions,
such as Maxwell equation, wave equation, and Helmholtz equation etc. In contrast to conventional
electromagnetic theory with vector terminology, we find the definition of gauge equation is different,
and the direction of displacement current in Ampere-Maxwell equation is opposite.

With the octonion algebra, the gravitational field and electromagnetic field can be described
simultaneously. The inferences in either gravitational field or electromagnetic field can be spread to
the case for coexistence of electromagnetic field and gravitational field. We achieve same conclusions
as that in conventional electromagnetic theory, including Maxwell equation and so on.

It should be noted that the study for the validity of Maxwell equation in the electromagnetic
and gravitational fields examined only some simple cases in quaternion spaces with neglecting the
field energy. Despite its preliminary characteristics, this study can clearly indicate that Maxwell
equation of electromagnetic field can be deduced with the algebra of quaternions. In the octonion
space, some equations of the two fields can be drawn out simultaneously. For the future studies,
the research will concentrate on only some predictions about the displacement current.
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Abstract— Classic electromagnetic wave theory, which is called ring-ring theory by the author,
describes electromagnetic wave as electricity producing magnetism and magnetism producing
electricity. . . . The author points out that ring-ring theory is not the best description of electro-
magnetic wave because it is completely opposite to experimental result and it decays too fast.
The author also shows us that if the solution of Maxwell Equation is used to describe electro-
magnetic wave, the above deficiencies can be overcome. New description of electromagnetic wave
brings us new knowledge: electromagnetic wave has the function of continuously adjusting its
velocity automatically.

1. RAISING OF THE PROBLEM

Ring-ring theory is shown as Figure 1(a), experimental result [1–6] is shown as Figure 1(b), and
apparently these two illustrations are contradictory. Ring-ring theory regards that both magnetic
line ring and electric line ring are fixed and immovable; electromagnetic wave has longitudinal
component; electric field component E and magnetic field component H appear successively; elec-
tricity and magnetism have different energy. Yet experiments reveal that electromagnetic wave is
traveling wave; electromagnetic wave is transverse wave; electricity and magnetism have the same
phase; electricity and magnetism have the same energy. Evidently ring-ring theory is completely
opposite to experimental result, it can not describe electromagnetic wave correctly.

2. CLASSIC RING-RING THEORY DECAYS TOO FAST

Figure 2(a) is the enlarged diagram of ring-ring electromagnetic wave. Where letter A in the figure
expresses the antenna; B1 is the magnetic ring produced by A; B1 produces electric ring E1; E1

produces magnetic ring B2 . . ..
The following analyses explain that the above ring-ring theory is the connection chart of many

transformers. We regard antenna A as the “primary coil” of the first transformer, B1 as the “iron-
core” of the first transformer, the first half of E1 as the “secondary coil” of the first transformer,
then B1 is a complete transformer.

Different from the ordinary transformer, the lacquered wire and iron-core here consist of air.
For the same reason, B2, B3 . . . are all complete transformers. Based on the above analyses,

it’s reasonable for us to calculate the relationship between B1 and B2 by using the method of
calculating a transformer which will simplify the calculating method.

B1 is known, what are the values of E1 and B2? Assume that the three rings B1, E1 and B2 are
all round with the same size, the diameter of the center of the ring is D, the cross section diameter

(a)

(b)

Figure 1: (a) is ring-ring theory; (b) is experimental result. Apparently, ring-ring theory is not the best
description of electromagnetic wave.
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(a) (b)

(c) (d)

(  )

(  )

(  )

(  )

Figure 2: According to ring-ring theory, electromagnetic wave decays from 100% to 2% within one wave-
length.

of the ring is d, the frequency of the current is f , wave length is λ, there is:

λ = D + d = 4d; D = 3d; D =
3
4
λ, (πD)2 =

9
16

π2λ2

d =
1
4
λ, Sd =

π

64
λ2, S2

d =
π2

4096
λ4 (1)

A small opening is kept at the lower part of ring (2) (Figure 2(b)), we will calculate the electric
potential difference VAB between the two ends of the opening. We regard that the distribution of
the force lines in the ring is uniform, according to Faraday Induction Law, we have:

VAB = −dϕ

dt
(2)

B1 = B10 cosωt (3)
VAB = SdB10ω sinωt (4)

We will then work out the capacitance CAB between point A and B along the loop D. The
method is to connect countless thin capacitors in series along loop D (Figure 2(c)), the difference
between the inner and outer radius along loop D is neglected. When the wire of the series connected
capacitors is so short that it can be ignored, Figure 2(c) can be simplified as Figure 2(d), there is:

CAB =
εSd

πD
(5)

The displacement current Id along the loop D is:

Id = VABωCAB (6)

Id produces magnetic field B2 in ring (3), B2 is calculated according to Ampere Theorem:
∮

D
B2dL = µId (7)

B2 =
µ

πD
Id = (εµ)

S2
dω2

(πD)2
B10sinωt = 0.017(εµ)(f2λ2)B10sinωt (8)

The transmission speed of electricity is:

υ = fλ =
1√
εµ

(9)

So, there is:
B2 = 0.017B10sinωt (10)
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The average value of formula (10) can be expressed as:

1
1
4T

∫ T
4

0
B2dt =

1
1
4T

∫ T
4

0
0.017B10sinωtdt (11)

Let b1 and b2 be the average value, there is:

b2 = 0.017b1 (12)

Calculation indicates that the above theory decays too fast. Furthermore, from the above
calculation we can see that in ring-ring theory the energy of electric field is not equal to that of
magnetic field, that is:

WB1 6= WE1 WE1 6= WB2 (13)

This is not in conformity with numerous research result. To sum up, it is difficult for ring-ring
theory to describe electromagnetic wave.

3. DESCRIBE ELECTROMAGNETIC WAVE BY APPLYING THE SOLUTION OF
MAXWELL EQUATION

Maxwell Equation, which is the summary of a large number of experiments, has been proved to be
unquestionable. Investigating new describing method should depend on this equation which can
be expressed as:

∇×H = J +
∂D
∂t

(14)

∇×E = −∂B
∂t

(15)

∇ ·D = ρ (16)
∇ ·B = 0 (17)

The solution of this equation is:

E(z, t) = E0[sin (ωt− kz + φ0)] · ex (18)
H(z, t) = H0[sin (ωt− kz + φ0)] · ey (19)

eE × eH = eK (20)

When we observe formula (18) to (20) carefully, we find that the relationship between electricity
and magnetism here is completely identical with that in Faraday Generator Rule. Therefore, the
author assumes that the electricity and magnetism in electromagnetic wave are actually those in
Faraday Generator Rule.

Based on this thought, the formation of electromagnetic wave is analyzed as: the antenna is
an independent wire (Figure 3(a)), in which there is alternating current I. Current I does work
and radiates magnetic line ring H with light velocity as its velocity, so the magnetic line ring has
kinetic mass and momentum, it has the feature of remaining its original state of motion, and it
will keep going forward. Magnetic line ring H goes forward, when it is stretched, there is no need
for the environment to do work. Therefore, the magnetic line ring H can keep going farther and
farther. Analysis is as following:

(a) (b)

Figure 3: The emission and transmission of electromagnetic wave.
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Under the situation in Figure 3(a), the Ampere’s Law is valid. Here, we change its form into:

BL = ΣI (21)

B is the magnetic induction intensity of the magnetic line ring, L is the length of the magnetic line
ring, I is current. When the length of magnetic line changes, there is:

(B + ∆B)(L + ∆L) = ΣI (22)

We can further get:
∆B

B
= −∆L

L
(23)

That is: the relative change value of magnetic line ring length is equal to that of the magnetic
induction intensity, but both values have opposite signs. Evidently, no work is needed for stretching
the magnetic line ring H in Figure 3(a). The magnetic line ring can forever goes forward according
to the Law of Conservation of Momentum.

When magnetic line H1 moves to the right (Figure 3(b)), relatively, space moves to the left.
According to Faraday Law, stretch out your right hand and let H1 pass through your palm, if your
thumb points to the left, the direction that your other four fingers point is just the direction of the
electric line E1 which is formed by induction.

The phenomenon of induction is a kind of relative motion, so E1 is not possible to move forward
with magnetic line H1. Magnetic line H1 keep on moving forward, yet E1 vanishes on the spot.
At the moment of t2, E2 is generated; at this time E1 no longer exists (showed with dotted line).
With the same reason, we can explain the figure at the moment of t3.

To sum up, the author explains electromagnetic wave as: transversely-moving magnetic line cuts
the space to induct electric line, the two lines are vertical to each other and have the same phase,
and this is just the real appearance of magnetic line and electric line in electromagnetic wave.
Apparently, only with this explanation can electric field and magnetic field become an organic
whole, and they have equal phases and energy.

Such description of electromagnetic wave is completely in accord with the current large deal of
study results [7–12]. Furthermore, new description also brings us new knowledge. Analysis is as
the next section.

4. ELECTROMAGNETIC WAVE HAS THE FUNCTION OF CONTINOUSLY
ADJUSTING ITS VELOCITY AOTOMATICALLY

The energy of magnetic line and electric line are Wm and We respectively. The motion velocity of
magnetic line relative to antenna is υ. According to Faraday Induction Law, we have:

We

Wm
= εµυ2 (24)

To make the new description identical with the result of numerous researches, magnetic line in
the new description can be regarded as the driving force and electric line as the load. Take υ as
the abscissa and We/Wm as ordinate, we get Figure 4.

Figure 4: Electromagnetic wave can adjust its velocity automatically.
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When υ < (εµ)−1/2, the energy of electric line is less than that of magnetic line, the load is
too light, and the motion of magnetic line will gain speed, this speed-gaining process will last till
υ = (εµ)−1/2.

When υ > (εµ)−1/2, magnetic line will slow down till υ = (εµ)−1/2.
When υ = (εµ)−1/2, electromagnetic wave becomes stable.
Above all, electromagnetic wave has the function of continuously adjusting its velocity automat-

ically, so its velocity will keep a constant.
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On 3D Potential Field Solutions for Atmospheric Charge
Distributions

G. C. Dijkhuis
Convectron NV, Rotterdam, The Netherlands

Abstract— For atmospheric electricity including space charge we obtain static 3D solutions
from quaternion space. From standard functions we calculate regular quaternion potentials val-
idated by inductive proofs. We check plots of their iso-surfaces with parametric plots from the
inverse function.
Quaternion arctangens models thundercloud electrification by equi-potential spheres sharing a
dipolar ring source. Nested iso-surfaces for space charge converge on this ring as tangent tori.
Intersecting iso-surfaces draw circular field lines around the same ring as Hopf links.
Quaternion inversion converges tangent iso-spheres for space charge on a central dipole source.
Its alignment with a uniform field plots stable field equilibria as for dielectric or paramagnetic
spheres. Opposed far and near field sources plot cusped iso-surfaces as for the Earth’s magne-
tosphere or for Meissner states in superconductors. Meissner-type field cusps explain why ball
lightning usually avoids metallic or dielectric objects.

1. INTRODUCTION

Charge on dust particles and aerosols endows atmospheric electricity with a degree of freedom not
included in conventional plasma and MHD theory for ionized gases. Significant space charge is
manifest in thundercloud electrification and lightning discharge, with stratospheric analogues seen
as blue jets, sprites and elves forming at ionospheric altitudes. Enigmatic properties of ball light-
ning also involve atmospheric space charge distributions [1, 2]. For such phenomena H. Kikuchi
formulates electro-hydro-dynamic theory featuring field line reconnection at critical ionization ve-
locities in electric cusps [3]. D. Callebaut’s non-linear Fourier method for solar flares and ball
lightning preserves convergence at large energy storage in high-order terms [4]. For atmospheric
electricity including space charge we obtained spherical solutions as charged eigenstates of the 3D
Poisson equation from hyper-complex quaternion potentials [5]. A photo sequence taken during a
recent thunderstorm in Germany documents tracks with stable luminosity resembling a long-lived
ball lightning event [6].

High-energy emissions from atmospheric electricity are now established as common feature of
rocket-triggered lightning in Florida, USA, and winter thunderclouds above the Sea of Japan [7, 8].
They associate gamma radiation at breakdown with runaway electrons. Ref. [9] derives an electric
field threshold for generating runaway electrons in air. We compare cross section formulas for
Thomson ionization and Rutherford scattering. The high-energy limit of their energy dependence
favors impact ionization over dissipation by Coulomb forces. For air the threshold field Eth at
sea-level such scattering cannot thermalize free electrons until impact ionization achieves equal
concentrations for ions and neutral particles through:

ion density: n = 2.5× 1025 m−3

nitrogen ion: Vi = 14 eV

}
⇒ Eth =

ne2

80πε2
0Vi

= 2.3
MV

m
(1)

Figure 1: Tracks on photo series of thunderstorm on 13 August 2009 in Bad Hindelang, Germany, resemble
a long-lived ball lightning event. Courtesy of Oliver Francks.
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Here fundamental constants e and εo, and ionization potential Vi for nitrogen quantify the standard
linear scaling with particle density. At sea level threshold (1) will form dense and cool electron
plasma near the bosonic borderline between classical Maxwell-Boltzmann and quantum-mechanical
Fermi-Dirac regimes. Equation (1) downscales stratospheric thresholds orders of magnitude below
the sea-level reference value. This decrease enhances non-thermal effects in stratospheric discharge
phenomena above dipolar thunderclouds.

2. QUATERNION POTENTIAL

From recent quaternion literature we summarize our method as follows [10, 11]. Let the partial
derivatives of a quaternion matrix Q define the identity matrix u and three elementary matrices
i, j, k as:

Q ≡




w −x −y −z
x w −z y
y z w −x
z −y x w


 , ∂wQ ≡




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 ≡ u, ∂xQ ≡




0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0


 ≡ i,

{
∂yQ ≡ j, ∂zQ ≡ k, i2 = j2 = k2 = ijk = −u, Ir ≡ ix + jy + kz
det(Q) = (w2 + x2 + y2 + z2)2 ≡ (w2 + r2)2, I2 = −u

(2)

whereby i, j, k copy the product table of Hamilton’s imaginary triplet, including their anti-commuta-
tion rules ij = −ji etc. The non-zero determinant in (2) ensures inverses for all quaternion functions
as needed for their parametric plots. Scalar radius r and matrix I serve as shorthand notations
writing quaternion functions in complex form. Three underlying complex planes w + ix etc. expand
the w + Ir-plane into 4D quaternion space as shown graphically in Fig. 2.

A regular complex function W + iX has a derivative defined by two partial derivatives as
Ww +iXw, subject to two Cauchy-Riemann conditions Ww = Xx,Wx = −Xw connecting potentials
W with X for field lines. Equations (3a) and (3b) define analogous quaternion functions and
derivatives, subject to twelve symmetry conditions on the entries of Jacobian matrix J through:

J ≡




Ww Wx Wy Wz

Xw Xx Xy Xz

Yw Yx Yy Yz

Zw Zx Zy Zz


 ,





f(q) ≡ W + iX + jY + kZ, ∂qf ≡ Ww + iXw + jYw + kZw (3a)
~Xw = −∇W, ∇× ~X = 0, ~x× ~X = 0, (~x · ∇) ~X = Ww~x (3b)

Ww det(J) = (W 2
w + W 2

x + W 2
y + W 2

z ) det(S) (3c)

ensuring non-zero determinants in (3c) for regular inverse functions by symmetry of sub-matrix S
from the curl -condition in (3b). Appendix A validates the regularity rules in (3b) by inductive
proofs for quaternion polynomials and power laws with real coefficients.

3. SPACE CHARGE IN THUNDERCLOUDS

As first application of quaternion potentials to atmospheric electricity we model horizontal thun-
dercloud electrification driven by winter storms above the Sea of Japan [8]. Sea water mirrors

Figure 2: Three complex planes resolve
4D quaternion space.

(a) (b)

Figure 3: (a) Potential surfaces of arctan(q) share unit circle as
dipolar ring source; (b) Space charge surfaces nest as tangent tori
near the ring singularity.
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their charge distributions as virtual sub-surface images with opposite polarity. Taken together as
a square quadrupole configuration, their central singularity lies at sea level where field lines with
opposite directions come arbitrarily close [3]. In 2D geometry Ref. [12] solves the Poisson equation
numerically for quadrupolar sources with charge confined to elliptic sub-regions. Successive plots
localize bifurcation points for equipotential lines and electric cusps for the field strength. And
likewise for field patterns preceding lightning triggered by wire-trailing rockets.

Any complex function that models a planar potential field also models a 3D potential field via
quaternion space. Constant values of its real component define equipotential surfaces that prove
normal to field surfaces in three complementary sets defined by constant values of each imaginary
component. Thus field lines follow as intersection of any complementary pair of such surfaces.
As complementary surface pairs prove non-orthogonal, mere swapping or cycling of their real and
imaginary components does not provide conjugate solutions of our quaternion potentials.

The Cauchy-Riemann conditions allow regular complex functions only harmonic potentials that
solve the 2D Laplace equation, keeping the complex plane source-free except at boundaries or singu-
lar points. But the 3D Laplace operator in Poisson’s equation reveals space charge distributions as
additional field source for our quaternion potentials. This fundamental merit marks their relevance
for atmospheric electricity and other non-neutral fluids or plasma regimes.

Let us model thundercloud potentials by arctan(w + Ir) in quaternion space. Instead of W +
iX + jY + kZ we write Φ + IΨ for electric potential and field components. Real functions Φ =
arctan(w) pass through the origin of a (w, Φ)-plane, where horizontal asymptotes at ±1/2π confine
its principal values. The complex version arctan(w + ix) locates a pair of singular points with
opposite polarity at ±i in a (w, x)-plane. Extension along the vertical axis gives 3D electrostatic
solutions for parallel line sources with opposite charge. Merely reading equi-potentials for field lines
and vice versa presents the conjugate magnetostatic solution for opposite currents flowing through
parallel conductors.

The substitutions Ir = ix + jy + kz, r2 = x2 + y2 + z2 expand complex planes w + Ir into
quaternion space q = w + ix + jy + kz, and likewise for functions written as Φ + IΨ. For contour
plots of equi-potential surfaces we need the real component Φ of arctan(q) explicitly:

φ + Iψ = arctan(w + Ir), (4a)

φ =
1
2

arctan
(

2w

1− w2 − r2

)
, (4b)

ρ = −∇2φ (4c)

where the charge density ρ follows from real potential Φ by Poisson’s equation. Our 3D perspective
sets x = 0, and computes Cartesian co-ordinates (w, y, z) respectively for fixed Φ and for fixed ρ
from (4). Contour plots in Fig. 3(a) show dipolar equi-potential surfaces as coaxial spheres sharing
the unit circle of their symmetry plane. This unit circle serves in Fig. 3(b) as singularity shared by
apparently tangent iso-surfaces for bipolar space charge. Near the circle nested tori add multiply
connected topology to these iso-surfaces. As singular field source the circle itself constitutes a
dipolar ring. Evaluating the same quaternion potential in parametric form confirms the overall
picture and adds further details.

(a) (b)

Figure 4: (a) Field surfaces of arctan(q) nest as crescent shapes near the singular ring. (b) intersections of
field surfaces trace field lines orthogonal to equi-potential surfaces.
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Table 1: Quaternion co-ordinates used for iso-surface plots in Figs. 3 and 4.

Equation Plot type Iso-surfaces for Variables Shown in

(4b) Direct Potential Φ w, y, z Fig. 3(a)

(4c) . . . Charge density ρ w, y, z Fig. 3(b)

(5) Parametric Potential Φ η,ζ Fig. 4(b)

(5) . . . Field lines 1 ζ Φ, η Figs. 4(a) and (b)

(5) . . . Field lines 2 η Φ, ζ Fig. 4(b)

In parametric plots potential and field Φ+IΨ serve as independent variables controlling position
co-ordinates w + Ir as in Table 1. Inversion of arctangens in (4) readily gives the explicit co-ordinate
form as:

w + Ir = tan(φ + Iψ) =
sin 2φ + I sinh 2ψ

cos 2φ + cosh 2ψ
,

{
Iψ ≡ iξ + jη + kς
ψ2 ≡ ξ2 + η2 + ς2 (5)

with three field variables ξ, η, ζ resolving Ψ along quaternion axes (i, j, k). Now our 3D perspective
sets ξ = 0, and calculates co-ordinates (w, y, z) of iso-surfaces for potential Φ and field components
η, ζ. Parametric plots in Fig. 4(b) draw field lines as intersection of congruent iso-surface bundles.
Remarkably their nested surfaces shrink into crescent shapes around the singular circle. As before
this circle fully determines the equi-potentials as a coaxial sphere bundle. Also apparent are their
normal angles with planar field lines nested as Hopf links around the singular circle.

4. SPACE CHARGE IN BALL LIGHTNING

Extensive data bases connect formation of ball lightning worldwide with thunderstorm activity.
Being linear our regularity rules cover of sums of regular quaternion functions. Let us model
potentials for ball lightning by summing the linear potential w + Ir and its inverse (w + Ir)−1.
As before we write Φ + IΨ for its electric potential and field components. The real function
Φ = w + w−1 draws two hyperbolas in the (w, Φ)-plane without zeroes, and confined by the
vertical axis w = 0 and an oblique asymptote w = Φ. Its complex version w + ix+(w + ix)−1

centres a dipolar singularity inside the unit circle of the (w, x)-plane, pointing opposite to the far
field. Alignment of far and near field sources results from subtraction of their linear potential and
its inverse. Then vertical extension gives us 3D fields outside dielectric or para-magnetic cylinders
placed normal to the far field. Merely reading equi-potentials for field lines and vice versa returns
the opposed source solutions as enabled by ferromagnetism and superconductivity.

(a) (b)

Figure 5: (a) Contour plot shows isosurfaces of quaternion potential for dipole aligned with a uniform field.
The equilibrium is stable for dielectric or paramagnetic spheres. (b) Contour plot has cusped iso-surfaces
of the quaternion potential with dipole axis opposite to a uniform field. This equilibrium is stable for the
Meissner state of superconductors.
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Figure 6: Contour plot shows tangent
iso-surfaces for space charge of quater-
nion dipole.

(a) (b)

Figure 7: (a) Quaternion dipole aligned with uniform field draws
field lines through the central sphere as for normal materials. (b)
Field lines of quaternion dipole opposed to a uniform field curve
around the central sphere as in the Meissner state of supercon-
ductors.

Expanding complex expressions into quaternion form as before we find the real quaternion
potential Φ explicitly as:

φ+Iψ ≡ w+Ir± 1
w + Ir

, φ = w± w

w2 + r2
,

{
+ opposed sources (6a)
− aligned sources (6b)

Our contour plots compute Cartesian co-ordinates (w, y, z) respectively for fixed Φ and for fixed
charge density ρ from the Poisson Equation (4c). For aligned sources Fig. 5(a) shows the zero-
potential surface as symmetry plane and unit sphere nesting the interior surfaces from the central
dipole source. The opposite case in Fig. 5(b) shows unbounded surfaces separated from nests inside
two envelopes that sharpen into cusps on the symmetry axis. Space charge for (6) only comes from
the dipole term, so its iso-surfaces in Fig. 6 are valid for both cases, but with reversed polarity.

For corresponding parametric plots Table 1 lists potential and field components in Φ+IΨ in (6)
as independent variables controlling position co-ordinates w, x, y, z. As second-order equation in
w + Ir, inversion of (6a) gives two solutions with opposite signs on the discriminant in explicit
co-ordinate form:

w + Ir =
1
2

(
φ + Iψ ±

√
(φ + Iψ)2 ± 4

)
,

{
+ normal state
− Meissner state ,

{
+ exterior solution
− interior solution (7)

Here further evaluation in terms of real functions gives cumbersome expressions not needed for
our Mathematica plots. Parametric surfaces in Figs. 7(a) and (b) copy direct equi-potential plots
in Figs. 5(a) (b). Field lines traced by surface pairs highlight different topologies for aligned vs.
opposed sources in Figs. 7(a) and (b). Fig. 7(a) presents equilibrium states as for dielectric or
paramagnetic spheres polarized by uniform fields. Fig. 7(b) presents equilibrium states as from
perfect diamagnetism in the superconducting Meissner state. In both cases our quaternion method
offers an analytic tool for modeling atmospheric space charge and plasmas including thundercloud
electrification and ball lightning.

5. CONCLUSIONS

For static 3D potential calculation including space charge we conclude that our quaternion method

- regularizes differentiation by twelve conditions on derivatives, moments and eigenvalues,
- validates regularity of polynomials and power series for standard functions by inductive proofs.

Using quaternion potentials from standard functions we conclude that our solutions

- plot iso-surfaces for field lines copying parametric plots of their inverse functions,
- plot space charge for thunderclouds as nested tori converging on a dipolar ring singularity,
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- plot space charge for spheres in normal fields as for dielectric or paramagnetic media, or by
tangential fields seen in superconducting Meissner states and proposed for ball lightning.

Appendix A: Smooth Quaternion Closure

For field calculation in Maxwell theory quaternion functions need unique and smooth derivatives.
Ref. 14 reviews definitions and presents theorems on Fueter- and Cullen-regularity for quaternion
polynomials and power series with ditto coefficients. For such regularity only four conditions
connect the sixteen partial derivatives of quaternion space. Also they ensure smooth functions only
on concentric spheres centred at the origin [13, 14].

In our quaternion polynomials and power series all terms an(w + ix+ jy + kz)n have real coeffi-
cients an. Their derivative follows as nan(w + ix + jy + kz)n−1 by standard rules for differentiation
w.r.t. w. Expanding the brackets returns each term to explicit quaternion form Wn+iXn+jYn+kZn

with real functions Wn(w, x, y, z) etc. of real co-ordinates w, x, y, z as components. Our quaternion
derivative follows as Wn,w + iXn,w + jYn,w + kZn,w with index notation for the differentiations.
Additionally we need 16− 4 = 12 relations between partial derivatives securing completeness and
closure for satisfactory potential theory [15]. We regularize quaternion functions by standard 3D
vector relations and matrix calculus on their real components W,X, Y, Z through:

Gradient: Xw = −Wx, Yw = −Wy, Zw = −Wz

Rotation: Yz = Zy, Zx = Xz, Xy = Yx

Moment: yZ = zY, zX = xZ, xY = yX

Eigen-
value:

(
Xx Xy Xz

Yx Yy Yz

Zx Zy Zz

)(
x
y
z

)
=Ww

(
x
y
z

)
(A1)

Column-wise our gradient and rotation rules add up to three of Fueter’s regularity conditions, but
our moment and eigenvalue rules only meet his fourth condition Ww = Xx + Yy + Zz trivially at
Ww = X = Y = Z = 0. Our equi-potentials W =const. prove normal to non-orthogonal field
surfaces X = const. etc., as shown in Fig. A1.

Inductive Proof

First we must validate Eq. (A1) for the exponent n = 1, and then for n + 1, given their validity
for exponent n.

Inspection readily confirms (A1) for first-order terms with q = w + ix + jy + kz. Upon multi-
plication by qn = Wn + iXn + jYn + kZn the quaternion product increases order parameter n one
step to n + 1 according to:

qn+1 = qn · q⇒
{

Wn+1 = Wnw −Xnx− Yny − Znz, Xn+1 = Wnx + Xnw + Ynz� − Zny� (A2a,b)
Yn+1 = Wny −Xnz� + Ynw + Znx� , Zn+1 = Wnz + Xny� − Ynx� + Znw (A2c,d)

where the moment conditions in (A1) already cancel six terms of order n. Partial derivatives with
respect to suitable variables validate induction for our leading curl and grad components through:

Grad: Wn+1,x+Xn+1,w =Wn,xw� −Xn,xx�� −Xn� −Yn,xy�� −Zn,xz�� +Wn,wx�� +Xn,ww� +Xn� = 0 (A3a)
Rot: Yn+1,z−Zn+1,y =Wn,zy+Yn,zw� −Wn,yz−Zn,yw� =−Zn,wy+Yn,wz=(−Zny� +Ynz� ),w =0 (A3b)

Figure A1: Log(q) plots field surfaces normal to equi-potential sphere, but not to each other.
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and likewise for their two other vector components. This total cancellation of order-n terms also
validates induction for our moment rules by algebra, and for our eigenvalue equation by differenti-
ation:

Moment: Yn+1z − Zn+1y = Wnyz� + Ynwz −Wnzy� − Znwy = (Ynz� − Zny� )w = 0 (A4a)
Eigen-
value:

{
Wn+1,wx−Xn+1,xx−Yn+1,yy−Zn+1,zz = Wn,wwx+Wnx� −Xn,wx2� −Yn,wxy�
−Zn,wxz�� −Wn,xx2� −Wnx� −Xn,xwx−Wn,yxy� −Xn,ywy−Wn,zxz�� −Xn,zwz = 0 (A4b)

and likewise for two other vector components. Our inductive proof expands quaternion powers just
as Newton’s binomial formula does for real or complex numbers. For Fourier series the goniometric
addition formulas enable equivalent expansions. Such addition formulas will also qualify many
other standard functions for 3D potential and field calculation from quaternion space [16].
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Abstract— Object imaging system using electromagnetic millimeter waves may be very excel-
lent system for object recognition in case of large optical attenuation media. Physical charac-
teristics of millimeter waves are different scattering and transparent properties, comparing with
optical waves. In this paper, beam scattering theory of object imaging using scanning millimeter
wave radar is studied for object shape recognition and millimeter wave computer tomography.
Object imaging system of electromagnetic millimeter waves may contribute to important med-
ical applications and industrial fields. Millimeter wave radar of short wavelengths and high
frequency using short pulses of millimeter wave carriers yield precise distance measurement and
image processing. Distance measurement using short pulse millimeter carriers are derived by time
differences between transmitted pulse and received pulse, and image information are given by
reflected waves by scanning millimeter beam waves, like optical vision information. Temporal and
spatial characteristics of electromagnetic scattering and reflection by objects are studied. Funda-
mental characteristics and application of scanning millimeter wave radars of synthetic aperture
type and multi-wavelengths for image recognition of objects are shown. Using spatial spectral
functions, asymptotic expressions concerned with Hermite-Gaussian eigenfunctions are discussed
for the incident Gaussian beam, and reflected and scattered waves, using boundary relations for
each spectral function.

1. INTRODUCTION

Shape image recognition system of objects using millimeter electromagnetic waves has excellent
characteristics for object sensing and detection, comparing with optical shape recognition system,
because physical properties of transparent and reflecting material consisting objects for millimeter
electromagnetic waves have very different properties compared with optical characteristics [1–4].
In case that target objects are buried in optical lossy media with large attenuation of optical waves
and, invisible and optical large attenuation structures are located between optical incident generator
and sensing target, optical sensing and detection system for object shape recognition can not be
applied [5, 6]. Object imaging system using millimeter waves may be very excellent system for object
recognition in case of large optical attenuation media. Optical and X-ray computer tomographies
have been rapidly developed and recently, ultra-sonic CT has been also well accomplished [7].
Millimeter wave CT has not been so much discussed. In this paper, beam scattering theory of
object imaging using scanning millimeter wave radar is studied for object shape recognition and
millimeter wave computer tomography.

Gaussian beam waves with temporal Gaussian impulse radiated from millimeter wave antenna
incident to complicated targets are considered. Spatial and temporal spectral functions are intro-
duced using transverse wave number spectrum for the spatial space and angular frequencies for
time domain. Spatial spectral functions are expressed for incident and scattering electromagnetic
fields. Asymptotic expressions concerned with Hermite-Gaussian eigenfunctions are derived for the
incident Gaussian beam, and reflected and scattered waves, using beam waist and beam spot size.
Radiating millimeter beam packets from scanning millimeter radars and reflected beam packets of
temporal Gaussian pulse form and spatial Gaussian beam form are expressed as Fourier compo-
nents for time coordinates and as spectral functions expanded by Hermite-Gaussian functions for
space coordinates. Incident, reflected and scattered fields are studied using beam mode expansions
derived by Hermite-Gaussian spectral functions.

Scattered and transmitted waves are discussed using eigenfunction orthogonalities, satisfying
boundary conditions on complicated target shape for spectral functions of incident, reflected and
transmitted waves. Boundary conditions of objects are applied to derive reflected and scattered
field for spectral components. Based on temporal and spatial characteristics of millimeter wave
scattering, image recognition of object targets using scanning millimeter wave radars of scanning
millimeter wave radars of synthetic aperture type are shown with computer image processing.
Object imaging is analyzed by the Synthetic Aperture Radar Method. Correlation functions by
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transmitted and received fields yield image processing information for transverse image patterns
at each time. Velocities of objects are given by frequency variations of received fields. Scanning
millimeter wave radar in the front of measurement equipment radiating short Gaussian pulse and
forward Gaussian beam can construct spatial image at each time analyzing reflected and scattered
waves by objects. Based on this fundamental theory, image processing radar sensor systems may
be constructed.

2. OBJECT SHAPE RECOGNITION BY SCANNING MILLIMETER WAVE RADAR

Fundamental architectures of scanning millimeter wave radars for object image processing are shown
in Figs. 1(a) and (b). Distances between the antenna and object are given by pulse time difference
measurement of transmitting millimeter wave pulse and receiving pulse. Measurement situation of
antenna and object, and the millimeter wave radar system for image processing are shown in Fig. 2.

Figure 1(b) shows object shape recognition systems using scanning millimeter wave radar. Sij

are radiation apertures of scanning millimeter pulse radar and fij are multiple millimeter wave
frequencies.
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Figure 1: Fundamental architecture of scanning millimeter wave radar.
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Figure 2: Image processing antenna and measured object. (a) Reflection and scattering of millimeter wave
pulse beam. (b) Object imaging and beam scattering.
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3. REFLECTION AND SCATTERING BY MILLIMETER WAVE PULSES

Beam waves with beam center (−x0,−y0) of millimeter wave pulses are radiated from scanning
millimeter wave antenna at position z = −z0 as shown in Figs. 2 and 3. Body surfaces of object
at time t are given by z = f (x, y) + zt (t) of position center zt.
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Figure 5: Scanning antenna and scattering object. (a) Incident beam and scattering object. (b) Incident
and scattered beams.

Incident pulses as shown in Fig. 4 are

E(i) (r, t) =
1
2π

∫ ∞

−∞
Ṽ (ω) Ẽ(i) (r, ω) ejωtdω (1)
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where temporal function V (t) and spectral function Ṽ (ω) are

V (t) = e−( 2t

T )2

ejω0t =
1
2π

∫
Ṽ (ω) ejωtdω

Ṽ (ω) =
√

πT

2
e−( (ω−ω0)T

4 )2
(2)

When plane waves with polarization of direction τ are incident, Ẽ(i) (r, ω) = E0e
−jβziτ and using

β0 = ω0/c

E(i) (r, t) = E0e
jω0t−jβ0ze−( 2

T )2(t− z

c )
2

iτ (3)

and when the fundamental beam mode with y position is incident, in two dimensional case,

Ẽ(i) = E0iye−jβ(z+z0) 1√
1− jζ

e
− a2x2

2(1−jζ) (4)

where ζ = (z+z0)
β a2.

Object surface z = f (x) with object center x = 0 separates the region of free space I and region
of object II as shown in Fig. 5(a). Material constants of region I and II are ε1, µ1, σ1 and ε2, µ2, σ2.
Incident wave, reflected wave and transmitted wave are Ẽi, Ẽr, Ẽt. In the region I, Ẽ(I) = Ẽi + Ẽr,
in the region II, Ẽ(II) = Ẽt.

En (rj , t) =
1
2π

∫ ∞

−∞
Ẽn (rj , ω) ejωtdω

Ẽn (rn, ω) =
∫ ∞

−∞
Ên (βtn) e−jβtnxn−j

√
β2

n−β2
tnzdβtn

(5)

Wave numbers βn are βi = βr = β1 = ω
√

ε∗1µ1, βt = β2 = ω
√

ε∗2µ2, ε∗i = εi − jσi/ω. βtn are βti,
βtr and βtt.

If βtn are small, we can use asymptotic approximation of
√

β2
n − β2

tn
∼= βtn − 1

2
β2

tn

βn
− 1

8
β4

tn

β3
n

, and

Ên (βtn) can be expanded as series of Hermite-Gaussian functions

Ên (βtn) =
∞∑

m=0

amnφm (βtn)τn (6)

where

φm (βtn) =
1√

αn (2mm!
√

π)
1
2

e−
1
2
β′2nHm

(
β′n

)

β′n = βtn/αn

(7)

and coefficients anm are

anm
∼=

∞∫

−∞
Ên (βtn) φm (βtn) τndβtn (8)

When incident beam wave is beam wave with the polarization of y-direction, using incident
coordinates (xi, zi), incident beam waves are

Ẽiy =
∫ ∞

−∞
Êi (βti) e−jβtixi−j

√
β2

1−β2
ti(zi+zoi)dβti,

H̃ix =
∫ ∞

−∞
Êi (βti)

(jωε1 + σ1)
(
−j

√
β2

1 − β2
ti

)

−β2
1

e−jβtixi−j
√

β2
1−β2

ti(zi+zoi)dβti (9)

H̃iz =
∫ ∞

−∞
Êi (βti)

(jωε1 + σ1) (−jβti)
−β2

1

e−jβtixi−j
√

β2
1−β2

ti(zi+zoi)dβti
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Transmitted waves are obtained as like Eq. (9), using transmission coordinates (xt, zt). Reflected
waves are using

Ẽry =
∫ ∞

−∞
Êr (βtr)e−jβtrxr+j

√
β2

1−β2
tr(z−zor)dβtr, Ẽty =

∫ ∞

−∞
Êt (βtt)e−jβttxt+j

√
β2

2−β2
tt(z−zot)dβtt (10)

Boundary conditions on object surface z = f (x) are

n×
(
E(1) −E(2)

)
= 0, n×

(
H(1) −H(2)

)
= 0 (11)

Here, E(1) = Ei + Er and E(2) = Et, ηi = ωεi+σ/j
k2

i
, the following reflected and transmitted waves

are obtained

Êr (βt) =
η1

√
k2

1 − β2
t − η2

√
k2

2 − β2
t

η1

√
k2

1 − β2
t + η2

√
k2

2 − β2
t

Bi (βt)
Bt (βt)

e−j
√

k2
1−β2

t zoÊi (βt) ,

Êt (βt) =
2η1

√
k2

1 − β2
t

η1

√
k2

1 − β2
t + η2

√
k2

2 − β2
t

Bi (βt)
Bt (βt)

e−j
√

k2
1−β2

t zoÊz (βt)

(12)

In case of rectangular target of object as

f (x) =
{

0 (|x| > W/2)
h (|x| < W/2) (13)

and defining ϕ(0) =
∣∣∣Ẽi (x, 0)

∣∣∣, we obtained asymptotically

Br (βt)=
∫ ∞

−∞
e∓j

√
k2
1−β2

t f(x)e−jβtxϕ(0) (x) dx, Bt (βt)=
∫ ∞

−∞
e−j

√
k2
2−β2

t f(x)e−jβtxϕ(0) (x) dx (14)

From Eq. (12), back scattered and reflected waves are obtained. Pulse responses due to back
scattering by object are derived by Eq. (12).

When incident fundamental beam expressed in Eq. (4) is reflected by object surface of convex
curvature with the radius R at z = 0, reflected beam is

Ẽ(r) = E0iye+jβ(z+z0−zr) 1√
1− jζr

e
− a2

rx2

2(1−jζr) (15)

where ζr = 2(z−zr)
β a2

r, zr = R
2+R/z0

, ar = R
2z0+Rai.

Received pulse responses Sr (x, t) are, when reflection coefficient of object is Rs

E(r) (r, t) = E0Rse
jω0t−jβ0(z+z0−zr)e−

a2
r
2

x2
e−( 2

T )2(t− `

c)
2

iτ (16)
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Figure 7: Scanning millimeter wave radar and synthetic aperture processing. (a) x coordinate one dimen-
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where ` (x, z0, zr, R) is given by ray path of incident beam and reflected beam.
Body shape recognition is performed by image processing of received signals Sr (x, t) given by

multiple scanning radar beams, as shown in Figs. 7(a) and (b) where Ixz and I (x, y, z) are image
characteristics given by azimuth compression CRA (x, t).

4. SUMMARIES

In the automatic image systems, image processing systems using millimeter wave scanning radar are
very useful. Particularly, object shape detection and recognition systems are extremely important.
Object shape detection systems by using scanning millimeter wave radar are discussed by electro-
magnetic field theory with spectral functions of Gaussian beams. Pulse responses of very short
millimeter waves are shown for reflected and scattered beam waves by conducting and dielectric
object. Synthetic aperture radar system can be accomplished, based on this fundamental theory
for object shape detection in automatic image systems
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Abstract— The spaceborne remote sensing is very useful for direct measurement of weather
environment in wide area and disaster prevention system in case of strong rainfalls. In this
paper, we analyze the electromagnetic scattering by statistically distributed clouds in rain region
in satellite remote sensing. The satellite antenna is very high over earth surface and moves on
two dimensional plane. Clouds of rain region can be evaluated by SAR system. Characteristics of
electromagnetic wave scattering from clouds are analyzed for improvement of the space resolution
in the microwave remote sensing by weather satellite. The characteristics of electromagnetic
backscattering for microwave remote sensing are analyzed by FDTD and analytical method.

1. INTRODUCTION

The spaceborne remote sensing is very important for direct measurement of weather environment
in wide area and is effective for safety system of ITS and disaster prevention system to disasters
caused by strong rainfalls. In this paper, we consider cloud observation system using satellite
remote sensing and analyze the electromagnetic scattering by statistically distributed clouds in
rain region [1]. The satellite antenna is very high over earth surface and moves on two dimensional
plane. Clouds of rain region can be evaluated by SAR system [2].

In this study, characteristics of electromagnetic wave scattering from clouds are analyzed, as a
purpose to improve the space resolution of the microwave remote sensing using weather satellite.
We have analyzed the electromagnetic scattering from the object to evaluate the resolution of
microwave remote sensing using satellite. Radiation field from satellite antenna is calculated for
incident field to FDTD numerical method using Green’s function [3–6]. Electromagnetic scattering
by object is calculated by FDTD method. Received field can be derived by analytic expression
using equivalent electric and magnetic currents on the boundary given by FDTD method.

We analyzed electromagnetic backscattering from clouds at weather satellite by analytic ex-
pression with FDTD. Received field of signals at satellite position is calculated using the surface
equivalent electric and magnetic currents derived by FDTD method. Gaussian pulse is transmitted
from the satellite antenna. SAR images of clouds have been reconstructed from the received electric
field.

For the analysis of microwave scattering by clouds and rains, the analysis region including clouds
and raindrops, parallel computation of FDTD using grid computer is applied to evaluate scattering
field, where the total analysis space is divided into subdomains [7].

2. INCIDENT FIELD RADIATED BY SATELLITE ANTENNA

Fields in large region I between antenna and area of clouds and rain in Figs. 1–2 are analyti-
cally studied and fields in small region II around raindrops is numerically studied by FDTD. The
electromagnetic fields radiated from current density J (r, t) are

E (r, t) =
∫

Sa
dr′

∫ ∞

−∞
dt′G

(
r, r′; t, t′

){
−µ0

∂J (r′, t′)
∂t′

}

H (r, t) =
∫

Sa
dr′

∫ ∞

−∞
dt′G

(
r, r′; t, t′

) {−∇′ × J
(
r′, t′

)} (1)

where, Sa is the antenna surface and Green’s function G (r, r′; t, t′) is

G
(
r, r′; t, t′

)
=

1
4π |r− r′|δ

(
t− t′ − |r− r′|

c

)
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When antenna with 2a× 2b at z = h1 in Fig. 3 radiates Gaussian beam with beam waist beam
spot size r0x = r0y and wave number k, radiated field Ey (x, y, z) in free space region I is given by
Eq. (2).

If, ζx = 2z
kr2

0x
, ζy = 2z

kr2
0y

Ey (x, y, z) = E0e
−jkz 1√

1− jζx

1√
1− jζy

e
− x2

r2
0x

(
1

1−jζx

)
− y2

r2
0y

(
1

1−jζy

)

(2)

3. SCATTERED FIELD ANALYSIS BY FDTD METHOD FOR RAIN CLOUD REGION II

Raindrops are distributed randomly in rain region. The incident wave for FDTD calculation is
assumed the Gaussian beam of frequency 20 GHz radiated from the surface S0, z = h4(z′ = h4−h2)
in region II of Fig. 4. In FDTD method, the analysis region is discretized as x′ = i∆s(0 <= i <= Nx),
y′ = j∆s(0 <= j <= Ny), z′ = k∆s(−N0

<= k <= Nz) and t = n∆t(0 <= n <= T ). When radiation field in the
antenna is expressed by equivalent current Jy (x, y, z, t), the electromagnetic fields at point (i, j, k)
at time n∆t are calculated by difference equation from Maxwell’s equation,

En
y (i, j, k) =c1E

n−1
y (i, j, k)− c2J

n−1
y (i, j, k)

+ c3

{
Hn−1

x (i, j, k)−Hn−1
x (i, j, k − 1)− Hn−1

z (i, j, k) + Hn−1
z (i, j, k)

}

Hn
y (i, j, k) =Hn−1

y (i, j, k)− c4 {En
x (i, j, k + 1)− En

x (i, j, k)−En
z (i + 1, j, k) + En

z (i, j, k)}
(3)

where,

c1 =
1− σ∆t/ (2ε)
1 + σ∆t/ (2ε)

, c2 =
∆t/ε

1 + σ∆t/ (2ε)
, c3 =

∆t/ε

1 + σ∆t/ (2ε)
1

∆s
, c4 =

∆t

µ∆s

Here, ∆s is cell size and ∆t is time step. ε, µ and σ are the dielectric constant, conductivity, and
permeability of material. Here, equivalent current corresponding to incident field radiated from
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Figure 1: Weather satellite and microwave scatter-
ing.

Figure 2: Calculation model for microwave remote
sensing of clouds and rain.
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antenna at top boundary surface around surface S0 of region II for FDTD calculation of scattering
and reflection in region II of clouds and rains is considered. Current distribution is assumed to be
Gaussian on z′′ = 0 plane

Jy

(
x′′, y′′, z′′ = 0, t

)
= J0e

− (x′′−x0)
2

r2
0 e

− (y′′−y0)
2

r2
0 e

− (t−t0)2

t2w cos 2πft (4)

In case of normal and oblique incidence for incident angle x′′ = x′ cos θ − z′ sin θ, z′′ = x′ sin θ +
z′ cos θ. Mur’s boundary condition is applied to obtain the electromagnetic fields at the boundary of
the analysis space. In raindrop region, complex dielectric constant ε∗ and complex refractive index
n∗r are given by ε∗ = ε + σ/ (jω) = n∗2r ε0, n∗r = n1 − jn2 where, ε = ε0

(
n2

1 − n2
2

)
, σ = 2ε0ωn1n2.

In this analysis, the shape of a raindrop is assumed to be cubic and generated by giving the length
of a side length of squares ai, positions of one apex (xi, yi, zi) and relative dielectric constant
εr (i, j, k) = ε (i, j, k) /ε0.

By dividing the total FDTD region II into subdomains, FDTD equations at point (i, j, k) except
the boundary surface is expressed as

xn+1 (i, j, k) = axn (i, j, k) + ϕn (i, j, k) (5)

Here, we define vectors xn (i, j, k) and ϕn (i, j, k), using coefficient matrix a. By definition of vectors
Xn and Φn as

Xn = t [xn (0, 0, 0) ,xn (0, 0, 1) , . . . ,xn (Nx, Ny, Nz)] ,
Φn = t [ϕn (0, 0, 0) ,ϕn (0, 0, 1) , . . . , ϕn (Nx, Ny, Nz)] ,

we have Xn+1 = AXn + Φn for FDTD equation where matrix A consists of diagonal small matrix
a. Here, n is the time step and when n = 0, 1, 2, . . . , T , we have




I 0 0 0 . . . . . . . . . 0 0
−A I 0 0 . . . . . . . . . 0 0
0 −A I 0 . . . . . . . . . 0 0
...

...
... −A I 0

0 0 0 0 . . . . . . −A I







X0

X1

...
XT−1

XT




=




0
Φ0

...
ΦT−2

ΦT−1




(6)

Eq. (6) shows that the computation of FDTD is replaced to the solution of huge system of linear
equation [7].

For fundamental calculation, we study simple case of f = 20GHz, x0 = y0 = 0 m, r0 = 0.1m,
t0 = 0.15 ns, tw = 0.06 ns, J0 = 1A/m2. Here, FDTD area is −`x/2 ≤ x′ ≤ `x/2, −`y/2 ≤ y′ ≤
`y/2, z′1 ≤ z′ ≤ z′2 where `x = Nx∆s = 0.07 (m), `y = Ny∆s = 0.07 (m), rain area is z′1 ≤ z′ ≤ 0,
z′1 = h3− h2 = −N0∆s = −0.05 (m) and z′2 = h4− h2 = Nz∆s = 0.025 (m). Here, Nx = Ny = 150,
N0 = 100 and Nz = 50.
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Figure 5: Cross sectional vies of raindrop distribution, N = 20, ai = 2 (mm), n∗r = 6.46− j2.81.
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Figure 6: Comparison of scattered field amplitudes of cubic and spherical raindrop (y = z = 0.075m), the
length of a side length of cubic model a = 2 mm.

Table 1: Simulation parameters.

Parameters Values

f : Frequency of incident wave 20 GHz

λ: Wavelength of incident wave 0.015m (c/f)

`x: Length of analysis space (x′) 0.075m (5λ)

`y: Length of analysis space (y′) 0.075m (5λ)

`z: Length of analysis space (z′) 0.075m (5λ)

V : Volume of rain region (`x × `y × (h2 − h3)) 2.81× 10−4 m3

x0: Center point of beam (x′) 0m

y0: Center point of beam (y′) 0m

r0: Beam waist beam spot size 0.1m (6.7λ)

∆s: Length of a cell 5× 10−4 (λ/30)

∆t: Time increment 0.75 ps (T/66.4)

N : Number of raindrops 20

ai: Length of a side of a raindrop 2mm

nr: Complex refractive index of raindrops 6.46− j2.81

Rayleigh scattering approximation and numerical analysis for scattered fields concerned with a
single raindrop are compared to test the accuracy of FDTD analysis as in Fig. 6.

These figures show the fundamental characteristics for microwave remote sensing of clouds and
rain region.

Figures 7 and 8 show the reflection field from raindrops in cloud and rain region II using cloud
and rain model shown in Fig. 5. Fig. 7 shows the case of normal incidence (θ = 0◦) and Fig. 8
shows the case of oblique incidence (θ = 5.7◦). Corresponding satellite position is x′ = 0 and
x′ = −5× 103 (m) when satellite height is z = h1 = 5× 105 (m).

Using the reflection field on virtual surface (z′ = h4−h2), surface equivalent current is calculated
and the received field at satellite antenna is obtained.

4. REFLECTION FIELD RECEIVED BY SATELLITE ANTENNA

The received electric field at receiving point is derived by surface equivalent current on virtual
surface z′ = h4 − h2. Electric field components in spherical coordinate are

Eθ (r, t) ∼= −η0Wθ (r, t)− Uφ (r, t) , Eφ (r, t) ∼= −η0Wφ (r, t) + Uθ (r, t) (7)

where vector potentials generated by surface equivalent current are given by

W (r, t) ∼= 1
4πcr

∂

∂t

[∫∫

S0

Js

(
r, t− r − r′ · r̂

c

)
dS′

]
,

U (r, t) ∼= 1
4πcr

∂

∂t

[∫∫

S0

Ms

(
r, t− r − r′ · r̂

c

)
dS′

] (8)

where η =
√

µ0/ε0.
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(a) t=500 t∆ =0.375 (ns) (b) t=600 t∆ =0.45 (ns) 

Figure 7: Electric field Ey at y′ = 0.0375 (m), θ = 0◦.

(a) t=500 t∆ =0.375 (ns) (b) t=600 t∆ =0.45 (ns) 

Figure 8: Electric field Ey at y′ = 0.0375 (m), θ = 5.7◦.

Image information processing of cloud and rain distribution by satellite antenna system is in-
vestigated by auto-correlation function for received electric fields along scanning antenna route,
as

R (τx) =
∫ T/2

−T/2
Ei (t)E∗

j (t + τx) dt (9)

when measuring time is T and received fields at different position xi and xj of scanning antenna
are Ei, Ej .

5. CONCLUSION

In this paper, electromagnetic backscattering by single raindrop and randomly distributed raindrops
in clouds and rain region are analyzed by FDTD method. These results show the fundamental
characteristics because the scattered wave which reaches the receiving antenna contributes to SAR
image of clouds and rain region. To obtain the electromagnetic scattering in large area which
contains hundreds of raindrops, parallel and successive computation of FDTD is studied.
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THz Applications for the Engineering Approach to Modelling
Frequency Dispersion within Normal Metals at Room

Temperature
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Abstract— The use of the accurate classical relaxation-effect model for frequency dispersion in
normal metals at room temperature with THz structures can be mathematically cumbersome and
not insightful. Recent work has demonstrated that it is possible to dramatically simplify otherwise
complex analysis and allows for a much deeper insight to be gained into the classical relaxation-
effect model. This paper gives applications for this engineering approach. Here, using the concept
of Q-factor for a metal, the synthesized equivalent transmission line model is validated. Then,
using the concept of complex skin depth, analysis is performed on hollow metal-pipe rectangular
waveguides and their associated cavity resonators. This work proves that the mathematical
modelling of THz structures can be greatly simplified by taking an electrical engineering approach
to these electromagnetic problems.

1. INTRODUCTION

The classical relaxation-effect model accurately describes the frequency dispersive nature of normal
metals at room temperature. Indeed, the robustness of this model has been tested in recent years for
normal metals at room temperature from dc to terahertz frequencies [1–4]. For example, it has been
used to validate measurements [1], alternative frequency dispersion models [2, 3] and commercial
electromagnetic simulation software [4]. However, when compared to the over-simplified classical
skin-effect model (with associated variables indicated by the suffix “o”), the classical relaxation-
effect modelling approach (with associated variables indicated by the suffix “R”) for THz structures
at room temperature can be mathematically cumbersome and not insightful.

Given an angular frequency ω = 2πf , where f is the frequency of the driving electromagnetic
fields, and the phenomenological temperature-dependent scattering relaxation time for the free
electrons (i.e., mean time between collisions) τ in normal metals at room temperature, a recent
paper addressed analysis for all values of ωτ and even allowed accurate simplifying assumptions to
be made in the region of 0 ≤ ωτ ≤ 2. In this paper, the equivalent transmission line model is tested
and metal-pipe rectangular waveguide structures are modelled [4] using the concepts of Q-factors
and complex skin depth for normal metals at room temperature [5].

2. EQUIVALENT TRANSMISSION LINE MODEL VALIDATION

The modelling of frequency dispersion in a metal using a synthesized equivalent transmission line
model has been recently reported but not extensively validated [5]. Therefore, the modelling of
an electromagnetic wave travelling to an arbitrary depth of one wavelength will be modelled here
using ABCD parameter matrices and its results converted into S-parameters for comparison.

For a uniform passive transmission line, the ABCD parameter matrix is given by the following
textbook representation:

[ABCD] =
[
A B
C D

]
=

[
cosh(γl) Zo sinh(γl)

Y o sinh(γl) cosh(γl)

]
Y o =

1
Zo

[S] (1)

where, for any arbitrary uniform transmission line, γ is the complex propagation constant, l is the
physical length and Zo is the complex characteristic impedance. For the equivalent transmission line
model, the characteristic impedance equates to the surface impedance of the metal, i.e., Zo = ZS ,
when the electromagnetic waves decay exponentially with distance into the metal (as found with
normal metals at room temperature) [5]. The corresponding S-parameters are given by the following
textbook representation:

S11 = S22 =
(ZT − Z∗T ) cosh(γl) + (Zo− Z∗T ZT Y o) sinh(γl)

D
(2)
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S21 = S12 =
2RT

D
D = 2ZT cosh(γl) +

(
Zo + Z2

T Y o
)
sinh(γl) [Ω]

ZT = RT + jXT [Ω] and Z∗T = RT − jXT [Ω]

where ZT is the complex terminating impedance at both ends of the transmission line and j =
√−1

is the complex operator. When the terminating impedance is equal to the complex conjugate of
the characteristic impedance of the transmission line (i.e., ZT = Zo∗):

S11 = S22 =
−je−2γlQc(1 + jQc)

1 + (e−γlQc)
2

∼= −je−2γlQc (1 + jQc) with <{γ}l > 2.3

S21 = S12 =
e−γl (1 + jQc)

1 + (e−γlQc)
2
∼= e−γl(1 + jQc) with <{γ}l > 2.3

Insertion Loss = 20 log|s21| [dB] ⇒ GMAX [dB]

Attenuation = 20 log(<{s21}) [dB] ⇒ Absoption Loss = 20 log
(
e−<{γ}l

)
[dB]

(3)

where Qc is the component Q-factor for a normal metal [5]. For a depth of one wavelength (i.e.,
l = λ), with the classical relaxation-effect model, the propagation constant per unit wavelength
and voltage-wave transmission coefficients S21 = S12 are given by the following simple expressions:

γRλR = 2π
γR

={γR} = 2π(QCR + j)
[
λ−1

R

]

S11 = S22
∼= 0 and S21 = S12

∼= e−2πQcR (1 + jQcR)
(4)

QcR = <{γR}
={γR} = (1 + ξQmR)2 where ξ =

√√
u−4 + u−2 + u−1 − u−1 and QmR = <{γ2

R}
={γ2

R} = ωτ = u

where QcR and QmR are the component and material Q-factors, respectively, for a normal metal
using the classical relaxation-effect model [5].

The equivalent transmission line model for the classical relaxation-effect model is shown in Fig. 1.
The corresponding ABCD parameter matrix for the elementary lumped-element circuit is given
in (5):

[ABCD1] =
[
A1 B1

C1 D1

]
=

[
1 + jωµσR∆z2 jωµ∆z

σR∆z 1

]

∆z =
λR

N
=

πδSo

N
Q

3/2
cR

[
1 +

1
Q2

cR

] (5)

where µ = µoµr is the magnetic permeability, µo is the magnetic permeability of free space, µr

is the relative magnetic permeability, σR = σo/(1 + jωτ) is the intrinsic bulk conductivity due to
free charge carriers, ∆z = f(ωτ) represents the propagation distance for one elementary lumped-
element circuit (this must be very much shorter than the wavelength λ of the electromagnetic wave
within the metal), δSo is the normal skin depth calculated using the classical skin-effect model and
N is the number of cascaded elementary lumped-element circuit sections.

Figure 1: Equivalent transmission line model for the classical relaxation-effect model, showing expressions
for the distributed-element parameters [5].
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Figure 2: Frequency responses for the forward voltage-wave transmission coefficient for gold at room tem-
perature, for N = 800 sections.

For the synthesized equivalent transmission line model, the overall ABCD parameter matrix
can be calculated from:

[ABCDN ] =
N∏

i=1

[ABCD1(i)] (6)

A good test for the validity of the equivalent transmission line model, for both the reflection and
transmission characteristics, is to extract the surface impedance ZSR|N and propagation constant
per unit wavelength γRλR|N , respectively, from the overall ABCD parameter matrix [ABCDN ]:

ZSR|N =
√

BN

CN
and γRλR|N = cosh−1(AN ) = sinh−1

(
BN

ZSR|N

)
(7)

The results from theory, using (1) to (4), can be compared with those from the corresponding syn-
thesized equivalent transmission line model, extracted using commercial circuit simulation software
(Agilent Technologies EEsof ADS), for gold at room temperature (having σo = 4.517× 107 [S/m],
τ = 27.135 [fs], µr = 0.99996 ∼= 1 [1]). Fig. 2 shows the frequency responses for the forward voltage-
wave transmission coefficient. It can be clearly seen that there is an excellent fit between theory
and that from the equivalent transmission line model having N = 800 sections.

It is interesting to note that the phase angle for S21 increases with frequency, unlike a normal
transmission line. As a result, the differential-phase group delay will be negative. However, this
does not break the laws of physics, since the transit time propagation delay is still positive.

A more detailed comparison between theory, using (1) to (4), results from the ABCD param-
eter matrix calculation, using (5) to (7), and commercial circuit simulation software (Microwave
Office R©) is given in Table 1, for an arbitrary frequency of ωτ = 1, i.e., f = 1/(2πτ) = 5.865THz.

The reason for choosing this frequency is for mathematical simplicity, since QcR(ωτ = 1) =
(1 +

√
2) [5]; hence, the propagation constant per unit wavelength simplifies to:

γRλR(ωτ = 1) = 2π
[(

1 +
√

2
)

+ j
] [

λ−1
R

]
(8)

The results of the test in (7) can be seen in Table 1, for N = 400 and 800. It can be seen that the
reflection characteristic is identical to the theoretical value, to 8 decimal places, with 800 sections.
However, the transmission characteristic is only determined to 3 decimal places, with 800 sections.
Note that an extracted value of ={γR}λR = 0 gives the same answer as the theoretical value of
2π. With regard to the S-parameters and their associated power characteristics, it can be seen
in Table 1 that there is an excellent agreement between the results from the commercial circuit
simulation software and the ABCD parameter matrix calculations. Also, the results are closer to
the corresponding theoretical values as the number of sections increase from 400 to 800.
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Table 1: Comparison of modelled parameters for gold at room temperature, at 5.865 THz, determined from
theory, direct ABCD parameter matrix calculations and synthesized equivalent transmission line models
using commercial circuit simulation software.

Parameters for

l = λR, ωτ = 1, ZT = Z∗SR

Theory

Synthesized Transmission Line

ABCD Parameter

Matrix Calculations
Microwave Office R©

No. of Sections, N - - - 400 800 400 800

ZSR [Ω]
0.46079043

+j1.11244650

0.46079964

+j1.11246875

0.46079043

+j1.11244650
- - - - - -

γRλR [λ−1
R ]

15.1689

+j6.2832

15.1681

−j0.0013

15.1685

−j0.0004
- - - - - -

S11 0
0.0006

+j0.0271

0.0002

+j0.0135

0.0006

+j0.0270

0.0001

+j0.0133

Return Loss [dB] −247.51 −31.35 −37.41 −31.37 −36.9

S21 = e−2π(1+
√

2)

·[1 + j(1 +
√

2)]× 107

2.583

+j6.237

2.579

+j6.242

2.582

+j6.240

2.564

+j6.238

2.567

+j6.239

GMAX [dB] −123.4126 −123.4093 −123.4099 −123.41 −123.4

Attenuation Loss [dB] −131.756 −131.748 −131.752 −131.9 −131.9

∀S21 = tan−1(1 +
√

2) [◦] 67.50 67.55 67.52 67.58 67.56

3. MODELLING OF WAVEGUIDE STRCTURES AT ROOM TEMPERATURE

Equations for the surface impedance of a metal, the attenuation constant of uniform metal-pipe
rectangular waveguides (MPRWGs) and the Q-factor of resonant waveguide cavities were previously
given for accurate calculations at THz frequencies [4].

3.1. Metal-pipe Rectagular Waveguides

With hollow metal-pipe rectangular waveguides operating in the dominant TE10 mode of propaga-
tion, above its cut-off angular frequency ωc|TE10 , the attenuation constant attributed to the finite
conductivity of the metal walls is given by the well-known textbook expression:

αWG|TE10
=

Rs(ω)
ηo

G10(ω) [Np/m] (9)

Zs(ω) =

√
jωµoµr

σ + jωεo
[Ω/square]; ηo =

√
µo

εo
[Ω]; G10(ω) =

1 + 2
b

a

(
ωc|TE10

ω

)2

b

√
1−

(
ωc|TE10

ω

)2

[
m−1

]
(10)

where Zs(ω) = Rs(ω) + jXs(ω) is the surface impedance of the metal, RS = <{ZS} is the surface
resistance, XS = ={ZS} is the surface reactance, ηo is the intrinsic impedance for a plane wave in
free space, εo is the electric permittivity of free space, σ ≡ σ′−jσ′′ is the intrinsic bulk conductivity
of the metal due to free charge carriers, and G10(ω) is the geometric factor for the TE10 mode with
this particular structure. With reference to Fig. 3, the internal width and height dimensions are a
and b, respectively.

Now, the attenuation constant for this uniform guided-wave structure can be calculated using
the over-simplified classical skin-effect model. Using this approach the resulting errors, relative to
the values calculated using the classical relaxation-effect model, were previously determined by the
following complicated expression [4].

Eαo
(ω) =

(
αWGo − αWGR

αWGR

)
· 100% ∼=

[√√
1 + (ωτ)2 + ωτ − 1

]
· 100% [4] (11)

However, in contrast, a relatively simple expression for this error can now be derived using the
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concept of Q-factor for normal metals at room temperature [5]:

Eαo
(ω) ∼=

(
RSo−RSR

RSR

)
·100% with ZSR = RSo

[
1

(1 + ξωτ)
+ j (1 + ξωτ)

]
(12)

∴ Eαo
(ω) =

(√
QcR−1

)
·100% = ξQmR ·100% ≈ 0.539QmR ·100% for 0 ≤ ωτ ≤ 2 [5] (13)

For example, using (13), the calculated error using this simple approximation is 110% at 12THz
(i.e., at ωτ = 2.046) and this can be compared with the calculated error, using (11), of 108% at
the same frequency.
3.2. Cavity Resonators
The unloaded Q-factor for a hollow metal-pipe rectangular waveguide cavity resonator in the mnl
mode is given as:

QU

(
ω′o

)∣∣
TEmnl

=
ωI mnl

RS (ω′o)
Γmnl (14)

where ωI mnl is the ideal angular resonant frequency for the TEmnl modes in an ideal (lossless)
hollow cavity and RS(ω′o) is the surface resistance of the metal walls at the angular resonant
frequency ω′o. Here, overall frequency detuning of ω′o from ωI mnl is because of both perturbation
and frequency detuning due to ohmic losses [4]. The corresponding geometric factor Γmnl for this
particular resonant cavity structure is given by:

Γmnl = µoψmnl [H] where ψmnl =
λI mnl

8

[
2b

(
a2 + d2

)3/2

2b (a3 + d3) + ad (a2 + d2)

]
[m] (15)

where d is the internal length dimension for the cavity resonator. The corresponding textbook
expression for the wavelength in free space λI mnl at the associated resonant frequencies for the
TEmnl modes in an ideal hollow cavity fI mnl is give by:

λI mnl =
c

fI mnl
where fI mnl =

c

2

√(m

a

)2
+

(n

b

)2
+

(
l

d

)2

≡ ωI mnl

2π
(16)

where c is the speed of light in free space. For example, with the dominant TE101 mode, it can be
seen that (15) and (16) reduce to:

λI 101 =
2ad√
a2+d2

=
{√

2a for b = a/2 and d = a [5]√
8/3a for b = a/2 and d =

√
2a [4]

(17)

ψ101 =
abd(a2+d2)

2[2b(a2+d2) + ad(a2+d2)]
=

{
a/8 ≡ Volume/Area for b = a/2 and d = a [5]
3a/[2(

√
2+10)] for b = a/2 and d =

√
2a [4] (18)

With the classical skin-effect model, it will be seen that the surface resistance is given by the
textbook expression:

RS

(
ω′o

) → RSo

(
ω′oo

)
=

ω′ooµoµrδSo (ω′oo)
2

(19)

The resulting unloaded Q-factor is, therefore, given as:

Q Uo

(
ω′oo

)∣∣
TEmnl

=
2

µrδSo (ω′oo)

(
ωI mnl

ω′oo

)
ψmnl (20)

d

x

y

z

b

     a
  

Figure 3: Internal spatial variable definitions for a uniform hollow MPRWG.
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With the classical relaxation-effect model, it has recently been shown in [5] that the surface
resistance becomes:

RS

(
ω′o

) → RSR

(
ω′oR

)
= ω′oRµoµr=

{
δcR

(
ω′oR

)}
(21)

where complex skin depth is given by δcR ≡ δ′cR − jδ′′cR [5]. The resulting unloaded Q-factor is,
therefore, now given by the following:

QUR

(
ω′oR

)∣∣
TEmnl

=
1

µr=
{
δcR

(
ω′oR

)}
(

ωI mnl

ω′oR

)
ψmnl (22)

Note that (22) represents the formal derivation of QU (ω′o) in [4], for a hollow rectangular waveg-
uide cavity having metal walls with µr 6= 1 and ωτ > 0; this is also the more general form of
QUR(ωoR)|TE 101 in [5].

It is interesting to see how the unloaded Q-factor for this component can be represented using the
exact expression from the classical skin-effect model (20) at ωτ = 1, by including both component
and material Q-factors for the normal metal walls:

QUo

(
ω′oo

)∣∣
TEmnl

=
QUo (ωτ =1)|TEmnl√

QmR (ω′oo)
and QUR

(
ω′oR

)∣∣
TEmnl

= QUo (ωτ =1)|TEmnl

√
QcR

(
ω′oR

)

QmR

(
ω′oR

) (23)

With the unloaded Q-factor calculated using the over-simplified classical skin-effect model the
resulting error, relative to the values calculated using the classical relaxation-effect model, was
previously determined after undergoing a relatively lengthy process [4]. However, in contrast, a
relatively simple expression for this error can now be derived using the concept of Q-factor for
normal metals at room temperature:

EQo

(
ω′oR

)
=

∣∣∣∣
QUo(ω′oo)−QUR(ω′oR)

QUR(ω′oR)

∣∣∣∣ · 100% =

∣∣∣∣∣

√
QmR

(
ω′oR

)

QmR (ω′oo) QcR

(
ω′oR

) − 1

∣∣∣∣∣ · 100% (24)

EQo

(
ω′oR

) ∼=
∣∣∣∣∣∣

1√
QcR

(
ω′oR

) − 1

∣∣∣∣∣∣
· 100% since ω′oR

∼= ω′oo (25)

∴ EQo

(
ω′oR

) ≈
(

1

1 + 1.8553QmR

(
ω′oR

)−1

)
· 100% for 0 ≤ ωτ ≤ 2 [5] (26)

For example, using (26), the calculated error using this simple approximation is 40% at 7.3THz (i.e.,
at ωτ = 1.245) and this can be compared with the error determined using the lengthy technique,
described in [4], of 41% at the same frequency.

4. CONCLUSION

This paper has validated the recently introduced engineering approach to modelling frequency
dispersion in normal metals at room temperature. While relatively simple examples were previously
given, to show how algebraic expressions can be dramatically simplified [5], similar benefits have
been demonstrated here with more complicated analytical problems. Using the concept of Q-factor
for a metal, the equivalent transmission line model was validated. Then, using the concept of
complex skin depth, analysis was performed on hollow metal-pipe rectangular waveguides and their
associated cavity resonators. This work proves that the mathematical modelling of THz structures
can be greatly simplified by taking an electrical engineering approach to these electromagnetic
problems.
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