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Abstract— The eigenproblems of quantized spin waves in a (100) ferromagnetic bilayer system
have been investigated theoretically by using the interface rescaling approach. The energy-band
structure of the system has been obtained and the effect of the uniaxial bulk anisotropy field
of easy-axis type on the energy bands are exploreded thoroughly. It is found that all kinds of
eigenmodes of the spin waves in the biferromagnetic system are determined by the bulk exchange
coupling constant, the interface exchange coupling constant, the spin of lattice, the number of
atomic layers and the uniaxial bulk anisotropy. Especially, we explored the effect of the uniaxial
bulk anisotropy field of easy-axis type on the energy band of first Brillouin zone and the existence
of all kinds of the eigenmodes.

1. INTRODUCTION

Magnetic multilayers have been increasing interest in the areas of magnetism and spintronic de-
vices [1], due to their potential applications to solid-state data-storage and data-processing devices.
At the beginning of magnetic data storage it is important to understand spin waves to reduce their
harmful influence or their assistance for the magnetization reversal [2]. More recent publications
have shown that it is impossible to use spin waves for logic devices [3]. To make a first step towards
future devices minimizing magnons’ disturbing influence or using magnons, spin waves and their
properties have to be understood [4]. With experiment techniques developing, several methods
such as Ferromagnetic Resonance and Brillouin Light Scattering [5] have been used to explore spin
waves. These have greatly stimulated physicists’ interest in studying magnetic multilayers [6]. Many
authors also have researched the spin-wave excitations using a variety of theory methods, such as
Green Function Method [7], the Transfer-matrix Method [8] and Monte Carlo Method [9]. However,
a direct numerical analysis by use of these methods would lead to huge numerical computations.
Therefore, it is difficult to get exact solutions of the eigenvalue problems of such a multilayer sys-
tem even at low temperature because of the interface coupling. Puszkarski and his cooperators [10]
have introduced an interface-rescaling approach(IRA) to decompose a coupling system into inde-
pendent subsystems and to form interface-rescaling equations. Moreover, this method has been
widely used to investigate many magnetic properties of layered magnetic materials [11–13]. But
these are mainly classical or quasi-classical theories. In this paper we use the IRA to explore the
quantized spin waves in a ferromagnetic bilayer system. We obtain the exact solutions of the spin
waves and five kinds of eigenmodes, and particularly we analyze the influence of the uniaxial bulk
anisotropy on the spin-wave eigenvalues.

2. THE MODEL

We study a bilayer system composed of two ferromagnetic layers (sublayers A and B) of the different
magnetic material, coupled by exchange interactions at their interface through a nonmagnetic
spacer. We thus include the effects of modified exchange interaction and intrinsic bulk anisotropy.
For the sake of simplicity, we assume the two ferromagnets still have the periodicity in the atomic
planes parallel to interface and the two outer surfaces. Moreover, we neglect the anisotropy in the
interface and on the surfaces. So the Heisenberg Hamiltonian of the system was written as:

Ĥ = −1
2

∑
n,m

∑

i,j

J (n, i; m, j)Ŝ (n, i) · Ŝ (m, j)−
∑

n,i

D(n)
[
Ŝz (n, i)

]2
(1)

with terms accounting successively for exchange interaction and the uniaxial bulk anisotropy energy.
Where n, m are the indices of the lattice planes and i, j are the sites in the atomic planes n and
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m, respectively. We write for the nearest neighbor exchange terms J(n, i;m, j) = JA if both
spins belong to the A sublayer, J (n, i; m, j) = JB if both spins belong to the B sublayer and
J(n, i; m, j) = JAB if the spins are coupled across the interface between the sublayers A and B.
The second term of (1) comprises the bulk anisotropy effect, favoring the z direction as the easy
axis of the system, specially, D(n) = DA for A sublayer and D(n) = DB for B sublayer. The spin
operators satisfy the following equation:

Ŝ (n, i) · Ŝ (n, i) = S (n) [S (n) + 1] (2)

where the spin S(n) = SA if the site belongs to the A sublayer and S(n) = SB if the site belongs
to the B sublayer.

We only consider the ferromagnetic case with J(n, i;m, j) > 0 and assume D(n) > 0. The
ground state of the system is all spin parallel. Above we have choosen the same theory model as the
paper [13], but we use the different boundary condition — aperiodic boundary condition. Moreover
we’ll expose the effect of the uniaxial bulk anisotropy field of easy-axis type on energy bands
theoretically. Using the method in the paper [12] and only take quadratic terms, the Hamiltonian
can be easily diagonalized as

Ĥ = H0 +
∑

p,k

εpkâ
+(p, k) · â(p, k) (3)

where â+(p, k) is the creation operator of magnons, â(p, k) is the annihilation operator of magnons
and εpk is the excitation energy of spin waves which satisfies the eigenequations as follows,

εpkf(n, p) = {J(n, n)S(n)+J(n, n− 1)S(n− 1)+J(n, n + 1)S(n + 1)+D(n) [2S(n) + 1]} f(n, p)

−
[
J(n, n+1)

√
S(n)S(n+1)f(n+1, p)+J(n, n−1)

√
S(n)S(n−1)f(n−1, p)

]
(4)

where J(n, n) = 2(2−cos kx−cos ky) = 2γJn, γ is the wave vector parallel to the interface, f(n, p) is
the orthonormalized wave function and J(n, n± 1) = J(n± 1, n). We choose the lattice constants
in both sublayers as unit length and neglect the index p of f(n, p) for simplicity, and let NA and NB

denote the numbers of atomic planes of the two ferromagnets A and B, respectively. We assume
the atomic planes n = 1, 2, . . . , NA are occupied by A spins, whereas n = NA+1, NA+2, . . . , NA+NB

are occupied by B spins. In this way, one hand the interface is formed between the planes n = NA

and n = NA+1, on the other hand, the two surfaces are the planes at n = 1 and n = NA + NB,
moreover, we set f(n) = fA(n) when the spin belongs to sublayer Aand f(n) = fB(n) when the
the spin belongs to sublayer B.

We apply the IRA to Equation (4) and get two independent subsets of eigenequations which
have the general solutions as follows

fA(n) = Cρ[exp(−inkA)− θA exp(inkA)],
θA = − exp[i(2NA + 1)kA], 1 ≤ n ≤ NA, (5a)

fB(n) = C[exp(inkB)− θA exp(−inkB)],
θB = − exp[i(2NB − 1)kB], NA + 1 ≤ n ≤ NA + NB, (5b)

where kA and kB are the wave vectors of the spin waves in A and B perpendicular to the interface;
C is the normalization coefficient and ρ is a constant with respect to n. At the same time, we
define the interface-rescaling coefficient R similar to [10] as follows

RfA (NA) = fB (NA + 1) (6)

Inserting Equation (6) into Equation (4), we consider that the surfaces are free, then obtain

εpk = 2JASA (γ + 1− cos kA) + DA(2SA + 1) = 2JBSB (γ + 1− cos kB) + DB(2SB + 1) (7)

and

µi (k) =
sin (Ni + 1) ki − sinNiki

sinNiki − sin (Ni − 1) ki
(8)



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 329

where the index i represents A or B, and the parameters µA and µB are given by

µA = 1− JABSB

JASA
(1− α−1R) (9)

µB = 1− JABSA

JBSB
(1− αR−1) (10)

where
α =

√
SB/SA (11)

By canceling R from the Equations (9) and (10) we can get the other constrained equation of
kA and kB [

1− JASA

JABSB
(1− µA)

] [
1− JBSB

JABSA
(1− µB)

]
= 1 (12)

The eigenvectors kA and kB can be derived from the Equations (7) and (12) when the material
parameters of the system are given.

3. EIGENMODES AND ENERGY BANDS

In this section we turn to analyze in detail the eigenvalues of spin waves with the longitudinal spin
waves with transverse wave vector γ varying along the high-symmetry paths of two dimensional
(2D) Brillouin zone. When JAB 6= JA, JA = JB and SA = SB, the energy band only consists
of bulk modes (BMs) and interface modes (IMs). The results resemble to Ref. [11]. So we only
discuss the case of JASA 6= JBSB. Without any loss of the generality, we assume JASA > JBSB

and the gap appears at the site M . In order to thoroughly explore the properties of the spin waves
in the system, we choose the parameters JA, JB, JAB, SA, SB, NA and NB as, respectively, 1.0,
1.0, 2.0, 1/2, 1/2, 31 and 15. The results show that there are five types of eigenmodes which are
bulk mode (BM), the perfectly confined mode in sublayer A (PCMA), the perfectly confined mode
in sublayer B (PCMB), the optic-optic type interface mode (OOIM) and the acoustic-optic type
interface mode (AOIM), respectively, corresponding to kA and kB being both real, kA being real
and kB being π + iqB, kB being real and kA being iqA, kA and kB being π + iqA and π + iqB,
and kA being iqA and kB being π + iqB (i is imaginary unit and qA (or qB) is real). BMs are all
standing waves that can freely propagate both in sublayers A and B; PCMAs are standing waves in
sublayer A, while in sublayer B they are surface optic decaying waves; PCMBs are standing waves
in sublayer B, while in sublayer A they are surface acoustic decaying waves; OOIM and AOIM are
surface decaying waves that can only exist near the interface in both sublayers. The higher subband
whose width is 4 (4JASA) is composed of PCMAs, the lower subband whose width is 1 (4JBSB)
consist of PCMBs, and the overlap of the subbands is made of BMs. The highest branch (dotted
line) is OOIM, and the branch (dotted line) within the gap is AOIM (see Fig. 1). For γ = 0, the
number of BMs is 25, the number of PCAMs is 20 and the number of OIM is 1. Along ∆ path,
with γ increasing, the energy of all modes increases, moreover, the highest dotted line changing into
a PCMA whose energy is maximum and the BMs gradually changing into PCMAs and PCMBs.
Along Y path, the gap becomes wide. At the position M, the number of PCMAs is 31, the number
of PCMBs is 14 and the number of AOIM is 1, moreover, the maximum gap ∆g appearing which
equals to 8JASA − 12JBSB.

4. ANISOTROPY AND THE ENERGY BANDS

At last, we’ll consider the effect of the uniaxial bulk anisotropy constant and take DA as variable
and DB as a definite value. For simplicity, we define DB as 0.

The numerical calculations are performed as above. The change of the energy bands with respect
to DA are somewhat different from γ. Comparing Fig. 2 with Fig. 1, we indicate that the higher
subband moves up globally with DA increasing, however, the lower subband is fixed. Moreover, the
overlap branches are reduced with DA increasing (see Fig. 2). When DA ≥ 4JBSB

2SA−1 , all the overlap
branches vanish and the AOIM appears in the whole first Brillouin zone between two subbands
(see Fig. 2). At the same time, the gap become larger with DA enlarging and the maximum gap
yet lies at the site M ( for γ = 0). So when DA > 0, the maximum gap located at the point M,
moreover, its width getting greater with DA increasing. Anyway, the number of the eigenmodes
equals to the number of the atomic layers.
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Figure 1: The energy band structure (EBS) of 2D
Brillouin zone of the biferromagnetic layer corre-
sponding to DA, DB , JAB , JA, JB , SA, SB , NA

and NB are, respectively, 0, 0, 2.0, 1.0, 1.0, 0.5,
1/2, 31 and 15. The highest dotted line denotes the
OOIM, and the dotted line inside the gap denotes
the AOIM. ∆ line, Y line and Σ line are three high
symmetry paths.

Figure 2: The EBS of 2D Brillouin zone of the bi-
ferromagnetic layer corresponding to DA is 1.5 and
the other parameters are same as Fig. 1. The higher
subband moves up globlly and the overlap branches
descrease.

5. CONCLUSION

In summary, all kinds of eigenmodes of the spin waves of the biferromagnetic system relates not
only to the bulk exchange coupling, the interface exchange coupling, the spin of lattice and the
number of atomic layers, but also to the uniaxial bulk anisotropy. Moreover, the uniaxial bulk
anisotropy affects the width of the gap. When DA is greater than 0, the maximum gap lies in the
site M and the width of two subbands is invariant. In any case, the total number of the spin-wave
modes of the system equals to the number of atomic layers.
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Abstract— The main purpose of this research is to perform a magnetic analysis on magnetic
equipment of permanent magnet retarder (PMR) and optimize the structure of magnetic equip-
ment with ANSYS, finite element analysis software and its design optimization module. The
physical model is built as axisymmetric model according to the characteristics of the structure
in magnetic equipment. Using this model, the magnetic field distribution and magnetic force is
calculated by ANSYS. Mathematical model of structure optimization is also built. The design
variables are structural parameters including the dimensions of permanent magnets and mag-
netic yoke; the objective function is the magnetic force. The unconstrained optimization model
takes the maximum value of magnetic force as the objective. First order optimization method is
used to determine the optimum design of this problem. The optimization process works entirely
with the ANSYS Parametric Design Language (APDL). The ANSYS optimization module offers
several tools that attempt to address the mathematical model in different ways. The design tools
are used to understand design space and the behavior of the dependent variables. It is showed
that designing a structure with ANSYS optimization module and its design tools is an effective
means to make improvements of structure.

1. INTRODUCTION

Conventional friction braking system suffering loss of torque and severe damage at high tempera-
ture [1] result in decreasing the lifespan of braking system, increasing the cost of vehicle operation
and even influence the safety. Permanent magnet retarder (PMR) can resolve the problem men-
tioned above as a kind of braking assistant device.

According to the disadvantages of existing PMR, our previous work proposed a novel PMR
(Figure 1) and confirmed the linear relationship between magnetic force of magnetic equipment
and brake torque under some conditions [2]. In order to improve the performance of the novel
PMR, a magnetic analysis on magnetic equipment is performed and the structure of magnetic
equipment is optimized using ANSYS.

2. PHYSICAL MODEL

Figure 2 shows the principle structure of magnetic equipment. According to the structure, the
simplified physical model and design parameters is showed in Figure 3. It is an axisymmetric
model and the short-circuit ring is neglected.

Rotor and shell yoke is made of steel 10. Magnetic yoke is made of iron DT4. Permanent magnet
is made of Ne-Fe-B. Steel 10 and iron DT4 need to consider the B-H curve. Air magnetic relative
permeability is 1. Nd-Fe-B magnetic relative permeability is 1.0936 and axis magnetic coercive

Figure 1: Disk type PMR struc-
ture.

1 Rotor, 2 Magnetic yoke, 3 Permanent magnet,

4 Short-circuit ring, 5 Shell yoke, 6 Stator.

Figure 2: Principle structure of magnetic
equipment.

w

ew

Figure 3: Physical model of
magnetic equipment.
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forces is 895 kA/m. This magnetic equipment model doesn’t consider magnetic leak at boundary.
The initial value of design parameters shows in Table 1. According to the magnetic equipment size
of the eddy current retarder DHB20A (High 140mm and Diameter 140 mm) which produced by
CAMA (Luoyang) Electromechanic Equipment Co., Ltd, parameters w0, h0, a and hz are constant.
Others are design variables.

3. OPTIMIZATION DESIGN USING ANSYS

3.1. Optimization Model
Our purpose is maximizing the magnetic force under the structure size limitations. The optimiza-
tion model is: 




hFe, w, h, eh, ew
f(hFe, w, h, ew, eh) → min
s.t.
5 ≤ hFe ≤ 10, 5 ≤ w ≤ 50,
5 ≤ h ≤ 50, 5 ≤ ew ≤ 20,
5 ≤ eh ≤ 20.

3.2. Process for Optimization and Analysis Results
3.2.1. Create the Analysis File with the ANSYS Parametric Design Language (APDL)
In the process for optimization using ANSYS, many problems may intermit the analysis loop [3],
especially creating the analysis file. This file includes the entire analysis: create geometry model
parametrically with the initial value of parameters, obtain the solution, retrieve the value of mag-
netic force and assign the parameter of objective function.

Initial Model is meshed with element plane 53. Air gap need tidy mesh, so the global element
edge length is 0.001 and air gap mesh is mapped. The other parts are free meshed. Figure 4 shows
the meshed model and Figure 5 shows the distribution of flux lines.

ANSYS software only makes the objective function (OF ) minimum. So magnetic force (its value
is defined as FVW Y) must be transform to OF (its value is defined as FOBJ) form to satisfy the
need of ANSYS software. In this paper, the OF form is FOBJ = 10000+FVW Y. The magnetic
force is −2764.6N with initial value of design parameters by numerical computation using ANSYS.
3.2.2. Use the Optimization Module
The progress is:

• Specify the analysis file.
• Declare the optimization variables and keep the convergence tolerance as default values.
• Choose optimization methods or tools.
• Execute optimization.
• Review the optimization results.

Firstly, first order method is used. After computation converged, 3 optimization sets is obtained,
showed in Table 2 and the optimization design is annotated with *. Distribution of flux lines for
optimized model showed in Figure 6.

Table 1: Design parameters.

Parameters Value (mm)
w0 70
h0 70
a 1.5
hz 10
hFe 5
w 40
h 15
eh 5
ew 5

Table 2: Optimization sets.

SET 1 SET 2 *SET 3*
HFE 5.0000 5.0000 5.0000
W 40.000 50.000 50.000
H 25.000 27.311 28.206

EW 5.0000 9.9470 9.4632
EH 5.0000 5.7686 5.9625

FOBJ 7235.4 5100.7 5075.8
Feasibility FEASIBLE FEASIBLE FEASIBLE



334 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

Table 2 showed that parameters hFe and w reach the boundary value. Then, sweep tool is used
to show the relationship between design variables and OF . The analysis of relationship between
parameter w and OF is execute as parameter h is set to 28, ew is set to 9.5, eh is set to 6 and
hFe is set to 5, and Figure 7 shows the relationship. It is showed that parameter w has significant
influence to OF . Therefore, w is set to 50 and analysis of relationship hFe-OF is executed and
showed in Figure 8.

Figure 8 showed that the relationship between parameter hFe and OF is linear and setting hFe
to 5 as optimization value is reasonable.

3.3. Comparison between Preliminary Design and Optimized Design

Table 3 shows the comparison between preliminary design and optimized design. Magnetic force
increased 78.11%.

Figure 4: Meshed model. Figure 5: Distribution of flux lines. Figure 6: Distribution of of flux
lines for optimized model.

Figure 7: w-OF curve. Figure 8: hFe-OF curve.

Table 3: Comparison between preliminary design and optimized design.

Optimization variables Preliminary design Optimized design
hFe 5mm 5mm
w 40mm 50mm
h 15mm 28mm
ew 5mm 9.5mm
eh 5mm 6mm

FOBJ 7235.4N 5075.9N
Magnetic force 2764.6N 4924.1N
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4. CONCLUSIONS

(1) ANSYS software is a efficient tool to analysis and optimize the structure. It is showed the
significant influence of ANSYS in optimal design of structure.

(2) The best magnetic equipment design parameters are hFe = 5 mm, w = 50 mm, h = 28mm,
ew = 9.5mm and eh=6mm. As the best design, value of magnetic force is 4924.1 N and magnetic
force is 78.11% higher than that of preliminary design.

(3) Both parameters hFe and w have significant influence to magnetic force.
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Abstract— Rotating magnetic beacons magnetic field strength size is very important to drilling
parallel horizontal twin wells in Steam Assisted Gravity Drainage (SAGD). This paper analyzes
a small magnet by made of diameter is 25.4 mm at both ends when a single length of 12.6mm
by permanent magnet and in the middle of the length is 78mm magnetic materials. Analysis
the magnetic material composition of 1J12, 1J50, 1J79 generated magnetic field strength size.
Use ANSOFT software simulation the magnetic field strength to different magnetic materials
and build experimental methods to a specific experimental test. According to the simulation
results and experimental results compared and analyzed 1J12, 1J50, 1J79 three kinds of magnetic
materials generated magnetic field strength size. Experimental results and simulation results are
basically consistent and the results show that the magnetic material 1J50 that applied to the
rotating magnetic beacon generated magnetic field strength that fluxgate can effective collect
rotating magnetic beacon generated magnetic field strength in the horizontal distance of 55.5 m
and it can to meet the specific requirements of engineering applications.

1. INTRODUCTION

In recent years, super-heavy to open has gradually attracted people’s attention because of super-
heavy crude oil viscosity is high and flow is poor and relying on any pressure differential-driven
approach is difficult to succeed in this reservoir. This requires people to get such new technologies
in order get heavy oil. SAGD (Steam Assisted Gravity Drainage) technology is suitable for mining
very high viscosity of crude oil or natural asphalt extra-heavy oil reservoir. The process is steam
as the heat source, relying on condensate liquid asphalt and heavy oil gravity. It can be two kinds
of ways to achieve. The first one is a pair of upper and lower parallel well. The second one is
a combination of vertical wells and parallel well. Steam is injection into the reservoir wells from
the above and injection of steam upward and lateral movement. The heated viscosity of crude oil
and condensate in the gravity-driven downstream into the production wells. With the crude oil
recovery, steam room gradually expanding. The Figure 1 is the structure mining process of SAGD
and the above is injection wells and the below is production wells [1–4].

SAGD called for two parallel wells up and down vertical distance is about 5 m. SAGD use the
RMRS (Rotating Magnet Ranging Service) rotating magnetic ranging system to control the vertical
distance between two wells and analyzed different magnetic materials RMRS rotation magnetic
beacons in this paper. The rotating magnetic beacons installed in the motor the output shaft,
which connected the end of drill bit. Magnetic beacons and drill bit together rotation in the mud
motor driven, producing a dynamic rotating magnetic field. MWD uses logging winch into the target
under the target depth of wells, which collect the rotating magnetic beacon generated signals and
transmission to the surface interface box. Surface interface box is used to hole at the end of MWD to
provide power supply and with the data communication between the MWD will eventually send the
signal via mud pulse signal transmission to the laptop computer for data collection (Figure 2) [1–
4]. The magnetic structure of this beacon be made of 12 individual magnets and each individual
composition of the small magnets in diameter from 2-side 25.4 mm height 12.6mm NdFe35 the
composition of the permanent magnet, the middle is straight through the 25.4 mm height of 78 mm
of lead magnetic material composition (Figure 3). Study 1J12, 1J79, 1J50 3 in different magnetic
materials magnetic field strength.

2. ANSOFT MODELING AND SIMULATION

ANSOFT HFSS Maxwell2D/3D can design and analysis variety of products electromagnetic phe-
nomena. It has a powerful and user-friendliness analysis module, such as static magnetic field
and eddy current field and transient field and temperature field analysis. It can be used to ana-
lyze static and steady-state and transient and normal operating conditions and fault conditions of
the properties of motors and transformers and sensors and electromagnetic devices. It contains a
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top-down implementation of the user interface and lead adaptive mesh separation technology and
user-defined materials and libraries and other characteristics.Maxwell2D/3D can increase speed of
the fastest solution because it have a high-performance matrix solver and multi-CPU processing
capability [5].

Maxwell 2D/3D use graphical input interface and AutoCAD input conversion interface and
draw graphics is extremely easy. You can create a variety of models. Maxwell2D/3D use adaptive
finite element method and graphic input is completed and given dielectric material and problems
of the correct boundary conditions. It can automatically analyze and calculated without human
interference as long as you give solution accuracy and dielectric material.

Building model accord the design of magnetic beacons size and the Figure 4 is three-dimensional

Injector Well

Produce Well

MWD

RM beacon

Figure 1: The structure of mining process SAGD.
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Magnetometers

DSP
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model diagram.
Determine the magnetic material properties.Maxwell2D/3D allowed to add their own material

besides have built-in library of materials. This paper researched 1J12/1J50/1J79 three different
magnetic materials magnetic field strength. The Figure 5 show three different magnetic materials
BH curves. 1J79 permalloy soft magnetic material is a series of iron-nickel soft magnetic alloy with
high magnetic permeability and low coercivity and so on. 1J12 have a high saturation magnetic flux
density and so on. 1J50 is low-nickel and middle-nickel iron-nickel alloy and magnetic permeability
and coercivity range of between high magnetic saturation materials and high magnetic material [6–
8].

Finally, according to the design requirements calculation statistics in the Y axis and the statistics
results are shown in Table 1.

Table 1: ANSOFT simulation statistic data.

(0, 50, 0) (0, 100, 0) (0, 150, 0) (0, 200, 0)
1J12 (T) (−0.025, 0.102, 0.059) (−0.005, 0.012, 0.009) (−0.005, 0.012, 0.009) (−2, 4, 8)*10−4

1J79 (T) (−0.028, 0.101, 0.023) (−0.004, 0.011, 0.001) (−0.001, 0.002, 0.003) (−1, 5, 9)*10−4

1J50 (T) (−0.066, 0.179, 0.062) (−0.013, 0.031, 0.015) (−0.001, 0.004, 0.005) (−2, 8, 18)*10−4
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Figure 6: The engineering test scenario structure.
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Table 2: 1J12/1J79/1J50 statistical results.

1 2 3 4 5 6 7 8

V max (V)

V x (1J12) 1.921 1.945 1.976 2.031 2.213 2.450 2.674 2.768
V x (1J79) 1.970 2.014 2.034 2.161 2.307 2.440 2.664 2.717
V x (1J50) 2.019 2.023 2.030 2.438 2.602 3.075 3.555 3.756
V y (1J12) 0.056 0.112 0.177 0.255 0.313 0.297 0.161 0
V y (1J79) 0.042 0.096 0.152 0.210 0.269 0.284 0.157 0
V y (1J50) 0.028 0.317 0.458 0.667 0.721 0.688 0.426 0
V z (1J12) 2.717 2.783 2.894 2.902 2.853 2.949 3.021 3.035
V z (1J79) 2.684 2.823 2.845 2.864 2.845 2.904 2.973 3.016
V z (1J50) 2.903 3.003 2.890 3.002 3.217 3.589 2.462 3.507

V min (V)

V x (1J12) 0 0 0 0 0 0 0 0
V x (1J79) 0 0 0 0 0 0 0 0
V x (1J50) 0 0 0 0 0 0 0 0
V y (1J12) −0.24 −0.27 −0.36 −0.41 −0.47 −0.49 −0.34 −0.09
V y (1J79) −0.22 −0.27 −0.34 −0.42 −0.46 −0.45 −0.32 −0.10
V y (1J60) −0.42 −0.45 −0.60 −0.74 −0.87 −0.84 −0.60 −0.08
V z (1J12) 0 0 0 0 0 0 0 0
V z (1J79) 0 0 0 0 0 0 0 0
V z (1J50) 0 0 0 0 0 0 0 0

3. EXPERIMENTS

In this paper, the simulation is also built on the basis of engineering test methods, test scenario
structure, as shown in Figure 6.

This paper built engineering test methods basis on the ANSOFT simulation and the test scenario
structure is shown in Figure 6.The engineering experimentation tested nine points of data through
magnetic sensors and the ninth point measured voltage value is shown in Figure 7. The Figure 8 is
the magnetic sensor actual photo. The magnetic sensor output data is voltage value and through
the Equations (1)–(3) converted to magnetic field strength value: The Figure 10 is the Rotating
Magnetic beacons actual photo.

Bx = V x∗0.54/SFx−BiasFx∗0.54 (1)
By = V y∗0.54/SFy −BiasFy∗0.54 (2)
Bz = V z∗0.54/SFz −BiasFz∗0.54 (3)
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where, SFx/SFy/SFz/ and BiasFx/BiasFy/BiasFz/ is the calibration factor. The Figure 9 is
the ninth point data converted to magnetic field strength values.

The measured data from the first data to the eighth data statistical results are shown in Table 2
according to the above build project test method.

4. CONCLUSION

This paper analyzes 1J12/1J50/1J79 different magnetic materials use measure the parallel wells
distance applications of SAGD. This paper using ANSOFT software simulation to different magnetic
materials and built an experimental method has been actual test. The test results show that
1J50 magnetic material able to meet the requirements of engineering applications and through the
practical engineering test that is satisfactory.
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Abstract— An elegant procedure, based on auxiliary potential functions and the transmission
(ABCD) matrix, for obtaining the full-wave equivalent circuit of planar multilayer structures
is presented. Green’s functions are derived in a straightforward way by using the symbolic
capability of the Mathematica software. Their applicability is shown through the calculation
of the polarimetric response for a simple target embedded in a particular configuration of the
multilayer planar structure.

1. INTRODUCTION

Multilayer structures have been the subject of intensive studies during the last decades. They can
be applied, for instance, to optics in filter development, to microwave engineering in microstrip
antenna design, or to remote sensing in natural target modeling, among other areas. Although
the planar geometry is the most widely employed configuration for these distinct applications,
cylindrical [1] and spherical [2] geometries can also be found in the microstrip antenna literature.
Regardless of the application or the geometry, knowledge of the electromagnetic fields behavior in
the structure layers is crucial for its correct modeling and usage. In the remote sensing context,
a new electromagnetic methodology for the simulation of polarimetric SAR images has recently
been proposed in [3]. Starting from Maxwell’s equations, it applies the spectral domain full-wave
technique and the moment method to evaluate the electromagnetic fields scattered by a multilayer
planar structure excited by plane waves. However, the calculations of spectral fields and the
related Green’s functions in multilayer structures are usually tedious and error-prone when done
by hand, so a circuital model has been devised to minimize these limitations. Following [4, 5], but
using a different approach, a new elegant and straightforward procedure for obtaining the full-wave
equivalent circuit of a planar multilayer structure based on auxiliary potential functions and the
transmission (ABCD) matrix is presented. The electromagnetic characteristics of each confined
layer are incorporated into the transmission matrix and the circuital parameters are evaluated by
using the symbolic capability of the Mathematica package. Therefore, the use of such circuital
model to generate the Green’s functions of a multilayer structure can be extremely helpful in the
determination of a simple target’s scattering matrix and consequently of its related polarimetric
features.

2. TARGET GEOMETRY

A multilayer planar structure composed of N + 2 isotropic, linear and homogenous layers stacked
up in the z-direction is shown in Fig. 1. The layers are assumed to be unbounded along the x-
and y-directions. The lower layer, having complex permittivity εg and complex permeability µg, is
denoted as the ground layer and occupies the negative-z region. The next N layers are characterized
by thickness `n, complex permittivity εn and complex permeability µn, where 1 ≤ n ≤ N . The
planar interface z = dN separates the N -th layer from free space (the upper layer). Metallic patches,
which behave as scattering elements, are printed at arbitrary positions on each one of the N + 1
interfaces of the structure. The surface electric current densities on the scatterers located at the
interfaces are induced by an illuminating elliptically polarized plane wave at oblique incidence.

3. ELECTROMAGNETIC FIELDS

The analytical development is based on a global rectangular coordinate system located atop the
ground layer (z = 0). The electromagnetic fields in each of the N + 2 layers are determined by
using the auxiliary vector potential approach. According to [6], by superposing the expressions for
the fields of the TMz and TEz modes in the n-th layer, calculated from the magnetic (Amzn) and
electric (Aezn) potentials, the total field in that layer can be determined. Working in the Fourier
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domain, the following expressions are obtained for the transversal components of the spectral fields
in the n-th layer:

Exn = i{[kyAn + (kxγn/ωµn) Cn] e−iγnz + [kyBn − (kxγn/ωµn) Dn] eiγnz}/εn, (1)

Eyn = i{[−kxAn + (kyγn/ωµn) Cn] e−iγnz + [kxBn + (kyγn/ωµn) Dn] eiγnz}/εn, (2)

Hxn = i{[(kxγn/ωεn)An − ky Cn] e−iγnz − [(kxγn/ωεn)Bn + ky Dn] eiγnz}/µn, (3)

Hyn = i{[(kyγn/ωεn)An + kx Cn] e−iγnz − [(kyγn/ωεn)Bn − kx Dn] eiγnz}/µn, (4)

where γn = [k2
n − (k2

x + k2
y)]

1/2, kx and ky are the spectral variables and An, Bn, Cn and Dn are
functions of kx and ky to be determined.

The next step consists of obtaining the transmission (ABCD) matrix for the n-th layer located
between the interfaces z = dn−1 and z = dn. First, Equations (1)–(4) are solved for An, Bn, Cn

and Dn, at the z = dn interface. Then, these functions are replaced into the same set of equations,
which is now re-calculated at z = dn−1. Consequently, the two-port transmission network, shown
in Fig. 2, can be established in order to characterize the relationship between the transversal
components of the spectral fields at the n-th layer interfaces. In Fig. 2, En(z) and Hn(z) denote
the transversal components of the spectral fields in the n-th layer at coordinate z (italic bold face
letters represent vectors); expressions for the Vn, Zn, Yn and Bn matrices are available in [2]. An
equivalent procedure is employed to evaluate the fields at the free space and ground layer interfaces.
The boundary conditions are then applied for each planar interface, resulting in the circuit elements
presented in Table 1. Consequently, the multilayer target (Fig. 1) can be modeled by the circuit
illustrated in Fig. 3 and the spectral Green’s functions can then be obtained directly from this
circuit’s equations.

As an example, the Green’s functions for a structure composed of a single confined layer (N = 1),
with a surface electric current density (J1) located at the interface between the confined layer and
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Table 1: Return loss of a circular corrugated horn.
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Figure 3: Circuital representation of a planar multilayer structure.

free space, are evaluated next. In this case it was considered that µg = µ1 = µ0. Solving the
respective equivalent circuit, the Green’s functions at the interface z = d1 are given by

G =
[

Gxy −Gxx

Gyy −Gyx

]
=

[
Y0 + (B1 −Yg · Z1)

−1 · (Y1 −Yg ·V1)
]−1

. (5)

Using the symbolic capability of Mathematica for evaluating Equation (5), the following expressions
can be derived

Gxx(kx, ky, d1) = −4ω2
(
k2

xγ0Ωe
0∆m + k2

yωµ0Ωh
0∆e

)
e−iγ0d1/

(
u2∆m∆e

)
, (6)

Gxy(kx, ky, d1) = Gyx(kx, ky, d1) = −4ω2kxky

(
γ0Ωe

0∆m − ωµ0Ωh
0∆e

)
e−iγ0d1/

(
u2∆m∆e

)
, (7)

Gyy(kx, ky, d1) = Gxx(ky, kx, d1), (8)

where u2 = k2
x + k2

y,

∆e = −4ω3ε1γ1{εgγ1[ε1γ0 cos(γ1d1) + iε0γ1 sin(γ1d1)]

+ε1γg[ε0γ1 cos(γ1d1) + iε1γ0 sin(γ1d1)]}e−iγ0d1 , (9)

∆m = 4ω3µ3
0γ1 {γ1[γ0cos(γ1d1) + iγ1 sin(γ1d1)] + γg[γ1cos(γ1d1) + iγ0sin(γ1d1)]} e−iγ0d1 , (10)

Ωe
0 = −ε1γ

2
1 [ε1γgcos(γ1d1) + iεgγ1 sin(γ1d1)], (11)

Ωh
0 = ωµ3

0γ1 [γ1 cos(γ1d1) + iγg sin(γ1d1)]. (12)

4. SCATERING ATTRIBUTES

The scattering matrix is considered the most important parameter in polarimetric SAR image
analysis, since it provides complete information about the scattering mechanism and from which
other polarimetric features that describe the scattering target can be derived. Therefore, the
scattering matrix can be regarded as the mathematical signature of a scattering target, as it relates
the scattered wave’s electric field to the incident one. Using the proposed methodology and applying
the stationary phase method, asymptotic expressions for the far electromagnetic fields scattered
by the structure into free space are obtained. From these expressions and the knowledge of the
electric current densities on the interfaces, the scattering matrix elements can then be completely
determined for any incidence and scattering direction. However, for a simple target such as an
electric dipole, the electric current densities become a multiplicative factor of the scattering matrix
so its elements can be obtained directly from the Green’s functions terms, as described in [7–
9]. Consequently, for this kind of target, several polarimetric attributes, such as the polarimetric
response and the radar cross section, among others, can be readily derived.

The polarimetric response is typically used in remote sensing to characterize the scattering
properties of a target. It is a graphical representation of the target’s scattering cross section as a
function of the ellipticity and the orientation angles of the transmitted electromagnetic wave [10],
and it can be straightforwardly computed from the target’s scattering matrix. Based on the circuital
parameters, the polarimetric response of a particular structure having a single confined layer and
a single electric dipole printed on the interface z = d1 is derived. Assuming an L-band frequency
(1.25GHz) and monostatic configuration, i.e., θi = θs e φi = φs, the response was generated for a
structure characterized by the following parameters: εr1 = 2.33, tan δ1 = 1.2 × 10−1, d1 = 0.5m,
εrg = 5.0 and tan δg = 2.0×10−1. The co-polarized response is presented in Fig. 4 for three different
azimuth angles (φi = 0◦, 60◦ and 120◦). The representative surface of the polarimetric response,
as well as its respective contour graphic, are depicted. The coordinates of the peak value of the
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co-polarized response are marked in the contour graphic by the crossing point of the two dashed
lines.

From Fig. 4 it can be noted that the polarimetric response must be carefully used as an attribute
for target discrimination, since for the same target an azimuth angle variation can lead to different
responses. This kind of variation was not observed when the orientation angle is varied. It is
worth mentioning that the developed methodology permits the quick and precise evaluation of
the target’s scattering behavior by varying, for instance, the operating frequency as well as the
structure’s characteristic parameters.

(a) (b) (c)

Figure 4: Co-polarized case of the polarimetric response of an electric dipole on top of the confined layer:
(a) φi = 0◦, (b) φi = 60◦, (c) φi = 120◦.

5. CONCLUSIONS

The spectral Green’s functions of multilayer planar structures were obtained by an elegant and
straightforward procedure: it consists of calculating a full-wave equivalent circuit, which is based
on auxiliary potential functions and the transmission (ABCD) matrix. A particular structure
configuration having a single electric dipole printed at the interface between free space and the
single confined layer is used to demonstrate the great versatility and potentiality of the proposed
methodology in the remote sensing framework. Using this insight the target’s scattering analysis can
be promptly evaluated for several distinct structures. The electric dipole’s polarimetric response
is also computed and analyzed, showing that its use as a discriminating measure must be done
carefully.
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Abstract— The use of Ultra Wideband (UWB) radar to detect early-stage breast cancer has
been extensively investigated. The basis for this imaging modality is the significant dielectric
contrast between normal and cancerous breast tissue at microwave frequencies.

However, based on the recently-established dielectric similarities between malignant, benign and
fibroglandular tissue within the breast, differentiating between these types of tissues in microwave
images may be problematic. Therefore, it is important to investigate alternative methods to
analyse and classify dielectric scatterers within the breast. One such approach is to classify
scatterers based on their radar target signature, which carries information about scatterer size
and shape.

Benign tumors tend to have smooth surfaces and are compact and oval in shape. Conversely,
malignant tumors tend to have rough and complex surfaces with spicules or microlobules. These
properties can significantly influence the radar target signature, potentially allowing for dielectric
scatterer classification.

This paper presents a method to model the growth pattern of benign and malignant tumors,
based on the use of Gaussian Random Spheres (ranging between smooth, macrolobulated, mi-
crolobulated and spiculated shapes), while classification algorithms that attempt to define the
nature of tumors based on radar target signatures are also examined.

1. INTRODUCTION

Microwave imaging has been comprehensively investigated as a means to detect possible tumors
within the breast, and is based on the dielectric contrast between different types of tissues.

When the breast is illuminated by a UWB pulse, significant reflections are generated by dielectric
scatterers, such as tumors. These reflections can be processed to produce a UWB image of the
breast, where high energy regions suggest the possible presence of tumor tissue. Historical studies
such as those taken by Joines et al. [1] and Surowiec et al. [2] found significant dielectric contrast
between normal tissue and tumors found in the breast.

Recent findings by Lazebnik et al. [3, 4] have supported earlier research that there is a high
dielectric contrast between normal adipose tissue and tumors within the breast, suggesting that
UWB radar may be sufficient to isolate tumors, particularly in breasts that are primarily composed
of adipose tissue. However, it was also found that the dielectric contrast between normal fibrog-
landular and tumor tissues, as well as between benign and malignant tumor, may not be sufficient
to identify tumors in more dense breasts where the fibroglandular content is much more significant
or to differentiate between benign and malignant tumors.

This has highlighted the need to further analyse data to help characterise the type of tissues
within the breast. In previous work, Davis et al. [5] investigated the radar target signature of
objects in order to characterise tumors. In her paper, Davis created tumor models based on
Gaussian Random Spheres (firstly introduced by Muinonen [6]) which can represent the different
stages of growth of a tumor through varying shapes and sizes.

This paper investigates the development of a classifier which distinguishes between malignant
and benign tumors, using a coarse size classifier. Compared to [5], our size classifier attempts
to divide the models into two size groups, instead of the four size groups included in the testing
group. Also in our study, a fourth tumor model is introduced: the microlobulated Gaussian Random
Spheres which represents a malignant tumor. Similarly, our shape classifier attempts to classify
the tumors into benign or malignant tumors instead of fully classifying the four different shapes
included in the testing group.

The remainder of the paper is organized as follows: Section 2 introduces the experimental set,
Section 3 presents the results, and in Section 4 the conclusions are drawn.
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(a) (b) (c) (d)

Figure 1: Samples of different Gaussian Random Spheres. From left to right (a) smooth, (b) macrolobulated,
(c) microlobulated and (d) spiculated (5 spicules) models, with an average radius size of 5 mm.

2. EXPERIMENT

2.1. Models
A 3D Finite-Difference Time-Domain (FDTD) model of the breast was developed which incorpo-
rates the different dielectric properties of the breast tissues. A resolution of half millimeter cubic
grid is used for the FDTD model. In order to analyse the target signature of the tumors, the
backscattered data was generated by means of a Total-Field/Scattered-Field (TF/SF) simulation.
A plane wave impinged on the target from four different equidistant angles and the resulting cross-
polarized backscatter was recorded and analysed from each point where the plane wave originated
from. The tumors were modeled with the dielectric properties of malignant tumor tissue whereas
the surrounding tissue was modeled with homogeneous adipose tissue, using the same Debye pa-
rameters as in [5].

The models for tumors are based on the Gaussian Random Spheres approach [5, 6]. Four different
shapes and four different sizes are used. Malignant tumors include spiculated and microlobulated
Gaussian Random Spheres, whereas benign tumors include macrolobulated and smooth Gaussian
Random Spheres. Microlobulated, macrolobulated and smooth Gaussian Random Spheres can be
obtained by varying the correlation angle from low to high. Spiculated Gaussian Random Spheres
are obtained by adding 3, 5 or 10 spicules to smooth Gaussian Random Spheres. The average size
of the radius of all types of spheres took values of 2.5, 5, 7.5 or 10mm. Between all sizes and
shapes, the testing group for the present experiment consists of 240 different tumor models.
2.2. Signal Analysis and Classification
The algorithm for classification of the different tumor models involves four steps, and is based on
the work in [5]. The sequence is as follows:

- The backscattered recorded signals are downsampled by a factor of 16;
- Principal Component Analysis (PCA) is carried out on each recorded backscattered signal;
- Dimensionality reduction is carried out;
- Classification is carried out using both linear [5, 7, 8] and quadratic discriminant approaches [7, 8].

3. RESULTS

The results section is divided in two parts. Firstly, the results of separate size and shape classifiers,
and in particular, the determination of a suitable value of dimensionality used for classification, are
presented. The second part shows results for a combined size-then-shape cascade classifier.
3.1. Performance of Size and Shape Classification
The objective of this experiment is twofold: Firstly, to determine the performance of size and
shape classifiers as a function of the dimensionality, and therefore, to determine a suitable value for
dimensionality that can be used in practice (providing a good compromise between accuracy and
computational load); and secondly, to analyse the performance of each classifier and to compare
linear and quadratic classification approaches.

Two classifiers were created: the first classifies the tumor models according to their size and the
second according to their shape. The size classifier assigns each tumor model either to a radius size
below or equal to 5mm (2.5 and 5mm) or to a radius size above 5 mm (7.5 and 10mm). The shape
classifier assigns each tumor either to a malignant shape (spiculated and microlobulated) or to a
benign shape (macrolobulated and smooth). For these experiments, the accuracy of each classifier
is expressed in terms of classification accuracy (i.e., the proportion of models correctly classified).
For training the size and the shape classifiers, a database of 960 models was used. The size of the
test sets were 240 for both size and shape classifiers.
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For both size and shape classifier, a graph was obtained showing the accuracy of the linear and
quadratic classifications against the number of PCA components, from 2 to 100. The results are
shown in Figure 2.

Looking at both graphs in Figure 2, a dimensionality in the range of 25–30 appears to be a
reasonable compromise between computational complexity and performance; for both cases, the
classification performance starts to saturate at this level. A dimensionality of 30 was used in [5].

Using 30 principal components as the value for the dimensionality for the classification algorithm,
the size and shape classifiers were analysed. Table 1 presents the accuracy of both classifiers using
a linear and a quadratic classifier.

From Table 1, it is clear that for a dimensionality of 30, the size classifier outputs higher results
than the shape classifier. Classification on the basis of shape alone gives poorer performance. How-
ever, as the final aim of the classification of tumors is to be able to distinguish between malignant
and benign tumors (and not just obtain information on the size of tumors), it is reasonable to
assume that a cascade of a size classifier followed by a shape classifier will provide more accurate
classification. The size classifier provides higher accuracy in producing groups, to which a shape
classifier can be applied. This approach was also used in [5].

3.2. Results for Combined Size/Shape Classifiers
Here, each of the two size groups, to which models were assigned using the size classifier, are
individually classified using separate classifiers for shape, in which tumor models are classified into
two shape categories: malignant and benign. The accuracy of these two individual shape classifiers

(a) (b)

Figure 2: Graph with accuracy of linear (solid line) and quadractic (dashed line) classifiers versus the number
of principal components used. Figure 2(a) shows the results for the size classifier and 2(b) for the shape
classifier.

Table 1: Accuracy for size and shape classifiers using both linear and quadratic classifications with 30
principal components.

Size classifier Shape classifier

Groups to which models are assigned
- Radius size less than or equal to 5mm

- Radius size greater than 5mm

- Malignant shape

- Benign shape

Accuracy using the linear classification 90.52% 81.87%

Accuracy using the quadratic classification 91.04% 89.79%

Table 2: Accuracy for the shape classifier (when applied to pre-classified size groups) and the size-then-shape
cascade classifier using both linear and quadratic classifications with 30 principal components.

Shape classifier Size-then-shape cascade classifier

Groups to which models are assigned
- Malignant shape

- Benign shape

- Malignant shape

- Benign shape

Accuracy using the linear classification 86.35% 78.17%

Accuracy using the quadratic classification 87.81% 79.95%
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is expressed in terms of the proportion of tumors correctly identified, each using a training set
which only includes tumors belonging to a pre-classified size group. The results are averaged for
these two shape classifiers and are presented in the first column of Table 2. The overall accuracy for
the size-then-shape cascade classifier is calculated by multiplying the partial accuracies for the size
classifier and the shape classifier. The overall classification results for the size-then-shape classifier
are presented in the second column of Table 2.

For this two-stage approach, the quadratic approach provides better performance. In particular,
for the shape classifier (first column in Table 2), the quadratic approach provides an absolute
performance improvement of almost 1.5% compared to the linear classifier (relative improvement
of 1.7%). For the size-then-shape classifier (second column in Table 2), the quadratic approach
gives an absolute performance level 1.8% better than the linear classifier (relative improvement of
2.3%).

4. CONCLUSION

This paper has described experiments conducted on the analysis of UWB radar backscatter signals,
with the aim of classifying tumors as either malignant or benign. A set of 240 tumor models of
different sizes and shapes is classified through a 4-step classification algorithm. PCA was used for
feature extraction, while both linear and quadratic approaches were used for classification. The
number of principal components for use in the classification was chosen as 30, offering a good
compromise between classification accuracy and computational time.

Without any prior knowledge of any of the groups of all tumor models, the size classifier offers
higher accuracy (90.52 and 91.04% for linear and quadratic classifiers, respectively) than the shape
classifier (81.87 and 89.79% for linear and quadratic classifiers, respectively).

Using the prior results for the size classifier, the shape classifier is applied and classification
accuracies of 86.35 and 87.81% were achieved (for linear and quadratic classifications, respectively).
For completion of this study the overall accuracies for the size-then-shape cascade classifier are
calculated and the accuracy for detecting whether a tumor was benign or malignant is 78.17% for
the linear classifier and 79.95% for the quadratic classifier.
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Abstract— Malware replicating via USB storage devices including worms, virus, Trojan horses
and other malicious codes together with USB based hack tools such as Pod Slurp and USB
Switchblade have accounted for many serious security issues for the last few years. The majority
of these malicious codes exploit Windows Autoplay features to automatically launch attacks on
host computers transparently to the users. In this paper, we will analyze the vulnerabilities in the
default settings of the latest Windows operating systems which allow malware from attached USB
storage devices to launch attacks on the computers. We will also propose solutions and patches
for the vulnerabilities in form of ready-to-deploy scripts which can be run by any computer users.
The solutions will focus on the latest Windows operating systems including Windows XP SP2,
Windows Vista, Windows 7, and Windows 2008.

1. INTRODUCTION

Universal Serial Bus (USB) storage devices have been one of the most common means of malware
and hack tools attacks on computers for the last few years. This has been possible due to some
factors involving the lack of security mechanisms for Windows Autoplay features, and the commu-
nication channel between computer and USB drives, and the popularity of USB storage devices
such as compact flash cards, flash drives, external HDDs, digital cameras, iPods, and USB phones.
Malware that exploits Windows Autoplay features to replicate via USB drives and automatically
activate itself is commonly known as Autorun malware. This threat vector represented the largest
single category of malware for the first two quarters of 2008 which, accounted for 17.7% of the
total infection detected by Microsoft [1], and from June 13 to July 13, 2009, over 27 million in-
fections by this type of malware were detected by McAfee [2]. Moreover, there are also various
USB based hack tools, especially on U3 drives, such as USB Switchblade, Pod Slurp, and USB
Pocket Knife which exploit the Autoplay features to automatically launch attacks on host comput-
ers transparently. Microsoft and security firms such as McAfee, Symantec, ESET, Trend Micro Inc,
and BitDefender have invested a lot of effort in re-engineering their products to reduce the impacts
of Autorun malware. Recently, Microsoft had to make a decision to disable the Autoplay feature
for USB drives on Windows 7, their latest operating system, in an effort to reduce the impact of
Autorun malware [1]. However, such a solution only helps prevent malware from activating via
Autoplay features on USB drive insertion. There have been some work on the risks of USB devices
to information security in corporate environments with proposed solutions involving data access
control, USB port access control, and security policies [3–5]. However, the most common type of
risks from USB drives which was not mentioned in the previous papers is malware on USB which
are supposed to be accounted for the majority of all USB based software attacks. This threat vector
has not received enough attention and further work on this type of attacks is necessary. Moreover,
there are important factors which were not considered in the solutions proposed in the previous
papers which are personal computers and their users. Solutions proposed in previous papers are
only applicable for corporate environments which require license costs, technical configurations and
maintenance cost, and corporate policies [6]. In this paper, we will propose a solution package in
form of ready-to-deploy scripts which helps optimize Windows security features to mitigate attacks
by malware and hack tools on USB storage devices. Here, we target for a solution which does
not require license costs or complex technical configuration and suits both personal and corporate
computer environment.

2. MALWARE AND HACK TOOLS ON USB STORAGE DEVICES

The term malware in this paper refers to computer worms, viruses, Trojan horses, root kits, spyware,
and adware. Malware uses two main techniques to spread via USB storage devices, executable file
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infections and by exploiting Autorun.inf file and Windows Autoplay feature [6]. Malware presenting
on USB drives are capable of self-replicating themselves via many means of media under the forms
of executable files and scripts. Such executable files typically involve .exe, .dll, .prg, .ocx, .ovl, and
.sys, and scripting files with .bat, .js, .pl, .vbs, and .wsh extension.

USB based hack tool refers to non-self-replicable malicious tools deployed on USB drives, es-
pecially U3 drives, and can be triggered from USB drives [6]. Many of these tools involve the
use of scripting files and are specially designed to exploit Windows Autoplay features to trigger
themselves on USB drive insertion [3–5]. USB based hack tools generally provides attackers with
ultimate payloads varying from data theft, information exploits, accounts and password exploits,
data recovery, to privilege escalation [6]. Although the number of incidents caused by USB based
hack tools is limited because these tools cannot self-replicate and are not fully automated, they do
cause fear in corporate environments where information security is critical.

3. WINDOWS VULNERABILITIES EXPLOITED BY MALWARE AND HACK TOOLS
ON USB DEVICES

3.1. No Security Mechanism for Windows Autoplay Features
Windows Autoplay features automatically launch the content on removable media at the very
moment when the media are inserted. The Autoplay process is activated with parameters specified
in Autorun.inf located in the root folder of a USB drive which specifies the path to executable
files to be run. Attackers exploit this benign feature to auto launch malware without any user
interaction when a USB device is inserted. The computer detects newly inserted USB drive, reads
the Autorun.inf file and loads the malware. Unfortunately, Windows does not provide any security
mechanism, which prevents activation of malware specified in Autorun.inf files.

3.2. U3 USB Drives Remain a Major Threat Vector
U3 is an open standard developed to provide users with application mobility through an application
platform available in U3 drives whereby U3 applications can be installed on and run from U3 drives
independently from host computers. In a U3 drive, a small partition located at the beginning of
the drive is marked as a CDFS (CD file system) partition so that Windows recognizes it as a CD
rather than a USB drives. U3 applications are self-contained applications run from the CDFS
partition. While the Autoplay features for USB drives are disabled on Windows 7, they are still
enabled for the CDFS partition. U3 technology is supported on all Windows x86 and x64 platform
from Windows 2000 SP. Attackers can customize their own ISO images with necessary hack tools
and malware to install in the CDFS partitions to exploit the Autoplay feature available for CDFS
partitions or directly run the hack tools from the U3 Launchpad [6]. The CDFS partition contains
irremovable Autorun.inf file and malware which cannot be removed by Antivirus software even
when they are detected.

3.3. Driver Signing Is Not Enforced on 32 Bit Platform
Digital signatures allow users to know whether a legitimate publisher has provided the software
package. The x64 families of Windows Vista and Windows Server 2008 require Kernel Mode Code
Signing (KMCS) in order to load kernel-mode software. Kernel Mode Code Signing (KMCS) policy
requires kernel-mode code to be signed with a valid Authenticode certificate rooted by a famous code
signing authorities, such as VeriSign. However, The 32 bit family does not provide any protection
to private read/write system memory used by components running in kernel mode and, therefore,
once in kernel mode the software has complete access to all operating system data [7]. This was
the reason why attackers could craft their own driver for their USB drives to cause buffer overflow
attacks on Windows 32 bit operating systems [8].

3.4. Vulnerabilities in User Account Control (UAC)
Windows operating systems including Vista and the later are still vulnerable to unsigned code
execution. Although UAC does warn users when there is an unsigned application activated and
try to make changes to system settings or system files, these warning messages are not always
effective as users can simply allow the execution of the unsigned code. This is due to the lack
of standardization in the software industry where a lot of software is released without digital
certificates which make it difficult to make the decision of allowing only signed code execution on
Windows computers. Figure 1 illustrates an alert by UAC created when an unidentified (unsigned)
application which is trying to make changes the computer. In this situation, if the user chooses
“Allow”, the unsigned code gets the full permissions to make changes to the operating system files
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and settings. Unfortunately, in many cases, users feel UAC alerts annoying and immediately allow
the unsigned application to execute.

Moreover, information gathering tools which collect user’s information left in temporary files
and Windows registry are generally not blocked because UAC only alert users when there is a
process trying to make changes to the computers. Therefore, in many situations, malware and
hack tools on USB drives can still successfully execute their payload under the monitor of UAC.
Figure 2 shows the UAC setting options under Windows 7 where it shows that only application
which try to modify or make changes to the current settings and system files will generate an alert.
This explains why some spyware and information gathering tools can still successfully exploit user’s
private information such as online accounts, credit card information from windows temporary files
under the UAC monitor.

3.5. In Effective Malware Detection Based on Behavior Patterns by Microsoft Antimalware

The recent test by AV-Test.org, independent anti-virus testing lab, showed that Microsoft Security
Essentials (MSE) achieved 98.44 per cent detection rate using signature based detection but it does
not have any effective dynamic detection features which can analyze malware based on malicious
behaviors. Detection and cleaning of infected computers worked but in many cases MSE does
not correct the problem left behind after malware attacks [9]. Therefore, MSE is not effective
to malware whose signatures are yet not there in malware definition database and chances for
stopping malware on activation is lower than a thorough scan over all the files before the malware
gets triggered.

In Figure 3, the drivers for USB devices provided by hardware vendors are located in User Mode
layer where access to system resources is limited to user right and privileges only. This model is
generally applied to Windows Vista and the later. However, in previous Windows version such
as Windows XP and 2003, USB driver was located in Kernel Mode layer where it has unlimited
access to system resources. Thus, attackers who successfully commit USB drivers can have system
rights and privileges. Moreover, attackers were able to craft drivers for USB drives and successfully
injected the drivers into Windows possibly due to the lack of driver signing enforcement in Windows
XP and other 32 bit editions. The enforcement of signed drivers will prevent unsigned drivers from
being injected to Windows kernel and thus help mitigate this threat vector effectively.

Figure 1: UAC alert on unsigned code execution. Figure 2: User account control settings.

4. SOLUTIONS

4.1. Block “Untrusted” Executable Files on USB Drive from Being Executed

A trusted executable files must be a valid executable file signed with a non-expired digital signature
by a trusted publisher or a reputable certificate authority such as VeriSign. Viruses and worms
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Figure 3: Windows USB driver architecture [6].

are often deployed with social engineering technique to trick users into triggering them. There-
fore, allowing only trusted executable files on USB drive to be executed will help blocking any
potentially dangerous code from executing even by users. This can be done via either software
restriction policies or AppLocker feature. While software restriction policies feature is first intro-
duced in Windows XP and 2003, AppLocker is a new advanced feature first introduced in Windows
7 Ultimate/Enterprise, and Windows 2008 R2.

The implementation of software restriction policies for executable files on USB drives are handled
by certificates rules specifying a code-signing, software publisher certificate and path rules specifying
a fully qualified path to the USB drives using wildcards to address all executable and script files.
AppLocker is the more flexible option where we can specify only files belonging to trusted publishers
can be executed from USB drives on specific user or users groups. Our ready-to-deploy script
package allows users to choose to implement either software restriction policies or AppLocker based
on their needs and their own operating systems.

4.2. Enforcement of Driver Signing
Under Windows XP, the driver signing option must be set to “block — never install unsigned driver
software” under system property console. This will prevents crafted USB drivers to be installed
on computers. While under the later 64 bit versions of Vista, Windows 2008, and Windows 7,
driver signing enforcement is enabled by default, their 32 bit versions still allows users to force
unsigned driver installation [7]. Therefore, manually enforcement of driver signing option must
be done through Local policy/security options with Devices: Unsigned driver installation behavior
option set to “do not allow installation”. We also provides a script which automatically checks on
the integrity check option for driver to make sure the driver signing option is enabled.

4.3. Prevent Autorun File from Being Created on Drive Root Folders
The most common feature of Autorun viruses and worms is Autorun.inf file creation on any drives
to which they replicate as this is a part of the strategy on which they replicate and launch attacks
on the next computer [10]. If the malware cannot create Autorun.inf on the next drives, it cannot
automatically trigger itself and the chances for replication are much lower. The script that we pro-
vides here will automatically create Read-only Autorun.inf folder on USB drives and any connected
drives on the host computer and thus preventing Autorun malware from overwrite Autorun.inf file
to complete an attack cycle.

4.4. Enforcement of UAC and updated Microsoft Antimalware
The most common infection methods by malware involve through bundling (packaged with legiti-
mate software) and social engineering (tricking users into activate the malware). UAC, Windows
Defender and MSE offer significant protection against both bundling and social engineering. UAC
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will always alert users on any process which try to make changes to system files and settings which
helps users aware of what is going on and take necessary actions. Windows Defender and MSE
provide real-time protection and scans executable files before they are activated. However, the de-
tection mechanism of MSE relies solely on malware signatures [8] and therefore, enforcing malware
definition update will provide the best protection results. Our script package is provides self check
for UAC and automatically update the malware definition database for Windows Defender as well
as MSE on daily basis.

5. RESULTS

Table 1 summarizes the changes made to Windows operating system after implementing the solu-
tions. This generally shows how the security features in Windows operating systems are utilized to
protect computers from malware on external USB drives.

Table 1: Changes applied to Windows after implementing the solution.

Setting & Features Default Settings Changes in Settings
Execution files running

from USB drive
Yes

Trusted signed
applications only

Autoplay feature
on USB devices

Yes: Before Windows 7;
No: Windows 7

Yes

Unsigned USB
driver installation

Yes: 32 bit;
No: 64 bit

No: Signed driver only

Executable files
copied to

System locations
Yes No

Group Policy:
Software Restriction Policy

Not implemented
Yes, block untrusted codes

on USB drives

User Account Control Yes by default, can be turned off
Yes, checked and turned on

at system booting

AppLocker Not implemented
Yes, block untrusted codes

on USB drives

Windows Defender
Available on

Windows Vista, 7, 2008
Installed on all versions

from Windows XP
Microsoft Security

Essentials
Not implemented

Installed on all versions
from Windows XP

Windows Update Not enforced
Enforced, malware
definition update

Windows security
features utilized

UAC, Windows Defender
(Vista & Win 7 only),

Windows Firewall

AppLocker, MSE,
Windows Defender,

UAC, Windows Firewall,
Windows Update, GPO

6. DISCUSSION

The solution package helps to optimize and maximize the effectiveness of all currently available
security features on Windows operating systems to mitigate the threats from malware and hack tools
on USB drives. The solution does not require complex configuration or additional software license
costs and the most complex processes are automated via script packages which make the solution
suitable for all computer users in both office and home environment. Moreover, the enforcement
of signed applications and trust is just another step towards a secure computing environment
which is currently the common trend in the computing industry. However, this solution does not
directly address and remove un-activated or “sleeping” malware and hack tools inside USB storage
devices. Therefore, we suggest a more comprehensive solution which involves a new Windows
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security service architecture with new Windows security services and features which coordinate the
available Windows security services and features to provide a scheme based real time scanning on
USB drives for malware and hack tools right at the time of USB drive insertion in our next paper.
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Abstract— Recently, we presented a study of pulse beam scattering from a rigid body on the
estimation by used with laser high-range resolution profile (LHRRP) simulations. However, there
has been an increased interest in study of the LHRRP of a moving object. The LHRRP of rigid
bodies are tightly connected with their posture and sensitive to the angle of their rotation. This
paper presents a line of sight (LOS) method for analyzed the influence of a rotation angle of the
targets, and compare the difference between their LOS projection and LHRRP simulations.

1. INTRODUCTION

There has been an increased interest which needs to understand the laser scattering from the
complex targets and utilize these theories to simulate in the laser radar imaging. The laser high-
range resolution profile (LHRRP) as one of laser radar imaging technologies will play more and more
important roles in target recognition and battle sense. As compared to HRRP radar image, LHRRP
is easy to offer enough and precise data on attitude characteristic determination of target such as
ground-base, spacecraft and airplane [1–3]. Actually, the tomographic method of filtered back-
projection was the earliest technologies to obtain high-resolution two-dimensional images, which
represented an extension of radar imaging used at microwave wavelengths into the optical regime [4].
Due to range resolution is the ability to distinguish between two or more closely spaced objects,
Reference [5] developed to increase the range resolving ability of a long pulse laser radar system. On
the basis of an analysis of the autocovariance of the complex heterodyne signal, Reference [6] derived
and investigated some novel algorithms to estimate the velocity of the targets. As a result, Laser
high range revolution imaging radar is a novel technologyhas particularly attracted the attention
of a great many institutes [7–9].

We have recently presented a study of an innovative technique of rigid body estimation by using
of laser high-range resolution profile (LHRRP) simulations, and the theoretical simulated models
are based on the of pulse beam scattering from random rough surfaces [10]. Because the LHRRP
is very sensitivity to the change of the target’s posture, according to the technologies, it is offered
simulated methods to further study the influence on the LHRRP in different postures in order to
conveniently discriminate them.

So this paper will be combined the LOS and LHRRP simulations to discuss the difference be-
tween the laser imaging and the actual geometrical dimension of the detected target.The body of
this paper proceeds as follows. In Section 2, the briefly theoretical principle for the determination
of the laser radar of a pulse beam by an arbitrary scatterer is given. Section 3 LHRRP is ana-
lyzed by projection of LOS an arbitrary rotated body. Section 4 provides comparison between the
geometrical projection of LOS and the LHRRP characteristics by the numerical simulation and
estimation of LHRRP properties of a typical target. The work is summarized in Section 5.

2. THE BRIEF THEORATICAL MODEL OF LASER SCATTERING FROM AN
ARBITRARY ROTATION BODY

The laser radar equation of pulse beam scattering from arbitrary scattered body can be ex-
pressed [14–16]

P (t) =
∫

dS′
PiTA1ηt

πφ2ρ2
0

πw2
0 exp

[
−2g0(~r′)

φ2ρ2
0

]
σ(~r′)

TA2

4πρ2
0

πD2ηr

4
(1)

where dS′ is cell rough surface in the scattering target, Pi is the incidence power, TA1, TA2 is
the rate of the average atmospheric transmission from the laser illumination and the receiver to
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scattered body, respectively. ηt, ηr is the Equivalent optical efficiency the emission and receiver
system, φ = 2/k0w0 is the width of pulse, g0(~r′) is the zero order approximation of stationary phase
point, σ(~r′) is the differential cross section, D is the aperture of detector, ρ0 is the detected distance
and w0 is beam waist radius.

3. LASER HIGH RANGE RESOLUTION PROFILE ANALYZED BY PROJECTION OF
LOS AN ARBITRARY ROTATION BODY

LHRRP can recognize some important characteristics from the detected targets. When the targets
translate alone a line, the characteristics of LHRRP don’t change with their movements, which
are as same as that of the static targets [16]. However, these imaging technologies have stronger
response of their rotated posture. The high range resolution profiles (HRRP) is the amplitude of
the coherent summations of the complex time returns from scattering points in each range cell,
which represents the projection of the complex returned echoes from the target scattering centers
onto the radar line-of-sight (LOS). Now, the analysis of LOS will be utilized to discuss the LHRRP
in this section.
3.1. The Analyzed Methods of LOS in LHRRP
A coordinate frame of target is built and shown in Fig. 1. Coordinate system OXY Z is the reference
coordinate and the one of O′X ′Y ′Z ′ is a coordinate frame of target, where the original point O′
is the complex body center of gravity. Let us suppose that the coordinate of O′ is (x0, y0, z0) in
reference coordinate OXY Z, and in the same time the surface of complex body’s configuration will
be expressed a function f(x, y, z) = 0. It is supposed that the area S′ is illuminated by laser pulse,
∆s′ is the illuminated cell whose positional vector and direction cosine of the unit vector normal
correspond to ⇀

r
′
, ⇀

e
′
r = (cos α′r, cosβ′r, cos γ′r) in the coordinate frame of target, and ς is the angle

between the LOS direction and the positional vector ⇀
r
′
. So it is can compute the geometric range

profile of illuminated unit ∆s′ in the LOS direction

Range profile =
∣∣∣⇀
r
′∣∣∣ cos ς =

∣∣∣⇀
r
′∣∣∣ ⇀

esr ·⇀
e
′
r =

∣∣∣⇀
r
′∣∣∣ (cosαsr ·cosα′r +cos βsr ·cosβ′r +cos γsr ·cos γ′r) (2)

Based on the Equation (1), the power signal of laser scattering from ∆s′ can be obtained

∆P (t) =
PiTA1ηt

πφ2ρ2
0

πw2
0 exp

[
−2g0(~r′)

φ2ρ2
0

]
TA2

4πρ2
0

πD2ηr

4
σ(~r′)∆s′ (3)

where σ(~r′) is the laser radar cross section (LRCS) including the coherent and incoherent scattering
part.

In some applications, the detected target will be acted by external force to move its locus
alone. We find that translational slip can not make the LHRRP characteristic of the target sig-
nificant changes, and the rotation has the important influence on their LHRRP. If the target is
rotated around their center of gravity, the coordinate frame of target O′X ′Y ′Z ′ will be changed in
O′X ′′Y ′′Z ′′, ζ, ξ, δ are the angle between all of axis in Fig. 2. The positional vector of illuminated
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area cell also changes correspondingly ⇀
r
′ → ⇀

r
′′
. Geometric range profile of illuminated unit ∆s′ in

the LOS direction can be obtained by

Range profile =
∣∣∣⇀
r
′′∣∣∣ cos ς =

∣∣∣⇀
r
′′∣∣∣ ⇀

esr · ⇀
e
′′
r

=
∣∣∣⇀
r
′′∣∣∣ [cosαsr · cos(α′r + ζ) + cosβsr · cos(β′r + ξ) + cos γsr · cos(γ′r + δ)] (4)

The power signal of laser scattering from target can be computed by Equation (1) and the algorithms
are as following in the next section.

4. NUMERICAL ESTIMATIONS OF LHRRP ON TYPICAL TARGET

In order to certify our algorithms and estimated the numerical simulations, we emphasis on the
discussion of the influence on the LHRRP of a rotated cone in this section. If we suppose that the
cone is rotated with the coordinate axis Y ′, the axis X ′ and Z ′ will be turned into X ′′ and Z ′′.
The analyzed methods of LOS in LHRRP simulation of a rotated cone are shown in Fig. 3. δ is
the angle between the axis Z ′ and Z ′′. As the rotation of a cone, the projection on the geometric
range profile in the direction of LOS also changes correspondingly AB → A′B′ from Fig. 3.

Table 1: Compare the data between the LHRRP image of a cone in different rotated angles and the analyzed
methods of LOS on the cone.

Rot. angle δ = 0◦ δ = 15◦ δ = 30◦ δ = 45◦

LHRRP 0.936 m 0.9152 m 0.871m 0.843 m
LOS projection 1.0 m 0.9447m 0.8202 m 0.6967 m
Relative error 6.4% 3.1% 6.19% 20.4%
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Figure 3: The LHRRP simulation of rotated cone and its analysis of LOS.
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LHRRP image of a cone in different rotated angles δ = 15◦, 30◦, 45◦ is shown in Fig. 4, with
the incidence wavelength λ = 1.06µm, width of laser pulse wP = 2 ns, the height root mean square
σ = 0.04µm, correlation length of rough surface l = 10.7µm the complex refractive index of the
rough surface materials n = 1.51 + 0.003i, the radii a = 100 mm, and the half-cone angle α = 5.7◦.

Comparison between the LHRRP image of a cone in different rotated angles and the analyzed
methods of LOS on the cone are shown in Table 1.

From the analyzed results in Table 1we find two main reasons have influence on identifying the
rotated cone, this is the physical characteristics of rough surface materials and the speed of rotation.
The projection of LOS is a geometrical relation which is indicated the actual distinctive shape of
the cone. If the rough surface is more smooth there are more different between the characteristics
of LHRRP and the shape of cone in big rotated angle δ, and in the same time the backscattering
are stronger. On the contra, if the rotated angle δ is more smaller, the characteristics of LHRRP
is more similar with its geometrical dimension.

5. CONCLUSION

The LHRRP characteristics of detected targets will be widely applied in aerospace, national defence,
and some other industry fields, due to the imaging technologies can discriminate geometrical and
physical characteristics of the targets. However, the LHRRP is sensitivity to the change of the
target’s posture. So, based on the pulse beam scattering characteristics of LHRRP identifying
simulation, it is discussed the influence on the LHRRP of the detected cone in different rotated
angle in this paper. Some difference is analyzed between the geometrical projection of LOS and the
LHRRP characteristics in detail. The results are shown a basic theories and methods to discuss the
LHRRP of the target during in rotated state. Of course, it is finished the recognized technologies
and systems of LHRRP, there are a great many works which must be presented, such as a great
deal of signal acquisitionon laser scattering from detected target, database building and matching
ect. Our research of LHRRP will be further developed to build a base in detected fields of laser
radar.
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Abstract— Application of means of geoinformation monitoring in many cases is connected to
acceptance of the statistical decision on presence on a surveyed part Terrestrial surface of this or
that phenomenon. One of features of a condition of gathering of the information for such decision
is the impossibility of reception the big statistical samples.
Therefore, development and research of optimum algorithms of distinction of the casual signals
characterized by samples of limited volume, in conditions of parametrical aprioristic uncertainty
are necessary.
In the present work, the generalized adaptive algorithm of training to acceptance of statistical
decisions for exponential classes of distributions is developed at aprioristic parametrical uncer-
tainty of conditions small samples. Numerical examples are shown. Efficiency of the developed
optimum procedure for small samples is shown.

1. INTRODUCTION

Development of systems of geoinformation monitoring demands the decision of some problems of
the organisation of data flows of measurements. Among these problems of one of important the
problem of acceptance of the statistical decision on presence on a surveyed part of a terrestrial
surface of this or that phenomenon is. One of features of conditions of gathering of the information
for such decision is the impossibility of reception statistical samples small volumes. Therefore
working out and research of optimum algorithms of acceptance of statistical decisions for sample
small volume are necessary at informational restrictions.

For a case when the number of supervision is great enough, the problem dares a method of
an estimation of parameters of likelihood distributions which is effective at unlimited growth of
volumes sample on which basis the estimation of parameters is made. At the limited volumes
sample, received by a method of an estimation of the parameters, the solving rule does not satisfy
to necessary conditions of an optimality: to a constancy of average probability of an error of first
kind and unbiasedness.

In the present work, the generalised adaptive algorithm of training to acceptance of statistical
decisions for exponential groups of distributions is developed at aprioristic parametrical uncertainty
of conditions samples small volume [1, 2].

2. PROBLEM DEFINITION

Very often there is a problem: to what of two classes to carry a measured random variable, and the
full likelihood description of these classes is not known that does not allow to use classical results
of the theory of statistical decisions for the decision of this problem. The decision can be received
only by means of training sampling.

Let ξ, η, ζ independent random variables, fξ(x/ω0), fη(y/ω1), fζ(z/ω) distribution of probabil-
ities, ω0, ω1, ω€Ω. For parameter ω two alternatives: H0: ω = ω0 and H1: ω = ω1. The problem
consists in construction of a solving rule on n0, n1, n to supervision of random variables

ξ : x∗ = (x1, x2, . . . , xno)
η : y∗ = (y1, y2, . . . , yn1)
ζ : z∗ = (z1, z2, . . . , zn)

to specify, what alternative H0 or H1 is accepted.
The solving rule can be set by means of function ϕ(x∗, y∗, z∗).
If ϕ = 0: H = H0, ϕ = 1: H = H1. Errors of first and second kind:

α (ϕ, ω0, x
∗, y∗) =

∫
ϕ (x∗, y∗, z∗) fω0(z∗)dz∗

β (ϕ, ω0, x
∗, y∗) =

∫
[1− ϕ (x∗, y∗, z∗)] fω1(z∗)dz∗
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Figure 1: Areas of acceptance of hypotheses for a
classical solving rule.

Figure 2: Probabilities of acceptance of correct so-
lution and error of first kind.

An optimality condition: 1. ά = α0, (a constancy of an error of first kind); 2. 1 − β > ά
(unbiasedness).

In the present work, it is developed a mathematical apparatus and the generalized adaptive pro-
cedure for the decision of a problem of training to distinction of random variables from exponential
group distributions with unknown parameters for sampling small volume is offered at information
restrictions.

It is shown that, procedures of training applied now to distinction in which the estimation of
parameters at first is resulted, and then a choice between hypotheses, do not meet the above-stated
requirements shown to optimum procedures.

For a case when the number of supervision is great enough, the problem dares a method of an
estimation of parameters of likelihood distributions which is effective at unlimited growth of volumes
sampling on which basis the parameter estimation is made. At the limited volumes sampling,
received by a method of an estimation of the parameters, the solving rule does not satisfy to
necessary conditions of an optimality: to a constancy of average probability of an error of the first
kind and unibasendness.

3. THE SOLVING RULE BASED ON ESTIMATION OF UNKNOWN PARAMETERS OF
DISTRIBUTIONS

The classic method of the decision of a considered problem is based on enough developed theory
of dot estimations of unknown parameters of likelihood distributions. In a considered problem
for unknown parameters ω0, ω1, starting with n0 sequence x∗ = (x1, x2, . . . , xno) and n1 sequence
y∗ = (y1, y2, . . . , yn1) random variables ξ and η estimations of parameters ω0, ω1, θ1, θ0 accordingly
turn out.

Further, the way of construction of a solving rule is based on fundamental lemma Neyman-
Pearson: the credibility relation is under construction:

L(z∗/θ1, θ0) = [f(z1, z2, . . . , zn/θ1)/f(z1, z2, . . . , zn/θ0)] > C(θ1, θ0)

Also, threshold C(θ1, θ0) gets out.

1. θ1 > θ0 {s < t(n0/n1), s < n0/G−1
n (1− α0)

2. θ1 < θ0 {s > t(n0/n1), s > n0/G−1
n (1− α0)

s = x/z, t = y/z, G−1
n = [1/(n− 1)!]

∫
exp(−z)zn−1dz, θ1 and θ0 — dot estimations for ω1 and ω0.

Areas of acceptance of hypothesis H1 it is resulted on Figure 1.
Apparently from Figure 2. The probability of an error of the first sort two from half of time

exceeds admissible volume α0.
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Figure 3: Areas of acceptance of hypotheses for the
optimal inference engine.

Figure 4: Probabilities of acceptance of correct so-
lution and error of first kind.

4. THE SOLVING RULE SATISFYING NESSARY CONDITIONS OF AN OPTIMALITY

Optimum solving rule in a class of solving rules shown on Figure 3.

1) maxα(s1, s2/λ) = α0, (0 < λ < ∞).
2) max min D(s1, s2/λ) ((s1, s2) 0 < λ < ∞).

D(s1, s2/λ) = 1− β(s1, s2/λ)
α(s1, s2/λ) = P0(s1) + [P0(∞)− P0(s1)]
D(s1, s2/λ) = P1(s1) + [P1(∞)− P1(s2)]

Pi(k) =
∫∫

fi(s, t)dsdt, where i = 0.1.

Applying a method of uncertain multipliers of Lagrange to optimum thresholds s1 and s2, we receive
system of the equations:

1) (s1/s2)n
0 = [(s1 + 1)/(s2 + 1)](n+n)

0 n0 − 1

2) 1−
∑

j=0

[(n0 + j)/n!]
[[

(n0 + n− 1)!(s1 + 1)(n−1)
0 − n

]
/(s1 + 1)(n+n−1)

0

]

−
[[

(n0 + n− 1)!(s2 + 1)(n−1)
0 − n

]
/(s2 + 1)(n+n−1)

0

]
− α0 = 0

The offered procedure satisfies following imperative conditions: 1) to a constancy of average prob-
ability of an error of the first kind α and 2) unbiasedness (1− β) < α).

5. APPLICATION

Analysis of statistical characteristics of “spottiness” for three types of areas of Atlantic and Pacific
oceans was conducted. These statistical characteristics were determined for the most informative
thresholds. At that time, statistical characteristics of “spottiness” for the same areas, selected
using criteria of minimal value of coefficient of correlation for joint sample of positive and negative
spots. Analysis of these characteristics showed, that the statistical characteristics of “spottiness”
coincide for areas with temperate sea roughness and storm zones. Minimum for the coefficient
of correlation ρmin is run down for a case of most informative thresholds. But for quiet area the
situation is different [2].

On Figure 5, the example of work of the automated system in a mode of monitoring of tempera-
ture of a surface of Northern Atlantic on data Space Satellite “Cosmos-1151” (8-April, 14, 1980) is
given. The system allows to receive maps of temperatures on enough rarefied grid of trajectory SS.
Points on a map designate areas of realization of ship measurements. The analysis of satellite and
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Figure 5: Map of temperature of Northern Atlantic.

contact measurements shows, that there is an appreciable regular understating satellite estimations
of temperature of ocean concerning ship which on the average makes 1.6K. The root-mean-square
deviation (rejection) of satellite estimations T from ship measuring on all given sample makes 3.3 K.
The dotted line on a map designates areas where the difference between ship and satellite mea-
surements exceeds 4K. It is typical, that high overcast is registered in all these points (on the data
weather forecasters). The root-mean-square deviation of satellite measurements of temperature
from ship, designed without taking into account the allocated points, makes 1.4K.

From the aforesaid follows, that statistical characteristics for “spottiness” of brightness temper-
atures in microwaves can be used for detection and classification of the phenomena on a surface of
the ocean, that was caused by a degree of sea roughness.

6. CONCLUSION

The analysis of empirical histograms for spottiness of “brightness temperatures in microwaves”
shows that, in most cases (l+, l−), characteristics will be coordinated with exponential distribution,
and amplitude characteristics will be coordinated with normal distribution. Therefore for detection
and classification of the phenomena on a surface of ocean it is necessary to apply optimal algorithms
for the COMPUTER training to taking statistical decisions for the aforesaid distributions.
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Abstract— Spectroellipsometry is a peak of polarization optics. The creation of multichannel
polarization optical instrumentation and use of spectroellipsometric technology are very impor-
tant for the real-time ecological control of aquatic environment. Spectroellipsometric devices
give us high precision of measurements. Spectroellipsometric multichannel measurements in
an aquatic environment provide an information basis for the application of modern algorithms
for the recognition and identification of pollutants. New original elements (coaxial polarization
switchers and achromatic compensators), developed in IRE RAS, allow to design cheap polariza-
tion systems (for example, spectroscopic ellipsometers, polarization spectrometers, polarimeters,
dichrometers, polarization microscopes and interferometers, sensitive photometers, differential
reflectometers) without expensive standard polarization elements.

1. INTRODUCTION

The creation of multichannel polarization optical instrumentation and use of spectroellipsomet-
ric technology are very important for the real-time ecological control of aquatic environment. It
should be mentioned that efficient solution of this multiparametric problem greatly depends on the
precision and simplicity of ellipsometric devices.

This report is aimed to describe.
A technology of combined use of spectroellipsometry and algorithms of identification and recogni-

tion that allowed the creation of a standard integral complex of instrumental, algorithmic, modular
and software tools for the collection and processing of data on the aquatic environment quality
with forecasting and decision-making functions.

A compact measuring-information multichannel spectroellipsometric system (device) for moni-
toring the quality of aquatic environment, that is based on the combined use of spectroellipsometry
and training, classification, and identification algorithms.

This spectroellipsometric system will differ from modern foreign analogues by the use of a new
and very promising method of ellipsometric measurements, an original element base of polarization
optics and a complex mathematical approach to estimating the quality of a water object subjected
to anthropogenic influence.

Unlike foreign analogues, the system has no rotating polarization elements. This allows one
to increase the signal-to-noise ratio and the long-term stability of measurements, to simplify and
reduce the price of multichannel spectroellipsometers.

The system will be trainable to the recognition of the pollutants of aquatic environment.

2. MEASURING COMPLEXES

A spectroellipsometer in laboratories of V. A. Kotelnikov’s IRE RAS is designed for in-situ real time
measurements of spectra of ellipsometric parameters Psi and Delta with consequent change-over to
spectra of transmitted and reflected signal from water media in frames of used physical model of
water environment [1].

A compact measuring-information multichannel spectroellipsometric system (Figure 1) (device)
is applied for monitoring the quality of natural and waste water, that is based on the combined use
of spectroellipsometry and training, classification, and identification algorithms.

Device composition:

Polarizer block;
Analyzer block;
Power supply unit;
Illuminator;
Fiber-optic cabel;
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Figure 1: High precision real-time multi-wavelengths spectroellipsometer with binary polarization modula-
tion.

Notebook with interface unit;
Wide-band filters.

Features of high precision real time multi-wavelengths spectroscopic ellipsometers
created for monitoring the quality of natural and waste waters:

New approach in ellipsometry, based on binary polarization modulation;
New low cost effective polarization elements;
No rotating polarization elements;
Excellent signal-to-noise ratio and the long-term stability of measurements makes possible to
simplifyand reduce the price of the multichannel spectroellipsometers;
One of the key element of the systems is a polarization switch which transforms unpolarized
light from a source into highly linearly polarized light with alternate (up to kHz or more) and
orthogonal polarizations;
Sets of silicon photodiodes with arbitrary access to them;
Flexibility, simple design, low cost, high precision, long term stability.

Specifications of some spectroellipsometers used:
a) Specification of portable 128-channel spectroellipsometer:

Spectral range 280–600 nm.
Minimal measurement time 0.5 sec.
Precision and stability 0.01 and 0.02 degree in Psi and Delta, respectively, polarization rotation
angle — 0.001 degree.
Sources: miniature pulsed xenon lamp PX-2 with high resource and laser diode.
Micro spot focus 300µm with PX-2 and 30µm with laser diode.
Acromatic compensator.
User-friendly software.
A weight of measuring device — about 4 kg.

b) Specification of compact 128-channel spectroellipsometer with halogen lamp.

Spectral ranges — 380–740 nm and 650–930 nm.
Minimal measurement time 0.6 sec.
Precision to 0.003 and 0.01 degree in Psi and Delta, respectively, polarization rotation angle
— 0.001 degree.
Sources: halogen lamp KGM 9–70.
Long-term stability 0.01 degree.
Use of acromatic compensator on the basis of Fresnel rhomb made of fused quartz enhances
precision of measurements.
A weight of measuring device — about 4 kg.
Polarization block 2 kg.
Analyzer block 2 kg.

For the first time the combined use of real-time spectroellipsometry measurements and data
processing methods has been realized in an Adaptive Identifier.
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3. STRUCTURE OF THE ADAPTIVE IDENTIFIER

The algorithmic support of the Adaptive Identifier is based on a complex application of recognition
and classification algorithms on the basis of 128 spectra images registered during a fixed period of
time.

A time interval of 1 second is usually established and provides about 30 value of brightness for
each of the 128 optical channels.

The spectra obtained are sources of set of statistical parameters and different characteristics
united into vector spaces for their comparison with the standard samples of famous pollutants
stored on the computer.

The technology of this comparison depends on the diversity of identification methods.
Learning procedure description.
The system is trainable to the recognition of the pollutants of aquatic environment.
Learning procedure includes: The Adaptive Identifier is designed to learn from the measurements

of spectral characteristics and thesimultaneous independent measurement of the content of chemical
elements in the aquatic environment.

As a result, a standard data bank is created in the knowledge base, comparison with which
provides the solution of the identification problem. The software of the Adaptive Identifier provides
different algorithms for the solution of this problem, and cluster analysis is among of them [2, 3].

There are some specific features of measurements of the quality of natural and waste water using
spectroellipsometric technology:

1. Measurements of natural and waste water quality may be performed using: a) Transmission
scheme when quality of sample is measured during inserting the fused quartz cuvettewith water
analyzed into spectroeelipsometer device. b). Reflection scheme when quality of water is measured
by inserting of spectroellipsometer sensor into water media examined.

2. Because of high accuracy of measurements with the spectroellipsometers it is not possible to
usewhole potential of method for remote measurements of natural and waste water quality (Even
small waves, ripples, foam can influence on quality of measurements).

The Adaptive Identifier can be used in different fields where the quality of water should be
estimated or the presence of a particular set of chemical elements should be revealed. The Adap-
tive Identifier solves these problems by real-time monitoring of the aquatic environment. In the
stationary version it allows the tracking of the dynamics of water quality in a stream, and when
placed on a ship, it allows the measurement of water parameters along the route.

The functionality of the Adaptive Identifier can be extended by increasing the volume of stan-
dards in the knowledge base. The use of a natural light source allows the examination of soils,
the indication of oil products on a water surface, the determination of the degree of the pollution
of atmospheric air andthe estimation of the conditions of other objects of the environment, whose
spectral images may change.

An adaptive spectroellipsometric technology may be applied to following areas:

Estimation of natural and wastewater quality;
Analysis of liquids in medicine, biochemistry, food industry.
Measurement of the mineralization level and chemical pollution of reservoir depending on the
pollution type.
Estimation of water salinity variations.
Ellipsometrically based biosensor and gas sensor systems.
Testing the organic pollution clots in water environment.

The Adaptive Identifier was tested under expeditionary conditions on board of the research
vessel “Dmitry Mendeleev” in the Japanese Sea and in central areas of the Pacific Ocean and
also during theinvestigation of aqueous systems of South Vietnam and Siberia (lake Baikal, An-
gara and Yeniseyriver) within the framework of the Russian-American and Russian-Vietnamese
ecologicalexpeditions.

A Russian-Vietnamese scientific and engineering laboratory has been created to create a stan-
dardsbase and to prepare the Adaptive Identifier for full-scale production.

The main objective of work is to create in future the compact information systems for monitoring
thequality of aquatic environment and to investigate their potential efficiency. These systems
are based on the combined application of methods of the spectroellipsometry, and algorithms of
training, classification, and identification [2, 3].
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4. CONCLUSION

The technology of combined use of spectroellipsometry and the algorithms of detection and clas-
sification will allow the creation of an original system of instrumental, algorithmic, modular and
software tools for the collection and processing of data on the aquatic environment with forecasting
and decision-making functions.

The theoretical part of the work will include the use of methods of polarization optics,
mathematical statistics, the theory of pattern recognition and mathematical modeling.

Creation of a new element base for polarization optics with simple and efficient switches of the
polarization state (SPS), that successfully substitutes for the conventional expensive polarizer —
Modulators of polarization state with rotating polarization elements.

Optimization of the spectrum of the ellipsometric method concerning the change of the ampli-
tudes and phases of mutually orthogonal components of electromagnetic radiation for measuring
the thickness of thin films on a water surface. Determination of sensitivity and precision limits of
adaptive spectroellipsometers in different operating regime.

Creation of methods for investigating the water surface, determination of statistical character-
istics of “spottiness” as informative signs for solving detection, classification, and identification
problems. Elaboration and optimization of algorithms for the detection, classification, and identifi-
cation of the characteristics of the aquatic environment for adaptive spectroellipsometers. Creation
of a bank of standards on the basis of the measurement of the pollution level of the aquatic envi-
ronment for training the adaptive spectroellipsometer.

The experimental part of the work described in report will include desription.
The laboratory and on-site measurements of absorption, scattering, and reflection of electromag-

netic waves from aquatic objects under local and structural adaptation of the model estimation of
the efficiency of the technique, algorithms and models for specific aquatic objects.
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A Uniform Asymptotic Solution for Diffraction by a Right-angled
Dielectric Wedge

G. Gennarelli and G. Riccio
D.I.I.I.E., University of Salerno, Via Ponte Don Melillo, 84084 Fisciano (Salerno), Italy

Abstract— The aim of this work is to propose an approximate asymptotic solution for the field
diffracted by a lossless right-angled dielectric wedge in the case of a plane wave having normal
incidence with respect to the edge. The diffraction problem is tackled by considering two observa-
tion regions: the inner region of the wedge and the surrounding free-space. For each of them, the
electric and magnetic surface currents involved in the radiation integrals are determined in the
Physical Optics approximation. Useful analytical manipulations and uniform asymptotic evalua-
tions allow one to obtain the diffracted field in terms of the Fresnel’s reflection and transmission
coefficients of the structure and the transition function of the Uniform Geometrical Theory of
Diffraction. The proposed solution for the diffracted field compensates the Geometrical Optics
field discontinuities and its accuracy is well-assessed by using Finite Difference Time Domain
results.

1. INTRODUCTION

Diffraction by a wedge is a well-covered research topic due to its relevance for practical applications,
but the results available in the scientific literature mainly concern impenetrable structures. This is
due to difficulties encountered by researchers in the case of penetrable materials, where a complex
coupling between the external and the internal region arises. The existing approaches can be
characterized by either trying to provide analytical or heuristic approximate solutions, or trying to
solve the problem in an exact sense using combined analytical-numerical techniques. With reference
to the diffraction by a dielectric wedge, significant but not conclusive contributions can be found
in [1–4].

A Uniform Asymptotic Physical Optics (UAPO) solution for predicting the field diffracted
by a lossless right-angled dielectric wedge when illuminated by a uniform plane wave at normal
incidence (see Fig. 1) is proposed in this paper. The considered problem is splitted into two sub-
problems concerning the regions external and internal to the wedge. With reference to the outer
problem, equivalent electric and magnetic PO surface currents lying on the external faces of the
wedge are assumed as sources in the standard radiation integral. Useful analytical manipulations
and uniform asymptotic evaluations of the resulting integrals give the field diffracted in the space
surrounding the wedge in terms of the Fresnel’s reflection coefficients of the structure and the
transition function of the Uniform Geometrical Theory of Diffraction (UTD) [5]. The inner problem
is solved by determining equivalent electric and magnetic PO surface currents on the internal faces
of the wedge. They are related to the field transmitted into the structure. Once such currents
are known, the diffracted field is evaluated by an approach like that used for the outer problem.
Numerical results show that the here derived solution for the diffracted field compensates the
discontinuities of the Geometrical Optics (GO) field at the shadow boundaries in the external and
internal regions. Moreover, it results to be very accurate as confirmed by comparisons between the

 

Figure 1: Geometry of the problem.

 

Figure 2: Shadow boundaries.
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UAPO-based approach results and those obtained via the reliable Finite Difference Time Domain
(FDTD) technique.

2. DIFFRACTED FIELD: UAPO SOLUTION

Let us consider the problem of plane-wave diffraction by the edge of a lossless right-angled dielectric
wedge illuminated at normal incidence (see Fig. 1). The surface S0 is located at φ = 0 whereas
Sπ/2 corresponds to φ = 3π/2. They divide the space into the outer region (0 < φ < 3π/2) and the
inner region (3π/2 < φ < 2π). The incident plane wave is linearly polarized along the z-axis and
propagates in the direction fixed by φ′ so as both surfaces result to be illuminated (π/2 < φ′ < π).
Accordingly, there are two reflection boundaries in the region surrounding the wedge and two
transmission boundaries in the internal region (see Fig. 2).

It is convenient to split the original problem in accordance to the equivalence theorem, and to
consider two sub-problems relevant to the regions external and internal to the wedge.

2.1. Outer Region

The electric field scattered by the wedge can be represented by the well-known radiation integral:

Es
out

∼= −jk0

∫∫

S

[(
I − R̂R̂

)
(ζ0J s) + J ms × R̂

]
G

(
r, r ′

)
dS (1)

wherein S = S0,out ∪Sπ/2,out, J s and J ms are the equivalent electric and magnetic surface currents
over S, G(r, r ′) is the Green’s function, ζ0 and k0 are the impedance and propagation constant for
the free-space, r and r′ denote the observation and source points, respectively, R̂ is the unit vector
from the radiating element at r′ to the observation point, and I is the (3× 3) identity matrix. Due
to the linearity of the operator in (1), S0,out and Sπ/2,out contribute separately to the scattered field,
so that Es

out = Es
0,out + Es

π/2,out. The key steps of the proposed approach are presented only with
reference to the diffracted field Ed

0,out related to Es
0,out. For this contribution, the corresponding

PO surface currents can be so expressed:

ζ0J
out
s,0 = E0(1−R0) sinφ′ejk0x cos φ′ ẑ (2)

Jout
ms,0 = −E0(1 + R0)ejk0x cos φ′ x̂ (3)

in which E0 denotes the incident field at the origin and R0 is the Fresnel’s reflection coefficient
associated to S0. Since diffraction is confined to the Keller’s cone, the approximation R̂ ∼= ŝ (ŝ is
the diffraction direction) is permitted for evaluating the edge diffracted field. As a consequence,
after analytical manipulations, the radiation integral associated to S0,out can be written as follows:

Es
0,out

∼= ẑ E0

[
(1−R0) sinφ′ − (1 + R0) sin φ

] 1
4πj

∫

C

e−jk0 ρ cos(α∓φ)

cos α + cos φ′
dα (4)

The integration path C in (4) is shown in Fig. 3. The application of the Steepest Descent Method
allows one to write the integral in (4) as a typical diffraction integral, and a uniform asymptotic
evaluation of this last gives the diffraction contribution:

Ed
0,out = ẑ E0

[
(1−R0) sinφ′ − (1 + R0) sin φ

] e−jπ/4

2
√

2πk0

Ft

[
2k0ρ cos2

(
φ±φ′

2

)]

cosφ + cosφ′
e−jk0ρ

√
ρ

(5)

where Ft(·) is the UTD transition function [5], and + (−) sign applies when 0 < φ < π (π < φ <
3π/2).

With reference to the diffracted field Ed
π/2,out related to Es

π/2,out, the corresponding PO surface
currents

ζ0J
out
s,π/2 = −E0

(
1−Rπ/2

)
cosφ′ejk0y sin φ′ ẑ (6)

Jout
ms,π/2 = −E0

(
1 + Rπ/2

)
ejk0y sin φ′ ŷ (7)
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Figure 3: Integration path C. Figure 4: GO field and UAPO diffracted field.

provide

Ed
π/2,out = ẑ E0

[(
1 + Rπ/2

)
cosφ− (

1−Rπ/2

)
cosφ′

] e−jπ/4

2
√

2πk0

Ft

[
2k0ρ cos2

(
(3π/2−φ)±(3π/2−φ′)

2

)]

cos (3π/2− φ) + cos (3π/2− φ′)
e−jk0ρ

√
ρ

(8)

where + (−) sign applies when π/2 < φ < 3π/2 (0 < φ < π/2).

2.2. Inner Region

The inner problem is solved by using an approach like that adopted for the outer problem. Ac-
cordingly, the resulting UAPO field diffracted in the internal region of the wedge is given by
Ed

in = Ed
0,in + Ed

π/2,in, where

Ed
0,in= ẑ E0T0

√
εr

[
sinφ−cos θt

0

] e−jπ/4

2
√

2πkd

Ft

[
2kdρ cos2

(
π−φ−cos−1(|cos φ′|/√εr)

2

)]

cosφ′ +
√

εr cosφ

e−jkdρ

√
ρ

(9)

Ed
π/2,in= ẑE0Tπ/2

√
εr

[
cosφ+cos θt

π/2

] e−jπ/4

2
√

2πkd

Ft

[
2kdρ cos2

(
π/2−φ+cos−1(sin φ′/

√
εr)

2

)]

sinφ′ +
√

εr sinφ

e−jkdρ

√
ρ

(10)

In (9) and (10), T0 (Tπ/2) and θt
0 (θt

π/2) are the transmission coefficient and the transmission angle
(see Fig. 2) related to S0 (Sπ/2), and kd = k0

√
εr is the propagation constant in the wedge region

by assuming a non-magnetic dielectric having relative permittivity εr.

3. NUMERICAL RESULTS

Numerical results are provided to assess the correctness and effectiveness of the proposed solution.
They are relevant to a wedge characterized by εr = 4 and a plane wave propagating in the direction
φ′ = 135◦. The field is evaluated over a circular path with radius ρ = 8λ0, λ0 being the free-space
wavelength. Fig. 4 shows the GO field and the proposed UAPO diffracted field. As expected,
the GO field has four discontinuities at the shadow boundaries RB0 (φ = 45◦), RBπ/2 (φ =
225◦), TB0 (φ = 291◦) and TBπ/2 (φ = 339◦). On the other hand, the diffracted field presents
peaks at such boundaries. It ensures the continuity of the total field into the wedge and in the
surrounding space (see Fig. 5). The accuracy of the here derived solution has been proved by means
of comparisons with the results obtained via an “ad hoc” developed FDTD code. The comparison
relevant to the considered case is reported in Fig. 6 and confirms this statement.
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Figure 5: Total field. Figure 6: Comparison between UAPO-based ap-
proach results and FDTD results.

4. CONCLUSIONS

Uniform asymptotic solutions for evaluating the field diffracted by a right-angled dielectric wedge
in the inner and outer regions have been presented in this paper. They are expressed in terms of
the standard Fresnel’s coefficients and the UTD transition function, are easy to handle, compensate
the GO field discontinuities at the shadow boundaries and give accurate results.
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Diffraction by a Double-negative Metamaterial Layer with PEC
Backing
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D.I.I.I.E., University of Salerno, Via Ponte Don Melillo, 84084 Fisciano (Salerno), Italy

Abstract— This work deals with the diffraction problem originated by a plane wave normally
impinging on the edge of a lossy, isotropic and homogeneous double-negative metamaterial layer
with a perfect electric conductor backing. The here proposed solution is obtained by using a
Physical Optics approximation of the electric and magnetic surface currents in the radiation
integral and by performing a uniform asymptotic evaluation of this last. The resulting diffraction
coefficients contain the Geometrical Optics response of the structure and the transition function
of the Uniform Theory of Diffraction. The accuracy of the solution is well assessed by comparisons
with Comsol Multiphysicsr results.

1. INTRODUCTION

Double-Negative (DNG) metamaterials (MTMs) are characterized by negative permittivity and
permeability simultaneously. This may lead to new physically realizable response functions opening
the way to novel applications at microwave and optics frequencies [1–3].

A Uniform Asymptotic Physical Optics (UAPO) solution has been recently proposed in closed
form by the authors for determining the field diffracted by the edge of a lossless, isotropic and
homogeneous DNG MTM layer [4]. It has resulted to be accurate, easy to handle and apply. The
peculiarities of the UAPO solution suggest to work in this context also for solving the problem
concerning the evaluation of the field diffracted by a truncated lossy, isotropic and homogeneous
DNG MTM layer with a perfect electric conductor (PEC) backing when illuminated by a plane
wave at normal incidence (see Fig. 1). The starting point is that of considering the radiation
integral with a PO approximation of the equivalent electric and magnetic surface current densities
assumed as sources of the scattered electric field. Such currents lie on the half-plane representing the
structure and are expressed in terms of the incident field and the reflection coefficient, which is here
evaluated by considering the Equivalent Transmission Line (ETL) circuit. A useful approximation
and a uniform asymptotic evaluation of the resulting radiation integral allow one to obtain the
UAPO diffraction coefficients in terms of the Geometrical Optics (GO) response of the structure
and the standard transition function of the Uniform Geometrical Theory of Diffraction (UTD) [5].
The proposed solution fulfils expectations since it perfectly compensates the GO field discontinuities
at the reflection and incident field shadow boundaries. Moreover, its accuracy is demonstrated by
the good agreement obtained in comparisons with the RF module of Comsol Multiphysicsr, a
commercial tool based on the Finite Element Method.

 

Figure 1: Geometry of the problem. Figure 2: Integration path C.
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2. GO FIELD RESPONSE

Let us consider a thin lossy, isotropic and homogeneous DNG MTM layer placed on a PEC ground
plane. The layer is characterized by thickness d, permittivity ε = ε0(−ε′ − jε′′) and permeability
µ = µ0(−µ′ − jµ′′), where ε0 and µ0 are the free-space permittivity and permeability, respectively.
A linearly polarized plane wave impinges on the structure, which reflects it in the specular direction.
The related electric field is assumed to have components parallel and perpendicular to the ordinary
plane of incidence, so that the GO response is determined by the corresponding reflection coefficients
R‖,⊥ here evaluated by considering the ETL circuit:

R‖,⊥ =
Zin
‖,⊥ − Z0

‖,⊥
Zin
‖,⊥ + Z0

‖,⊥
(1)

wherein the subscripts ‖, ⊥ refer to the parallel and perpendicular polarization, respectively. If ζ0

is the free-space impedance and θi is the angle between the unit vector n̂ normal to the illuminated
surface and the incidence direction, Z0

‖ = ζ0 cos θi and Z0
⊥ = ζ0

/
cos θi are the ETL characteris-

tic impedances related to the free-space surrounding the structure. The ETL input impedances
concerning the grounded layer are given by:

Zin
‖,⊥ = jZ l

‖,⊥ tan (kz′′d) (2)

Z l
‖ =

kz′′

ωε
; Z l

⊥ =
ωµ

kz′′
; kz′′ = −βz′′ − jαz′′ (3)

βz′′ =

vuutB−(k0 sin θi)2+

q
A2+

ˆ
B−(k0 sin θi)2

˜2

2
αz′′ =

vuut (k0 sin θi)2−B+

q
A2+

ˆ
B−(k0 sin θi)2

˜2

2
(4)

A = k2
0

(
ε′µ′′ + ε′′µ′

)
B = k2

0

(
ε′µ′ − ε′′µ′′

)
(5)

in which k0 is the free-space propagation constant.

3. UAPO DIFFRACTION COEFFICIENTS

The truncated structure is modeled by an equivalent half-plane and a PO approximation is adopted
for the electric and magnetic equivalent surface currents, so that they can be expressed in terms of
the incident field:

ζ0J
PO
s = ζ0J̃

PO
s ejk0x cos φ′ =

{
[1−R⊥] Ei

⊥ sinφ′ê⊥ + [1 + R‖]Ei
‖t̂

}
ejk0x cos φ′ (6)

JPO
ms = J̃

PO
ms ejk0x cos φ′ =

{[
1−R‖

]
Ei
‖ sinφ′ê⊥ + [1 + R⊥]Ei

‖t̂
}

ejk0x cos φ′ (7)

where the angle φ′ fixes the incidence direction, t̂ = ŷ × ê⊥ and ê⊥ = ŝ′ × ŷ/|ŝ′ × ŷ|, ŝ′ being the
unit vector in the incidence direction. In the far-field approximation, the scattered field generated
by these currents can be expressed by means of the well-known radiation integral:

Es ∼= −jk0

∫∫

S

[(
I − R̂R̂

) (
ζ0J

PO
s

)
+ JPO

ms × R̂
]
G

(
r, r′

)
dS (8)

in which G(r, r′) is the Green’s function, r and r′ denote the observation and source points, respec-
tively, R̂ is the unit vector from the radiating element at r′ to the observation point, and I is the
(3 × 3) identity matrix. The approximation R̂ ∼= ŝ (ŝ is the diffraction direction) is permitted for
evaluating the edge diffracted field, so that analytical manipulations transform (8) into:

Es ∼=
[(

I − ŝŝ
)(

ζ0J̃
PO
s

)
+J̃

PO
ms ×ŝ

] 1
4πj

∫

C

e−jk0ρ cos(α∓φ)

cosα + cosφ′
dα =

[(
I − ŝŝ

) (
ζ0J̃

PO
s

)
+J̃PO

ms ×ŝ
]
Is (9)

The curve C is shown in Fig. 2, (ρ, φ) denotes the observation point, and − (+) sign applies if
0 < φ < π (π < φ < 2π).



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 375

The integration term Is can be reduced to a typical diffraction integral and evaluated by using
the Steepest Descent Method in the high frequency approximation. The resulting diffraction term
is:

Id
s =

e−jπ/4

2
√

2πk0(cosφ + cosφ′)
Ft

(
2k0ρ cos2

(
φ± φ′

2

))
e−jk0ρ

√
ρ

(10)

where Ft(·) is the UTD transition function [5], and + (−) sign applies when 0 < φ < π (π < φ < 2π).
The above analytic results define the UAPO diffracted field to be added to the GO field:

Ed =
(

Ed
z

Ed
φ

)
=

(
DUAPO

zz 0
0 DUAPO

φφ′

)(
Ei

z

Ei
φ′

)
e−jk0ρ

√
ρ

(11)

in which the UAPO diffraction coefficients are so expressed:

DUAPO
zz =

[
(1−R⊥) sin φ′ − (1+R⊥) sin φ

] e−jπ/4

2
√

2πk0(cos φ + cos φ′)
Ft

(
2k0ρ cos2

(
φ± φ′

2

))
(12)

DUAPO
φφ′ =

[(
1+R‖

)
sinφ− (

1−R‖
)
sinφ′

] e−jπ/4

2
√

2πk0(cosφ + cosφ′)
Ft

(
2k0ρ cos2

(
φ± φ′

2

))
(13)

4. NUMERICAL RESULTS

The validity of the UAPO-based approach is demonstrated by numerical tests. They refer to a
lossy DNG MTM layer having thickness d = 0.125λ0, λ0 being the free-space wavelength, ε =

Figure 3: z-component of GO field and UAPO
diffracted field. Incident field: Ei

z = 1, Ei
φ′ = 0.

Figure 4: z-component of the total field. Incident
field: Ei

z = 1, Ei
φ′ = 0.

Figure 5: φ-component of GO field and UAPO
diffracted field. Incident field: Ei

z = 0, Ei
φ′ = 1.

Figure 6: φ-component of the total field. Incident
field: Ei

z = 0, Ei
φ′ = 1.
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(−3− j1.5)ε0 and µ = (−1− j0.5)µ0. The incident plane wave propagates in the direction φ′ = 50◦
and the field is observed over a circular path having radius ρ = 8λ0. Fig. 3 shows the amplitude
of the electric field z-component related to GO field and UAPO diffracted field contributions.
As expected, the GO field exhibits two discontinuities at the reflection and incident field shadow
boundaries (φ = 130◦ and φ = 230◦). On the other hand, the UAPO diffracted field is not
negligible in the neighbourhood of such boundaries and guarantees the continuity of the total field
as reported in Fig. 4, where the comparison with Comsol Multiphysicsr results is also shown.
The good agreement demonstrates the correctness and the accuracy of the proposed approach.
According to the results reported in Figs. 5 and 6, same conclusions hold when considering the
electric field φ-component.

5. CONCLUSION

A closed form UAPO-based solution has been here proposed for evaluating the field diffracted by
a DNG MTM layer with a PEC backing when illuminated by an incident plane wave at normal
incidence. It has been derived by using a PO approximation for the equivalent electric and mag-
netic surface currents in the radiation integral. A useful approximation and a uniform asymptotic
evaluation of the resulting integral has allowed to obtain the UAPO diffraction coefficients in terms
of the standard UTD transition function and the reflection coefficient of the considered structure.
As demonstrated by numerical simulations, the proposed solution perfectly compensates the GO
field discontinuities at the reflection and incident field shadow boundaries, it is simple and easy to
handle. Moreover, its accuracy is well assessed by the good agreement obtained in comparisons
with Comsol Multiphysicsr, a commercial tool based on the Finite Element Method.
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Abstract— A new four-port de-embedding procedure based on the transmission-line theory for
on wafer S-parameter measurement is demonstrated in this paper for the first time. Although the
traditional open and short test structures can characterize the resistive and inductive properties of
the parasitic effects of the metal interconnect lines, the conductive and capacitive characteristics
are hardly eliminated only with lumped equivalent circuit models in high substrate loss CMOS
process. In this paper, we employed the transmission-line based technique to accurately remove
not only the resistive and inductive parasitic effects but also the conductive and capacitive ones
in the four-port measurement. We only used one simple open and one through test structures to
remove the unwanted parasitic effects from pads and interconnects. In addition, the poly ground-
shielded technology was adopted underneath the pads to reduce the parallel parasitic capacitance
of shielded-based test structures without influencing the isolation between the signal ports in
this work. This de-embedding methodology for extracting the four-port MOSFET parameters
including the substrate network can be realized up to 10 GHz operating frequency in this work. In
addition, in comparison with the traditional four-port open-short de-embedding procedure, the
greatest advantage of our proposed method is the significant chip area reduction, and we expect
to construct equivalent circuit models for different dimensions and bias through our proposed
de-embedding method for future rf circuit designers.

1. INTRODUCTION

In recent years, the operating frequency of MOSFETs implemented in integrated circuit (IC) process
increases duo to the downscaling technology improvement. In order to acquire the precise high
frequency characteristics and establish the device model, an accurate de-embedding method must
be performed to remove the unnecessary parasitics of test structures. However, when the operating
frequency increases, the parasitic effects caused from the pads, metal interconnect lines and silicon
substrates are difficult to be eliminated by the traditional physics-based model of parasitic network
due to the distributed features instead of lumped ones. Therefore, a de-embedding procedure
which can eliminate all the parasitic effects induced at microwave frequency for the MOSFETs
implemented in lossy silicon substrate is significant [1, 2].

At microwave frequencies, the effective length of the interconnect lines becomes considerable and
the conductance and capacitance effects are difficult to be determined by the lumped equivalent-
circuit model. Therefore, a de-embedding procedure based on the transmission-line theory is re-
ported [3]. One open and one through test structures are required to remove the parasitic effects
at microwave frequencies in [3]. Previously, most transmission-line de-embedding procedures are
performed in the two-port network [3–7]. However, the source and body terminals of MOSFETs are
not always connected to each other in the circuit design, for example, cascaded amplifiers or switch
stage of mixers. Traditional common-source two-port test structures are incapable of extracting the
impedance of the source and body terminals independently because of the connection between the
source and body terminals. Many research efforts focus on the four-port measurement to extract
the high frequency characteristics of MOSFETs for each port [8–11]. In [11], the de-embedding
method based on the transmission-line theory is developed with the utilization of a through dummy
and a four-port type open dummy. However, this method will suffer from the large chip area duo
to the four-port type open dummy.

In this paper, we propose a novel four-port de-embedding procedure which are based on two-port
cascade structure de-embedding procedure and combined of metal and polysilicon ground-shielded
technology [12, 13]. This method only employs a simple open test structure and a through one
which is the most chip area saving de-embedding method according to our knowledge.

2. DE-EMBEDDING METHOD

Figure 1 shows the proposed four-port de-embedding dummy structures. The layout of the MOS-
FETs is designed to connect to four signal pads, which are gate, source, drain and body. Based
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on cascade-based de-embedding method [3], we only use one through and one simple open dummy
structure for eliminating the parasitic effects as shown in Figure 1(b) and Figure 1(c), respectively.

First, extracting the propagation constants and characteristic impedances of the interconnect
lines was carried out by the simple open and through test structures. Next, the four-port MOS-
FET characteristics can be determined directly after removing the pad parasitic effects and the
interconnect line ones calculated from the extracted transmission line parameters. To reduce the
substrate-carried and port-to-port coupling, the ground-shielded technology is utilized. The equiv-
alent representation of device under test (DUT) dummy structure is shown in Figure 2.

(a) (b) (c)

Figure 1: Dummy structures. (a) DUT. (b) Open. (c) Simple open.
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In the following section, we only show the significant equations of the de-embedding method.
The corresponding matrixes are similar to ones listed in [14], but we extend the matrixes from
three-port form to four-port one. According to the definition of each matrix in the literature [14],
we can calculate the de-embedded S-parameter of MOSFETs [S] from the measured one [S′] as

[S] =
(
[G] · ([S′]− [E]

)−1 · [F ] + [H]
)−1

(1)

where [G], [E], [F ], and [H] are the modified four-port matrixes which are related to the three-port
ones listed in [14].
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3. MODEL VALIDATION RESULTS

The proposed and validated dummy structures were fabricated using 0.35µm CMOS process. The
width and channel length of the DUT are 12 and 0.35µm, respectively. The finger numbers are 5.
Figure 3 shows the equivalent circuit model that we use to extract and validate between measure-
ment and simulation.

In order to validate the extrinsic parameters extracted from MOSFETs as shown in Tables 1 and
2, we compare simulated results with measured data biased in the active region (Vg = Vd = 2 V,
Vs = Vb = 0V), as shown in Figures 4(a) to (d). Good agreements are achieved between behavior
of simulated results and measured data.
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Figure 4: The comparison of measured and simulated data in active region. (a) Re[YGG] and Im[YGG]. (b)
Re[YGD] and Im[YGD]. (c) Re[YDG] and Im[YDG]. (d) Re[YDD] and Im[YDD].

Table 1: The extraction parameters of substrate resistance in cold bias.

RSB0 (Ω) RDB0 (Ω) RBB0 (Ω)
Value 3337 3806 2567

Table 2: The extraction parameters of capacitance and transconductance in active region.

CGS (fF) CGD (fF) CSB (fF) CDB (fF) CGB (fF) RCH (Ω) gm (mS)
Value 22 15 12 4 26 887 3

4. CONCLUSIONS

A novel four-port de-embedding method based on transmission-line theory is demonstrated in this
paper. The proposed de-embedding method is utilized to remove unwanted parasitics including the
conductive and capacitive effects for a MOSFET device. The greatest advantage of our proposed
method is significantly chip area reduction duo to the only usage of simple open and through
test structures. After removing unwanted parasitic parameters, the extrinsic parameters have
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been demonstrated through simulated results and measured data. For future RF circuit designers,
we expect to construct the model with different dimensions and bias through our de-embedding
method.
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Abstract— In this paper, the rf (radio frequency) I-V (current-voltage) curve and its equivalent
circuit for a 0.15 µm gate length GaAs (Gallium Arsenide) pHEMT (pseudomorphic High Electron
Mobility Transistors) with four fingers up to 26 GHz is presented for the first time. The traditional
dc I-V curve obtained by dc measurement was unable to provide sufficient information. In this
paper, the rf I-V curve was determined by high-frequency measurement and each element of the
equivalent circuit was extracted directly using the measured S-parameters. Through the above
measurement and mathematical calculation, the rf I-V curve has been established by integrating
the extracted element gm and gds. It can be observed that the knee voltages in dc and rf I-V
curve are different. Due to the surface state effect and slow deep level traps surface state effect,
the rf I-V curve shows the higher transconductance than the dc I-V curve. Furthermore, under
high drain-source bias conditions, the hot carrier effect observed in the rf I-V curve is weaker than
the dc I-V curve. The above phenomena explain the significant difference between the rf and
dc I-V curve. The rf I-V curve does reveal the high-frequency characteristics of the transistor.
The information from the rf I-V curve will provide the circuit designers to predict the transistor
performance more precisely.

1. INTRODUCTION

With the development of wireless communication technology, high-frequency integrated circuit
design will be more important. For this reason, to predict the high-frequency characteristics of
the device is the major agenda. In recent years, to model the characteristics of the transistors
under static or large signal condition is an important topic, and many research efforts focus on the
development of different kinds of small signal and large signal models [1]. Some models demonstrate
great prediction about output performance and the nonlinearity characteristics and also show the
agreement of the I-V curve between the model and dc measurement. It is notable that even the
model can predict the performance but still a controversial issue needs to be clarified. The I-V
curve in the dc situation would not be the same as in high-frequency situation. In this paper,
we demonstrate the difference between the I-V curve measured under the dc condition and the rf
I-V curve implemented by high-frequency measurement. In addition, the reasons for the difference
between these two conditions will be explained in the following section.

pHEMTs have excellent noise characteristics and great power performance, and it is more suit-
able for front-end circuits for the wireless communication system design. According to the ap-
plication of the high-frequency integrated circuit design, this work emphasizes the high-frequency
characteristics of the pHEMTs. The traditional current-voltage curve obtained by dc measure-
ment was unable to provide sufficient high-frequency performance information. In this paper, the
rf I-V curve of pHEMTs was determined by high-frequency measurement for the first time, and
each element of the equivalent circuit was extracted directly using the measured high-frequency
S-parameters. Through the above measurement and mathematical calculation, the rf I-V curve
has been established by integrating the extracted equivalent circuit element gm and gds. It is useful
to determine the high-frequency characteristics of the device for circuit design.

2. DETERMINATION OF SMALL-SIGNAL EQUIVALENT CIRCUIT PARAMETERS
AND VERIFICATION

The equivalent circuit parameters can be extracted by biasing the device in cold-device, pinch-off
and active region. To eliminate the effect caused by pad and signal interconnect lines to obtain the
device performance, a two step de-embedding method [2] was used to accomplish the de-embedding
process. Its equivalent small signal model can be divided into extrinsic and intrinsic parts. The
extrinsic element (resistance and inductance) value can be extracted under the cold condition [3].

Similarly, the extraction of the extrinsic parasitic capacitance could be done by means of bi-
asing the transistor slightly below the pinch-off condition. After eliminating the series extrinsic
inductance and resistance, the parasitic capacitance can also be determined [4].
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The completed equivalent circuit model of the GaAs pHEMT is shown in [3]. To analyze
the intrinsic elements, the transistor was biased in the active region by the utilization of the de-
embedding process to eliminate the extrinsic parasitic elements [5]. In accordance with the above
steps, we can obtain each intrinsic Y -parameters of the device at different bias voltages. Through
the mathematical analysis described in [6], the intrinsic element values can be extracted. Therefore,
all the element of the equivalent circuit have been determined, and the extracted element values
are listed in Table 1.

Table 1: The element values of the equivalent circuit of GaAs pHEMT biased at Vgs = −0.5V and Vds = 2 V.

Element Lg Ld Ls Rg Rd Rs Cpg Cpd Cgs Cgd Cds Rds Ri gm Tau

Value
57.41

(pH)

1.69

(pH)

3.63

(pH)

1.69

(Ohm)

1.21

(Ohm)

1.19

(Ohm)

6.36

(fF)

18.61

(fF)

0.41

(pF)

30.91

(fF)

86.68

(fF)

97.05

(Ohm)

0.02

(Ohm)

240

(mS)

1.01

(pSec)

The transistor dependence current source at drain terminal is a nonlinear source, and its cur-
rent characteristics depends on Vgs (gate-source) and Vds (drain-source) bias voltage. The bias
dependent intrinsic elements extracted from high-frequency measurement are determined. The rf
output conductances (gds) decrease with the increasing of drain voltage as shown in Figure 1. And
the transconductances (gm) relate to the transfer characteristics as shown in Figure 2. Another
nonlinear source of the transistor is nonlinear input impedance caused by the nonlinear variation of
the capacitance Cgs and Cgd are shown in Figures 3 and 4. Through the mathematical calculations
and integration of the extracted intrinsic elements, transconductances and output conductances,
the currents characteristics corresponding to each bias voltage can be evaluated and form the rf I-V
curve. Finally, the performance and I-V characteristics of the transistors under the high-frequency
operation can be obtained.

3. EXPERIMENTAL RESULT ANALYSIS

In this paper, the GaAs based pHEMTs 0.15µm process is provided by WIN Semiconductors
Corporation. The device has four fingers and its total gate width is 4× 100µm. The S-parameters
were obtained by on wafer measurement through the Cascade microwave probe and Agilent E8364B
network analyzer. The gate-source was biased from −1V to 0 V with a step of 0.1 V and drain-
source from 0 V to 5V with a step of 0.25V. The measurement frequency ranges from 1GHz to
26GHz.

The model and measured S-parameter have excellent agreement as shown in Figure 5. From the
experimental results, the significant difference between the rf I-V curve implemented by the integra-
tion and the traditional dc I-V curve obtained by dc measurement can be found in Figure 6. When
the transistors operate in the high-frequency region, the output characteristics and currents are sig-
nificantly higher. The knee voltages relating to the gain compression phenomenon [7] are different
in the dc and rf I-V curve. As the result of the slow deep level traps [8] and surface state effect [9],
the frequency dispersion behavior [10] makes the rf I-V curve show higher transconductances and
currents on output characteristics. Moreover, the hot carrier effect observed in the rf I-V curve
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is relatively weaker than in the dc I-V curve when biasing the transistor under high drain-source
conditions. In addition, during the high-frequency operation, the self-heating effect [11] is not no-
ticeable because this phenomenon appears only in the low-frequency region not in high-frequency
measurement. In this work, we observe that the rf I-V curve has higher currents than dc I-V
curve at the same drain-source bias. According to the above results and explanations, the obtained
high-frequency characteristics of transistors from rf I-V curve is suitable for the application of the
transistors in the high-frequency circuit design.
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4. CONCLUSION

In this study, the small-signal model of GaAs pHEMTs and its completed rf I-V curve calculated
from the high-frequency measurement data are demonstrated for the first time, and the obtained
rf I-V curve can accurately describe the high-frequency characteristics of the transistors. For the
front-end circuits of wireless communication systems, the selection of the bias point has a key
influence on the performance of the power amplifiers, and its operation mode also depends on
transistor bias voltage. The information from the rf I-V curve will provide circuit designers a more
accurate way to select the appropriate bias point for the high-frequency operation and then bias
the transistor in the suitable operation region. The rf I-V curve provides more accurate information
than the dc I-V curve to describe the transistor high-frequency characteristics and can be applied
to the high-frequency integrated circuit design.
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Abstract— This paper presents a novel H-shaped structure with the bow-tie shaped meander
slot to integrate the class AB power amplifier. This compact structure is appropriate to apply to
the wireless communication system. The novel H-shaped antenna has many excellent advantages
over the conventional rectangular microstrip antenna such as the harmonic mode suppression,
bandwidth enhancement, and the increase of the whole transmitter efficiency. This H-shaped
antenna adopts slot-coupled microstrip patch structure to achieve the harmonic termination
and good wideband matching. Due to the reduction of the surplus harmonic content from the
nonlinear circuits, the improvement of the whole performance of the transmitter is achieved. The
advantage of our novel structure is effective to decrease the additional area for the harmonic
tuning network and suitable to obtain maximum output power.

1. INTRODUCTION

Low harmonic distortion and high efficiency are crucial factors in the wireless communication sys-
tem. The power amplifier of the transmitter generally converts the power to the antenna through
antenna matching network and interconnect cables [1]. The significant loss caused from the addi-
tional components will lower the whole performance and increase the cost. Therefore, many efforts
focus on the investigation of the active integrated antenna (AIA) [1]. The component number of
the harmonic tuning network and the interconnect line can be reduced with the realization of the
AIA technique. The interface of the antenna and power amplifier is an important issue to satisfy
optimum matching at the fundamental resonant frequency and meets the optimum output matching
condition.

Many research efforts have been made to investigate the modified methods for decreasing whole
area and maintaining the initial performance. Previous methods have focused on increasing the
electrical field on the open end for the uniform field on the aperture [2, 3]. Hence, the associated
studies with the H-shaped slot coupled antenna, dumbbell shaped slot coupled antenna, and bow-tie
shaped slot coupled antenna [4–6] are adopted to improve the amount of electromagnetic coupling.
This paper describes a modified meander slot coupled H-shaped antenna to reduce the area of
antenna and achieve the termination of high order harmonic component behaviors. It also exhibits
excellent efficiency and linearity.

2. ANTENNA DESIGN

In this work, the bow-tie shaped meander slot coupled H-shaped patch antenna shown in Figure 1 is
presented. The ground of the antenna is printed on the upper surface of lower substrate composed
of bow-tie profile with four meander segments and the feed line on the other side of lower substrate.
The bow-tie shaped meander slot is extended as theta, θ, and the numbers of meander segments
are added to modify the resonant frequency. In addition, the quality factor, Q, of the ground plane
is decreased for the advantages of low profile and the wide band characterization is obtained. The
H-shaped patch is attached on the upper substrate [7]. The novel H-shaped patch is inserted a pair
of parallel slots into radiation edge vicinity to modify the surface current at the harmonic frequency
response. The benefit of this topology is significant in changing the harmonic mode to exhibit the
harmonic compression. The depth of the slits mounted on the center of H-shaped patch is modified
to obtain appropriate coupling amount.

The 0.8 mm thick glass fiber board substrate is employed. The simulation has been carried out
using 3-D EM simulator tool, Ansoft HFSS, which is convenient to predict the behavior of the
passive circuit. The antenna is designed at 2.4 GHz operation frequency, and the parameters of the
physical dimensions are presented in Table 1.

To integrate the power amplifier, the harmonic compression behavior is a good choice to iso-
late the inherent characteristics of non-demanded harmonics of active circuits. Furthermore, the
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(a)

(b)

Figure 1: Configuration of presented antenna. (a) top view, and (b) side view.

Table 1: Physical dimensions of the presented antenna.

Wsub(mm) Lsub (mm) θ (degree) Wg (mm) Ls (mm)
68 60 45 1.2 12

Ws (mm) Lcen (mm) LT (mm) WT (mm) Wap (mm)
0.5 0.95 3 14.4 0.7

Lap (mm) Whw (mm) Lhd (mm) H (mm)
42 3 12.5 4

impedance of antenna must be integrated to meet the optimum output power matching. In addi-
tion, the linearity and PAE (power added efficiency) are taken in the application of the front-end
design. The class-AB power amplifier is described as following.

3. CLASS-AB POWER AMPLIFIER DESIGN

The output stage network is the most crucial in the whole transmitter. In order to maintain the
good linearity and efficiency, the class-AB power amplifier is employed in this work [8]. Because
of the harmonic tuning characteristics and the input impedance of the antenna as the load of the
class-AB power amplifier, the input impedance of the antenna should be designed to achieve to the
optimum power matching. The power amplifier is performed as the feed plane which is attached on
the bottom layer of lower substrate. This approach can significantly decrease the electromagnetic
interference generated from the high output power by the ground shield between radiation space
and the feed level. The packaged transistor, FPD 3000SOT89 is fabricated by RFMD company
with GaAs technology in this power amplifier design. The operating DC bias is selected form the
IV curve and the load pull method is utilized as shown in Figure 2. The gain matching is employed
in the input matching network. First, the optimum output power is determined with power counter
and large signal analysis with VGS and VDS at −0.9V and 5.4 V respectively. The tuner is carried
out to convert the output reference plane to the output DC-block under the optimum output power
condition. Second, the input matching network is performed with lumped components, and the
source pull has been taken to analyze using small signal analysis. The final topology is carried out
with the lumped components and the transmission line as shown in Figure 3, and the photos in
each metallic plane have been shown in Figure 4. These lumped components have been listed in
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Table 2.

Table 2: Lumped components of the AIA.

C1 (pF) C2 (pF) C3 (pF) C4 (pF) C5 (pF)
2.2 1.2 10 1.2 2.7

CDC (uF) L1 (nH) L2 (nH) L3 (nH) L4 (nH)
22 2.7 15 15 5.6
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Figure 2: The schematic of class-AB power amplifier which is accounted to the concept and design process.
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Figure 3: The whole structure of the presented
AIA.

Figure 4: The three planes of the active inte-
grated antenna are associated to Figure 3, respec-
tively. These are photos of (a) feed layer circuit,
(b) ground, and (c) patch.

4. EXPERIMENT RESULT OF AIA

This radiation pattern of the AIA has been measured in anechoic chamber. In addition, the struc-
ture which the center frequency is 2.4GHz has been measured with 19 dBm input power. Figure 5
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shows good agreement in the measurement and simulation. The measured 10-dB bandwidth of the
antenna is 150MHz at the resonant frequency of 2.4GHz. The return loss of the resonant frequency
has been described as −23 dB, −1.1 dB, and −2.3 dB at the fundamental, second order and third or-
der frequency, respectively. In addition, the associated impedance characterization reveals the pure
resistance at the fundamental frequency. The measured maximum gain of the antenna is 6.3 dBi.
Furthermore, this AIA has the lowest return loss, −26 dB at the resonant frequency and 500 MHz
band width from 2.14 GHz to 2.64GHz. The gain, drain efficiency and PAE as a function of input
power at 2.4 GHz operating frequency is shown in Figure 6. The linear gain is 11.5 dB and the
peak value of PAE and drain efficiency is up to 66 and 72 percent, respectively. OP1 dB achieves to
about 1 W. The normalized results of measurement and simulation in the E-plane radiation pattern
and H-plane radiation pattern have been exhibited in Figure 7 and Figure 8, respectively. The
measurement radiation pattern in Figure 7 and Figure 8 has shown that there is good agreement
in the measurement and simulation. The cross polarization in E-plane and H-plane are well below
at least 20 dB in the main radiation direction.
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Figure 5: Simulated and measured return loss at
frequency sweeping from 2 GHz to 8 GHz.
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Figure 6: The maximum PAE and drain efficiency
are 66% and 72% respectively. In addition, the gain
is 11.5 dB.
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Figure 7: Measured and normalized E-plane radi-
ation pattern of the presented AIA.
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Figure 8: Measured and normalized H-plane radi-
ation pattern of presented AIA.

5. CONCLUSIONS

In this paper, the novel bow-tie shaped meander slot coupled H-shaped patch antenna designed
for the 2.4GHz application has been presented. The harmonic termination has been achieved to
apply in AIA, which successfully enhance the return loss at the second and third order resonant
frequency by modifying the resonant frequency. The stepped width feed line is applied for the
bent feed line structure, which the LT is experimented at the interested resonant frequency. The
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harmonic termination level is presented in −20 dB, −1.1 dB, and −2.3 dB, which are associated at
fundamental, the second, and the third order frequency, respectively. The peak PAE and the drain
efficiency of 66% and 72% for the class-AB power amplifier have been measured at the 2.4 GHz
resonant frequency, and the OP1 dB is 1 W. The gain can reach to 11.5 dB. The active integrated
antenna has 20.8% bandwidth ranged from 2.14GHz to 2.64 GHz.
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Abstract— The 3D electromagnetic (EM) modeling and inversion techniques for the geological
formation evaluation have been experiencing significant progress since the early 90s. There
are three main 3D EM numerical techniques: finite-difference (FD), finite element (FE), and
integral equation (IE). They have been used for simulating arbitrary 3D media as well as for
development of 3D inversion-based interpretation of well log data acquired by the conventional
and new-generation logging tools. We present a brief review of these three techniques as to their
ability to simulate and interpret the new-generation of triaxial tensor wireline and logging-while-
drilling (LWD) measurements. The new EM tools provide full triaxial tensor measurement, in
addition to the conventional axial measurement, when the formation is excited by an axial z-
directed magnetic dipole transmitter, and the response of axial receivers is analyzed. Due to full
3D sensitivities, the new tools allow significantly enhanced formation resistivity interpretation.
We present synthetic logs for four different new-generation tools: both triaxial induction and
directional propagation resistivity LWD tools. We also consider new features in the new tool
responses and discuss various post-acquisition processing techniques. These approaches allow to
better visualize tool responses and enable efficient application of fast stable inversion schemes for
resistivity interpretation.

1. INTRODUCTION

At least five new EM logging tools have been introduced in the last decade. In addition to the
conventional axial ZZ measurement, they provide triaxial measurements, i.e., XX, XY , XZ, Y X,
Y Y , Y Z, ZX, and ZY components (notation used: transmitter direction, receiver direction) that
allow performing enhanced geological formation interpretation. However, extracting the formation
geometry and properties out of the new tool data requires application of advanced 3D modeling and
interpretation methods. 3D EM numerical modeling and inversion lately experienced significant
progress. Three basic numerical techniques have been known to simulate EM measurements: the
finite-difference (FD), the finite element (FE) and the integral equation (IE) methods. These tech-
niques have been successfully applied to 3D modeling and interpretation of conventional resistivity
logging [2]. In this paper, we review these techniques based on their ability to handle new-generation
triaxial measurements, leaving aside the material related to the conventional EM logging tools.

2. NEW-GENERATION TENSOR RESISTIVITY MEASUREMENTS

In a vertical well with horizontal bedding, there is no coupling between vertical transmitters and
transverse receivers and vice versa. Coupling only exists between transmitters and receivers of the
same orientation. Any azimuthal asymmetry (dipping beds, dipping anisotropy, fractures, faults,
asymmetric invasion zones, etc.) generates cross-terms XY , XZ, Y X, Y Z, ZX, and ZY .

Two different concepts of triaxial induction measurements have been developed. Fig. 1(a)
presents a simplified scheme of single-spacing tool 3DEX, including triaxial transmitter and re-
ceivers [16]. This tool is operating at ten frequencies ranging from 20 to 220 kHz. To reduce effects
caused by the borehole, the invaded zone, and the tool eccentricity, the Multi-Frequency Focusing
(MFF) method was introduced. It is based on calculation of a linear combination of 3DEX data
acquired in the main and bucking receivers at two or more frequencies. The processed data can be
interpreted using a uniform-medium model [16]. This approach is fast, but it leads to a reduction
of the spatial resolution of anisotropy interpretation using 3DEX data.

Spatial resolution of anisotropy interpretation is improved via the application of raw log data
inversion. For example, the rapid inversion of 3DEX logs can be used to accurately determine
the parameters of both invaded and uncontaminated zones [12]. The rapid inversion method also
demonstrates the potential for substantially reducing computing time by partitioning the 2D inverse
problem into a sequence of smaller 1D problems, thereby enabling the delivery of interpretation in
run times comparable to run times for other familiar well-site deliverables.
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To expand the operational range of 3DEX technology for use in wells drilled with very conductive
waterbased muds, it was proposed logging 3DEX in combination with a galvanic tool and using
2D/3D inversion-based interpretation procedures [13]. Such an approach enables the determination
of the formation resistivity anisotropy using 3DEX in boreholes with diameter ≤ 12 in., muds
Rm ≥ 0.02Ωm, and a relatively deep invasion of up to 18 in.

Another concept implies multi-spacing triaxial measurements. The new tool (RtScanner, Fig. 1(b))
includes six balanced triaxial arrays [9]. This tool’s short spacings allow high spatial resolution,
whereas the longer spacings and relatively low frequencies (13 and 27 kHz) enable high depth of
investigation. Data symmetrization and rotation techniques allow separation of the borehole effect
from the effects of dipping bed boundaries and the formation anisotropy, resulting in enhanced
sensitivity to wanted formation properties [6]. Separation of the invasion zone effect from the
formation response requires full 3D inversion [1].

New-generation LWD propagation resistivity measurements used for geo-steering purposes are
also based on the multi-frequency, multi-spacing tilted [5, 15] or transverse [11] antenna concept.
These tools take advantage of the tool rotation, providing directional measurement — as a ratio (or
attenuation and phase shift) of the voltages measured at two positions of the tilted or transverse
antenna, up and down. Such a measurement provides high sensitivity to dipping anisotropy, dipping
bed boundaries and other azimuthal asymmetries. Transmitters’ and receivers’ configurations of
two directional LWD tools, Azimuthal Deep-reading Resistivity (ADR [5]) and PeriScope [15], are
depicted in Figs. 1(b) and 1(c), respectively. A detailed review of these tools is given in [21]. Full
2D or 3D inversions of directional resistivity LWD measurements are not yet common. Instead, the
trial-and-error forward modeling is used to interpret 2D or 3D data [15].

3. NUMERICAL MODELING METHODS: FE, FD AND IE

In FD and FE approaches, Maxwell’s differential equations with respect to the EM field (or its
potentials) are discretized on a FD or FE mesh or grid. This leads to the resulting system of
linear equations with respect to the approximate EM field/potentials, which is typically solved
iteratively. The grid cells in the FD approach (which is nothing but a particular case of the FE
approach) are typically conformal to the coordinate system; in Cartesian coordinates the grid boxes
are rectangular blocks. This allows for relative simplicity of the FD numerical implementation. In
the FE approach the grid elements may have almost arbitrary shapes (prisms, tetrahedrons, etc.).
This apparent flexibility allows modeling non-trivial shapes, but it is counterbalanced by a nontrivial
and usually time-consuming construction of the finite elements themselves. This is why the FD
method is used more commonly than the FE method.

(a) (b) (c)

Figure 1: (a) Configuration of transmitters and receivers in two triaxial induction and two directional LWD
resistivity tools (only long spacings of Periscope are shown); (b) 1D, (c) 2D FD models of the tools and
the geological formation; the tool trajectory coincides with z-axis; transmitters and receivers are shown: (b)
ADR; (c) PeriScope; the solid/dotted cyan lines depict primary/dual Lebedev subgrids.
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(a) (b) (c) 

Figure 2: ADR synthetic response to the 85◦-dipping layered 1D formation: (a) 125-kHz, (b) 500-kHz and
(c) 2-MHz directional response of T1-R2 pair. A thin vertical line signifies the bed boundary.

3.1. The FD Method

Most FD software developers use the so-called staggered Yee FD grid (named after Yee, who
introduced it in 1966), which was initially designed for isotropic media. The different components
of the FD electric field and of the FD current density are determined at different edges of the
grid boxes, and the different components of the FD magnetic field — at different faces of the grid
boxes. Such a grid produces coercive approximation i.e. the current conservation law is satisfied.
However, such a staggered grid does not easily allow applying the general anisotropic Ohm’s law,
J = σE, with arbitrary non-diagonal conductivity tensor σ connecting all components of the
current density J and the electric field E taken at the same spatial points. Recently, many authors
have extended the Yee approach to arbitrary anisotropic media (see [19, 20, 14] among others).
They use interpolation to obtain the different components of J and E at the same spatial points.
This may lead to a loss of the current conservation property and, in the presence of the arbitrary
dipping anisotropy, to the appearance of “parasitic” currents on the FD grid that may significantly
reduce the accuracy of the FD scheme. When applying straightforward interpolation, the ingoing
and outgoing grid currents (in those grid cells where the anisotropy tensor is non-diagonal) may
not be equal anymore, since the differential identities curl grad ≡ 0 and div curl ≡ 0 may be
broken for the interpolated fields on the FD grid. Circumventing this difficulty requires special
efforts. This may result in inefficiently dense and large FD grids.

Another approach to handle the arbitrary dipping anisotropy on the FD grid is the so-called
Lebedev grid [7, 8]. It includes a combination of two (in the 2D case) or four (in the 3D case)
subgrids-Yee grids shifted in space with respect to each other so that all the components of the
electric field Ex, Ey and Ez, and the electric current density, Jx,Jy and Jz are determined at the
same spatial nodes. The Lebedev grid provides the current conservation property automatically
and allows simple implementation of the anisotropic Ohm’s law. Moreover, even in trivial isotropic
media the Lebedev grid demonstrates the FD error cancellation property at medium interfaces and
at grid domain boundaries, which allows for a reduced grid domain size and density compared to
the standard Yee grid.

We illustrate this statement on an example of synthetic directional ADR response. Fig. 1(b)
depicts a vertical cross-section of 1D 85◦-dipping layered medium. We consider the synthetic ADR
tool “moving” through this medium: from the isotropic 10-Ωm bed into the more conductive
2-m thick anisotropic bed having horizontal and vertical resistivities Rh = 1 and Rv = 2Ωm,
respectively. Since the conductive bed approaches the tool from below, its directional response is
positive, smoothly elevating from 0 at a distance from the boundary, reaching a maximum value
when the tool intersects the boundary, and then decreasing (a general rule: the directional response
is positive when intersecting a dipping resistive/conductive bed boundary with a positive dip in
xz -plane). Colored symbols show numerical FD modeling on the FD grid. It becomes evident that
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the standard Yee grid (blue and red symbols) hardly allows accurate modeling of the directional
tool response, especially at higher frequencies. Both primary and dual Yee subgrids generate strong
oscillating errors due to fictitious “reflections” from the grid cell walls. Grid refining would be the
only way to suppress these errors on the standard Yee. When using the Lebedev grid the errors
mostly cancel. Thus, the fictitious “reflections” make the computational cost of the conventional
Yee grid approach not very efficient for modeling the cross-terms, especially at higher frequencies
or on targets with complex non-conformal geometries and large contrasts in conductivities. On the
contrary, the Lebedev grid allows handling complex 3D geometries on a relatively coarse FD grid.

The described FD scheme allows handling both frequency- and time-domain EM problems. The
solution of the scheme can be obtained using various iterative solvers. Moreover, the Spectral Lanc-
zos Decomposition Method (SLDM) [7, 10] allows computing multi-spacing and multi-frequency (or
multi-time) responses in one run, practically at the cost of a single spacing and a single frequency
(or a single time moment). The CPU time for this test was 30 seconds per logging point on a 2-GHz
laptop; all three frequency responses were computed simultaneously using the SLDM solver.

3.2. The FE Method
has also been proven to be capable at modeling the new-generation tool responses to complex 3D
formations [4, 15, 18]. The FE method is believed to account for geometry more accurately than the
FD method. Flexibility of the finite elements allows including complex tool and formation geometry
into the model. In general, the FE method may be more capable than the FD method if complex
tool details need to be accounted for, including insulators and metal parts having very high contrast
in conductivity. When using the FE method, building simple model-independent rectangular grids
is not practical. Due to complicated and model-dependent grid construction and large resulting
FE grids, the FE method requires at least several minutes per logging point to model the new-
generation resistivity logging tools. Because of this, the FE method can hardly be used for fast 3D
inversion as a forward engine. On the contrary, the FD method with its simple model-independent
gridding is typically faster and so more suitable for 3D inversion: FD modeling, when used as a
forward engine for the 3D inversion of new-generation triaxial measurements, takes seconds per
logging point [17]. A comparison of the FE versus the FD method for RtScanner response to a
borehole drilled through a dipping anisotropic space is presented in [7]. The two methods agree
within 1–3%.

3.3. The IE Method
Unlike FE and FD methods, which require a large volume of the medium to be discretized, the IE
method allows only discretization of an anomalous body: for example, the borehole and invasion
zones around it. This reduces the size of the resulting system of linear equations dramatically.
However, accurate computation of the Green functions of the background medium needed for the
discretization (for example, of the layered anisotropic space) is a tedious and nontrivial problem
itself. This imposes restrictions on the complexity of the background model: for example, only a
moderate number of beds can be included. This is why the IE method is not very common for
the resistivity logging applications. A review of the IE method applications based on research and
publications by D. Avdeev, V. Dmitriev, B. Singer, M. Zhdanov and other authors can be found
in [2]. An example of application of the IE method to model XX, Y Y and ZZ responses of a
generic triaxial tool for the case of a borehole drilled through a homogeneous dipping anisotropic
medium is given in [3]. No cross-component measurement simulations using IE method have been
reported.

4. MODELING PRACTICAL EM TOOL RESPONSES

Figure 3 depicts PeriScope (a) and ADR ((b), (c)) synthetic directional logs through the fault zone
(Fig. 1(c)). Periscope’s 96-inch 400-kHz directional measurements “see” the approaching fault at
∼2–3 m from the fault line: at such a distance a clear difference between the 1D solution (lines)
without the fault (as in Fig. 1(b)) and 3D solution (dots) for the faulted model (Fig. 1(c)) can be
observed. Obviously, in the framework of the 1D modeling/inversion scheme the fault effect could
easily be misinterpreted. Indeed, the tool response becomes non-trivial when approaching the fault
line: first T5-R4 (black dots) attenuation undergoes some increase, and then, at ∼1–1.5m from the
fault line, a sharp decrease and sign change due to the fault happens.

For geo-steering purposes, this may be too late to alert the driller and to change the tool
trajectory in time. Thus, drilling stop and more careful interpretation (for example, running a
full 3D inversion scheme) would be necessary for reliable prediction of the approaching fault. Fast
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(a) (b) (c) 

Figure 3: (a) PeriScope and (b)–(c) ADR synthetic directional logs through fault line (thin vertical line).

(a) (b) (c)

Figure 4: (a) RtScanner and (b) 3DEX responses to invaded isotropic Oklahoma formation model with (c) a
60◦-dipping borehole. Circles in (a): FD modeling in cylindrical coordinates; lines: Cartesian FD modeling.

running numerical models for various possible scenarios (in advance or while drilling) could be
helpful. The ADR 52-inch directional measurement “sees” the approaching fault at ∼ 2m from
the fault line (T6-R1 coupling, magenta dots). The other 52-inch coupling (T1-R2, black dots)
“sees” the fault only in its close vicinity, since the T1-R2 midpoint is situated significantly closer
to the up-hole end of the tool than the T6-R1 midpoint. The ADR longest 112-inch directional
measurement, T1-R3, “sees” the approaching fault at ∼ 3m from the fault line. But since this pair
has no transmitter-receiver pair counterpart with equal spacing, unlike 52-inch pairs T1-R6 and
T2-R1, this array data do not allow symmetrisation and may have a restricted application (being
affected by the electronic temperature drift, borehole, eccentricity effects, etc.).

Figure 4 shows RtScanner (a) and 3DEX (b) synthetic responses to a FD model of invaded
dipping Oklahoma formation (c). The borehole resistivity is 1 Ωm, its radius is 0.127 m, and the
radii of the invasion zones are 0.3048 m. This Oklahoma benchmark formation is considered one
of the most challenging to model and handle even with conventional logging tools. Conventional
ZZ-coupling of RtScanner does allow resolving all the beds whose thickness is greater than 1.5–2 m
(the tool vertical resolution). It allows some visual interpretation, which would be very challenging
for the transverse XX- and Y Y -couplings due to the multiple horns at the bed boundaries and
sometimes negative readings of the apparent conductivity. 3DEX, whose single spacing is relatively
long (1.6 m), has lower spatial resolution. Its unprocessed responses generally do not allow any
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simple visual interpretation. The cross-coil responses of the both tools will be shown during the
presentation.

5. CONCLUSIONS

A review of three different numerical techniques for modeling new-generation resistivity measure-
ments was given. The new EM tools provide a full triaxial tensor measurement, which allows
significantly enhanced formation evaluation. Their complex 3D sensitivities open the possibilities
for interpreting complex 3D structures. Fast and reliable 3D modeling is the key to evaluating
the new measurements, to exploring their full potential, and to further development of new inter-
pretation techniques. Accurate and easy-to-use 3D modeling numerical techniques are capable of
modeling and handling the new tool responses in complex 3D scenarios.
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Abstract— We propose a new method for treating transmission conditions on non-matching
meshes. The basic method is a hybrid version of Nitsche’s method. By introducing a scalar
potential on the interface we obtain a robust method for the low frequency limit. In order
to simplify numerical integration, we use smooth B-spline basis functions on the interface. We
present the formulation for scalar potential problems and for time-harmonic Maxwell’s equations.
A simple well logging example is used to benchmark the algorithm.

1. INTRODUCTION

The finite element modeling can often be simplified by allowing independent meshes for different
parts. Typical examples are rotating parts in electric machines, or a logging while drilling (LWD)
tool moving through the bore-hole. The difficulty is an accurate discretization of the transmission
conditions on the interface. Since interpolation methods lose accuracy, mortar methods became
popular in recent years [3, 11]. Here, the continuity of the primal field is enforced by an additional
equation, and a Lagrange parameter at the interface must be added. The resulting linear system
has saddle point structure. In theory, it is tricky to prove stability, and finite element spaces
must be chosen carefully. In practice, it’s non-trivial to implement the numerical integration over
nonmatching meshes, in particular for 3D applications. The Nitsche method is an alternative to the
mortar method. Here, no additional Lagrange parameter comes in, and the saddle point problem
can be avoided [2, 8]. The price to pay are additional boundary terms in the variational formulation.
We choose a hybrid formulation with additional variables at the interface as in [6]. We propose to
use smooth B-spline basis functions on the interface to simplify numerical integration.

2. THE POISSON EQUATION

We decompose the domain Ω into non-overlapping sub-domains Ω1 and Ω2, and call the common
interface γ. For introducing the method, we start with the Dirichlet problem for the Poisson
equation

−∆u = f in Ω1 ∪ Ω2,

u = 0 on ∂Ω,

and the transmission conditions

u|Ω1
= u|Ω2

, (1)
∂u

∂n1 |Ω1

=
∂u

∂n2 |Ω2

on γ. (2)

The idea of the Nitsche method is to multiply by test-functions v, and integrate by parts on the
sub-domains:

∫

Ωi

∇u · ∇v −
∫

∂Ωi

∂u

∂n
v =

∫

Ωi

fv for i ∈ {1, 2}

Next, we introduce an additional independent variable λ on the interface, which shall be the
restriction of u1 = u2 on the interface. We define the function spaces

V : = {v ∈ H1(Ω1)×H1(Ω2) : v = 0 on ∂Ω},
W : = {µ ∈ L2(∂Ω1 ∪ ∂Ω2) : µ = 0 on ∂Ω).
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Note that functions form V are piece-wise in H1, but may be discontinuous across the interface.
Functions in W are single-valued on the interface. The solution (u, λ) satisfies the variational
equation: find u ∈ V and λ ∈ W such that

2∑

i=1

{∫

Ωi

∇u · ∇v −
∫

∂Ωi

∂u

∂n
(v − µ)−

∫

∂Ωi

∂v

∂n
(u− λ) +

αp2

h

∫

∂Ωi

(u− λ)(v − µ)
}

=
∫

Ω
fv

for v ∈ V and µ ∈ W . For the true solution the terms involving µ − λ vanish. Furthermore,∑
i

∫
∂Ωi

∂u
∂nµ cancel due to the transmission condition (2) and the essential boundary condition on

the test function µ.
The left hand side defines the bilinear-form A(., .), which depends on the chosen finite element

space. Here, p denotes the polynomial degree, and h is the mesh size. The parameter α must be
chosen sufficiently large, and is typically set as α = 10. The bilinear-form is symmetric and coercive
with respect to the norm defined by

‖|(u, λ)‖|2 =
2∑

i=1

{
‖∇u‖2

Ωi
+

p2

h
‖u− λ‖2

∂Ωi

}
.

The key to prove coercivity is to bound the mixed term by the diagonal terms, i.e., the inequality

2∑

i=1

∫

∂Ωi

∂u

∂n
(v − µ) ≤ c(‖|(u, λ)‖|2 + ‖|(v, µ)‖|2)

on the finite element space. This is standard in discontinuous Galerkin methods [1].
The formulation allows to use independent meshes in both sub-domains, and another discrete

space on the interface. It requires to integrate basis functions on the boundary of the domain
meshes against basis functions defined on an interface mesh. Gauss integration rules are exact
for piecewise polynomials on the mesh, but converge very slowly if the interface functions are not
smooth or even not continuous. Then an intersection mesh should be used. But, this is difficult to
generate, in particular for curved 3D domains. We propose a different strategy: Since the interface
domain is often simple, e.g., a cylinder, we can use a structured mesh and high order B-spline basis
functions [5]. The use of Gauss integration on the boundary mesh is not exact, but still of high
order for the smooth basis functions on the interface.

3. MAXWELL’S EQUATIONS

We consider the time harmonic Maxwell’s equations in vector potential formulation

curlµ−1curlu + κu = j in Ωi, (3)

with κ = iωσ − ω2ε, and

E = −iωu, H = µ−1curlu.

The transmission conditions for the tangential components of the electric and magnetic field are

u1 × n1 = −u2 × n2,

µ−1
1 curlu1 × n1 = −µ−1

2 curlu2 × n2.

Proceeding as in the scalar case, one obtains
∫

Ωi

{
µ−1curlu · curl v + κu · v}

+
∫

∂Ωi

µ−1curlu · (v × n)
∫

Ωi

j · v (4)

and the variational formulation: find (u, λ) such that

2∑

i=1

{∫

Ωi

µ−1{curlu · curl v + κu · v}+
∫

∂Ωi

µ−1curlu · [(v − µ)× n]

+
∫

∂Ωi

µ−1curl v · [(v − λ)× n] +
αp2

µh

∫

∂Ωi

[(v − λ)× n] · [(v − µ)× n]
}

=
∫

Ω
j · v,
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where u, v ∈ H(curl,Ω1)×H(curl, Ω2), and λ, µ are tangential vector valued fields on the interface.
For simplification let us assume κ ∈ R+ and small. Then, the bilinear-form is coercive with respect
to the norm

‖|(u, λ)‖|2 =
2∑

i=1

{
µ−1‖curlu‖2

Ωi
+ κ‖u‖2

Ωi
+

p2

µh
‖(u− λ)× n‖2

∂Ωi

}
.

An important point for discretizing low frequency problems with small κ is to treat the gradient
sub-space. Let u = ∇φ; the energy norm of u should scale as

‖u‖2 = µ−1‖curlu‖2 + κ‖u‖2 = κ‖∇φ‖2 = O(κ).

But, the penalty term ‖(u− λ)× n‖ scales like O(1) and thus is an over-penalization for gradient
fields. The goal is now to modify the formulation to have separate penalization terms for gradient
and rotational components.

First, we derive a relation for scalar test functions on the boundary. Set v = ∇ψ in (4) and
obtain ∫

Ωi

κu · ∇ψ =
∫

∂Ωi

µ−1curlu · (∇ψ × n) =
∫

Ω
j · ∇ψ. (5)

Apply the div operator on the sub-domains Ωi to Equation (3), and test by ψ to obtain
∫

Ωi

div(κu)ψ =
∫

Ωi

divjψ.

Integration by parts on the sub-domains leads to

−
∫

Ωi

κu · ∇ψ +
∫

∂Ωi

κunψ = −
∫

Ωi

j · ∇ψ +
∫

∂Ωi

jnψ (6)

Adding Equations (5) and (6) we obtain
2∑

i=1

{∫

∂Ωi

µ−1curlu · (∇ψ × n) +
∫

∂Ωi

κunψ

}
=

2∑

i=1

∫

∂Ωi

jnψ (7)

Note that ψ is evaluated only on the boundary of the sub-domains Ωi, and thus it is enough to
define ψ only on the boundary.

We introduce a new scalar field variable φγ ∈ W on the interface, which shall be the scalar
potential of a Helmholtz-type decomposition of u on the interface. We set φi = φγ|∂Ωi

on the
sub-domain boundaries. Instead of posing continuity for u × n, we pose it for (u − ∇φ) × n and
φ separately. This allows different scalings for the gradient part and the rotational part. In a first
step, we redefine the interface vector variable as the rotational part, i.e., λ × n = (u − ∇φ) × n,
and add a penalty term also for φ = φγ :

2∑

i=1

{∫

Ωi

{µ−1curlu · curl v + κuv}+
∫

∂Ωi

µ−1curlu[(v − µ)× n] +
∫

∂Ωi

µ−1curl v[(u−∇φ− λ)× n]

+
αp2

µh

∫

∂Ωi

[(u−∇φ− λ)× n][(v −∇ψ − µ)× n] +
αp2

h

∫

∂Ωi

κ(φ− φγ)(ψ − ψγ)
}

=
∫

Ω
jv

The skew terms do not lead to a symmetric bilinear-form. Now, we subtract relation (7), and use
κun − jn continuous following from the transmission conditions to obtain

2∑

i=1

{∫

Ωi

{µ−1curlu · curl v + κuv}+
∫

∂Ωi

µ−1curlu[(v−∇ψ−µ)×n]+
∫

∂Ωi

µ−1curl v[(u−∇φ−λ)×n]

+
αp2

µh

∫

∂Ωi

[(u−∇φ− λ)× n][(v −∇ψ − µ)× n]−
∫

∂Ωi

κun(ψ − ψγ)−
∫

∂Ωi

κun(φ− φγ)

+
αp2

h

∫

∂Ωi

κ(φ− φγ)(ψ − ψγ)
}

=
2∑

i=1

{∫

Ωi

jv −
∫

∂Ωi

jnψ

}



400 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

As in the scalar case, one can easily show coercivity on the finite element space with respect to the
semi-norm

‖|(u, λ, φ, φγ)‖|2 :=
2∑

i=1

{
µ−1‖curlu‖2

Ωi
+ κ‖u‖2

Ωi
+

p2

µh
‖(u−∇φ− λ)× n‖2

∂Ωi
+

κp2

h
‖φ− φγ‖2

∂Ωi

}
.

Now, the penalization of the gradient field φ is of order κ, and only the rotational part u−∇φ is
penalized of order 1.

We propose to discretize u by Nedelec finite elements [7] of order p, φ by continuous, scalar finite
elements of order p + 1 on ∂Ωi, φγ by tensor product B-splines of order m, and λ by Nedelec-type
B-splines satisfying an exact sequence [4]. The full finite element error analysis fill be given in a
subsequent paper.

4. A NUMERICAL EXAMPLE

To demonstrate the feasibility of the proposed method the simplified logging-while-drilling (LWD)
tool shown in Fig. 1 has been analyzed numerically. Two identical conducting loops, i.e., a sending
and a receiving antenna, represent the sensor. In general several finite element meshes might be
created of both the sensor and the surrounding mud and formation to simulate the LWD tool in use.
The present formulation avoids repeated complete modeling of all domains by means of separate
non matching meshes which can be merged together with the Nitsche method.

Although the geometry of the problem is rotational symmetric, the problem was modeled in
3D. All dimension are given in inches. The transmitter-receiver spacing is 46”, and the operating
frequency ranges from 20 kHz to 2.0MHz. The electric conductivities of the tool body, the borehole
mud and the formation have been selected with 1.0 · 106 S/m, 1.0 S/m and 0.01 S/m, respectively.
A releative electric permittivity of εr = 26.67 for 2 MHz has been considered for the borehole mud
and the formation. The releative electric permittivity was determined with εr = 38.63 for 400 kHz
and all smaller frequencies. The relative permeability was chosen with µr = 1.0 throughout the
problem region. Due to the high conductivity of the tool body, it has been eliminated in the model
by using a proper surface impedance boundary condition. The transmitter is excited by an electric
current of 1.0 A, and the induced voltage in the receiver is computed.
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Figure 1: Sketch of a two-coil LWD tool used to benchmark the method.
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For that, we have performed computations with first and second order Nédélec elements of the
second type, see Table 1 and Table 2. Once we used a standard method with a conforming mesh
across the interface. Then we used the proposed Nitsche method, with 5 B-splines of order 5
in azimuthal direction, and 150 B-splines of order 5 in axial direction. We can observe that the
difference between the standard method and the Nitsche method is much less than the difference
between first and second order elements. We conclude that the error due to the proposed Nitsche
method is small for LWD tool simulations of this type.

Table 1: Numerical results for first order elements.

frequency [kHz] standard, rec volt [nV] 185 810 dofs Nitsche, rec volt [nV] 195 383 dofs
20 25.44− i18.38 25.43− i18.37
100 71.68− i197.5 71.65− i197.3
400 124.9− i963.0 124.9− i962.3
2000 −635.9− i5295 −634.8− i5255

Table 2: Numerical results for second order elements.

frequency [kHz] standard, rec volt [nV] 733 881 dofs Nitsche, rec volt [nV] 736 939 dofs
20 24.99− i18.47 24.98− i18.47
100 70.25− i196.7 70.23− i196.7
400 121.7− i957.9 121.7− i957.7
2000 −648.1− i5256 −647.9− i5255

5. CONCLUSION

We have developed domain decomposition techniques based on Nitsche’s method to discretize trans-
mission conditions on non-matching meshes. Due to the use of a scalar potential on the interface,
the method is robust at low frequencies. The algorithm was tested on a simple well logging appli-
cation, where independent meshes for the tool-borehole volume and the formation were used.
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Abstract— This paper presents a new real-time borehole effect correction scheme designed
specifically for processing multi-component array induction logging data. This algortihm consists
of the following steps: reading raw data and preprocessing, estimating tool eccentricity azimuthal
angle, inverting the unknown model parameters, correcting the borehole effects, and generating
the borehole corrected results. The inversion of the modeled parameters is the key component
of the correction scheme. The inversion algorithm converts the inversion problem of one high-
dimensional unknown vector into several lower-dimension vectors, this separation is based on
their sensitivity to various components of the measured conductivity tensor for the different
sub-arrays. This dimensionality reduction makes the borehole correction inversion simpler, and
more reliable. Because the three-dimensional simulation of a multi-component induction is a
very time consuming process, the forward modeling used in the inversion is based on a pre-
calculated look-up table. Hence, the inversion is fast, and the borehole correction processing
can be applied in real time or at the well site. To validate the new borehole correction scheme,
synthetic multi-component induction log data is processed using this new scheme. The obtained
borehole corrected log results demonstrate its reliability and effectiveness.

1. INTRODUCTION

Multi-component array induction logging is been used to evaluate anisotropic formations in the oil
and gas exploration industry. for almost ten years [4–6, 8]. In addition to conventional induction
logs, multi-component induction sensors provide information about formation horizontal and verti-
cal resistivities, relative dip angle, and azimuthal angle for a wide range of borehole and formation
environments. This additional information is very important for improving the analyses of low
resistivity andthin-bed laminated reservoirs; however, the presence of a borehole strongly affects
the multi-component induction measurements in both water-based and oil-based mud borehole en-
vironments. The borehole effects on the transverse couplings of multi-component induction logging
tools are much greater than those that occur during conventional array induction logging. Con-
sequently, the raw multi-component induction log data must be corrected for these effects before
they can be applied to determine all of the formation properties previously described.

During the last several years, some developments related to the borehole effect correction issue
for multi-component induction measurements were published in the literature. [1] reported their
findings studies of the borehole effects and the borehole correction algorithm of triaxial logging data
for a vertical well. they focus on determining the formation resistivity anisotropy in the presence
of invasion. [10] developed a borehole correction algorithm of triaxial induction log data in oil-
based mud with dip and anisotropy; however, this borehole correction algorithm is based on the
simultaneous inversion of all unknown parameters. [7] discussed the borehole effects and presented a
borehole correction algorithm of direct couplings for a generic two-coil multi-component logging tool
in a vertical well, but this algorithm is not applicable for deviated wells. Because of the complexity
of the multi-component induction borehole correction, inversion includes many free parameters
with various units and scales and a fully three-dimensional electromagnetic forward simulation.
The borehole correction issue provides a major challenge in the processing and interpretation of
multi-component induction log data.

This paper presents a new real-time borehole correction scheme based on a new inversion al-
gorithm for processing multi-component induction log data. This scheme is applicable in both a
vertical and deviated borehole.

2. FORWARD MODEL AND BOREHOLE CORRECTION ALGORITHM

For the development of the new borehole correction algorithm, we use a three-coil collocated triaxial
induction sonde; the equivalent dipole model of this sonde is shown in Fig. 1. The sonde consists
of three mutually orthogonal transmitters, three mutually orthogonal main receivers, and three
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mutually orthogonal bucking receivers. This configuration enables the measurement of the nine-
component tensor of of apparent conductivities in the rectangular coordinate system at every
logging depth: XX, XY , XZ, Y Y , Y X, Y Z, ZX, ZY , and ZZ. In this designation, the first
letter indicates the direction of the magnetic moment of the transmitter and the second letter
indicates the direction of the receiver. Most modern multi-component induction logging use several
of these arrays at different spacings and operating at different frequencies.

Aa forward model must be built to develop the new borehole correction schemes. It is customary
to ignore shoulder-bed or boundary effects for the borehole correction forward modeling, the model
consists of a circular borehole surrounded by an infinitely thick homogeneous formation (Fig. 2).
The borehole may be vertical or deviated, and the multi-component induction logging tool can
be centered or eccentered in the borehole. Formation resistivity can be isotropic or anisotropic.
The numerical simulation of the multi-component induction log response is calculated using a
three-dimensional electromagnetic forward model. Extensive simulations of the multi-component
induction response have been performed using this model, which show that for a given sub-array and
frequency, the nine-component multi-component induction apparent conductivity tensor depends
on the following eight parameters:

Figure 1: Configuration of a three-coil triaxial induction sonde in the rectangular coordinate system (equiv-
alent dipole model) in which Lm and Lb are the transmitter-receiver spacings of the main and bucking
receivers.

Figure 2: Borehole-formation forward model. The left panel is the 3D view and the right one is the top 2D
view in the xb-yb plane. Here, (xb, yb, zb) is the borehole coordinate system, (xf , yf , zf ) is the formation
coordinate system, and (xt, yt, zt) is the tool coordinate system.
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• Rh — formation horizontal resistivity
• Rv — formation vertical resistivity
• cal — borehole diameter
• Rm — borehole mud resistivity
• decc — tool eccentric distance (or standoff)
• φecc — tool orientation/eccentricity azimuthal angle
• Dip — borehole dip angle
• φdip — borehole dip azimuthal angle

Three coordinate systems come into play:

1. Borehole coordinate system (xb, yb, zb),
2. Formation coordinate system (xf , yf , zf ),
3. Tool coordinate system (xt, yt, zt).

The ZZ component should be independent of the two azimuthal angles of φecc and φdip; conse-
quently, it depends only on the six model parameter: Rh, Rv, cal, Rm, decc, and dip. Moreover, as
in anisotropic media, the formation true conductivity tensor has two equal horizontal components;
there is no preferred or unique choice of axes in the xf -yf horizontal plane. As a result, there is
no loss of generality if the xf -zf plane is defined as the plane containing the σv principal axis and
borehole axis [12]. Therefore, we can always assume φdip = 0 for the multi-component induction
forward model.

The new borehole correction processing system consists of the following steps:

• Read the measured log data, borehole correction look-up table, and other control processing
parameters.

• Preprocess the log data (e.g., an adaptive low-pass filtering technique is developed for removal
of high-frequency noise in raw log data,).

• Estimate the eccentricity azimuth angle.
• Invert the unknown multi-component induction borehole correction parameters (e.g., Rh, Rv,

dip, and decc).
• Compute the multi-component induction borehole effects.
• Compute the final borehole corrected results σBHC .
• Generate the final borehole corrected results σBHC for other applications, such as the correc-

tion of shoulder-bed effect and vertical one-dimensional inversion.

The inversion of the modeled parameters is the key component of the entire borehole correction
system. Generally, the fewer unknowns in the inversion, the faster the inversion converges, and
the less ambiguity is present in the inverted results. For example, assuming that the borehole size
and mud resistivity can be obtained from the caliper and mud resistivity measurements, only the
six remaining unknowns (Rh, Rv, dip, decc, φecc, and φdip) must be determined by the inversion.
In conventional inversion of induction logs, all unknown parameters are inverted simultaneously,
which minimizes problems of poor convergence and inverted results of large uncertainty. These
complications largely affect the efficiency of the inversion methods and reliability of the inverted
results.

Because the borehole correction inversion involves many unknown parameters with various units
and scales, the new inversion algorithm is implemented by dividing the inversion problem of one
high-dimension unknown vector into a few lower-dimension vectors. This division is based on
their sensitivity to various components of the measured conductivity tensor for various sub-arrays
operated at various frequencies. For example, in a vertical borehole (in which the dip is known),
the ZZ component is insensitive to Rv; all long-spacing direct couplings (ZZ, XX, and Y Y ) are
practically unaffected by tool eccentricity, and the XZ and ZX are almost linear with respect to
the tool eccentricity. The azimuthal angles of φecc can be independently solved by a coordinate
rotation. Consequently, the borehole correction inversion algorithm is implemented by using the
following steps:

1. Rh is inverted by only using the ZZ component.
2. Rv is solved by only using the direct couplings (XX, and/or Y Y ).
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3. decc is obtained by only using the XZ and/or ZX and solving a quadratic programming
problem.

In a deviated borehole, the ZZ component is unaffected by the two azimuthal angles of φecc

and φdip, and all long-spacing ZZ components are slightly affected by the tool eccentric distance
parameter, especially in oil-based mud and fresh water-based mud; we can ignore the effect of this
parameter on the long-spacing ZZ components. In oil-based mud and fresh water-based mud, we
can ignore the effect of the tool eccentricity parameter on the long-spacing XX and Y Y components.
Therefore, the borehole correction inversion algorithm is implemented by using the following steps
in deviated boreholes:

1. Unknown parameters of Rh, Rv, and dip are determined by using only the ZZ component.
2. After Rh, Rv, and dip become known, the unknowns of φecc, φdip, and decc can be inverted by

using the XX and/or Y Y components and the XZ and/or ZX components.
3. In oil-based mud and fresh water-based mud, φecc and φdip can be solved by using only the

XX and/or Y Y components.
4. decc is inverted by using only the cross couplings XZ and/or ZX.

Many practical optimization techniques [2] can be used to solve the constrained inversion prob-
lems. In this paper, a constrained Gauss-Newton based method is used to minimize the object
function.

Another critical issue for the inversion and real-time borehole correction processing is fast for-
ward modeling. Because the three-dimensional multi-component induction simulation is a very
time consuming process, the three-dimensional forward modeling used in the inversion is not im-
plemented in a real-time manner; instead it is based on the pre-built look-up table. This table
comprises pre-calculated tool responses at the grid points addressing all possible ranges of borehole-
formation model parameters. In addition, we also developed a fast high-dimensional spline inter-
polation to compute the tool responses at arbitrary model parameters using the look-up table. The
novel inversion algorithm, combined with the application of the pre-built look-up table, enhances
the stability and speed of the borehole correction inversion and enables the borehole correction
processing to be performed in real-time or at the wellsite.

3. APPLICATION

To test the new borehole correction scheme, a three-dimensional finite-difference electromagnetic
potential algorithm [3] was developed. With this code we created the look-up table and modeled
some multi-component induction logging measurements (XX, XY , XZ, Y Y , Y X, Y Z, ZX, ZY ,
and ZZ) in vertical and deviated boreholes. The model consisted of multi-layered anisotropic
formations without invasion. Next, these synthetic multi-component induction log data were pro-
cessed by using this new scheme for the borehole effect correction. For comparison with the borehole
corrected logs, the multi-component induction logs without borehole were computed by using the

Figure 3: Three-dimensional model comprised 3-layer TI anisotropic formation with a 30-degree deviated
borehole; here, Rh and Rv are the formation true horizontal and vertical resistivities.
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electromagnetic semi-analytical solution for one-dimensional layered anisotropic media [13]. The
borehole corrected log results are compared with the multi-component induction log data in the
same multi-layered formations without borehole. The results of all comparisons were consistent
and correlated well with one another. In all forward modeling computations, both the mandrel and
tool coil size are disregarded, and point dipoles are used to model the finite-sized tool coils.

Figure 3 provides an example of the synthetic formation models. In this example, the model
is a three-layer anisotropic formation with a 30 degree deviated borehole, making it a full three-
dimensional model. Its upper and lower layers have the same horizontal and vertical resistivities
of 2 ohm-m and 3 ohm-m. The middle layer has horizontal and vertical resistivities of 20 ohm-m
and 30 ohm-m, and its thickness is 20 ft. The borehole diameter is 8 in., and the mud resistivity
is 1000 ohm-m.. The multi-component induction logging tool includes four multi-component sub-
arrays operated at three frequencies of 12 kHz, 36 kHz, and 72 kHz, and the tool is centered in
the borehole. Fig. 3 shows other model parameters. Fig. 4, Fig. 5, and Fig. 6 show the borehole
corrected nine-component logs at the frequencies of 12 kHz, 36 kHz, and 72 kHz for this three-
dimensional model, and their comparisons with the vertical one-dimensional multi-component in-
duction logs. All comparisons were consistent and showed good agreements.

Figure 4: Borehole corrected nine-component logs at frequency of 12 kHz for 3D model.

Figure 5: Borehole corrected nine-component logs at frequency of 36 kHz for 3D model.
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Figure 6: Borehole corrected nine-component logs at frequency of 72 kHz for 3D model.

4. CONCLUSION

We have developed a new real-time borehole correction system for processing multi-component
induction logging data. This novel inversion algorithm is implemented by dividing the original
inversion problem of one high-dimension unknown vector into a few lower-dimension vectors, based
on their sensitivity of various model parameters to various components of the measured conductivity
tensor for different sub-arrays. Numerical tests show that this dimensionality reduction makes the
complicated borehole correction inversion overall easier and more reliable. Because the three-
dimensional multi-component induction simulation is a very time consuming process, the forward
modeling used in the inversion is based on the pre-calculated look-up table on a grid addressing
all possible ranges of borehole-formation model parameters. This makes the borehole correction
inversion very fast and enables the borehole correction processing to be performed in real-time
or at the wellsite. To validate the new borehole correction scheme, synthetic multi-component
induction data are generated and then processed by using this new scheme. The final borehole
corrected results demonstrate that multi-component induction logs can be accurately corrected for
the borehole effects.
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Determination of Dip and Anisotropy from Multi-frequency
Tri-axial Induction Measurements

Teruhiko Hagiwara
Aramco Service Company, Houston, Texas, USA

Abstract— The tri-axial (or multi-component) induction log is used to measure not only the
resistivity anisotropy of an anisotropic formation but also the relative dip of the tool with respect
to the formation. When the tri-axial induction log is run at multiple frequencies, multi-frequency
focusing can be applied to the measurements. The apparent dip and the apparent anisotropy are
algebraically defined from the frequency-focused tri-axial induction measurements. The apparent
dip gives the true dip in thinly bedded formations, but a smaller dip than the true dip in a thick
anisotropic bed when the anisotropy is small (the anisotropy effect). The apparent anisotropy
gives the true anisotropy in thick anisotropic formations but is affected by the shoulder bed
anisotropy when the formation is not thick (the shoulder bed effect).

1. INTRODUCTION

The tri-axial (or multi-component) induction log was developed to measure the formation anisotropy
in vertical wells [1, 2] and to help interpretation of thinly laminated formations [3, 4]. It has been
also recognized that a dip-meter in oil-base mud can be made out of tri-axial induction measure-
ments and that the relative dip of the tool with respect to the formation is determined [5–8]. The
anisotropic resistivity and the relative dip of layered formations are generally determined by in-
version, namely by assuming a homogeneous or layered formation model and borehole dip and by
fitting the tri-axial induction data to the model response in the earth model [9–11].

It is possible to compute the dip from the tri-axial induction data at a depth in homoge-
neous anisotropic formations [12] using the multi-frequency focusing method [13]. In the previous
study [14]. I showed that the apparent dip is less accurate in low resistivity formations and in thick
isotropic formations while the apparent dip was remarkably useful in general. the accuracy of the
apparent dip can be improved somewhat by using lower frequencies and/or shorter transmitter-
receiver offsets. In reality, a thick formation may always be slightly anisotropic. Then, can the
apparent dip be more accurate?

I will show in this paper that not only the dip but also the anisotropy is algebraically determined
at a depth in homogeneous anisotropic formations using the multi-frequency focusing. The apparent
dip and the apparent anisotropy can be applied to layered formations. The dip and the anisotropy
can be algebraically computed without inversion. I model the multi-frequency tri-axial induction
responses in thinly layered, macroscopically anisotropic, formations and examine how accurate
the apparent dip and the apparent anisotropy are. I will show that the apparent dip needs the
anisotropy correction in thick formations when the formation anisotropy is small, the formation
resistivity is low, and the high frequency data are used. I will also show that the apparent anisotropy
needs the shoulder bed correction in thin formations when the low frequency data are used.

2. DIP AND ANISOTROPY IN ANISOTROPIC FORMATIONS

Consider a tri-axial induction tool in a layered formation. See Fig. 1(a). The logging tool and the
borehole are deviated from the vertical direction toward the x-axis direction by the dip angle ϑ.
The formation (TI: transverse isotropic) anisotropy is defined in relative to the layering; namely, the
horizontal conductivity is the conductivity in the direction parallel to the layers, by α2 = σV /σH

in this paper. The anisotropy factor β by β =
√

1 + (α2 − 1) sin2 ϑ.
The tri-axial induction responses (the magnetic field strength vector) are noted as H i

j (i, j =
x, y, z) in the earth-bound coordinates (x, y, z), where a superscript i and a subscript j specifies
the directions of a transmitter and a receiver. The actually measured tri-axial tool response are
the magnetic field vector defined in the tool-bound coordinates (t, u, l) as Ha

b (a, b = t, u, l) where
a and b are the transmitetr’s and receiver’s polarity. Note that the l-axis is the tool’s longitudinal
direction, t the transverse direction in the xz-plane, and u the transverse direction perpendicular
to the xz-plane. See Fig. 1(b).

The tri-axial responses in two coordinate systems are related by the axis rotation matrix P (ϑ)
as
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Figure 1: (a) Tool coordinates and earth coordinates. (b) Tri-axial transmitter-receiver configurations.
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Hence, the following relations exist from the coordinate transformation.
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The apparent dip may be defined by the ratio of measured tri-axial induction responses [7–9] as

tan(2ϑapp) = −H l
t + Ht

l

H l
l −Ht

t

(4)

However, this apparent dip is not the true dip ϑ unless Hz
x + Hx

z = 0, according to Eq. (2) [14].
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l
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= tan(2ϑ + 2ψ); tan(2ψ) =
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x + Hx
z
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The cross-components is calculated in a homogeneous TI anisotropic formation in the earth coor-
dinates as

Hz
x = Hx

z =
M0

4πL3
cosϑ sinϑ

(
3(1− u) + u2

)
eu (6)

where L is the transmitter-receiver spacing, σH the horizontal conductivity, and kH the wave
number in the horizontal direction: u = ikHL and u2 = −k2

HL2 = −iωµσHL2, with ω = 2πf
the angular frequency and µ the magnetic permeability. As the cross-component is not zero, the
apparent dip ϑapp of Eq. (4) does not give the true dip ϑ.

In the long wave expansion for |u|2 = ωµσHL2 ¿ 1,

Hz
x = Hx

z ≈
M0

4πL3
cosϑ sinϑ
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3− 1

2
u2 + 0∗u3 +

1
8
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(
u5
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(7)

When each tri-axial response is defined in the long wavelength expansion as,
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Note that H
z(3)
x + H

x(3)
z = 0 for the 3rd order terms (u3) in the expansion. If the third order

terms can be measured using the frequency focusing [12, 13], then
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And, the dip is algebraically determined by the 3rd order tri-axial induction responses by,

tan(2ϑ) = −H
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l
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t

(10)

The coaxial and coplanar responses are also calculated in the earth coordinates to give:
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From these, the formation anisotropy α2 = σV /σH is algebraically determined from the measured
tri-axial induction measurements and the dip angle ϑ (Eq. (10)), by the equation
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Note that the 3rd order in u is the ω3/2-order in the frequency expansion. The 3rd order terms
are separately determined for each of the tri-axial responses using frequency focusing in the low
frequency expansion if the tri-axial measurements are made at multiple frequencies [12, 13].

3. APPARENT DIP AND ANISOTROPY IN LAYERED FORMATIONS

The apparent dip and the apparent anisotropy are algebraically defined at a depth from the
frequency-focused 3rd order terms of tri-axial induction responses, respectively, by
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To investigate how close the apparent dip and the apparent anisotropy are to the true dip and
the true anisotropy, I compute the tri-axial induction responses in an anisotropic formation model
where the horizontal resistivity is 10 Ohm-m and its vertical resistivity is varied. The shoulder beds
are isotropic and 10Ohm-m. The tool deviation (dip) is 30 degrees. The transmitter-receiver offset
is 1 meter. The frequency focusing is applied in three different ranges of frequencies: 100 Hz to
1 kHz, 1 kHz to 10 kHz, and 10 kHz to 100 kHz.
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Figure 2: (a) The apparent dip in a 100m thick formation. (b) The apparent dip in a 100 m thick formation.
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4. THE EFFECT OF FREQUENCY

Shown in Figs. 2(a) and (b) are the apparent dip and the apparent anisotropy at the 100 m thick
anisotropic formation for the 30 degree dip angle and the formation anisotropy of 3.025. The
apparent dip reads the correct deviation angle of 30◦ in the three frequency ranges. On the other
hand, the apparent anisotropy reads the true anisotropy only at higher frequency. The apparent
anisotropy using the frequency focusing with the lower frequency is affected by the shoulder bed
effect.

5. THE EFFECT OF FORMATION THICKNESS

The effect of the anisotropic formation thickness was studied by varying the thickness of an
anisotropic formation from 100-m, 50-m, 25-m, to 13-m. Shown in Figs. 3(a) and 3(b) are the
apparent dip and the apparent anisotropy for the 13-m thick anisotropic formation (RV /RH = 3).
It is evident that the apparent dip reads the same (and true) dip for any formation thickness, but
the apparent anisotropy is significantly affected by the shoulder bed, especially at lower frequencies.

6. THE EFFECT OF FORMATION ANISOTROPY

The effect of the anisotropic formation anisotropy was studied where the horizontal resistivity is
10Ohm-m while its vertical resistivity are varied for the anisotropy of 3.025, 1.125, 1.04, and 1.01.
Shown in Fig. 4(a) is effect of formation anisotropy on the apparent dip from MFF (110 kHz/10 kHz)
at different bed thickness. Fig. 4(b) shows the effect of bed thickness on the apparent anisotropy
from MFF (10 kHz/1 kHz) at different bed anisotropy. The apparent dip is close to the true dip at
the lower frequencies, 1 kHz–0.1 kHz, but it is close to the true dip only in the highly anisotropic
formation at the higher frequencies when the anisotropy is small.

(a) (b)

Figure 3: (a) The apparent dip in a 13 m thick formation. (b) The apparent anisotropy in a 13 m thick
formation.

(a) (b)

Figure 4: (a) The apparent dip and formation anisotropy. (b) The apparent anisotropy and formation
thickness.
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Though not presented here, the effect of resistivity is also studied: The apparent dip reads less
correctly even in an anisotropic formation if the resistivity is smaller. The apparent anisotropy reads
also incorrectly in the anisotropic low resistivity formation, particularly at the higher frequency.

7. CONCLUSION

Using the tri-axial induction log, one can measure not only the formation resistivity and the forma-
tion anisotropy but also the relative dip of the formation. When the tri-axial induction log is run at
multiple frequencies, the apparent dip and the apparent anisotropy can be algebraically calculated
at a depth using the frequency-focused tri-axial induction log responses.

The apparent anisotropy can read the true anisotropy in thick formations. However, there is
shoulder bed effect for the apparent anisotropy: The apparent anisotropy does not read a constant
anisotropy value in a thinly laminated formation if the formation is not thick.

The apparent dip can read the true dip in thick anisotropic formations. However, there is
anisotropy effect for the apparent dip: The apparent dip reads inaccurately small dip even in an
anisotropic formation if the anisotropy is smaller.
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Abstract— Road surface quality is very sensitive to mechanical properties of the underground
structure, and particularly to its water content. Electromagnetic frequency cross-hole radar
associated with a Zero Offset Profiling (ZOP) acquisition mode has been used as a non destructive
technique to evaluate the vertical distribution of the water content inside a multi-layered clay sand
embankment test site. In order to fit two borehole diameters (40 and 67mm), that are used for
civil engineering monitoring, two specific radar transmission links (with a distance less than 1 m)
have been developed to work in the frequency band [0.5; 1.5] GHz. These borehole transmission
links have led to the design of two types of ultra-wideband symmetric antennas: a 3D “folded
dipole” made of thin wire elements, and a planar “blade dipole”. Numerical electromagnetic
modeling associated with both antenna geometries, and their integration in a transmission link
have been performed using two complementary FDTD softwares: a commercial software EMPIRE
based on an adaptative grid, and a laboratory-made software which relies on parallel calculation
and can consider a soil made of a random dielectric distribution. The comparison of measurement
and simulation results with both folded and blade dipoles, has allowed to highlight contrasts of
real permittivities induced by water content and soil compaction level.

1. INTRODUCTION

The quality of foundation in road construction or rehabilitation is crucial to obtain satisfying
load-bearing strength. Those foundations generally consist in earthfill which optimal mechanical
property are inversely correlated with its water content. Therefore, the measurement of the water
content distribution in embankments is crucial to plan any structural consolidation or additional
drain. The monitoring of embankments (or any natural soil) water content could be made using
Zero Offset Profiling (ZOP) radar tomography in standard and narrow boreholes previously digged
for geotechnical purpose during the road construction. A example involving crosshole GPR for
vertical water content profiling, in a ZOP acquisition, is described by Rucker and Ferre [1]. In
order to obtain an accurate profile of water content using crosshole GPR in such specific boreholes,
two geometrically optimal, wideband and dipole shaped antenna have been designed: a thin wire
folded dipole and a planar blade dipole. Each dipole geometry has been designed using EMPIRE
FDTD modeler (distributed by IMST) including the entire transmission link. Experimental results
have been made using each type of dipole on a real-size embankment in laboratory LRPC, Rouen
and have been compared to simulations. The real dielectric permittivity have been estimated from
first arrivals times and then converted in volumetric water content using Malicki’s empirical law [2].

2. ANTENNA DESIGN AND EXPERIMENTAL RESULTS

The test site (Figure 1) presented is an embankment (22.5m × 2.8m) made of two layers of a
wet clay sand B2 (methylene blue value 5.6) characterized by 80% of grains below 600µm, 10% of
grains below 100µm, and a maximum grain diameter close to 20 mm. The two major layers (upper
layer 1 and lower layer 2) are characterized by two different moisture contents with layer 2 having
the highest moisture content. The bottom of the embankment is made of natural soil that is very
dry. The variation of the compaction level (percentage of the Optimum Proctor) as a function of
the depth z presented on Figure 2 highlights that a wetter layer can be more easily compacted.

The two pairs of boreholes used for the experiments are at a distance of 44 cm and 122 cm
respectively. In order to match the two different borehole diameters (inner diameter of 34mm
and 63 mm respectively), we have designed two antenna, a folded (Figure 3) and a blade dipole
(Figure 4), in the frequency band [0.5; 1.5] GHz which leads to the desired spatial resolution in
addition to a limited scattering attenuation. Comparing to folded dipole, the blade dipole has the
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Figure 1: General view of the embankment test site. Figure 2: Of the compaction level (% of the optimum
proctor) as a function of the depth.

Figure 3: Theoretical and experimental reflection
coefficients S11(f) recorded in air during the cali-
bration process and at a depth z = 40 cm inside the
boreholes in the case of the folded dipole.

Figure 4: Theoretical and experimental reflection
coefficients S11(f) recorded in air during the cali-
bration process and at a depth z = 40 cm inside the
boreholes in the case of the blade dipole.

advantage to produce a better horizontal directivity at 800MHz (Figure 5) which limits the effect
of refracted waves that could leads to errors during the picking process of direct wavefronts.

The effective real permittivity εb(z) of the soil between the boreholes as a function of the depth
has been evaluated from first arrival time picking of the direct waves observed in the radargrams
associated with both types of boreholes. The S21(ω) conversion in time domain (for emitter and
receiver located at the same depth) has been performed using a frequency-domain convolution with
a gaussian spectrum centered at 800 MHz followed by an inverse fourier transform.

The volumetric water content has been therefore evaluated from the effective real permittivity
and the dry soil bulk density (ρs(z)) measured (for depth step size equal to 20 cm), according to
Malicki’s empirical relation as follows:

θ =
√

εb − 0.82 + 0.17ρs − 0.16ρ2
s

7.17 + 1.8ρs
(1)

Figure 6, shows the vertical variations of volumetric water content from folded and blade dipole
measurements, in addition to geotechnical measurements. The two major layers are “visible” with
both transmission links. The “folded dipole” results agree accurately with oven drying measure-
ments associated with double gamma probe density records, while the “blade dipole” results are
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(a) (b)

Figure 5: Amplitude radiation patterns in the vertical containing the boreholes at three frequencies 200, 600
and 800MHz of (a) the folded dipole, and (b) the blade dipole. The magnitude presented are in the linear
scale.

Figure 6: Volumetric water content curves obtained with the folded and blade dipoles (the distance between
boreholes is 44 cm and 122 cm respectively) compared to the oven drying/double-gamma probe measure-
ments.

more sensitive to compaction levels, and underestimate slightly the volumetric water content.

3. CONCLUSION

Two radar crosshole transmission links, which differ from the diameter of their boreholes and
dedicated to in-situ measurements of the volumetric water content, have been designed and tested
successfully. The main technical constraint was the design of the antennas (pairs of folded and blade
dipoles) with a narrow width (inner diameter of 34 mm and 63 mm respectively) in the frequency
band ranging from 0.5 to 1.5 GHz. Volumetric water content measurements using both transmission
links, have been sufficiently accurate to even discriminate the compaction level induced by the
construction of the embankment test site. In the near future, accurate electrical conductivities
profile should be evaluated from cross hole measurements with the dipoles designed.
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Abstract— The concept of nanoscale photonic jets has emerged as a novel way of focusing
light with subwavelength spatial resolution. Practical focusing systems are, however, limited in
their resolution by the multimodal structure of beams delivered by flexible waveguides or fibers.
In this work, by using numerical modeling, we show that the chains of microspheres assembled
inside the bores of the hollow waveguides or microcapillaries provide significant advantages over
single lenses in such applications. It is also shown that the chains of microspheres are capable of
focusing light in contact with tissue. Experimental studies are performed for spheres with sizes
from 10 to 300µm with different indices of refraction ranging from 1.47 to 1.9. The focusing and
transport properties of such chains are found to be in good agreement with numerical modeling
results.

1. INTRODUCTION

Recently it has been demonstrated that a small wavelength-scale microsphere with a refractive
index of about 1.6 produces a narrow focused beam, termed a ‘nanoscale photonic jet’ [1–7]. The
photonic nanojet propagates with little divergence for several wavelengths into the surrounding
medium, while maintaining a sub-wavelength transverse beam width. A fundamental principle in
diffraction-limited optics [8] requires that the spatial resolution of focusing devices be limited by
the wavelength of the incident light (λ) and by the numerical aperture of the objective lens systems.
Microspheres allow obtaining focused beams with effective volumes of the order of (λ/n)3, where
n is the sphere’s refractive index [7]. The concept of nanojets is attractive for designing focusing
microprobes that can be used for detecting nanoparticles [1], dry laser cleaning [9], multiplexed
imaging [10], nanopatterning [11], Raman spectroscopy [12], and optical data storage [13]. It
should be noted, however, that photonic nanojets from single spheres require strictly plane-wave or
conical illumination which is not readily available in devices using flexible optical delivery systems.

More recently, periodic focusing of light has been observed in chains of polystyrene microspheres
assembled on substrates [14–17]. In these chains, the photonic nanojets were quasi-periodically re-
produced along the chain giving rise to “nanojet-induced modes” (NIMs). The coupled nanojets
decreased in size along the chain, reaching wavelength-scale dimensions, even for non-collimated
input beams. The periodicity, spectral transmission properties, and losses of NIMs were stud-
ied [14, 15] for such chains.

In this work, we study focusing properties of chains of microspheres assembled inside the cores of
hollow waveguides or microcapillary tubing. Using ray tracing ZEMAX-EE software [18] we show
that chains of microspheres have significant advantages over single lenses in such systems. They
filter the nanojet-induced modes with the best focusing properties in such structures. This allows
reduction in the sizes of the focused beams to wavelength-scale dimensions while maintaining high
optical transmission. Using high index spheres, we demonstrate that these structures are capable of
focusing light into tissue or a sample in close proximity to the end sphere. Light propagation effects
observed in such chains are found to be in a good agreement with numerical modeling results.

2. NUMERICAL MODELING

An example of a delivery system based on a hollow waveguide is illustrated in Fig. 1(a). Multiple
reflections by the sidewalls of the waveguide lead to formation of a number of modes incident on a
focusing element at different angles. A single sphere with size matching the diameter of the bore
can be integrated with the hollow waveguide. Each waveguide mode is focused at the focal plane
of a spherical lens, as illustrated in Fig. 1 by numerical ray tracing performed using ZEMAX-EE
software [18]. In our modeling we used spheres with radius a = 150µm and λ = 2.96µm. It
is well known that in the limit a Àλ the index of refraction of the sphere must be close to 2
to provide maximum intensity of focused light at the “shadow” surface of the sphere [1–3], as
illustrated in Fig. 1(b). In the limit of geometrical optics, each spot size is determined by the



420 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

n=1.97

YAG

Hollow waveguide

d~300µm
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Figure 1: (a) Single sphere with a = 150 µm inte-
grated with a hollow waveguide coupled to a laser
at λ = 2.96 µm. (b) Ray tracing of several beams in
a single high index (1.97) sphere showing multiple
focused spots.

(a)

(b)n=1.33

Figure 2: (a) Chain of spheres with a = 150 µm
integrated with a hollow waveguide coupled to a
laser at λ = 2.96 µm. (b) Ray tracing of several
beams demonstrating the mode filtering properties
leading to sharp focusing by the end sphere.

spherical aberrations. According to a more rigorous physical optics approach, each focused spot
in Fig. 1(b) should have at least diffraction-limited dimensions [8]. If the incident beams have
a continuous angular distribution, all the focused spots originating from the individual modes
are overlapped near the back surface of the sphere forming a broad intensity distribution with
characteristic sizes well in excess of the diffraction limit. Thus, the spatial resolution of optical
microprobes based on single spheres is expected to be significantly below the diffraction limit due
to multimode illumination.

Focusing effects in a chain of microspheres are illustrated by numerical ray tracing in Fig. 2
for high (1.97) index spheres. Only illumination along the axis leads to efficient coupling of light
to optical modes propagating in such chains. Axial beams (red) are periodically focused inside
the structure with the periodicity depending on the index of refraction. The meridional beams,
however, are scattered away from such chains due to reflections of light beams provided at the
spherical interfaces. Propagation effects inside the chain are modeled by taking into account multi-
ple refractions and reflections at the spherical interfaces. Only refracted beams are shown in Fig. 2
to simplify the images.

In some applications (e.g., ultra-precise laser surgery) a short focusing depth is required in
a fluid or tissue. It is well known, however, that the focusing properties of microprobes based
on single lenses are limited in a fluid due to its high index of refraction [19]. In contrast, the
chains of microprobes can be enclosed in a tube, so that all the beads except the last sphere are
completely isolated from the fluid. Only the last sphere is exposed to fluid (or tissue) with index
1.33, as illustrated in Fig. 2. The focusing effects are observed to be preserved in a fluid despite
its index of refraction. This opens up the possibility of using similar focusing structures in a liquid
or in direct contact with tissue. Detailed study of the focused beams’ sizes involves taking into
account the diffraction effects. This task requires a rigorous solution of Maxwell’s equations without
assumptions used in geometrical optics, which goes beyond the scope of the present work. It should
be noted, however, that spot sizes comparable to the wavelength of light were observed [14] in chains
of 3µm polystyrene microspheres coupled to multimodal light sources (dye-doped spheres).

3. EXPERIMENTAL RESULTS

Chains of microspheres made from borosilicate glass (n = 1.47), soda-lime glass (n = 1.50),
polystyrene (n = 1.59), and barium titanate glass (n = 1.9) were assembled inside plastic and
glass microcapillaries as well as inside hollow waveguides. Infiltration was performed using micro-
manipulation and micro-pneumatic propelling of spheres with diameters from 10 to 300µm. In
order to provide tight packing of microspheres, while keeping the chains straight and symmetric
along the long central axis of the cylindrical structure, the size of microspheres should match the
hole size in the microcapillary tube, as shown in Figs. 3(a) and 4(a).

The light attenuation properties of chains of microspheres inside capillary tubing were investi-
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Figure 3: (a) Packing of 50 µm polystyrene spheres
inside a microcapillary. (b) Scattering image illus-
trating optical transport. (c) Measured (circles)
and calculated (squares) attenuation of light.

50µm

Tissue

(b)

(a)

Figure 4: (a) Assembly of 125 µm barium titanate
microspheres inside microcapillary. (b) Focusing at
λ = 0.63 µm in contact with tissue-mimicking gel
with an index of 1.4.

gated by imaging through the sidewall using scattered light, as illustrated for 50µm polystyrene
beads in Fig. 3(b). The studies were performed using dye-doped fluorescent (FL) polystyrene
spheres with the same 50µm size as local light sources. The FL excitation was provided at 460–
500 nm by a mercury lamp. The FL emission was provided in a 500–570 nm spectral range. A
fraction of this power was coupled to modes propagating in the chain formed by undoped spheres
away from the source. These propagation effects were visualized with an inverted IX-71 Olympus
microscope due to scattered light, as shown in Fig. 3(b).

The positions of bright spots observed in Fig. 3(b) correspond to areas at the spherical surfaces
near the touching points of the neighboring spheres. Since the conditions of collection of scattered
light were fixed along the chain, one can assume that the power contained in the bright spots should
be proportional to the power of modes propagating inside the chain. In order to estimate the total
power contained in the bright spots, the intensity distribution was integrated within each spot
and represented by red dots in Fig. 3(c). This experimental power distribution along the chain
was observed to be in reasonable agreement with the results obtained by numerical ray tracing
using ZEMAX-EE software [18], also shown in Fig. 3(c). It should be noted that smaller losses
∼ 0.1 dB/sphere were reported [15] for very long chains (up to 100 beads) formed by much smaller
(5µm) polystyrene spheres. Similar results were obtained for chains formed by the borosilicate
(n = 1.47) and soda-lime glasses (n = 1.50). For chains formed by high index (n = 1.9) barium
titanate glass spheres the experimentally measured transmission was less than the theoretical values
due to absorption of light by the microsphere material at 510–570 nm.

In order to test the focusing properties of the microprobe in the presence of a tissue-like medium,
the structure formed by barium titanate glass microspheres with a = 125µm was completely
embedded in a gel, so that the surface of the end sphere was in contact with the medium with index
around 1.4, similar to the case considered earlier by theoretical modeling in Fig. 2. Illumination
was provided at λ = 630 nm by the single mode fiber inserted in a capillary tube holding the chain
of microspheres. The gel makes visible the beam inside such a “tissue”, due to light scattering
properties, as shown in Fig. 4(b). The beam is focused in the vicinity of the surface of the end
sphere with the beam waist measuring about 5µm. Due to significant beam divergence the intensity
distribution has a small depth of ∼ 10–20µm. Thus, such structures are capable of focusing light
into tissue in contact mode and may provide laser interaction with the tissue in close proximity to
the end sphere.
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4. CONCLUSIONS

Conventional single lens-based microprobes based on multimodal delivery systems can focus light
to spot sizes which are a priory significantly larger than the diffraction limited dimensions. In this
study we demonstrate that a trade-off between focused spot sizes and transmitted power can be
conveniently controlled in microprobes by using chains of microspheres. Increasing the number of
spheres in such chains generally provides smaller focused spot sizes at the expense of transmitted
power. Simple integration of microsphere arrays with flexible fibers and hollow waveguides permit
sharp focusing of a light beam and operation in contact mode with tissue. Thus, microsphere arrays
can be used in a variety of biomedical and photonics applications as a compact focusing tool. We
show that such structures allow one to obtain focused beams with spot sizes of several wavelengths
and with a treatment depth of approximately 10–20µm in tissue. Potential applications include
ultra-precise laser procedures on the eye and brain or piercing a cell, and the coupling of light into
photonic nanostructures.
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Abstract— The paper describes sensorless control of the permanent magnet synchronous mo-
tor (SMPM). The control method uses a Luenberger state reduced observer for estimation the
back electromagnetic force. The speed, direction and position of rotor are calculated from this
estimated quantity. The SMPM is controlled by the vector control with estimated signals in the
feedback. The block scheme, mathematical description and simulation results are contained in
the paper.

1. INTRODUCTION

The electric drives are a source of mechanic energy at various systems. They have a lot of advantages
in comparison with the others sources mechanical energy. Especially it is high efficiency, great power
density, excellent behavior at dynamic states and wide speed and torque ranges. The synchronous
machine with permanent magnets (SMPM) can be considered as the most modern of them. The
development of these machines is given by the evolvement of permanent magnets. Don’t forget,
that the electric drives consume considerable amount electric energy, which was made. For this
reason, it is very important to improve their properties.

Present trends at this domain are the sensorless control. This control without speed sensor can
be base on a many principles. Some of them are systems working with math model of the motor.
The estimators and observers are two essential facilities for processing of them [1].

2. LUENBERGER STATE REDUCED OBSERVER

The behavior SMPM at dynamic or steady states is based on the equations which describe electric
and mechanic dependencies of AC motor quantities. The state reduced order uses similar principle.
The Luenberger reduced observer reconstructs the state variables based on the knowledge of inputs
and outputs of the system. The outputs of the observer are induced voltages of the motor.

Mathematical model of the SMPM in the coordinates α, β and in the matrix form is given
by Equation (1). This is a better option for mathematical expression of the Luenberger reduced
observer [1].

[
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β

]
=
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Combining these equations and by modifications we complete SMPM matrix model designed for
the observer:
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where
uS

α, uS
β , iSα, iSβ stator voltages and currents in α, β, coordinates

uS
iα, uS

iβ electrical induced voltages in α, β coordinates
RS , LS stator resistance and inductance
ωe, θe electric angular speed and rotor angle
KE voltage constant of SMPM
The relations among stator voltages, stator currents and back electromagnetic force are the first

two voltage equations. It is possible to derive previous equations from the electric circuit with
resistance, inductance and source of induced voltage. The generated voltage is proportional to
the angular speed. It describes the second matrix difference equations. There is a precondition of
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constant angular speed during computing cycle. Short time interval and high mechanical constant
are the parameters, which help realize it.

A simple reduced order observer named Luenberger observer can be applied for the stable
estimation of the back electromagnetic force instead of a complex full order observer. The observer
can be constructed according to following relations.

We can define the state space and state vector [2]:

•
x = Ax + Bu
y = Cx + Du

where x =
[

iSα iSβ uS
iα uS

iβ

]T
(3)

For the case where the state vector contains only two measured variables, reduced form of the
Luenberger observer can be used. Therefore, we modify Equation (2) to the following form:

d

dt

[
xS

n

xS
u

]
=

[
A11 A12

A21 A22

]
·
[

xS
n

xS
u

]
+

[
B1

B2

]
u

y = [ I 0 ] ·
[

xS
n

xS
u

] where
xS

n =
[

iSα iSβ
]T

xS
u =

[
uS

iα uS
iβ

]T (4)

The Luenberger reduced observer can be made from the classical theory of state observers [2].
State description and meaning of the matrix will be as follows:

•
z = Dz + Fi + Gui
_xu = z + Li

where z =
[

zS
1

zS
2

]
ui =

[
uS

iα
uS

iβ

]
i =

[
iSα
iSβ

]

D = d [I] =
[

d 0
0 d

]
F = [−LA11 + A22 + DL] = (RS + d LS)

[
d ωe

−ωe d

] (5)

G = [−LB1 + B2] = −
[

d ωe

−ωe d

]
L = [−D + A22] A−1

22 = LS

[
d ωe

−ωe d

]

Last mathematical adjustment is necessary due to the implementation of the observer in Matlab-
Simulink software. It requires state matrices only in traditional form.

•
x = Ax + Bu
y = Cx + Du

where u =




iSα
iSβ
uS

iα
uS

iβ




x =
[

xS
α

xS
α

]

y =
[

uS
iα

uS
iβ

]

A =
[

d 0
0 d

]
B =

[
d (RS + dLS) −ωe · (RS + dLS) d −ωe

−ωe · (RS + dLS) d (RS + dLS) ωe d

]

C =
[

1 0
0 1

]
D = LS

[
d ωe 0 0
−ωe d 0 0

]

(6)

Now we have the final equations that were used in the simulation. The parameter d is used to
set the observer, respectively, gives a compromise between speed and accuracy.

3. OBSERVER APLICATION IN VECTOR CONTROL STRUCTURE

From the previous explanation we know the observer mathematic principle. After connection stator
currents and voltages at stator frame reference we obtain an induced voltage waveform. But there
can be the offset in this signal. Common derivation is one of the easy ways how to diminish it. The
math model uses this possibility because the implementation into DSC is easy. Then it is possible
to apply the function arctan 2 for calculation the rotor position. The difference with function arctan
can be found only in changing the field of values from the interval [−0.5π, 0.5π] to range [−π, π].
It is necessary to add angle 0 or π to actual rotor position according to direction of angular speed.

The movement direction is obtained from required speed at the first starting. Then the change
of speed is evaluated from moment when the both components pass through the zero. This way
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Figure 1: Control structure of PMSM with vector control and observer.

of processing appears as more accuracy in comparison to the speed direction calculated from angle
increment.

Angular velocity can be obtained by derivative of rotor position angle. A better option is to
calculate the speed from actual values of the two components of induced voltage. However, it
should be noted that this method can calculate only the size of speed. Its direction is necessary
to find another way. As can be seen the direction of the signal speed is very important because
it is necessary for the estimation speed and angular position. The first option to get the signal to
identify it is from the derivative sign. Another option for obtaining the direction of rotation is that
at direction change or stop the components of the induced voltage have to pass zero.

The speed calculation is based on similar principle. The speed direction uses same signal as angle
estimation. The benefit of this method is that the speed and angle calculation are independent.
So the error in position estimation doesn’t affect the magnitude of speed estimation if compare it
with calculation from the change of position.

The speed is obtained from magnitudes of electrical induced voltages according to following
equation:

ωe est =
1

KE

√(
uS

iα

)2 +
(
uS

iα

)2 sign
(

dθe est

dt

)
(7)

The permanent magnet synchronous motor is controlled by typical vector control structure (see
Figure 1). There is a possibility for change feedback signals by signal switch. The first switch
position connects real rotor angle and speed information to feedback. The second switch position
connects signals calculated by observer.

4. SIMULATION RESULTS

The simulation results are shown on the Figures 2 and 3. The curves of required speed and load
torque were chosen so that they covered all operating states.

Figure 2 shows waveforms of important quantities of SMPM with control values of incremen-
tal sensor in feedback. It is suitable for comparison the estimation precision. We can see from
them, that the described method provides high-quality results. Only around zero speed there is
an inaccuracy on load. Really it is not possible to obtain the true information from estimation
process around zero crossing. Because the input measure voltage values are low and then back
electromagnetic force is also near zero. Figure 3 contains all curves as previous figure, but there are
the calculated speed and angle values in feedback. As we are allowed to see from them, all curves
are almost identical. It means that this estimation structure works and provides good results.
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Figure 2: Vector control of PMSM with incremental sensor in feedback.

Figure 3: Sensorless vector control of PMSM without incremental sensor in feedback.
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5. CONCLUSIONS

There are many problems at sensorless control of AC motor particularly at the low speed range.
Because at this domain there are sluggish changes of signals and offsets, and inaccuracies of sensors
are more evidently. The main advantages of sensorless vector control are following. Sensorless
vector control brings the cost saving. If the drive doesn’t have the speed sensor there are smaller
dimensions and weight. Next they achieve more reliability and noise immunity by elimination the
number of sensors. The computing power of digital signal controller (DSC) allows application with
complicated math models and their processing in real-time. The paper is one of the possibilities of
PMSM sensorless control and shows the basic advantages and disadvantages of the used method.
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Control Algorithms of Active Power Filters

P. Brandstetter, P. Chlebis, and P. Simonik
Department of Electronics, VSB-Technical University of Ostrava, Czech Republic

Abstract— The paper deals with the control methods of the active power filter with voltage
source which can be used for reduction of high harmonics in the supply current. For the correct
function of the filter, it is necessary to determine magnitude of the currents, which have to be
added to load current so as to eliminate high harmonics in the supply current. Several methods
of the filter current control are described. Theoretical assumptions are confirmed by practical
test on laboratory model of the active power filter which is controlled by modern digital signal
processor.

1. INTRODUCTION

The power semiconductor converters are becoming to typical load in the distribution mains. Input
circuits of these converters are often designed as a non-controlled rectifier, which consists of power
semiconductor devices. Converter is non-linear load in the mains and its current consumption
it is not only sinusoidal, but there are higher current harmonics, which unfortunately influence
feed system. For reduction of the higher harmonics influence the filters compounded by inductors
and capacitors are used. However these devices have many basic disadvantages, for example they
and inner line impedance are making resonance circuit with sharp tuned resonances. All these
undesirable properties it is possible to remove by using active power filters. For this purpose a
semiconductor converter with current or voltage source shows as suitable. That converter is able
to add or to take the theoretically any course of current in mains. The active filters with current
source have more complicated structure and their purchase price is higher than price of the filters
with voltage source. That is why the active power filters with voltage source are often used and we
are interesting in them in our research [1, 2].

2. ACTIVE POWER FILTER WITH VOLTAGE SOURCE

The active power filter (APF) consists of six a semiconductor switches (IGBT transistors), dc link
capacitor as a voltage source and reactors for limitation of the current rate of rise (see Fig. 1). A
fast microcomputer control system is needed of course. Principle of the filter is such, that a filter
current is injected to mains by generation of output voltage out of converter. It can be achieved
desired course of the current by suitable switching of converter’s switches. A voltage of the dc link
capacitor (voltage source) has to be kept with desired value. It is achieved by means of an active
power flow through the converter. For correct work of the filter it is necessary exactly and fast to
determine a magnitude of the filter currents, which have to be added to load currents so as to be
removed higher harmonics.
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Figure 1: Active power filter with voltage source.

It is effort to achieve as high rate of current rise as possible, because in this way the highest
harmonics are filtered. At the same time the ripple of current increases if converter switching
frequency is not high enough.
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The real effect of the filtration depends on the performance of the filter and on the properties of
the loads to be compensated as well. In the case of supply system with finally short circuit power
the inner line impedance have to be taken into consideration.

The filter currents are calculated from the measured load currents. There exist several ways
how to solve the problem of determination of the filter currents. The next chapter will describe the
control methods which were examined at the Department of Electronics.

3. CONTROL METHODS

For the correct function of the filter, it is necessary to determine magnitude of the currents, which
have to be added to load current so as to eliminate high harmonics.

This problem will be made easy very much by establishing a rotation axis system and by trans-
formation load currents into this system. Rotation system forms two axes d, q, d-axis is in direction
of supply voltage space vector. By the vector rotation with an angle θ, where θ is an angle between
α-axis and d-axis, the two current components iLd and iLq are obtained. The component iLd is
proportional to active power and the component iLq is proportional to reactive power.

Vector rotation and inverse rotation are calculated by following equations:
[
iLd

iLq

]
=

[
cos θ sin θ
− sin θ cos θ

]
·
[
iLα

iLβ

] [
iLα

iLβ

]
=

[
cos θ − sin θ
sin θ cos θ

]
·
[
iLd

iLq

]
(1)

We can express the current components iLd and iLq as a sum of direct component and alternating
component:

[
iLd

iLq

]
=

[
iLd DC iLd AC

iLq DC iLq AC

]
·
[
l
l

]
(2)

The DC component iLd DC determines magnitude of fundamental harmonic of the active power
and the AC component iLq AC is consisted of harmonics. The same is valid for reactive power in
the q-axis.

The purpose of the active power filtration is an elimination of alternating component in both
axis, or direct component in q-axis for compensation of reactive power. For a calculation of reference
filter currents there are several methods. We are intended on three of them — determination of
reference currents by means of high band pass filter, mean value method and PI-controller method.
Control structure of the active filter is shown in Fig. 2.

For the correct function of the filter, it is necessary to determine magnitude of the currents,
which have to be added to load current so as to eliminate high harmonics.
3.1. Method with High Band Pass Filter
A principle of the method is removing of the DC component iLd DC by a high band pass filter
(HBPF). The load currents are transformed to two axis system [α, β] and then they are rotated to
orientated system [d, q] by means of angle θ. The current component iLd is filtered by HBPF so
as to obtain only alternating current component. The current, which is necessary to keep up the
voltage of the capacitor, is taken from it. Then follows inverse vector rotation and after changing
of sign of the reference filter currents are obtained. By that way it is compensated all reactive
current and power factor cosϕ is 1. If current component iLd is filtered then high harmonics of
reactive current are only compensated and power factor cosϕ is unchanged. We chose the 4th order
Butterworth low pass filter as the HBPF with cut off frequency fc = 150 Hz.

Figure 2: Control structure of active power filter.
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3.2. Mean Value Method
For right compensation dynamic, it is necessary to determinate magnitude of the DC component
iLd DC. The equation, that is suitable for calculating of mean value, is:

iLd DC(t) =
1
T

t∫

t−T

iLd(t)dt i′′fd = iLd − iLd DC i′fd = iLd

T = T0 is fundamental period.

(3)

In digital form:

iLd DC(k) =
1
N

k∑

k−N

iLd(kTS) or iLd DC(k) =
1
N

[
k∑

k−N

iLd(k)− iLd(k −N)

]

N = T/TS , TS is sampling period. N is a element number of a circular buffer.

(4)

We can calculate in one period of fundamental harmonic this way. Power difference between actual
and calculated direct component is compensated from storage energy of the condenser. So the
speed of active power determination influences voltage magnitude of the voltage source and with
faster determination of mean value, the condenser capacity may be smaller. The mean value
determination inserted in control structure is shown in Fig. 3.
3.3. PI-controller Method
The method uses the PI-controller of dc link capacitor voltage (see Fig. 4). It presents very simple
way of control active filter being sufficient for non-linear loads with slower current changes. Direct
current component in d-axis is removed by PI-controller which lets only active current flow needed
for keeping condenser voltage through filter converter.

The current components are described by following equations:

i′fd = iLd − iDC i′fd = iLq (5)

4. CURRENT CONTROL OF THE ACTIVE POWER FILTER

The current control can be performed by two-level hysteresis controllers or PI-controllers with
vector pulse-width modulation (PWM) [3, 5].

The two-level hysteresis controller is classical controller which is very simple and fast, but
requires fast sampling frequency in the case of digital signal processor (DSP) implementation (see
Fig. 5).

The filter currents in axes d, q can be controlled by PI-controllers (see Fig. 6). The outputs
of the controllers are reference voltages u∗fdh and u∗fqh. However the current in d-axis is not only
affected by voltage in this axis, but also by voltage in q-axis. That means, there is mutual coupling
between d-axis and q-axis and must be cancelled in block of decoupling. The voltages u∗fdh and u∗fqh
are afterwards transformed to α, β-components and enter to PWM modulator of the converter.
There is used vector PWM technique.

5. EXPERIMENTAL RESULTS

The active power filter was practically performed according to Fig. 1. The IGBT switches of
converter are for frequency up to 20 kHz, maximum current is 78 A and maximum collector-
emitter voltage is 1200 V. The filter is controlled by control system based on the Texas Instruments

Figure 3: Mean value method. Figure 4: PI-controller method.
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TMS320F2812 Digital Signal Processor (see Fig. 7). Generation of TMS320C28xTM. digital signal
controllers are the industry’s first 32-bit DSP-based controllers with on-board Flash memory and
performance up to 150 MIPS [4].

Figures 8 and 9 show time courses of important quantities of the APF. Fig. 8 shows current
waveforms in steady state. Fig. 9 shows current waveforms in case of load change from 0% to 100%.
There we can see the right and quick filtration.

The first trace in both figures is the input current of the non-linear load (three phase non-
controlled rectifier loaded by resistor R = 20Ω and inductor L = 60mH). The second trace is
output current of the proposed APF which is injected to the power supply line by the APF. The
third trace is line current compensated by proposed APF. The current scale is 10 A per division.
The current control of the APF was performed by two-level hysteresis controllers.

Figure 5: Two-level hysteresis current controllers. Figure 6: PI-controllers with vector PWM.

Figure 7: Laboratory workplace with active power filter.

Figure 8: Time courses of important quantities of
the APF in steady state.

Figure 9: Time courses of important quantities of
the APF at load change from 0% to 100%.
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6. CONCLUSION

Power quality problems are important in most commercial, industrial and utility networks. In the
paper there is described active power filter which uses the rotating axis system enabling simple
separate active and reactive current components. Some control algorithms for removing of high
harmonics and current control of active power filter are described here. The practical results, which
show the dynamic state system performances, are presented.
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Compatibility of Different Types of Frequency Converters with
Supply Network

J. Lettl and J. Bauer
Faculty of Electrical Engineering, Czech Technical University in Prague, Czech Republic

Abstract— The presented paper compares in light of the electromagnetic compatibility (EMC)
with the supply network three frequency converter topologies that are being used for supplying
of induction machines. The topic of the EMC of the converters becomes very important in these
days, because some of the semiconductor converters can be ranked as the worse supply network
polluters. These negative side effects of the converters were previously overlooked, but with the
widespread of power electronics they can not be ignored more. That is why the test beds of
these three frequency converter input parts were realized and experimental results obtained by
the measurement were analyzed and discussed.

1. INTRODUCTION

Nowadays the indirect frequency converter is typically used for the induction motor feeding. This
converter consists of the input rectifier, DC-link capacitor, and output inverter. The control algo-
rithm of the output inverter has substantial influence on the induction machine behaviour. The
weakness of the indirect frequency converter consists in its input part. As the input rectifier usu-
ally acts a three phase diode rectifier or sometimes a controlled thyristor rectifier that allows the
DC-link voltage control. In case of the diode rectifier energy can flow through in one direction only,
therefore energy recuperation is not possible. The rectifier also does not allow the power factor
control and it consumes the non sinusoidal current. As a result the supply network is loaded by
higher harmonics and reactive power.

In recent years especially the traction vehicles are equipped by rectifiers that allow bidirectional
power flow, so called “Compatible Rectifiers” or “Active Front End”. The rectifier has an inductor
on the input and it is controlled mostly by PWM strategy. The rectifier controlled in this way
consumes current of required waveform, which is mostly sinusoidal. It works with a given phase
displacement between the consumed current and supply voltage, i.e., the power factor can be
controlled. The energy recuperation is also possible and the converter has in such case minimal
influence on the supply network.

The direct frequency converters are not so widespread because their control requires more com-
plex control algorithms that were not realizable till now without powerful microprocessors. “Matrix
Converter” belongs to the direct frequency converters category. The name “Direct Frequency Con-
verter” comes out of the fact that they do not need the DC-link. The output voltage is produced
by direct switching of the input phases to the output phases. In consequence the maximal output
voltage value is limited to 86% of the input voltage amplitude. To the main advantages of ma-
trix converter belongs operation in all four quadrants, therefore the recuperation is possible. The
converter has high dynamics, enables power factor control, and consumes nearly sinusoidal current
from the supply network. It means that the matrix converter does not load supply network with
higher harmonics and it can work with given power factor. As mentioned above, the converter has
no DC-link, which is the great advantage of the converter, because the accumulation element in
the DC-link is mostly very large, takes large room, and usually is very heavy.

2. INDIRECT FREQUENCY CONVERTER

Block diagram of the common indirect frequency converter is in Fig. 1. The converter consists of
input rectifier, DC link, and output inverter. When the recuperation is not possible, the DC link
must be also equipped with the braking chopper that converts excessive energy into the heat.

2.1. Diode or Thyristor Rectifier
Indirect frequency converter with 6 pulse diode rectifier on its input is the most used variant.
Rectifier made of diodes is robust and failure-free. But it does not allow recuperation and due to
non-linear characteristic the turning-on delays causes the phase shift between the supply voltage
first harmonic and the consumed current first harmonic. This shift leads to power factor degradation
and the reactive power is consumed. Another problem lies in the shape of the consumed current



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 435

Figure 1: Block diagram of the indirect frequency converter.

Figure 2: Diode rectifier waveforms and input current harmonic analysis.

Figure 3: Thyristor rectifier waveforms and input current harmonic analysis.

waveform. The non-linearity of semiconductor switches and commutation leads to high content
of higher harmonics. Fig. 2 shows the voltage and current waveforms of one phase of the diode
rectifier. The harmonic analysis of the input current proves high content of the higher harmonics.

These harmonics cause the voltage drop on the supply network’s inductances and degradation
of the network voltage waveform. It can lead to failures of other devices supplied from the network.
The situation in case of the thyristor rectifier is less convenient because of the thyristors’ phase
control, which is used for regulating mean value of output voltage. It causes phase shift between
input current first harmonic and input voltage. The phase shift depends on the rectifier control
angle. The waveforms taken from the thyristor rectifier are shown in Fig. 3.

2.2. PWM Rectifier
To eliminate the side effects of the diode rectifier the idea of pulse width modulation was im-
plemented to rectifier control algorithm. To use the PWM control, it is necessary to equip the
converter with switches that can be both turned-on and moreover turned-off, and can transfer high
electric power. This condition was fulfilled with development of IGBT’s. The rectifier can be then
controlled to consume nearly sinusoidal current and to operate with chosen power factor, or the
PWM rectifier can be controlled in such a way to be able partly compensate the non-harmonic
consumption of the other devices connected to the supply network.

The rectifier is made of input inductance and IGBT switches. Fig. 4 shows one phase PWM
rectifier. The inductance on the input creates two separated sinusoidal voltage phasors. Therefore
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Figure 4: PWM rectifier schematic diagram and phasor diagram.

Figure 5: PWM rectifier waveforms and input current harmonic analysis.

the direction of the power flow depends on the phase angle between these two phasors (see Fig. 4).
Usually the rectifier is controlled to consume sinusoidal current and to work with power factor

equal to unity. The input current and voltage waveforms of the rectifier with PWM control are
shown in Fig. 5.

The simple control algorithm can be derived from transferred power. In order to maintain the
output rectified voltage constant the powers on the both sides of the inductor must be equal (1).

PSR = (UsUr/Xs) sin δ = UsIs cosφ (1)

After several adaptations of Equation (1) and with help of phasor diagram in Fig. 4, we obtain
the two final Equation (2) for the simple control of the PWM rectifier.

δ = arctg
ωLIs(1)m

Usm
and z =

Ur(1)m

UdAV
(2)

3. MATRIX CONVERTER

The converter belongs to the direct frequency converters category. The output voltage is produced
by direct switching of the input phases to the output phases. This means that the converter has no
DC-link. The absence of the DC-link means that the output voltage amplitude is limited to 86.6%
of the input voltage amplitude at consideration of the sinusoidal input currents. Higher voltages
can be achieved by overmodulation that causes input current distortion.

The matrix converter is controlled by indirect space vector modulation method. The method
is based on the virtual DC-link idea. The converter is virtually divided into two parts: a rectifier
part and an inverter part (see Fig. 6). This method generates a desired output voltage vector and
at the same time it consumes from the supply network a current space vector that keeps constant
input displacement factor cosϕin (see Fig. 7).

Because of the absence of the accumulation elements in the DC-link the rectifier and the inverter
parts are not completely independent. The converter transfer function can be expressed as (3).

uout = Mu−αβ ·Mi−γδ · uin (3)

Figure 8 shows the input current, input and output voltage waveforms of the matrix converter.
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Figure 6: Virtual DC-link concept applied on the matrix converter topology.

Figure 7: Virtual rectifier and inverter phasor diagrams.

Figure 8: Matrix converter waveforms and input current harmonic analysis.

4. RESULTS COMPARISON

The different waveforms currents consumed by the converters can be seen from the oscillograms.
Mathematically can be the non-sinusoidal shape of the input current waveforms expressed by the
harmonic coefficients (4). These coefficients show amount of the harmonics content in the consumed
current.

ν =
I(1)

I
, THD =

√
∞∑
2

I2
(n)

I(1)
, kz =

√
∞∑
2

I2
(n)

I
(4)

Calculated coefficients for all three converter types are summarized in Table 1.
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Table 1: Harmonic coefficients.

Coefficient Diode rectifier Thyristor rectifier PWM rectifier Matrix converter
ν 92,83% 87,45% 99,78% 99,98%

THD 40,16% 55,36% 2,12% 1,70%
kz 37.16% 48,43% 2,12% 1,70%

5. CONCLUSION

The harmonic coefficients that are summarized in Table 1 and taken oscillograms show the dif-
ferences between these four converter topologies. The worse supply network polluter is thyristor
rectifier. This is caused by phase control of the rectifier. Little bit better are the waveforms ob-
tained form diode rectifier. But the greatest disadvantage of these two topologies is the fact that
they do not support recuperation. The next two topologies, the rectifier with PWM control and
the matrix converter look more promising. Both of them do not load supply network with reactive
power, they consume sinusoidal current and are capable of recuperation. This was also proved by
the performed harmonic analysis. From these two topologies, the topology of the matrix converter
looks more promising. Compared to indirect frequency converter it does not need the DC-link.
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Leakage Inductance Determination for Transformers with
Interleaving of Windings
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Abstract— A diversity of formulas is given in literature for leakage inductance calculation
of transformers with interleaving of windings. In the paper, the meaning of included terms and
details of the application for concentric and pie windings transformers shall be discussed. Consid-
ering the limitation of common formulas to magnetically symmetric transformers an alternative
approach shall be demonstrated, which enables leakage inductance prediction also in the case of
transformers with magnetically asymmetric arrangements of windings.

1. INTRODUCTION

Several aspects of the operation of power-electronic circuits with transformers are significantly
influenced by the leakage inductance of the respective transformer. For instance, it concerns power
transfer capability of the circuit and power semiconductor stress parameters. The tendency to
higher switching frequencies of power-electronic apparatuses results in an increasing relevance of
low transformer leakage inductance values. Mostly, the so-called interleaving of windings (i.e., the
fragmentation of the primary and the secondary windings into a certain number of sub-windings
and alternate interleaving of primary and secondary sub-windings) is used to meet this requirement.

Using an appropriate approximation method it is possible to determine the leakage inductance
of a transformer already in the design phase on the basis of predicted geometry parameters. Thus,
circuit simulation can be used to shorten the development process of power-electronic apparatuses.
Formulas which are given in literature generally rely on an approximation method for leakage induc-
tance determination which has been established by Rogowski [1]. It is based on the consideration of
the energy of the leakage magnetic field and applies to a transformer design with windings arranged
on the same leg. The basic formula of this method is

LL = µ0 ·N2 · lm · λ · kσ (1)

with LL — leakage inductance, µ0 — absolute permeability, N — number of turns of the winding
to which the leakage inductance refers, lm — mean length per turn for whole arrangement of
windings, λ — relative leakage conductance (depending on geometry parameters and on the degree
of interleaving of windings), kσ — Rogowski factor (also depending on geometry parameters).

The formulas which can be found in contemporary technical literature mostly represent simpli-
fied variants of the mentioned basic formula. Usually the Rogowski factor (whose value is nearly 1
in most arrangements) is omitted and the formula describing the relative leakage conductance is in-
cluded in the main formula. Often, constant factors like absolute permeability and numerical values
are merged into one coefficient, so that the physical background of the formula is not recognizable
anymore, e.g., in [2]. In some cases different formulas are given for a transformer design without
interleaving of windings and for transformer arrangements with interleaving of windings, e.g., in [3].
The degree of interleaving is considered in literature by the number of the couples of sub-windings
[4, 5] or by the number of interfaces (insulating interspaces) between the single sub-windings of an
arrangement of windings [6, 7]. Furthermore, the aim to present a universal formula which is valid
for transformer versions with concentric and also with pie windings arrangements often causes some
confusion. It also results from the diversity of terms which are used for the dimensions of windings
(e.g., breadth, width, traverse, build, height, length) comparing the formulas and their descriptions
which are given in different books and papers.

2. LEAKAGE INDUCTANCE CALCULATION FOR MAGNETICALLY SYMMETRIC
ARRANGEMENTS

To enable a correct application of a formula for leakage inductance calculation both for transformers
with concentric and transformers with pie windings, the attribution of the chosen symbols for
geometry parameters to the respective dimensions of the arrangement of windings has to be made
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quite clear. Therefore, based on variants which are valid for transformer versions without and with
interleaving of windings, the following representation of the formula is proposed:

LL = µ0 ·N2 · lm
n2

if ·Xpar-lf
·
(

ΣXperp-lf

3
+ Σ δ

)
(2)

with ΣXperp-lf — sum of the dimensions of all sub-windings which are orientated perpendicular
to the leakage flux, Xpar-lf — dimension of the sub-windings which is orientated parallel to the
leakage flux, Σδ — sum of the thicknesses of all insulating interspaces between the sub-windings,
nif — number of insulating interspaces between the sub-windings (no consideration of Rogowski
factor).

Thus, in this formula the respective dimensions of the sub-windings are identified based on a
comparison between their orientation and the orientation of leakage flux within the core window.
The meaning of the geometry parameter symbols and the path of leakage flux Φl within the core
window are illustrated in principle in Fig. 1 assuming the leakage flux to be concentrated in the
insulating interspaces between the windings or sub-windings.

Figure 1: Illustration of attribution of the dimensions of windings or sub-windings used in formula (2) and
their orientation compared to the orientation of leakage flux Φl within the core window (left: concentric
windings, right: pie windings, only left hemisphere of arrangement displayed).

The proposed representation and also the variants of the formula which are given in literature en-
able a relatively uncomplicated approximate calculation of the leakage inductance of a transformer
even in the case of interleaving of windings. However, it has to be stated that the scope is limited
to magnetically symmetric arrangements of windings. These transformer versions are characterized
by an odd number of primary sub-windings and an even number of secondary sub-windings or vice
versa. Furthermore, the number of turns of outer sub-windings is half of the number of turns of the
inner sub-windings which belong to the same group of sub-windings (inner primary sub-windings if
the outer sub-windings belong to the primary winding; inner secondary sub-windings if the outer
sub-windings belong to the secondary winding). In connection with this, it can be assumed that
the outer sub-windings show a dimension perpendicular to the leakage flux which is half of the
same dimension of an inner sub-winding which belongs to the same group of sub-windings.

3. UNIVERSAL LEAKAGE INDUCTANCE CALCULATION

In the majority of applications magnetically symmetric transformer versions are used because they
show the lowest leakage inductance values considering a certain degree of interleaving of windings.
However, also magnetically asymmetric designs of windings are used in praxis. For instance in
transformers for capacitor discharge welding machines a magnetically asymmetric design of windings
is often applied to enable a variation of the turns ratio by means of alteration between series and
parallel connection of the primary sub-windings. Also transformer versions, whose primary sub-
windings have identical numbers of turns independent of the location of the respective sub-windings
in inner or outer position, represent a typical example of magnetically asymmetric transformers.

In formula (2) and its variants which are given in literature it is not possible to consider the real
design and arrangement of sub-windings of a magnetically asymmetric transformer because only
the sum value of the relevant dimension of the single sub-windings and the sum of thicknesses of
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all insulating interspaces between the sub-windings can be taken into account. Therefore, in this
case the mentioned formulas will deliver a result less than the real leakage inductance value which
can only represent a rough approximation.

Prediction of leakage inductance with a higher degree of accuracy even in the case of magnetically
asymmetric transformers is possible based on the calculation of the individual leakage inductance
values of all existing couples of sub-windings of the transformer arrangement which have finally to
be merged together to the total leakage inductance of the transformer. In [8], Petrov described an
abstract method to establish the required combination formulas.

This approach shall be illustrated by means of leakage inductance determination for different
arrangements of windings of an experimental transformer. The basic elements of the windings of
the transformer are single pie-shaped coils (number of turns: 11). Furthermore the transformer
(displayed in Fig. 2 (left)) is characterized by the following features:

Core: PM 114/93 [9], material N27

Primary winding:
Consisting of 3 sub-windings (W11, W12, W13) realized using 8 coils
Total number of turns: N1 = 88
Different arrangements of sub-windings and distribution of turns considered
Series connection of the sub-windings and the coils forming the sub-windings
Secondary winding:
Consisting of 2 sub-windings (W21, W22), realized using 8 coils
Each sub-winding consisting of 4 coils connected in parallel
Sub-windings connected in series
Total number of turns: N2 = 22 (W21 : N21 = 11; W22 : N22 = 11)
Thickness of insulating interspaces between the sub-windings: 0.1mm
In Fig. 2 (right), the location of the sub-windings is illustrated. Due to the height of the outer

primary sub-windings (W11 and W13) which is half of the height of the inner primary sub-winding
(W12) the displayed version represents a magnetically symmetric arrangement. This classification
is founded by the curve of the magnetomotive force (mmf) between the center leg and the outer
leg of the core which shows the same maximum values in positive and negative range.

According to the existence of 3 primary sub-windings and 2 secondary sub-windings in the
considered transformer we call it a 3-2 version. Applying the method described in [8] we derived
the following formula which enables the calculation of the total leakage inductance of a transformer
with a 3-2 arrangement of its windings whose sub-windings are connected in series at the primary
side and at the secondary side as well:

LL total =
N2

1

N2
ref

·




N11·N21
N1·N2

· LL11/21 + N12·N21
N1·N2

· LL12/21 + N13·N21
N1·N2

· LL13/21

+N11·N22
N1·N2

· LL11/22 + N12·N22
N1·N2

· LL12/22 + N13·N22
N1·N2

· LL13/22

−N11·N12
N2

1
· LL11/12 − N11·N13

N2
1

· LL11/13 − N12·N13
N2

1
· LL12/13 − N21·N22

N2
2

· LL21/22


 (3)

         

W13

W11

W22

W12

W21

x

mmf

Figure 2: Left: Experimental transformer. Right: Illustration of the location of sub-windings within the core
window (only right hemisphere of the transformer displayed) and curve of the magnetomotive force (mmf)
across the core window.
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Nref is the number of turns to which the leakage inductance values of the couples of sub-
windings refer (advantageously Nref = 1 should be chosen). The single leakage inductance values
of the couples of sub-windings have been calculated using the basic formula of the method of
Rogowski (1) omitting the Rogowski factor. Due to the number of primary turns in the coefficient
preceding the term in parentheses, the resulting total leakage inductance refers to the primary side
of the transformer. As it can be seen comparing the formulas (2) and (3), in contrast to leakage
inductance calculation for magnetically symmetric transformers it is a more complex procedure
in the case of magnetically asymmetric versions. However, today the calculation of the single
leakage inductance values of the existing couples of sub-windings of the transformer arrangement
and merging them together using the respective combination formula can be realized conveniently
implementing the algorithms into a PC [10]. The values of total leakage inductance have been
calculated using formula (3) for the magnetically symmetric version and for different magnetically
asymmetric arrangements of the windings of the experimental transformer. To enable an evaluation
of the accuracy of leakage inductance prediction, also measurements have been carried out. So,
concerning the realized transformer versions the respective short-circuit inductance values have
been determined using an RLC meter (inductance measurement at the primary side during short-
circuiting the output terminals of the secondary side, measuring frequency 50Hz). Due to the given
transformer design showing a closed core (no air gap intended) and hence a very high magnetizing
inductance, the measured short-circuit inductance values will nearly coincide with the respective
leakage inductance values. Therefore, the measured values are considered to be the sought leakage
inductance values. The results are presented in Table 1.

Table 1: Comparison of calculated and measured leakage inductance values.

Arrangement of the primary sub-windings
W11, W12, W13 (N11–N12–N13)

22–44–22 33–22–33 11–66–11 22–22–44
Calculation 67,88 µH 117,69µH 117,69µH 167,5 µH

Measurement 74,2 µH 116,0µH 121,4 µH 159,4 µH

In the case of the magnetically symmetric arrangement of the primary sub-windings with the
numbers of turns 22–44–22 the calculated result is identical to the value which is delivered by
formula (2). The leakage inductance values calculated by means of formula (3) show an average
deviation from the measured values of about 4.5%. In the case of thicker insulating interspaces
between the sub-windings (0.4mm) the deviation is even slightly lower.

4. CONCLUSIONS

The calculation of leakage inductance of transformers with interleaving of windings has been dis-
cussed. The origin of certain terms in approximation formulas for magnetically symmetric trans-
formers and the attribution of these terms to the geometry of concentric and pie windings arrange-
ments has been clarified. An approach which enables leakage inductance prediction also in the
case of magnetically asymmetric arrangements of windings has been demonstrated yielding good
coincidence with results of measurement in the considered example.
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Abstract— Due to rising fuel consumption, price of CO2 emissions and growing urban air
pollution, the global interest of the automobile industry, politics and scientists in electric mobility
is increasing in the recent years worldwide. Thus, future challenges will be the integration of
electric vehicles in distribution networks under the scope of balancing multiple charging processes
while, at the same time, increasing dispersed generation. The development of a controlled battery
charger for traction batteries aims to reduce the peak load and to shift energy demand.

1. INTRODUCTION

During charging, electrical energy is converted and stored in form of chemical energy. A conven-
tional battery charger is supplied by mains voltage and feeds the battery with DC voltage and
current. Therefore, a battery charger adapts the voltage and the charging current from the mains
voltage to the specified battery parameters. For electric mobility, battery chargers of electric vehi-
cles (EV) should fulfill additional future task. At one hand, exceeding of the maximum power of
the grid and possible overloads in distribution networks by simultaneous charging of a fleet of EVs
with large batteries must be avoided by means of controlled battery charging. At the other hand,
batteries of EVs can be a possibility for better use of variable power sources like wind power [1] or
photovoltaic [2, 3]. The more flexible use of traction batteries is a challenge for the future of electric
mobility. The application of traction batteries as an energy storage for power grids is also moving
into focus of research [4–7]. Hence, a charging process can be adapted to the total power consump-
tion of a household to reduce or shift power consumption. Controlling the charging current makes
it possible to keep load profiles inside defined ranges. A charger for the batteries of a small-sized
experimental vehicle was developed and tested. The results of the operation of the charger will be
presented and discussed.

2. CONCEPT OF THE BATTERY CHARGER

Requirements to electric vehicles and their charging environment, resulting from the grid param-
eters, should be considered in the charging concepts carefully [8]. The most comfortable option
would be contact-less charging, it offers the possibility to charge batteries during stops along the
route [9], but it demands adequate and cost-intensive charging spots. However, single-phase sockets
will be the most available and public accessible connection points for electric vehicles. Due to a
simple access to the electric grid and the lower complexity of the system components a concept for
conductive battery charging was chosen for experimental setup.

The battery charger was developed for a lithium iron phosphate battery with 48 V and a capacity
of 15 Ah. The charging device (Figure 1) consists of an input rectifier and a d.c. link, an inverter
bridge on basis of a commercial IGBT module, a medium frequency transformer for adapting the
voltage level to the battery voltage and for insulation from the mains, an output rectifier and a
control unit.

Figure 1: Topology of the developed battery charger.
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3. DESIGN OF THE TRANSFORMER

The frequency is set to 10 kHz because of the maximum frequency of the IGBT. The transformer is
designed for a minimum frequency of 5 kHz and allows even higher frequencies. Therefore, the core
of the transformer requires material with special frequency characteristics. The chosen core material
is characterized by lower hysteresis losses and a steep hysteresis curve due to a ferrite material.
The dimensioning was made for an U93 core. Material properties and magnetic parameters used
for calculation of the windings are shown in Table 1.

Table 1: Material properties and magnetic parameters of the core.

Parameter Symbol Value
Maximum flux density Bmax ≥ 455mT

Length of magnetic path LFe 355mm
Magnetic cross-section AFe 840mm2

The voltage that is induced in a number of windings N by a magnetic flux Φ can be calculated
by Eq. (1)

V = N
dΦ
dt

(1)

Assuming a triangular current, resulting from the primary voltage V1, which is approximately
rectangular, the voltage induced by the current can be calculated by Eq. (2).

V1 = N1
∆Φ
∆t

= N1
4 · Φ̂
T

= 4 · f · Φ̂ (2)

Φ =
∫

B · dA (3)

Φ̂ = B̂ ·AFe (4)

The number of turns N1 (Eq. (5)) can be obtained by substituting the magnetic flux Φ̂ using
Eq. (4).

N1 =
V1

4 · f · B̂ ·AFe

(5)

The transformer is dimensioned for the maximum of primary voltage V1 resulting from the
rectified mains voltage VMV , Eq. (6).

V1 =
2 · √2

π
V̂MV (6)

At the maximum mains voltage (nominal voltage of 230 V + 10% overvoltage), V1 equals 227.2V.
The number of turns of the primary winding N1 is set to 30. The number of turns of the secondary
winding must enable a secondary voltage of 75 V also in case of 10% undervoltage. Therefore the
secondary number of turns N2 is set to 11. The windings of the transformer consist of copper foil
with thickness of 0.125 mm and width of 83mm. The windings are electrically isolated by insulating
foil with a thickness of 40µm. For the selected material and a given current density of 3 A/mm2

the maximum current is 31.2 A for each winding.
The transformer consists of two primary and two secondary windings. Using these windings in

parallel allows higher currents and halves the value of leakage inductance, approximately.

4. IMPLEMENTATION OF CHARGING CHARACTERISTICS

Chargers for traction batteries can be subdivided into chargers with taper characteristic and charg-
ers with regulated characteristic [10]. The taper characteristic charges in relation to the resistance
but has the disadvantage that the charge time varies corresponding to the variation of the mains
voltage. Regulated charging controls the current and voltage, achieves shorter charging times and
enables the control of charging current for controlled charging. To investigate the developed con-
troller a lithium iron phosphate battery with 15 Ah capacity was charged. This type of battery
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requires the constant current constant voltage (CCCV) charging characteristic. The first step of
charging is characterized by constant charging current. When the battery voltage exceeds the
charge termination voltage the charge control switches to constant voltage charging. The controller
for charging can be made by integrated circuits [11] or by programming a microcontroller that
enables quick adaptation of the reference variables. Thus, a simplified PI control algorithm has
been implemented, that changes the reference variable from charging current to charging voltage
in the event that the charge termination voltage is exceeded. The charge termination of the whole
charging process is initiated through by fall below a minimum charging current of 50mA. The
current and the voltage transducer provide accuracies of 0.8 and 0.9%. The sensors of the battery
charger were calibrated using a high precised measurement device.

The battery voltage in Figure 2 increase weakly up to the charge termination voltage of 58.4 V
and indicates the typical charging behavior of lithium iron phosphate batteries due to a strong
reversible two phased reaction [12]. The further constant voltage charging is terminated after half
an hour through the mentioned current criteria.

5. INVESTIGATION OF CONTROLLED CHARGING

The controlled charging modifies the reference variable of the PI control algorithm during the
charging process. A scenario for a useful investigation of controlled charging is given by means of
a shifted charging process adapted to a household. The investigations use the German standard
load profile H0 [13]. This profile, shown in Figure 4(a), reflects an averaged energy consumption
of households on working days in winter, normalized to 1000 kWh per year. The approach of
controlled charging aims to keep the sum of energy consumption below a defined value, in the test
below 150W after 10 p.m. The measurement is carried out using the normalized value, the test
results will be scalable. The experimental setup in Figure 3 uses simulation software to compare the
normalized load profile and the current power consumption of battery charging with the limiting
value of 150 W. Every five minutes the software calculates a new value for the reference variable
and sends it via serial interface to the battery charger. The resolution of the reference variable was
set to 0.1 A. To achieve comparable results the battery capacity was discharged to 10.2 Ah before
the charging process starts.

The charging processes have been initiated at 10 p.m. (Figure 4(a)). The uncontrolled charging

Figure 2: Measured charging characteristic of the developed battery charger.

Figure 3: Experimental setup.
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process in Figure 4(a) is similar to the characteristic in Figure 2 and causes a high peak of 288 W
during the charging process. The load profile relating to the controlled charging shows maximal
total power consumption that does not exceed the defined limit of 150 W during battery charging.
The graph of charging current in Figure 4(b) points out the implemented resolution of the reference
variable and time steps. The controlled charging extends the charging time up to 4 hours, while
the corresponding uncontrolled charging time is 1 hour and 48 minutes.

(a) (b)

Figure 4: (a) Comparison of different charging concepts based on normalized load profile H0 and (b) resulting
charging characteristic for controlled battery charging.

6. CONCLUSIONS

The functionality of the developed battery charger for an experimental electric vehicle has been
proved by charging a lithium iron phosphate battery with a nominal capacity of 15 Ah. A proposal
for controlled battery charging of electric vehicles has been successfully implemented. Reducing
the peak load of households within controlling the charging current has been demonstrated. The
total power consumption has been kept below a defined limit by temporally modifying the internal
reference variable of the battery charger. The calculation of the reference variable was made by
means of simulation software that processes present measurement data and a standard load profile
for households. Batteries of real EVs are some times bigger than the one of the experimental setup.
The control of battery charging on the basis of a given constant or varying maximum load can be
an effective instrument to reduce peak loads in the electric power grid as compared to uncontrolled
charging. Further investigations are necessary to generate the peak load signals depending from
the load status of the distribution networks and to transfer these signals to real households and to
the chargers of the EVs.
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Abstract— The compliance with the limit values for emission and immunity which are defined
for variable-speed drives in the product norm EN 61800 has to be guaranteed by evaluations,
measurements or simulations. It becomes challenging to analyze a complex system, such as a
power converter with cables and a motor as a load. The development of tools and methods to
achieve electromagnetic compatibility (EMC) for variable-speed drive systems was the aim of the
described investigations. By using these tools manufacturers of power drive systems will be able
to qualify the EMC of their systems during development process. The following paper focuses on
the prediction of the electromagnetic radiated emission of a drive system consisting of a converter,
a permanent magnet synchronous motor (PMSM), a mains choke and a mains filter.

1. INTRODUCTION

Undesirable stray currents are caused by high-frequency switching power semiconductors in modern
inverters. The circuit for the common-mode (CM) currents is closed via stray capacitances inside
the components. A high-frequency model of such a system has to include all parasitic elements to
predict the conducted and the radiated emissions. Many papers focus on the prediction of conducted
common-mode emissions which can be measured by a line impedance stabilizing network (LISN),
e.g., [1–4]. This paper mainly deals with the prediction of radiated emissions from the power
cable between the converter and the motor. Norm-compliant measurements of the radiated field
strength were performed in the frequency range from 30 MHz to 1 GHz for later comparison with
the simulation results. After that we built a simplified 3D model of the complete arrangement in
CONCEPT II [5]. This software uses the methods of moments (MoM) algorithm for calculations
in frequency domain. The parameters of the feeding source inside the model can be obtained by
either measuring the common-mode currents on the cable shield or from a high-frequency equivalent
network simulation in SPICE [6], that includes all high-frequency elements. Both procedures are
explained in the paper.

2. CURRENT MEASUREMENTS

The circuit for the common-mode current on the cable shield which causes radiation in the observed
frequency range closes via the grounding straps or via the stray capacitance between the arrange-
ment and ground. The best way to determine the current is to measure it with a broadband current
clamp. So it is not required to construct an adaptor for the cable to measure the common-mode
voltage. The current clamp was connected to a low noise amplifier and a spectrum analyzer and
placed at different positions along the cables. Our drive system uses an additional cable for sensor
signals and closed-loop control (length: 2.73 m). The frequency interval ranged from 30MHz up to
500MHz with a resolution bandwidth of 120 kHz. The measurement setup is shown in Fig. 1. The
inverter housing is attached to a second small groundplane. This plate as well as the motor are
fixed at a height of 80 cm above the ground.

Figure 1: Arrangement (top view) for current and field strength measurement (points P1 . . . P4).

3. HIGH-FREQUENCY CIRCUIT MODEL

3.1. Inverter
The inverter is the main source of the common-mode disturbances. In order to predict these
unwanted emissions we can try to create a SPICE equivalent circuit diagram of the inverter with
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high-frequency equivalent elements. To keep the complexity of the circuit as low as possible, no
specific IGBT model was used for the switching devices, but a simple voltage controlled switch
with hysteresis. In the switch state “on” it has a resistance of 100 mΩ, in the state “off” it is high-
resistance with 10 kΩ. The transition levels are Uon = 950 mV and Uoff = 5 mV. Each switching
element in the three phase legs has an antiparallel diode (MUR460, Iavg = 4 A). The control
function for each switch was assumed to have a trapezoidal shape with an amplitude of 1V and
equal rise and fall times of 300 ns. The magnitude of the parasitic current is mainly dependent on
the rate of rise of the voltage du/dt. The maximum used switching frequency for our system is
16 kHz which gives a switching period of T = 62.5µs. The conduction interval is then t = 30.65µs.
The real commutation is taken into account by time delays between the phase legs, which results
in a simplified pulse width modulation (PWM). Of course the output current will not be sinusoidal
when using this shape of function, but this is not of interest here. The dc bus capacitance has a
value of 540µF, taken from the data sheet. One path for the common-mode current closes across
the parasitic heatsink capacitances of each leg connected in series with the capacitance between
the heatsink and ground (≈ 1 nF).

3.2. Cables

The two connected cables have a shielded assembly whereas the shield is a part of the common-mode
circuit and is able to act as an antenna for the high-frequency currents. The cable length between
inverter and motor is crucial for damping losses and transmission line resonances. Knowledge of
the cable interior setup is essential to provide an equivalent circuit diagram. A complete model
would include the frequency dependence of the cable parameters (skin effect and dielectric losses).
An impedance analyzer can be used to measure the common-mode impedance. Special software [9]
helps creating equivalent ladder networks from the measured curves [1, 8].

As a rule three-phase drives are connected without neutral conductor. The power cable in our
examined variable-speed drive has four conductors whereas one conductor is protective earth (PE).
The arrangement is symmetrical. If we consider all serial and parallel impedances of a shielded
four-wire cable, it accumulates to 40 parameters. With these an equivalent basic cell for the
cable can be built [1, 7]. By connecting some of these basic cells in series higher resonances up to
≈ 100MHz will be included. For the cables observed here only one cell was generated which consists
of 11 parameters. This is acceptable, because the cable length is short and hence no significant
reflections occur at the wire ends for the given frequency range. The parameters were calculated
analytically with formulas taken from [7]. For the power cable (subscript “pc”) the first resonance
frequency is 104.2MHz. For the control cable (subscript “cc”) only its shield serial impedance was
calculated. The skin effect is taken into account. Fig. 2 summarizes all equivalent high-frequency
elements and their values can be read from Table 1. For the ground path the impedance was taken
from a measurement with Fluke PM6306 (fmeas = 1 MHz).

Figure 2: Equivalent circuit for the cable assembly (left) and the three-phase PMSM (right). The wire
impedance Rw + ωLw is not drawn.
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Table 1: Equivalent electrical parameters of the cables.

Part Rw in mΩ Rs in Ω Lw in nH Ls in nH Cws in pF Rgnd in Ω Lgnd in nH
Power cable 40 2.33 597 87.73 154.3 – –
Control cable – 4.77 – 203.7 – – –
Ground path – – – – – 1.91 130

3.3. Motor

To find equivalent elements for the motor (PMSM, type: Indramat MKD071B-061-GG0-KN), the
electrical parameters for the stator wiring as well as for the stray components have to be determined.
They can be decomposed into common-mode and differential-mode impedances. The common-mode
impedance can be determined with the help of an impedance analyzer in a configuration where three
phases are connected together and the other port is connected to the motor case. We were not
able to measure the impedances because an impedance analyzer was not available. Instead we
took experimental results from [3], where a similar PMS motor (type: Indramat MMD082A) was
investigated. The wiring parameters are related to the common-mode impedance as

Ra = Rb = Rc = 3 ·Rcm = 3 · 2.4Ω (1)
La = Lb = Lc = 3 · Lcm = 3 · 950 nH (2)
Ca = Cb = Cc = 1.1 nF. (3)

The capacitance between the center of all stator wirings and the motor case Cstator has a value
of 7.3 nF. Fig. 2 shows the connections between these discrete elements. Due to symmetry no
common-mode to differential-mode conversion and vice versa should occur.

3.4. Simulation Results

For the creation of the complete SPICE network we used LTspice [6] as a frontend. It has a graphical
user interface. After a a transient analysis all currents and voltages can be observed dependent on
time. The currents through the cable shield elements of the power cable, i.e., Rs,pc, and the control
cable, i.e., Rs,cc, are of interest here. The simulation time was adjusted to 100µs. So several of
the switching events will be covered. We saw oscillations which occur after each switching process.
They have a frequency of ≈ 6 MHz. However, the attention should lie on the spectral content of
the two currents. This is done easily using Fourier transform. The full spectrum shows a first peak
at 48 kHz, which is the third harmonic of the switching frequency. The second peak is at 6 MHz,
as expected because of the oscillations observed in time domain. In Fig. 3, the displayed frequency
range is from 30 MHz to 500 MHz. The comparison between the simulated (left side) and measured
(right side) CM currents shows good conformity. Single resonances above 100 MHz origin from
various other processes in the real drive system and are not captured by our model.
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Figure 3: Comparison between the simulated (left) and measured (right) CM cable shield currents.
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4. NUMERICAL FIELD SIMULATION

4.1. CONCEPT Model
The cable routing and the position of the inverter housing on its small groundplane, including
earth straps, were constructed to scale in a model for the software package CONCEPT II [5]. All
metallic surfaces were assumed to be perfectly conducting and all parts were discretized according
to the shortest wavelength (f = 500 MHz) in the simulation. The arrangement is shown in Fig. 4.
The inverter housing is a simple block and the motor is composed of two closed cylinders and a
flange. The point of origin of the arrangement is shown. This was the center of rotation for the
measurement (see also the cross in Fig. 1). The easiest feeding in CONCEPT is a voltage source
with constant amplitude and variable internal resistance. But we wanted to use the measured or
simulated CM current amplitudes imeas as a source which is placed on one wire segment. So we
calculated an equivalent internal resistance Req for each frequency step and held the voltage fixed
at 1 V. The equivalent series resistance may be expressed as

Req(f) =
1V− imeas(f) · |Z in(f)|

imeas(f)
, (4)

where Z in is the complex valued input impedance of the arrangement that needs to be calculated
in a first simulation run. After the simulation run the electrical field strength at 36 equally spaced
field points around the structure (distance: 10 m, height: 1m) was calculated. The field amplitudes
from all observation points and from two simulation runs (source at P1 and P4 respectively, see
Fig. 1) were combined by taking the overall maximum. This reflects the procedure of the normative
emission measurement. Fig. 5 depicts the comparison between the measured and the simulated
field strength. The conformity is satisfying. The frequency range below 100 MHz of the displayed
simulated spectra results from feeding at point P1, and above 100 MHz it results from feeding at
point P4. The sharp resonances in the current spectrum appear also in the field spectrum.

Figure 4: View of the 3D model with surfaces and wire segments.
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Figure 5: Overall comparison between measurement and simulation for the horizontal (left) and vertical
(right) field strength component.
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5. CONCLUSION

In this paper, a high-frequency model for a variable-speed drive system was proposed. We focused
only on the prediction of radiated emissions from the system. Therefore a SPICE network with
high-frequency equivalent elements was created and the common-mode currents on the cable shields
were simulated. Their spectral content shows satisfying match compared with measurements. The
measured values were then taken as a source inside a simplified 3D model in CONCEPT II to
compute the radiated emissions. The correspondence of the results with normative emission tests
performed in our semi-anechoic chamber is very good (deviation ±10 dB).
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Abstract— A ceramic dielectric resonator antenna excited by a corner-cut square patch is
introduced for the circular polarization (CP) operation. The effect of patch size and cut size
are investigated, showing that the resonant frequency of the antenna can be adjusted by simply
changing the patch size. Its return loss, axial ratio, and radiation characteristics are found.
Measurements were carried out to verify the design. This CP ceramic dielectric resonator antenna
is compact in structure, which is attracted for the application as the satellite communication
terminal.

1. INTRODUCTION

More and more dielectric resonator antennas (DRAs) have been used due to its advantages such
as small size for lower microwave frequency applications, high radiation efficiency even at higher
frequencies, and ease of excitation, etc. Normally the resonant frequency of DRA is determined
as long as the dielectric resonator is chosen, but the measured and calculated resonant frequencies
are usually different from each other due to the fabrication tolerance. Therefore, except the studies
on one or dual linear-polarization [1, 2] and circular-polarization(CP) [3] operation of DRAs, more
attention has been paid to the frequency-adjustable DRAs, such as using a loading cap [4], using
multiple parasitic strips [5], etc.

In this letter, an easy way of tuning the resonant frequency of circularly-polarized (CP) DRA
using different sizes of square patches is presented. This method can tune a DRA to operate in
the frequency range from 5.17 GHz to 5.31GHz without a big change of antenna performance.
Moreover, the square patch can make antenna realize the CP operation by cutting corners. Its
detailed design considerations are described, and then simulated and measured results are presented
and discussed.

2. ANTENNA DESIGN

The antenna configuration is shown in Figure 1 with the cylindrical DR of radius D, height H, and
relative permittivity εr1 = 38. Using high dielectric constant makes the antenna miniaturize at the
cost of narrow bandwidth. To broaden the operation bandwidth, the DR is excited by a square
patch with a 50 Ω T-shaped microstrip feed line, which has a stub of LS = 17mm, WS = 0.5 mm.
The cylindrical DR is etched on a substrate of thickness h2 = 0.5mm and relative permittivity
εr2 = 4.2. The T-shaped microstrip feed line is fabricated on a substrate of thickness h1 = 2mm
and relative permittivity εr2 = 4.2. The square patch of side length α is perturbed by cutting two
equilateral triangles of length δ in its diagonal corner.

Figure 2 plots the simulated and measured return loss curves of the test antenna with parameters
D = 9 mm, H = 4.1 mm, α = 2.5mm, δ = 1.2 mm, which are optimized by using the simulation
software HFSS10. It is noted that the simulated impedance bandwidth of the antenna is 5.2%
for S11 less than −10 dB, covering the frequency range from 5.08 to 5.35GHz. The measured
impedance bandwidth is 5.8%, from 5.15 to 5.44 GHz, covering the required bandwidth for WLAN
application in the 5.2GHz band. The difference between simulated and measured frequency range is
probably due to the air gaps between the DR and the substrate, which slightly lowers the equivalent
permittivity of the DRA, thus leading to the increasing in the resonant frequency and the expanding
of the bandwidth [6].

The simulated and measures axial ratio curves of the antenna are show in Figure 3. The
simulated bandwidth (AR 6 3 dB) is 70MHz, covering the frequency range from 5.195 to 5.265 GHz
with the minimum AR of 0.4 dB at 5.23 GHz, while the measured axial-ratio curve shows a little
shift, which covers the frequency range from 5.245 to 5.315GHz (1.33%) with the minimum AR of
1 dB at the 5.285 GHz.

Figure 4 displays the return loss and axial ratio vs. frequency for patch size α = 2.3, 2.4, 2.5 mm.
As predicted, the resonant frequency changes with length α significantly. When α increases, the
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resonant frequency of DRA decreases. Nevertheless, the bandwidth and minimum axial ratio are
only slightly changed with α. This is a very favorable result, which means that one can tune

(a) side view

(b) top view
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m

Figure 1: Configuration of proposed antenna.

Figure 2: Simulated and measured return loss
curves.
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the resonant frequency by simply changing α without affecting the bandwidth and axial ratio
characteristic too much.

Figure 5 shows the return loss and axial ratio as a function of frequency for different cut size
δ = 1.1mm, 1.2 mm, 1.3mm. It is seen that the effect of δ on the antenna is weaker than that
of α. The good impedance match and axial ratio are achieved for δ = 1.2mm, and 1.3 mm both.
Therefore the cut size δ is not critical, and thus it is not difficult to design this CP DRA.

The simulated and measured xz and xy plane radiation patterns are shown in Figure 6 for
α = 2.5mm, δ = 1.2mm, showing the broadside radiation, as expected. Also very good left-hand
CP (LHCP) fields are observed, which are about 20 dB stronger than the right-hand CP (RHCP)
fields in the broadside direction (θ = 0◦). The gain of the antenna with α = 2.5mm, and δ = 1.2mm
is also measured, which is 6.2 dBi at 5.285GHz.
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Figure 6: Simulated and measured radiation patterns at 5.285GHz.

3. CONCLUSION

A novel frequency-adjustable circularly-polarized DRA has been introduced. The resonant fre-
quency of the proposed antenna can be controlled by simply changing the square patch size which
is located between the DR and the substrate, and its CP radiation can be easily achieved by cutting
corners of the square patch. The antenna is compact in structure, as it consists of only a cylindrical
DR with radius of 4.5mm and a substrate of 40mm×40mm. The measured impedance bandwidth
reaches 309 MHz with good broadside radiation characteristics. And the measured axial-ratio band-
width is 70 MHz, with a minimum axial ratio of 1 dB. The compact CP DRA is attractive for the
application as the terminal of satellite communication systems.
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Abstract— Sidelobes in dish reflector antennas are wasted energy in unwanted directions
making the antenna more susceptible to noise. They represent security vulnerability since an
unintended receiver may pick up the classified communication and most importantly yield to
interference. Therefore reducing the near-in sidelobes which is desirable in parabolic reflectors
and can be achieved by adding metallic stripes to scatter and diffract the unwanted radiation.
The amount of reduction that can be attained ranges from 15 to 20 dB.

1. INTRODUCTION

Wireless telecommunication has become an emerging need in today’s evolved networks. The urge for
higher data rates, high quality service and the growth in traffic necessitated that wireless systems
be more efficient. One way to improve the efficiency of a wireless communication system is to
improve the antenna which is considered as a key factor in the systems. A common way to improve
the antenna is reducing the near-in sidelobes which are the largest sidelobes. These are considered
as wasted energy in unwanted direction and the communication system cannot make use of this
lost energy. Near-in sidelobes, which are the largest sidelobes, make the antenna more vulnerable
to noise and can be considered as security vulnerability for the transmitting antenna since an
unintended receiver can receive the classified communication. Additionally, since these sidelobes
are large they may lead to interference. However, the reduction must not affect the directional
characteristics of the antenna that is the beamwidth of the main beam of the radiation pattern.

Many designs and methods were proposed to reduce the sidelobes such as adding auxiliary
subreflectors; either internally or externally, where the mainlobe is in direction of the sidelobe of
the main reflector [1]. Another method consists of employing shrouds bottled on the reflector’s
surface to collect the spillover energy that misses the reflector [2] or using circular waveguide feed
which employs a non-planar corrugated subreflector, to concentrate the energy from the waveguide
onto the main reflector, without allowing it to pass directly to the far field of the antenna [3].
Although all these methods brought reduction in the sidelobes but this was on the expense of the
significant reduction in the gain of the antenna. Also some of the designs suffer from low wind
resistance, or increase in the weight and size of the reflector, or a modification in its shape.

The method proposed in this paper does not lead to a change in the shape of the reflector itself
and thus existing antennas in the market can benefit from such a method. It consists simply of
attaching metallic stripes to the reflector in order to diffract and scatter the unwanted radiations
that are responsible for creating the sidelobes. This study will be conducted on center-fed dish re-
flector antennas although it is supposed to be functional on other parabolic reflector configurations.
The paper is organized in the following order: In Section 2, the proposed method is presented. In
Section 3, simulations using method of moments are shown and in Section 4 the experimented
results are presented. And last but not least, in Section 5 a comparison between both results is
performed and later the conclusion is given.

2. THEORETICAL METHOD

It is well known that when an incident wave hits the sharp edge of an object, a portion of this wave
will continue in its direction, while the other portion will be diffracted and scattered in another
direction. Thus, based on the knife edge diffraction effect, if it is possible to find the rays responsible
for the creation of sidelobes and put an object that is able to diffract and scatter these unwanted
rays, the sidelobes would be reduced. The loss due to edge knife edge diffraction effect in decibels
is given by the ratio of the diffracted to the incident magnetic field:

Lke = 10 log(Ed/Ei) (1)
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The first step is to choose the type of the obstacle or in other words the object to use. Metallic
stripes are chosen, mainly because of three factors. The first advantage of using metallic stripes,
from the electrical point of view, is that the theory of knife edge diffraction applies when using
them and therefore they can diffract and scatter waveforms. From the Mechanical standpoint, they
are thin and light and accordingly do not affect the size and weight of the reflector. Moreover, it is
easy to utilize them since they can be modeled into different shapes as needed. Furthermore, these
stripes are widely available and very cheap.

The position where the stripes must be placed is very crucial. First of all, the stripes must
be placed in a way to reduce the near-in sidelobes but without being on the expense of the main
lobe, In other words, the stripes should not alter the directivity characteristics of the main beam
especially its beamwidth.

The theoretical method consists of simulating the radiation pattern of the dish reflector and
then calculating the radial distance range from the sidelobe region which is of the region of the
significant sidelobes, using the following formula:

ρ = 2F tan
θ

2
(2)

where ρ is the radial distance, F is the focal depth and θ is the appropriate angle. Then, two
symmetrical stripes are disposed on various positions in this range and on every position the
radiation pattern is simulated and compared with the main simulation of the reflector without the
stripes. During the experiments and simulations performed the stripes showed a reduction between
15 to 20 dB depending on the antenna, the operating frequency, the shape of the stripes and their
metal type and the reduction was significant between 5λ/2 and 7λ/2. As said, several shapes can
lead to several diffraction and scattering properties and thus diverse amounts of reductions, thus
rectangular, cylindrical and blades shaped stripes, which are composed of four rectangular stripes
crossed together with an angle of 45◦, are taken into consideration. Fig. 3 shows blades shaped
stripes placed on a dish parabolic reflector.

3. SIMULATIONS

The simulation in this paper is done using the method of moments. A center-fed dish reflector
antenna employing a horn waveguide and having the following parameters is considered: The
antenna is operating at a frequency of 2.4 GHz, having a diameter of 1.49 meters, a focal length of
8.9 centimeters and a focal depth of 1.17 meters. The horn waveguide is of 49 cm in height, 12 cm
in length and 9.8 cm in width.The far field of an antenna is the Fourier transform of the aperture

Figure 1: Different metallic shapes: rectangular, cylindrical and blades shaped sripes.

Figure 2: Center-fed reflector parameters. Figure 3: Blades shaped metallic stripes positioned
at a distance of 7λ/2 on a center-fed dish parabolic
reflector.
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distribution. The gain of the radiation pattern of this dish reflector is shown in Fig. 4. as well as
the region of the near-in sidelobe or the region of intended reduction. The largest sidelobe peaks
at 7.8 dB.

First, a study on the position of the metallic scatters is conducted in which random shaped
stripes are considered and as such the rectangular scatters of 0.1 cm in width, 0.5 cm in depth and
12.6 cm in height are placed at 5λ/2 and 7λ/2 and the results in comparison with that of the main
radiation pattern are shown in Fig. 5. At 5λ/2 a reduction of 5.19 dB occurred while at 7λ/2 the
reduction was of 8.31 dB. It is obvious that the beamwidth was not affected.

Since different shapes exhibit different diffraction and scattering properties, cylindrical and
blades shaped stripes were placed at the position of 7λ/2 in order to measure the near-in sidelobes
reduction. The cylindrical stripes are of 2 cm in radius and 63 cm in length. The blades are four
of the same rectangular scatters used before but with 45◦ between them. The results are shown in
Fig. 6, a reduction of 16.7 dB occurred when the blade shaped stripes were used while a reduction
of 17 dB occurred when cylindrical stripes were attached to the reflector.

4. EXPERIMENTAL RESULTS

To conduct the experiment two antennas are needed, one as the receiver and the other as the
transmit antenna. The electric field will be measured before and after attaching the stripes to one
of the antennas. The experiments were done in an open air environment using Andrew P2F-23-NXA
antenna which is connected to a rotor.

Figure 4: Gain of center-fed dish reflector with the
intended reduction region.

Figure 5: Simulations of rectangular stripes at 5λ/2
and 7λ/2.

Figure 6: Different stripes shapes at a distance of
7λ/2.

Figure 7: Experimental results on Andew P2F-23-
NXA antenna.

The electric field pattern is obtained by rotating the test antenna while receiving the data of
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the transmitting antenna and measuring it using a spectrum analyzer. The stripes were placed first
between 11.5 and 13.5 cm and later that they were placed between 13.5 and 15.5 cm, the results are
plotted in Fig. 7.

It is clear that there is a 20 dB reduction between the main simulation and the one where the
stripes were placed between 13.5 cm and 15.5 cm. This experiment showed that the stripes that
usedwere simple flat rectangular stripes.

Table 1: Summary of results.

Sidelobes Reduction [dB]
Stripes Type

Simulation — MoM
Rectangular Stripes 8.31 dB

Blades Stripes 16.7 dB
Cylindrical Stripes 17 dB

Experimental Results
Rectangular Stripes 20 dB

5. CONCLUSION

The experimental results showed a 23 dB reduction in the largest sidelobes or near-in sidelobes after
attaching the stripes to the best position. With the help of the simulations the best distance range
to have the maximum reduction was detected to be between 5λ/2 and 7λ/2 were the reduction is
normally maximum at the latest distance and is normally between 15 and 23 dB. All the shapes
showed reduction where the cylindrical and blade shaped had the most influence on the reduction.
The results showed approximately no effect on the beamwidth or the half power beamwidth and
thus this approach does not alter the directional characteristics of the dish reflector antenna. The
importance of this method lies in the fact that it is cheap, feasible and does not change the original
shape of the antenna.
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Abstract— This paper describes the concept of air gap structure to enhance the antenna’s gain.
The structure of the planar antenna array consisting rectangular16 elements is comprised based
on corporate feed network. The advanced of this antenna design is the antenna’s feeding network
is etched on a different layer from the elements by certain of air gap distances. The air gap
antenna was separated and measured from 0mm to 20mm, in 0.5mm increments respectively.
Quadratic slots enabled most of the induced current and power from source to the radiating
patches. The magnetic characteristics of quadratic allowed absorbing the reflected electrical
fields around the slots. The configuration of air gap is competent influencing a stronger fringing
field at the edge of the patches. The fringing fields become stronger as the distance is getting
increased. A strong fringing fields leads for the patches to radiate even further. The air gap
increased the radiated power and reduced conductor loss. The gap coupling is more feasible to
reduce surface wave excitation between elements which are separated by a ground plane. The
combination of air gap structure with quadratic slots the gain grooming 400% times larger than a
quadratic aperture coupled microstrip array antenna without an air gap. The proposed antenna
also has significant 50% of gain compared to the conventional transmission line antenna array.
The air gap has successfully increased the level of isolation up to 1.5 times bigger than without
air gap. The effects of the gap on parameters such as radiation patterns and gain are observed.
Good agreement between simulations and measurements is also obtained. These results extend
the validity of the analysis and will be useful for higher gain applications.

1. INTRODUCTION

Aperture coupled is one of the methods that are using multilayered dielectric substrates. This
type of antenna has the ability to reduce surface wave excitation between elements which are
separated by a ground plane. However, at 2.3 GHz of the resonant frequency, FR4 stated a 30%
of loss percentage and 4.7 of permittivity, εr which is considered as a high dielectric constant and
unstable [3, 4]. Conventional aperture-coupled antenna only stated a 35% of efficiency due to the
limitation of FR4 [9, 10]. As a result, gain and directivity of the antenna are declining.

However, by introducing the air gap, the impedance is starting to decrease. The antenna
impedance approaching zero as the antenna approaches the lower substrate. The impedance usually
represents as a function of frequency. The changes of impedance had affected on resonant frequency
indirectly. In this paper, the air gap of quadratic aperture coupled microstrip antenna array (Q-
ACMAA) has an ability to take the efficiency up to 70% simultaneously maintained the impedance
and decreasing the power being radiated. The effects of the various parameters of the structure, such
as the gap and aperture’s slots dimension on parameters such as gain and efficiency are observed.

2. ANTENNA STRUCTURE

To form a uniform monolithic structure, both the upper and lower substrates are composed of
FR4 (relative permittivity = 4.7, loss tangent = 0.019) dielectric layer. The detail of sub-array
of Q-ACMAA antenna measured in this experiment is shown in Figure 1. Given in Figure 2, the
antenna is designed with a variety of air gap separation distances, d, therefore, these experiments
not only measure the effect of the air gap structure, but they also measure the effect of overall
antenna design. Figure 3 shows the antenna structure and printed circuit board, PCB stands with
certain height are used as to varying the gap of separations.

Figure 2 shows the different separations from 0 mm to 20mm. The air gap is used as spacers
between the antenna and the ground plane. The Q-ACMAA is brought back to back with the
ground plane initially 0 mm or 0λ. The antenna was then moved from 0 mm to 20 mm, 0.33λ in
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Upper quadratic slot

 Lower quadratic slot

Figure 1: Single sector of Q-ACMAA Sm = 1.5, SE = 2.3, W = 40, Wm = 3, L = 22, Lu = 29.6, LL = 20.2,
∆X = 30, ∆Y = 38 all in mm.

(a)

(b)

(c)

(d)

(e)

Figure 2: Gap-coupling structure of Q-ACMAA. (a) d = 0 mm, (b) d = 5 mm, (c) d = 10 mm, (d) d = 15 mm,
(e) d = 20mm.

(a) (b)

Figure 3: (a) 16 elements of Q-ACMAA, (b) layout view of Q-ACMAA with gap-coupling.

0.5mm, 0.008λ increments. At each step, the gain was measured using the network analyzer in
anechoic chamber. To determine the exact dimensions of the slot, the modified formulas as follows
can be used.

Y1 = −ax2+bx + c (1)
Y2 = −ax2+bx + (c− 5) (2)

where Y1 = upper of quadratic slot, Y2 = lower of quadratic slot.
The effects of the various parameters of the structure, such as the gap and aperture’s slots
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dimension on related parameters such as Q factor, gain and efficiency are observed. It can also be
expressed in a formula as follows:

η =
QT

Qrad
(3)

QT =
1

tan δ
=

εr

d
(4)

where: η = Antenna efficiency, εr = Dielectric constant, d = Air gap distance, QT = Total quality,
QR = Radiation loss, tan δ = Dielectric loss tangent.

3. RESULT AND DISCUSSION

The agreement between experimental and theoretical results is good as shown in Tables 1 and 2.
The simulation takes the air gap distance, d from 0 to 20 mm with an increment of 1 mm each
respectively. Only 5 measurements are taken into account because the height limitation of the
PCB stands which increment of 5 mm from 0mm to 20 mm. By introducing an air gap, the effective
relative permittivity of the structure is forced to decreased, though the electrical thickness of the
antenna is increased. A low value of εr will increase the fringing field at the patch periphery and

Table 1: Simulations efficiency of Q-ACMAA air gap microstrip antenna.

Thickness of air gap, d (mm) Directivity (dBi) Gain (dB) Efficiency, η

0 16.11 3.12 0.1936
5 17.31 8.04 0.4644
10 17.42 12.53 0.719
15 17.47 10.12 0.5792
20 17.46 6.75 0.3865

Figure 4: Measurements of radiation pattern at different distance of air gap, d.

(a) (b)

Figure 5: Effects of the air gap configuration on (a) efficiency, (b) quality Factor.
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thus radiates power. The antenna efficiency increases up to 46.44% with an increase in d equal to
5mm. A maximum of almost 72% of efficiency is stated when d equal to 10 mm initially due to the
increase in radiated power as shown in Table 1.

The fringing fields from the edges increase with the increase in d simultaneously increase the
amount of radiating power. Consequently, efficiency of the antenna had increased up to 70.52% as
shown in Table 2. Generally, both of simulations and measurements antenna efficiency are increases
with an increase in d, but thereafter it starts decreasing more than 40% beginning d equal to 11 mm
because of the higher cross-polar level and excitation of the surface waves as stated in Equation (4)
and Figure 5(a). Figure 4 shows five radiation patterns measured for d from 0 to 20 mm.

4. CONCLUSION

A novel of air gap quadratic aperture coupled microstrip array antenna is introduced in this paper.
This antenna is designed on FR4 substrates. The proposed antenna makes the efficiency range
25% times larger than a quadratic aperture coupled microstrip array antenna without air gap and
compared with the traditional rectangular microstrip antenna etched on the same substrate which
only take 30% of efficiency. With etched on lossy substrates, this structure would be greatly suitable
to overcome the 30% loss percentage of the FR4 at 2.3 GHz. The novel air gap of Q-ACMAA has
successfully maintained the frequency resonant and impedance at 2.3 GHz simultaneously increased
radiating power as well as efficiency increase.
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Abstract— The increasing number of user in ISM 2.4 GHz band has caused the spectrum to
be crowded. The emerging technology of cognitive radio has paved the way of improving the
spectrum utilization. Apart from that, antenna diversity is a well-known technique to enhance
the performance of wireless communication systems by reducing the fading effects. In order to
create an antenna diversity system on a wireless device, two or more antenna elements could
be placed in positions that provide uncorrelated signals of the same power level. A printed
polarization diversity monopole antenna for Cognitive Radio system application to improve the
spectrum utilization in the 2.4 GHz ISM band is proposed in this paper. The proposed antenna is
composed of two monopoles which are orthogonal to each other. CST Microwave Studio software
was used to evaluate the antenna design. This antenna was fabricated on 50 mm × 50mm FR4
board with thickness of 1.6mm and dielectric permittivity 4.7. The front and back view of the
proposed antenna were showed in Figs. 2 and 3 respectively. The simulated and measured return
losses of the antenna are shown in Figs. 3 and 4. Even though the return loss at the two ports are
different but the antennas have −15 dB and −12 dB return loss which were lower than −10 dB at
2.4GHz. The radiation pattern for the antenna was different with single monopole antenna since
the ground plane from antenna #2 reflected the signal radiated by antenna #1. This diversity
antenna also offers wide bandwidth (∼ 17%) and low correlation since the antenna orthogonal to
each other.

1. INTRODUCTION

The evolution of wireless communication is rapidly evolving for the past two decades. The in-
troduction of wireless local area network (WLAN) increases the awareness of consumers towards
the potential of being wireless, hence the rise of the number of wireless user especially WLAN’s
user. The concept of mobility is one of the main reasons of attraction of the wireless technology.
Moreover, WLAN is designed to work on the ISM band, such as the 2.4 GHz band, which is free for
access to anyone. However, as time goes by, the high number of users causes the free spectrum to be
crowded. The crowded spectrum [1] is an experiment done to investigate the usage of the 2.4 GHz
ISM Band. The results reveal that the band is full of applications ranging from 802.11b, 802.15.1,
802.15.4 and the strong interferences generated from the microwave devices. This indicates the
spectrum crisis.

Cognitive radio (CR) is considered as one of the solution to solve the crowded spectrum in the
2.4GHz ISM band. CR is a set of transceiver that is able to sense and learn about the environment
it operates thus adapting itself to the desired operation of the user. It was first introduce as an
idea to improve the flexibility of personal services [2]. Moreover, CR is considered as the emerging
technology to improve the spectrum utilization with its ability to be able to use the licensed band by
unlicensed devices through the means of secondary usage [3]. This is achieved through continuously
monitoring the spectrum usage in the process which runs in parallel with the communication link
or use of a single channel for both spectrum sensing and communication [4]. A novel antenna for
CR and its challenges is also presented in [4]. Therefore, the antenna factor is important, such
as using a very wide band antenna for sensing and a narrowband antenna for communication or
using a wideband antenna or a narrowband antenna for both sensing and communication in a single
channel. In this paper, the focus is on the latter approach.

Antenna diversity is a well-known technique to enhance the performance of wireless communi-
cation systems. In order to create an antenna diversity system on a wireless device, two or more
antenna elements could be placed in positions [5]. Diversity reception techniques are one of the
best known methods to mitigate and reduce the effects of fading and are used widely in wireless
communication. The method can be applied either at the transmitter or receiver. The principle
behind diversity is the use of more than one independent and hence uncorrelated received signal
which will fade independently of each other. Diversity can be achieved in various ways such as
frequency diversity, time diversity and antenna diversity. Antenna diversity involves the use of
multiple antenna, different radiation pattern, and/or polarizations. There are several forms of
diversity methods such as space, frequency, polarization, and field and pattern diversity.
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In general, the signals from the branches are combined using linear combines such as selection,
equal gain, maximal ratio or switched combining. Some preliminary diversity measurements have
shown that antenna diversity can offer significant improvement for the on body channels. Space
diversity is by far the most popular technique. Space diversity is achieved by using more than
one antenna at the transmitter or receiver side. This technique does not consume extra spectrum
and the basic issue is that of antenna spacing. When two antennas are placed close to each other,
mutual coupling betweens the antennas must be low to prevent the effect of one antenna on the
other. Measurements in the past [6, 7] show that closely spaced dipole antennas (0.05 wavelengths
apart) can still give a low signals correlation, in contrast to previous work on uncoupled dipoles
showing that 0.5 wavelengths spacing is needed. To date, there have been considerable researched
compacted antennas for handheld terminals [8, 9]. Many of these configurations are not suitable
for handheld devices due to space limitation so suitable diversity method should be considered in
designing diversity antenna.

2. ANTENNA DESIGN

This antenna consists of two monopole antennas that orthogonal to each other. The antenna
is designed on FR4 substrate with thickness of 1.6mm. The specifications of the substrate for
dielectric permittivity, is 4.7 and tangent loss is 0.019. All the simulations are carried out using
CST software. The simulation results will be compared to measurement result for fabrication stage.
The width of the monopole trace is W = 1.5 mm and the length of the monopole L = 23 mm. The
polarization monopole is designed to be operating at 2.4GHz. The waveguide port feeding technique
is use in the simulation where the dimension of feeding is 2.4 × 16mm2 in order to match to the
patch for 50 Ω.

3. RESULT

Figures 1 and 2 shows the photograph of the polarization diversity monopole antenna.
The simulated and measured return loss for polarization monopole antenna 1 and antenna 2

Figure 1: Front view of the proposed antenna.

 

Figure 2: Back view of the proposed antenna.

(a) (b)

Figure 3: The simulated and measured return loss. (a) Polarization monopole antenna 1, (b) polarization
monopole antenna 2.
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(a) (b)

(c) (d)

Figure 4: Measured radiation patterns of the polarization diversity monopole antenna at 2.4 GHz.

are shown in Figs. 3 and 4. Good agreement between the simulated and the measured results has
been achieved. From the figures, the fractional bandwidth for reflection coefficient below −10 dB
is about 17%

Figure 4 demonstrates the measured radiation patterns of the antennas for measurement. Figs. 4(a)
and 4(b) show the radiation patterns of the antenna 1 whilst Figs. 4(c) and 4(d) show the radiation
patterns of the antenna 2. The far-field is measured in range of −90◦ to 90◦.

4. CONCLUSION

A compact polarization diversity monopole antenna is designed. Two diversity antennas operating
at 2.40 GHz are designed. The return loss is found to be better than −10 dB and the usable
bandwidth is about 17% in measurement. The measured results also show that such antenna
design could be use in a CR system to improve the spectrum utilization. The antenna has good
agreement between the simulated and measured results.
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Abstract— In this research, a theory has been developed to estimate the effective parameters
of artificial material composed of dielectric bars placed in a periodic fashion in dielectric host
medium (air) from equivalent circuit point of view and verified with HFSS simulation. The theory
provides a relationship between effective permittivity and the filling factor of the constituent
particle and explains the anisotropic property of the artificial material macroscopically.

1. INTRODUCTION

In previous research it has been shown theoretically that effective material parameter (permittiv-
ity εr, and permeability µr) of artificial material, composed of spherical metal or dielectric balls
embedded in host dielectric medium in a regular three dimensional fashion, depend on the filling
factor [1]. This theoretical concept has been verified by simulation [2–4] too. In this research, a
theory is developed to predict effective material parameters macroscopically from lumped element
circuit parameters, inductance and capacitance, resulted from constituent particle. As inductance
and capacitance are geometry-dependent parameters, so effective parameters, sensitivity of effective
permittivity to particle permittivity and anisotropic behavior, which are discussed in this research,
can be explained from particle geometry and particle permittivity.

2. THEORY

When rectangular dielectric bars are arranged in space to form an artificial material, a unit cell of
that material is shown in Fig. 1. The dimensions of the bar is x× y × h and cell is ∆x×∆y ×H
as shown in Fig. 1. The total capacitance of the cell Ccell is the parallel combination of two of
capacitances; one is the contribution from the shaded area Cs and other is form the unshaded area
Cus as shown in Fig. 1(b). Again Cs is the series combination of three capacitances Ca, Cd and Ca

as shown in Fig. 1(c).
Now,

Cus = ε0(∆x∆y − xy)/H
Ca = 2ε0xy/(H − h)
Cd = εrε0xy/h

(1)

Therefore,

Cs =
1

1/Ca + 1/Cd + 1/Ca
=

ε0εrxy

(H − h)εr + h
(2)

(a) (b) (c)

Figure 1: (a) Unit cell with dielectric bar as constituent
particle, (b) top view, (c) front view.

Figure 2: A parallel plate waveguide of unit
length with width W and height H, filled with
unit cells showing total cell capacitance Ccell

and cell inductance Lcell.
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Therefore total cell-capacitance

Ccell = Cus ||Cs =
ε0(∆x∆y − xy)

H
+

ε0εrxy

(H − h)εr + h
(3)

As there is no magnetic material in the cell, total cell-inductance

Lcell = µ0H∆y/∆x (4)

Now, to calculate the effective parameter, it is sufficed to consider that a Parallel Plate Waveguide
(PPWG) with width W and height H as shown in Fig. 2 is loaded with the unit cells as described
in Fig. 1, where electric field is polarized in z-direction, magnetic field is polarized in x-direction
and direction of wave propagation is in y-direction. Total capacitance per unit length of PPWG is

C0 = Ccell × (W/∆x∆y) (5)

and total shunt admittance per unit length is

Y0 = jωC0 (6)

Total inductance per unit length of PPWG is

L0 = (Lcell/∆y)/(W/∆x) (7)

and total series impedance
Z0 = jωL0 (8)

Therefore, propagation constant

γ = α + jβ =
√

Z0Y0 = jω
√

L0C0 (9)

Considering the lossless case
β2 = ω2ε0ε

eff
r µ0µ

eff
r = ω2L0C0 (10)

Using Eqs. (3), (4), (5) and (7) in Eq. (10) yields

εeff
r µeff

r =
[
(∆x∆y − xy)

H
+

εrxy

(H − h)εr + h

]
× H

∆x∆y
(11)

Now characteristic impedance of PPWG, filled with particles, is

Zc =
H

W

√
µeff

r

εeff
r

=
√

Z0

Y0
(12)

Using Eqs. (3), (4), (5) and (7) in Eq. (12) yields

εeff
r

µeff
r

=
[
(∆x∆y − xy)

H
+

εrxy

(H − h)εr + h

]
× H

∆x∆y
(13)

Introducing the filling factor term f = xyh/(∆x∆yH) and ratio of particle-height (h) to cell-height
(H) in the direction of electric field a = h/H in Eqs. (11) and (13) yields

µeff
r = 1 (14)

εeff
r = 1 +

f

a

(
εr

a + εr(1− a)
− 1

)
(15)

This is a very general equation for effective permittivity in terms of filling factor f and a (= h/H).
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3. SIMULATION

3-D electromagnetic simulation software HFSS are used for simulation work. In simulation, the
particle is put inside an air-cell as shown in Fig. 3. The side walls of air-cell are assumed perfect
magnetic conductors, whereas the upper and bottom walls are perfect electric conductors. The
dimension of the air-cell is 2.1 mm in each side. The electric and magnetic field of the incident
electromagnetic plane wave is polarized in the direction of the z-axis and x-axis respectively. When
incident plane wave falls on the unit cell, a part of the wave power is reflected back and the rest are
transmitted. Numerically calculated scattering matrix parameter, S11 and S21 are used to calculate
characteristic impedance Zc and refractive index n from the following equations [5]:

Zc =

√
(1 + S11)

2 − S2
21

(1− S11)
2 − S2

21

(16)

n =
1
kl

cos−1

[
1

2S21

(
1− S2

11 + S2
21

)]
(17)

εr = n/Zc (18)
µr = nZc (19)

here l is the cell length and k is wave vector. Fig. 4 shows the calculated and simulated values of
εeff
r with respect to filling factor (f) for a = 0.976, εr = 10 and exhibits a very good agreement

between those. In fact, total cell capacitance Ccell increases when filling factor is increased and
for this reason εeff

r increases as predicted from Eq. (10). This equation of effective permittivity
of artificial material in terms of filling factor (f) and ratio of particle-height to cell-height (a) in
the direction of electric field is very meaningful from macroscopic point of view to understand the
following cases: (1) Justification of special condition, (2) sensitivity of εeff

r to εr, (3) anisotropic
behavior and (4) dependence of εeff

r on particle shape.

Figure 3: Dielectric particle in an air-cell, polariza-
tion of input fields and reflection and transmission
of wave.

Figure 4: Dependence of relative effective permit-
tivity of artificial material on filling factor for a =
0.976.

Figure 5: Sensitivity of effective permittivity of ma-
terial to particle permittivity.

(a) (b) (c)

Figure 6: Variation effective permittivity with par-
ticle shape with same values of filling factor f , a and
particle’s relative permittivity (= 10).
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Table 1: Anisotropy in artificial material.

(1) Justification of special condition: When there is no particle in the cell, then f = 0, εeff
r = 1

and when unit cell is filled with material of particle, then f = 1, and εeff
r = εr. Thus proves the

validity of the derived Eq. (15) for effective permittivity.
(2) Sensitivity of εeff

r to εr: Effective permittivity Equation (15) predicts that for small value of
a, relative effective permittivity εeff

r is insensitive to εr. Fig. 5 demonstrates both the simulation
and calculated values of εeff

r to show this insensitiveness. Again, when a = 1, Eq. (15) reduces to
εeff
r = 1+f(εr−1) and predicts that εeff

r is very much sensitive to εr. Fig. 5 shows this sensitiveness
by simulation and calculation both.

(3) Anisotropic behavior: The term a, which is the ratio of particle-height to cell-height in
the direction of electric field, in Eq. (15) explains the anisotropy behavior of the artificial material.
When the orientation of electric field is changed with respect to the particle, a is changed but filling
factor f remains same in Eq. (15) and thus give rise to different values of εeff

r for different direction
of electric field. Anisotropy is demonstrated by the configuration of electric field excitation with
respect to the particle as shown in the Table 1.

(4) Dependence of εeff
r to particle shape: For given values of a and f , εeff

r is not supposed to
change according to Eq. (15). But simulation result shows that shape of particle affects slightly.
Fig. 6 displays various shapes of particles with given values of a (= 0.975) and f (= 0.50) and
indicates the simulated εeff

r values which are slightly different from each other. This may be
attributed to the fact that although f and a remain constant but due to change in particle shape,
the total cell capacitance Ccell might be changed. Investigation is underway to find the cause of
this.

4. CONCLUSION

A generalized equation for effective permittivity of artificial material composed of dielectric bar
has been developed from lumped element circuit point of view. This generalized theory explains
the dependence of effective permittivity on filling factor f and a, the ratio of particle-height to
the cell-height in the direction of electric field. Macroscopically, it has been shown that total cell
capacitance plays the vital role to determine the effective permittivity of dielectric-filled artificial
material. The derived permittivity equation successfully estimates the effective permittivity of two
special conditions (no particle in the cell and cell is filled with particle) and thus validates the
proposed model. This study shows that effective permittivity is very sensitive to filling factor when
a = 1 and thus macroscopically explains the anisotropic behavior of this artificial material.
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Abstract— The paper studies the impact of applied magnetic field on the inelastic collisions
of electrons with argon atoms. In the electron-argon Franck-Hertz experiment, the influence of
applied magnetic field emerges complicated features, and is equivalent to that of the temperature.
In case the accelerating electric intensity becomes strong enough, enlarging magnetic flux density
will be equivalent to the increasing of oven temperature. When the accelerating electric intensity
is very weak and the applied magnetic field occupies a dominant position, enhancing magnetic flux
density is identical with the decreasing of oven temperature. And the non-uniform distribution
of applied magnetic field has an influence on the inelastic collision as well. The study claims that
the influence of magnetic field variation is equivalent to that of temperature variety, and that it
leads the electron energy to transfer obviously in the experiment.

1. INTRODUCTION

Franck-Hertz (F-H) experiment is vital to the modern physics, for it confirmed first the existence
of discrete energy levels in atoms. In 1914, J. Franck and G. Hertz [1] reported an experiment
on the collision of electrons with mercury vapor atoms. The authors observed a stepwise loss of
electron energy in the experiment. N. Bohr in 1915 adverted to the F-H experiment and brought
forward some related advisements. B. Davis and F. S. Goucher [2] in 1917 modified F-H tube to
validate Bohr’s predictions about the discrete energy level of gas atoms. In 1919, J. Franck and
G. Hertz rechecked prototype F-H experiment, and claimed to support Bohr’s viewpoint. Further,
they improved their classic experimental devices the next year to study the high excitation level.
Subsequently many research experiments [3, 4] have been carried out on the different features of
F-H experiment with the mercury vapor, argon gas, and neon gas etc.

In a F-H tube filled with argon gas, the inelastic collisions of electrons with argon atoms will
alter not only collided particles’ velocity and direction, but also their energies and physics states.
The result is the argon atoms acquire the energy while the electrons loose their energies. Decreasing
the energy will cut down the number of electrons reaching the collector, consequently the collected
current drops. Along with the increasing of electric voltage, the collected current will be oscillated
periodically. And that this variation situation will be repeated again and again. The current
variation is reported to be determined by the emitting voltage, accelerating voltage, retarding
voltage, and temperature etc. Besides those main factors, the magnetic field is also an important
and even more complicated factor.

By means of the air core solenoid and the permanent magnet, the paper studies the applied
magnetic field’s impact on the inelastic collisions of electrons with argon atoms. And the authors
observed a few contrary influences of applied magnetic flux density on different accelerating electric
intensity stages. The results obtained show that the influence of applied magnetic field on collected
current emerges complicated features in the experiment.

2. INFLUENCE OF TEMPERATURE

In the electron-argon collision experiment, the increasing of oven temperature enlarges the electron
kinetic energy and collecting current, but it does not vary the mean-free-path of electrons almost.
Therefore the increasing of oven temperature leads testing curves to lift up, while the wave troughs
of testing curves do not shift approximately.

2.1. F-H Tube Configuration
The tetrode F-H tube used in the experiment is a cylindrical tube filled with argon gas in Figure 1.
The F-H tube configuration includes an indirectly heated cathode K, the heater F, grid G1, grad
G2, and collector C. The grids G1 and G2 both are helix rounded by the nickel filaments. The G1

coated with the gold is located in the tube center along the cylindrical axis. The distance between
G1 and K is near 0.3mm. The grad G2 is arranged outside G1 and is 1mm from the collector C.
The distance between G1 and G2 is shorted to be comparable with the mean-free-path of electron
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in the argon gas at operating temperature. The result shows an excellent characteristic curve in
which as many as 6 wave crests can be seen.

The F-H tube is divided into three parts: The emitting region K-G1, the accelerating and col-
lision region G1-G2, and the retarding region G2-C. Selecting a proper pressure of argon gas, the
mean-free-path of electrons will be slightly larger than the distance between K and G1. Conse-
quently the electrons will be accelerated without collided in the emitting region. The electrons
emitted from the cathode are accelerated by the voltage applied on the grids G1 and G2. The
advantage of F-H tube configuration is that a large region between G1 and G2 will increase greatly
the collision possibility among electrons and argon atoms. The most electrons collided inelastically
with argon atoms loose a large part of their energies, they can not overcome the retarding electric
field to reach the collector. Accordingly it drops the collected current. It is clear that when the
critical level of argon atoms are reached, a series of successive wave crests and troughs on the
voltage-current curves will be obtained in the experiment.

2.2. Temperature Effect

The F-H tube is located in an oven, which wrapped with an aluminum electrical shield. The oven
temperature is raised to the operating value, and the heater supplies heat to the cathode. A lower
cathode temperature will minimize the disturbance of velocities distribution of thermionic emitted
electrons. During the experiment, the temperatures of oven and heater are kept constantly, since
the collected current is sensitive to these temperatures.

For small accelerating voltages the collected current characteristics of the F-H tube are similar
to that of a tetrode. At certain accelerating voltage, however, the collected current reaches a
maximum. Increasing the accelerating voltage further decreases the collected current as the cross
section for inelastic collision changes with the electron energy. When almost electrons have suffered
the inelastic collision, the collected current traverses a minimum, and then it increases again.

It can easily be seen that there are a series of successive wave crests and troughs on the testing
curve. In case emitting voltage and retarding voltage both are kept constantly, increasing the oven
temperature lifts up the testing curve. When the oven temperature increases, the mean-free-path
of electron varies slightly and the requested accelerating voltage keeps the same, according to the
formula of mean-free-path of electron, λ = KbT/pσ. Here Kb is the Boltzmann constant; T and p
are the systematic temperature and pressure respectively; σ is the cross section for inelastic collision.
Therefore the each wave trough of testing curves does not shift almost, due to the mean-free-path of
electron keeps the same approximately. Moreover, the testing curves will lift up, because increasing
the oven temperature enlarges the electron kinetic energy and the number of electron reaching the
collector in Figure 2. Besides the temperature and electric intensity, the magnetic flux density has
an influence on the electron-argon inelastic collision in F-H experiment also.

F

K G 1

G 2C

1 mm 0.3 mm 

5 mm 

Figure 1: Cross-section sketch of a F-H tube with
the cylindrical configuration. This tube filled with
argon gas includes the heater F, cathode K, grid G1,
grid G2, and collector C.

Figure 2: Increasing oven temperatures enlarge
the electron kinetic energy and lead the voltage-
current curves to lift up. Vf = 3.75 V, VG1K =
0.7 V, VG2C = 7 V. T = 50◦C, 70◦C, and 90◦C.
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3. IMPACT OF MAGNETIC FIELD

In the F-H experiment a uniform magnetic field is applied properly in a direction perpendicular
to the accelerating electric intensity. Wrapping the copper enameled wire on the surface of paper
cylindrical canister to construct a solenoid, which inducing the uniform magnetic field by applied
electric current I. Firstly, this solenoid is 9 cm and longer than the tube length. And it produces
a uniform magnetic field to eliminate the disturbance of non-uniform distribution of magnetic
field. The non-uniform distribution of applied magnetic field may cause the variation of magnetic
potential energy to bother the measure precision. Secondly, the radius of solenoid is larger than
that of tube. The F-H tube is located inside the solenoid, and has 5 mm air interval between
them. This solenoid configuration and its paper material both dispel maximally the interference of
temperatures. The final results verify the above advisement is effective in fact.

The F-H experiment in uniform magnetic fields is processing in the room temperature. And the
influence of applied magnetic field emerges complicated features in the experiment.

3.1. Dominant Electric Intensity
In the test, the impact of magnetic field variation is equal to that of temperature variety. This
indicates that the applied magnetic field results in electrons’ energy transferring.

During the F-H experiment, the room temperature and the heating voltage Vf both are kept
constantly, when the accelerating voltage VG2K is strong enough and is increasing continually
further. There are a series of wave crests and wave troughs on the voltage-current curve, when the
emitting voltage VG1K and retarding voltage VG2C both be kept constantly.

When the magnetic flux density B increases, the mean-free-path of electron and the requested
accelerating voltage both keep the same. In the experiment, we find that increasing the magnetic
flux density lifts up the testing curve, while each wave trough of testing curves does not shift
almost in Figure 3. This means that increasing magnetic flux density in short time enlarges the
electron kinetic energy in spite of cyclotron emission, consequently the collected current increases.
Therefore enlarging magnetic flux density is equivalent to the increasing of oven temperature, when
the accelerating electric intensity is strong enough and occupies a dominant position.

3.2. Dominant Magnetic Flux Density
However, enlarging the magnetic flux density in the F-H experiment does not always imply the
increasing of collected current, especially in weak accelerated voltages. Introducing a few necessary
processing in the test to eliminate the interference coming from oven temperature and non-uniform
magnetic field distribution, and protrude directly the effect of uniform magnetic field.

The room temperature, heater temperature, emitting voltage, and retarding voltage are kept
constantly in the test. The emitting voltage and accelerating voltage both are weak enough and
invariable, meanwhile the magnetic flux density occupies a dominant position. There are a series of

Figure 3: When the electric intensity is in a promi-
nent place, increasing the magnetic flux density
causes the voltage-current curve to jump up. Vf =
3.78V, VG1K = 2.3V, VG2C = 7 V. I = 6A, 7 A, and
8A, and their B = 19.5mT, 23.7mT, and 26.3mT
correspondingly.

Figure 4: When the magnetic flux density occupies
a dominant position, enhancing the magnetic flux
density lowers the voltage-current curve suddenly or
steadily. Vf = 3.9V, VG1K = 0.7V, VG2C = 1 V.
I = 6 A, 7A, and 8 A, and their B = 19.5mT,
23.7 mT, and 26.3mT respectively.
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wave crests and wave troughs on the testing curve too, when the magnetic flux density is increasing
continually further.

When the accelerating electric intensity is very weak and the applied magnetic flux density
occupies a dominant position, enhancing magnetic flux density over a short period of time should
be identical with the oven temperature decreasing. In the test, we are surprised to find that
increasing the magnetic flux density drops down the testing curve in Figure 4. This means that
increasing magnetic flux density reduces the number of electron reaching the collector. Analyzing
results recovers that the increasing magnetic flux density will enhance the electron kinetic energy
and escaping velocity. And then increasing the number of electrons escaping from the tube leads the
collected current to decrease. As a result, when the accelerating electric intensity is weak enough
and the applied magnetic flux density occupies a dominant position, enlarging magnetic flux density
is equivalent to the decreasing of oven temperature. This phenomenon can be explained partly by
the secondary electron emission, and partly by the quaternion electromagnetic theory.

4. QUATERNION ELECTROMAGNETISM

According to classic electromagnetic theory, the uniform magnetic field has not an influence on the
inelastic collisions of electrons with argon atoms, and on the electrons’ energy transferring either.
However the experiment results contradict this usual assumption. No matter how to apply the
uniform magnetic field, either steadily or instantaneously, the collected current will appear to be
fluctuated observably.

This means that applying uniform magnetic field leads to electrons’ energy fluctuating. But
the classic electromagnetic theory does not explain effectively why the phenomena will happen.
The research assumes that there may be one new kind of electromagnetic force component, which
results in the electrons to be accelerated continually, and then be transferred their energies.

4.1. Electromagnetic Force
The quaternion was invented by W. R. Hamilton [5] in 1843, and was first used by J. C. Maxwell
in 1861 to represent electromagnetic theory [6]. At present, the algebra of quaternions can be used
to describe either electromagnetic field or gravitational field.

The electromagnetic theory [7] described by quaternions predicts that there exists one new kind
of electromagnetic force component, qv0B, along the direction of magnetic field line, besides the
Lorentz force etc. Here q is the electric charge, and v0 is the speed of light. This assumed force
component will accelerate the electric charge along the direction of magnetic field line, and then
vary the electric charge’s energy. While Lorentz force causes electrons to turn near the cathode but
does not change the electron energy in F-H experiment.

4.2. Electron Escaping
The influence of applied magnetic field in F-H experiment emerges complicated features. In the
test, the impact of magnetic field variation is equal to that of temperature variety. This indicates
that the applied magnetic field results in electrons’ energy transferring. And it also states that

Figure 5: Influence of a permanent magnet on the
collected current, when the accelerating electric in-
tensity is in a prominent place. B = 43 mT. Vf =
3.42V, VG1K = 2.3V, VG2C = 7.5V.

Figure 6: Impact of the permanent magnet on the
collected current, when the magnetic flux density
occupies a dominant position. B = 43mT. Vf =
3.95 V, VG1K = 0.6 V, VG2C = 1V.
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enlarging magnetic flux density leads electrons’ energy to increase, when the accelerating electric
intensity is strong enough and occupies a dominant position.

In case the accelerating electric intensity occupies a dominant position, the medial electric force
is much bigger than the assumed force. The assumed force will accelerate electrons along the
magnetic field line, and lift up the electrons’ energy by the interparticle collision. Accordingly, it
increases electrons’ number reaching the collector, and enlarges the collected current in Figure 5. In
the same time, the assumed force will cause tiny part of electrons escaping from the F-H tube along
the magnetic field lines. Due to the electrons speed from cathode to collector are high enough, the
accelerating time is quite short, and then the number of escaping electrons is very small.

Further we lower the accelerated electric intensity while increase the magnetic flux density, it will
drop the radius component of electron’s speed and increase number of escaping electrons. When
the accelerating electric intensity is low enough, the uniform magnetic field will be in a prominent
place, the assumed force is much bigger than the medial electric force. It will accelerate electrons
and have enough time to thrust them escaping along the magnetic field line, and then decrease
electrons’ number reaching the collector and cut down the collected current in Figure 6. Although
it will also increase the electrons’ energy to reach the collector by the interparticle collision.

The results obtained indicate that the impact of magnetic field on the collected current in the
F-H experiment is different even contrary distinctly, when the accelerate electric field and applied
magnetic field are situated on different intensity stages.

5. CONCLUSION

In the F-H experiment, some complicated impacts of applied magnetic field on the collected current
have been observed. Increasing the applied magnetic field will lift up the electron kinetic energy,
and enlarge the number of escaping electrons. Consequently increasing the applied magnetic field
has a quite strange and complex influence on the collected current.

The impact of magnetic field variation on the collected current in the F-H test is equal to
that of temperature variety. On the one hand, in case the accelerating electric intensity occupies
a dominant position, enlarging magnetic flux density is equivalent to increasing of temperature.
On the other hand, when the accelerating electric intensity becomes weak enough and applied
magnetic flux density is in a prominent place, enhancing magnetic flux density should be identical
with temperature decreasing.

It should be noted that the study for impacts of applied magnetic field on F-H test examined
only some simple cases in the room temperature. Despite its preliminary characteristics, this study
can clearly indicate that the applied magnetic flux density has an influence on the inelastic collisions
of electrons with argon atoms. For the future studies, the research will concentrate on only more
inferences about the impact of applied magnetic field on collected currents.
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Abstract— The coordinate transformation with variable speed of light is proposed by means
of the algebra of quaternions. The quaternions can be used to describe the property of electro-
magnetic field and gravitational field. In the quaternion space, some coordinate transformations
can be deduced from the feature of quaternions, including Lorentz transformation and Galilean
transformation. And that some coordinate transformations with variable speed of light can be
obtained as well. The paper claims that the speed of light will be varied with the movements in
the electromagnetic field and gravitational field.

1. INTRODUCTION

The variable speed of light concept states that the speed of light in a vacuum may not be constant
in some particular cases. In 1937, P. Dirac and others began to investigate the consequences of
natural constants changing with time, including the varying speed of light in time. In the quantum
theory, R. Feynman believed that there is an amplitude for light to go faster or slower than the
conventional speed of light. The light doesn’t go only in straight lines, and it doesn’t go only at the
speed of light either. In the cosmology, the first variable speed of light model has been proposed
by J.-P. Petit [1] from 1988. Later, the second model by J. W. Moffat [2] in 1992, and A. Albrecht
and J. Magueijo in 1998 respectively. Some alternative models have also been proposed.

Making use of the property of quaternions [3], we can obtain Galilean transformation and Lorentz
transformation [4], when the speed of light is invariable. However the viewpoint about invariable
speed of light is being doubted and challenged for a long time. Consequently the people question
the validity of these coordinate transformations with invariable speed of light. Up to now, this
suspicion remains as puzzling as ever. The paper attempts to explain why the above coordinate
transformations remain unchanged in most cases.

The quaternion was invented in 1843 by W. R. Hamilton. He made a great effort for theoretical
analysis of quaternions, and tried to apply quaternions to describe several physical phenomena. In
1861, J. C. Maxwell applied the algebra of quaternions to depict the properties of electromagnetic
field [5]. With the feature of quaternions, we deduce some coordinate transformations, including
Galilean transformation, Lorentz transformation, and the coordinate transformations with variable
speed of light. In the quaternion spaces, the speed of light will be varied with the movements in
either electromagnetic field or gravitational field.

2. TRANSFORMATIONS IN THE QUATERNION SPACE

The electromagnetic theory can be described with the algebra of quaternions. In the treatise on
electromagnetic theory, the algebra of quaternion was first used by J. C. Maxwell to represent
the various properties of the electromagnetic field [6]. At present, the gravitational field can be
described by the algebra of quaternions as well.
2.1. Coordinate Transformation
In the quaternion space, the basis vector is E = (1, i1, i2, i3), and the radius vector R(r0, r1, r2, r3)
is defined as,

R = r0 + i1r1 + i2r2 + i3r3, (1)

where r0 = v0t; t denotes the time; v0 is the speed of gravitational intermediate boson.
The physical quantity D(d0, d1, d2, d3) in quaternion space is defined as,

D = d0 + i1d1 + i2d2 + i3d3. (2)

When we transform the quaternion coordinate system from one into the other, the physical
quantity D is transformed into D′(d′0, d′1, d′2, d′3),

D′ = K∗ ◦ D ◦K, (3)

where K is the quaternion, and K∗ ◦K = 1; ∗ denotes the conjugate of quaternion.
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On the one hand, in case the coordinate system is transforming, the quaternions in the above
satisfy the relation as follows,

D∗ ◦ D = (D′)∗ ◦ D′. (4)

On the other hand, when the scalar part of quaternion physical quantity D does not take part
in the coordinate transformations, the scalar part d0 remains the same,

d0 = d′0. (5)

From Eqs. (4) and (5), we can obtain some coordinate transformations in the quaternion space.

2.2. Galilean Transformation
In the quaternion space, the velocity V(v0, v1, v2, v3) is

V = v0 + i1v1 + i2v2 + i3v3. (6)

As the coordinate system is transformed into other one, we have a radius vectorR′(r′0, r′1, r′2, r′3)
and velocity V′(v′0, v′1, v′2, v′3) respectively from Eq. (3).

From Eqs. (1), (3), (5), and (6), we have

r0 = r′0, v0 = v′0, (7)

and then from Eqs. (1) and (4) and the above (j = 1, 2, 3)

t0 = t′0, Σ(rj)2 = Σ(r′j)
2. (8)

The above means that emphasizing especially the important of radius vector Eq. (1) and velocity
Eq. (6) will deduce Galilean transformation of coordinate system from Eqs. (1), (5), and (6).

2.3. Lorentz Transformation
In some special cases, we have to emphasize the importance of the power function of radius vector
rather than the influence of radius vector. The physical quantity D(d0, d1, d2, d3) is defined as

D = R ◦ R = d0 + i1d1 + i2d2 + i3d3. (9)

In the above equation, the scalar part remains the same during the quaternion coordinate system
is transforming. From Eq. (5) and the above, we have

(r0)2 − Σ(rj)2 = (r′0)
2 − Σ(r′j)

2. (10)

The above means the spacetime interval d0 remains unchanged, when the coordinate system
rotates. From Eqs. (5), (6), and (9), we obtain the Lorentz transformation,

(r0)2 − Σ(rj)2 = (r′0)
2 − Σ(r′j)

2, v0 = v′0. (11)

The above means that it will deduce Lorentz transformation of coordinate system, when we
emphasize the velocity Eq. (6) and physical quantity Eq. (9) rather than the radius vector Eq. (1).
It recovers that Galilean transformation and Lorentz transformation depend on the choosing from
different combinations of the basic physical quantities. When r2

0 À Σ(rj)2 and (r′0)
2 À Σ(r′j)

2, we
have r2

0 ≈ (r′0)
2. And then Eq. (11) is reduced to Eq. (7).

2.4. Variable Speed of Light
In some particular cases, we need to emphasize the importance of the power function of velocity
rather than the influence of velocity. The physical quantity Q(q0, q1, q2, q3) is defined as,

Q = V ◦ V = q0 + i1q1 + i2q2 + i3q3. (12)

When the coordinate system is transformed into other one, we have one physical quantity
Q′(q′0, q′1, q′2, q′3) from Eq. (3). In the above equation, the scalar part remains the same during the
coordinate system is transforming. From Eq. (5) and the above, we have,

(v0)
2 − Σ(vj)

2 =
(
v′0

)2 − Σ
(
v′j

)2
. (13)
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The above states that the speed of light v0 will be changed, when the coordinate system rotates
in the quaternion spaces.

From Eqs. (1), (5), and (12), we obtain the transformation A with variable speed of light,

r0 = r′0, (v0)
2 − Σ(vj)

2 =
(
v′0

)2 − Σ
(
v′j

)2
. (14)

From Eqs. (5), (9), and (12), we acquire the transformation B with variable speed of light,

(r0)2 − Σ(rj)2 = (r′0)
2 − Σ(r′j)

2, (v0)2 − Σ(vj)2 = (v′0)
2 − Σ

(
v′j

)2
. (15)

When v2
0 À Σ(vj)2 and (v′0)

2 À Σ(v′j)
2, we obtain v2

0 ≈ (v′0)
2. Therefore Eq. (14) is reduced to

Eq. (7), while Eq. (15) to Eq. (11).
In a similar way, the quantity D and Q can be defined as other kinds of power functions of radius

vector R or velocity V, such as D = R ◦R ◦R ◦R or Q = V ◦V ◦V, etc. Consequently we may have
some more complicated coordinate transformations in the quaternion spaces.

Table 1: Some coordinate transformations in the quaternion space.

transformations radius vector velocity
Galilean r0 = r′0 v0 = v′0
Lorentz (r0)2 − Σ(rj)2 = (r′0)

2 − Σ(r′j)
2 v0 = v′0

A r0 = r′0 (v0)2 − Σ(vj)2 = (v′0)
2 − Σ

(
v′j

)2

B (r0)2 − Σ(rj)2 = (r′0)
2 − Σ(r′j)

2 (v0)2 − Σ(vj)2 = (v′0)
2 − Σ

(
v′j

)2

others D = R ◦ R ◦ R ◦ R etc Q = V ◦ V ◦ V etc

3. TRANSFORMATIONS IN THE OCTONION SPACE

The gravitational field and electromagnetic field both can be demonstrated by quaternions, but
they are quite different from each other indeed. We add another quaternion space to the ordinary
quaternion space to encompass the feature of the gravitational and electromagnetic fields [7].
3.1. Coordinate Transformation
The basis vector of quaternion space for the gravitational field is Eg = (1, i1, i2, i3), and that for
the electromagnetic field is Ee = (I0, I1, I2, I3). While the Ee is independent of the Eg, with Ee

= (1, i1, i2, i3) ◦ I0. The basis vectors Eg and Ee can be combined together to become the basis
vector E of octonion space, that is, E = Eg + Ee = (1, i1, i2, i3, I0, I1, I2, I3).

The radius vector R(r0, r1, r2, r3, R0, R1, R2, R3) in the octonion space is,

R = Σ(iiri) + Σ(IiRi), (16)

and the velocity V(v0, v1, v2, v3, V0, V1, V2, V3) is

V = Σ(iivi) + Σ(IiVi), (17)

where R0 = V0T ; T is one time-like quantity; V0 is the speed of electromagnetic intermediate boson.
i0 = 1. i = 0, 1, 2, 3.

When the coordinate system is transformed into other one, the octonion physical quantity D
will be transformed into D′(d′0, d′1, d′2, d′3, D′

0, D
′
1, D

′
2, D

′
3),

D′ = K∗ ◦ D ◦K, (18)

where K is the octonion, and K∗ ◦K = 1; ∗ denotes the conjugate of octonion.
On the one hand, in case the coordinate system is transforming, the octonions in the above

satisfy the relation as follows

D∗ ◦ D = (D′)∗ ◦ D′. (19)

On the other hand, when the scalar part of octonion does not take part in the coordinate
transformation, the d0 remains the same,

d0 = d′0. (20)

From the above, we can obtain some coordinate transformations in the octonion space.
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Table 2: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3
1 1 i1 i2 i3 I0 I1 I2 I3
i1 i1 −1 i3 −i2 I1 −I0 −I3 I2
i2 i2 −i3 −1 i1 I2 I3 −I0 −I1
i3 i3 i2 −i1 −1 I3 −I2 I1 −I0
I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

3.2. Galilean Transformation
When the coordinate system is rotated, we have one radius vector R′(r′0, r′1, r′2, r′3, R′

0, R
′
1, R

′
2, R

′
3)

and velocity V′(v′0, v′1, v′2, v′3, V ′
0 , V

′
1 , V

′
2 , V

′
3) respectively from Eq. (18).

From Eqs. (16), (17), (18), and (20), we have

r0 = r′0, v0 = v′0, (21)

and then from Eqs. (16) and (19) and the above

t0 = t′0, Σ(rj)2 + Σ(Ri)2 = Σ(r′j)
2 + Σ(R′

i)
2. (22)

The above means that emphasizing the important of radius vector Eq. (16) and velocity Eq. (17)
will deduce Galilean transformation of coordinate system. The above implies that the r0 remains
unchanged when the quaternion coordinate system rotates, while the R0 keeps changed as a vectorial
component. When Ri ≈ R′

i, Eq. (22) is reduced to Eq. (8).
3.3. Lorentz Transformation
In some special cases, we need to emphasize the power function of radius vector rather than the
radius vector. The physical quantity D(d0, d1, d2, d3, D0, D1, D2, D3) is defined as

D = R ◦ R = Σ(iidi) + Σ(IiDi). (23)

By Eqs. (20) and (23), we have

(r0)2 − Σ(rj)2 − Σ(Ri)2 = (r′0)
2 − Σ(r′j)

2 − Σ(R′
i)

2. (24)

The above represents that the spacetime interval d0 keeps unchanged when the coordinate system
rotates in the octonion space. When the octonion space is reduced to the quaternion space, the
above equation should be reduced to Eq. (10) in the quaternion space. By Eqs. (17), (20), and
(23), we have Lorentz transformation,

(r0)2 − Σ(rj)2 − Σ(Ri)2 = (r′0)
2 − Σ(r′j)

2 − Σ(R′
i)

2, v0 = v′0. (25)

The above means that emphasizing the important of velocity Eq. (17) and of physical quantity
Eq. (23), we obtain Lorentz transformation of coordinate system. In the octonion space, when
Ri ≈ R′

i, Eq. (25) is reduced to Eq. (11) in the quaternion space.
3.4. Variable Speed of Light
In some particular cases, we have to emphasize the power function of velocity rather than the
velocity. The physical quantity Q(q0, q1, q2, q3, Q0, Q1, Q2, Q3) in octonion space is defined as

Q = V ◦ V = Σ(iiqi) + Σ(IiQi). (26)

When the coordinate system is rotated, we have one quantity Q′(q′0, q′1, q′2, q′3, Q′
0, Q

′
1, Q

′
2, Q

′
3)

from Eq. (18). In the above, the scalar part remains the same during the octonion coordinate
system is transforming. From Eqs. (18) and (20) and the above, we have

(v0)2 − Σ(vj)2 − Σ(Vi)2 = (v′0)
2 − Σ

(
v′j

)2 − Σ(V ′
i )2. (27)
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The above equation represents the speed of light v0 will be changed when the coordinate system
rotates in the octonion spaces.

From Eqs. (16), (20), and (27), we obtain the transformation A with variable speed of light,

r0 = r′0, (v0)
2 − Σ(vj)

2 − Σ(Vi)
2 =

(
v′0

)2 − Σ
(
v′j

)2 − Σ
(
V ′

i

)2
. (28)

From Eqs. (24) and (27), we gain the transformation B with variable speed of light,

(r0)2 − Σ(rj)2 − Σ(Ri)2 = (r′0)
2 − Σ(r′j)

2 − Σ(R′
i)

2,

(v0)2 − Σ(vj)2 − Σ(Vi)2 = (v′0)
2 − Σ

(
v′j

)2 − Σ(V ′
i )2.

In the octonion space, when Vi ≈ V ′
i , Eq. (28) is reduced to Eq. (14) in the quaternion space. It

is easy to find that we may similarly have other kinds of coordinate transformations in the octonion
space by defining different physical quantities.

4. CONCLUSIONS

In the quaternion and octonion spaces, Galilean transformation and Lorentz transformation etc can
be deduced from the features of quaternions and octonions. This states that Lorentz transformation
is only one of several coordinate transformations in electromagnetic and gravitational fields.

There exist coordinate transformations with variable speed of light in quaternion and octonion
spaces. In the electromagnetic and gravitational fields, different coordinate transformations depend
on different choosing from the combination of basic physical quantities. And the speed of light will
be changed with the movements in electromagnetic field and gravitational field.

It should be noted that the study for the coordinate transformation has examined only some
simple cases, including Galilean transformation and Lorentz transformation. Despite its preliminary
character, this study can clearly indicate that there are several kinds of coordinate transformations
with the variable speed of light. For the future studies, the research will concentrate on only some
predictions about the complicated coordinate transformations with variable speed of light.
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Abstract— Conventional radiometry concepts are based on geometry or ray optics. However,
radiation is an electromagnetic wave. In this paper, radiometry is generalized to include the
framework of wave theory. Key radiometric quantities and sources of conventional radiometry
are redefined in the context of wave optics. The mutual coherence function and other statisti-
cal quantities are incorporated and play a central role in connecting the radiometric quantities
of conventional radiometry to those of generalized radiometry. Stationary phase concepts are
employed to determine the radiometry of diffracting systems. Specific examples of generalized
radiometry are examined such as black body radiation, partially coherent sources, and coherent
sources.

1. INTRODUCTION

Radiometry is the science of detection and measurement of radiation. The ideas and concepts of
this science are based on geometrical or ray optics. However, radiation is an electromagnetic wave.
Waves diffract and have states of partial coherence and polarization. Therefore, it is important to
include the wave nature of radiation and formulate radiometry in the framework of wave theory.
Radiometry based on ray theory is conventional radiometry and that based on wave theory is
generalized radiometry.

2. CONVENTIONAL RADIOMETRY

The inter-relationships among the spectral functions of conventional radiometry are displayed in
Table 1. The symbol A under the integral stands for the integration over the area of the source
and the 1/2 under the integral implies the angle integration is limited to the right-half space,
0 ≤ θ ≤ π/2 and 0 ≤ φ ≤ 2π. The product cos θdΩ is called the projected solid angle differential
element.

Table 1: Inter-relationships among the spectral functions of conventional radiometry.

L̂ (~r, n̂, ν) , Spectral Radiance [W/cm2/sr/Hz]
Φ̂ (z, ν) =

∫
A

∫
1/2

L̂ (~r, n̂, ν) cos θdΩdA Spectral Radiant Power [W/Hz]

Spectral Radiant Exitance [W/cm2/Hz]
M̂ (~r, ν) =

∫
1/2

L̂ (~r, n̂, ν) cos θdΩ
Spectral Radiant Intensity [W/sr/Hz].

Î (z, n̂, ν) = cos θ
∫
A

L̂ (~r, n̂, ν)dA

Spectral Radiant Power [W/Hz]
Φ̂ (z, ν) =

∫
A

M̂ (~r, ν) dA

Spectral Radiant Power [W/Hz]
Φ̂ (z, ν) =

∫
1/2

Î (z, n̂, ν)dΩ

3. LAMBERTIAN SOURCES

Consider a source whose spectral radiance is independent of position ~r on the source and the
direction of observation n̂, that is, L̂ (~r, n̂, ν) = L̂0 (ν). Such a source is called a Lambertian source.
For a planar Lambertian source radiating in the right-half space, it follows from Table 1 that,
Φ̂ = πAL̂o, M̂ = πL̂o, Î = cos θAL̂o
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4. MUTUAL COHERENCE FUNCTION

Radiometry and Wave Optics are brought together by use of the Mutual Coherence Function
(MCF). Details of the theory may be found in Born and Wolf [1], and Marathay [2]. The MCF is
defined as a cross-correlation in the time domain. We use the spectral version of the MCF as given
by,

Γ (~r1, ~r2, ν) = 〈ψ (~r1, ν) ψ∗ (~r2, ν)〉 , γ12 (v) =
Γ (~r1, ~r2, v)√

Γ (~r1, ~r1, v) Γ (~r2, ~r2, v)

5. STATIONALRY PHASE APPROXIMATION

It can be shown, the diffracted field can be represented by the following expression [1, 3]

ψ (~r, ν) = ψ (r, p, q, ν) =
−i

λ
m

exp (ikr)
r

∫∫

A

ψ (xs, ys, 0) exp
[
−i

2π

λ
(pxs + qys)

]
dxsdys

Here, we have used the direction cosines p = x/r, q = y/r, and m = z/r. The diffracted
field on a hemisphere of radius r is simply the spatial Fourier transform of the field distribution
in the aperture as long as the distance r to the observation point satisfies the far-field condition,
r À 2m2a2

/
λ; m = z/r = cos θ, a is the radius of the aperture. The z-axis is perpendicular to the

aperture plane and θ is measured from the z-axis.

6. RADIOMETRY AND WAVE OPTICS

Radiation incident from the left on an aperture in a plane at z = 0 diffracts radiation into the right-
half space. The diffracted field resides on a hemisphere of radius r. The origin of the coordinate
system is in the open aperture. Let dΩ denote a differential element of solid angle. The differential
element of area on the hemisphere is r2dΩ. A radiation detector responds to the ensemble average
of the squared modulus of the optical field; the output is in watts [W]. To find the total power
radiated into the right half space, we integrate over the hemisphere. The Spectral Radiant Power in
the right-half space is given by, Φ (ν) =

∫∫
1/2

〈
|ψ (~r, ν)|2

〉
r2 sin θdθdφ =

∫∫
1/2

〈
|ψ (~r, ν)|2

〉
r2dΩ. In this

expression, the angular brackets denote the ensemble average. The integrand contains the diffracted
field ψ (~r, ν). It is clear that the ensemble average of the squared modulus of the diffracted field〈
|ψ (~r, ν)|2

〉
plays the role of spectral radiance with units [W/cm2/sr/Hz] for radiation detection on

the surface of the hemisphere. With a change of variable, ~rs (average vector) and ~rs12 (difference
vector) this expression is re-grouped as,

Φ (ν) =
∫∫

A

d2~rs

∫∫

1/2
mdΩ





m

λ2

∫∫

A

Γ
(
~rs + 1

2~rs12, ~rs − 1
2~rs12, 0, ν

)
exp [−ikn̂ · ~rs12]d2~rs12





Now following Walther [4], we identify the expression in the braces as the Spectral Radiance
[W/cm2/sr/Hz] function and denote it as,

B (~rs, 0, n̂, ν) =
m

λ2

∫∫

A

Γ
(
~rs + 1

2~rs12, ~rs − 1
2~rs12, 0, ν

)
exp [−ikn̂ · ~rs12] d2~rs12

=
m

λ2

∫∫

A

〈
ψ

(
~rs + 1

2~rs12, 0, ν
)
ψ∗

(
~rs − 1

2~rs12, 0, ν
)〉

exp [−ikn̂ · ~rs12]d2~rs12

with this definition, the total spectral radiant power is Φ (ν) =
∫∫
A

[∫∫
1/2 B (~rs, 0, n̂, ν) mdΩ

]
d2~rs.

Following this first step, Marchand and Wolf [5] developed the following functions of radiometry of
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wave optics:

M (~rs, 0, ν) =
∫∫

1/2
B (~rs, 0, n̂, ν) mdΩ, Φ(ν) =

∫∫

A

M (~rs, 0, ν)d2~rs.

J (n̂, ν) = m

∫∫

A

B (~rs, 0, n̂, ν) d2~rs, Φ (ν) =
∫∫

1/2
J (n̂, ν)dΩ.

These equations form the structure of wave-theoretic radiometry. The radiometry formulated in
this way is free from any paraxial restrictions. Based on the definition of Φ in terms of J we
observe that J (n̂, ν) = r2

〈
|ψ (r, p, q, ν)|2

〉
. We have just established that for radiation detection

on a hemisphere the Spectral Radiant Intensity is directly related to the ensemble average of the
squared modulus of the diffracted field multiplied by the square of the radius of the hemisphere. The
The spectral radiant intensity is a conserved quantity from one hemisphere to the next concentric
hemisphere since |ψ|2 depends on 1/r2.

7. GENERALIZED RADIOMETRY EXAMPLES

7.1. Blackbody Radiaiton
Mehta and Wolf [6] have calculated the spatial coherence function of radiation in thermal equi-
librium with the walls of a cavity. We can write it in the form, Γ

(
~rs + 1

2~rs12, ~rs − 1
2~rs12, 0, ν

)
=

2πS sin krs12
krs12

. In this expression rs12 =
√

(xs1 − xs2)
2 + (ys1 − ys2)

2 is the magnitude of the vector
~rs12. The function S is Plank’s Radiation Law. The spectral density is

SBB ≡ SBB (ν, T ) =
c

4π

8πhν3

c3

[
1

exp (hν/kBT)− 1

]
=

2hν3

c2

[
1

exp (hν/kBT)− 1

]
.

The following expressions are developed:

B (~rs, 0, n̂, ν) =
m

λ2
2πSBB · λ2

2π

1
m

= SBB (ν, T ) , Φ = πASBB (ν, T )

M (~rs, 0, ν) = πSBB (ν, T ) , J (n̂, ν) = cos θASBB (ν, T ). A is the area of the hole in the cavity.
Blackbody radiation is Lambertian.

7.2. Non-coherent Wave Fields
Γ

(
~rs + 1

2~rs12, ~rs − 1
2~rs12, 0, ν

)
= λ2

π Î0 (ν) δ (~rs12) . In this expression, Î0 (ν) is the “squared modulus
of the optical field” at frequency ν. The remaining relationships are:

B (~rs, 0, n̂, ν) =
m

λ2

λ2

π
Î0 (ν) =

m

π
Î0 (ν) , Φ(ν) =

2
3
A · Î0 (ν) .

M (~rs, 0, ν) =
2
3
Î0 (ν) , J (n̂, ν) = m2 A

π
Î0 (ν) .

Owing to the factor m2 = cos2 θ, the non-coherent source will appear darker when viewed at
large angles from the normal.

7.3. Coherent Wave Fields
Γ

(
~rs + 1

2~rs12, ~rs − 1
2~rs12, 0, ν

)
= U

(
~rs + 1

2~rs12

)
U∗ (

~rs − 1
2~rs12

)
δ (ν − ν0)

where U is any solution of the Helmholtz equation at frequency ν0.

B (~rs, 0, n̂, vo) =
m

λ2
o

∣∣∣∣Ũ
(

n̂

λo

)∣∣∣∣
2

, Φ(ν) = A

∫∫
1
2

∣∣∣∣
m

λ0
Ũ

(
n̂

λ0

)∣∣∣∣
2

dΩ

M (~rs, 0, ν0) =
∫∫

1
2

∣∣∣∣
m

λ0
Ũ

(
n̂

λ0

)∣∣∣∣
2

dΩ , J (n̂, ν0) = A

∣∣∣∣
m

λ0
Ũ

(
n̂

λ0

)∣∣∣∣
2

A is the area of the open aperture in the z = 0 plane containing the coherent field.



488 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

7.4. QUASI-homogeneous Wave Fields
Γs (~rs1, ~rs2, ν) = Is (~rs, ν) gs (~rs12, ν) where Is is the ensemble average of the squared modulus of
the optical field and is assumed to be very broad and slowly varying compared to the coherence
function gs (~rs12, ν). The widths σQ and σg are both frequency ν dependent and σQ À σg.

B (~rs, n̂, ν) =
1
π

Is (~rs, ν)
m

2
(kσg)

2 Exp
[
−1

2
(kσg)

2 (
p2 + q2

)]

Φ(ν) =
∫

Is (~rs, ν) d2~rs and M (~rs, ν) = Is (~rs, ν)

J (n̂, v) =
1
2π

(kσg)
2 exp

[
−1

2
(kσg)

2 sin2

] ∫
Is (~rs, v) d2~rs θ and varies from 0 to π/2.
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Abstract— A procedure is developed which leads to a relation that can be used to argue the
negation of the Special Relativity Theory when there exists a general homogeneous bianisotropic
medium with dissipation. The unbounded general bianisotropic medium is interfaced with a
perfectly conducting medium filling a half space so that the interface is an infinite plane. The
perfectly conducting half space (medium (II)) is assumed to move uniformly and along the O′z′
axis of the Galilean reference system K ′ which is attached to medium (II), and the interface
plane with medium (I), the bianisotropic medium which is at rest and to which is attached the
Galilean reference system K, is assumed to be perpendicular to the O′z′ axis. The relation found
is between constitutive parameters, the direction cosines with respect to Oxyz axes of the incident
plane wave impingent on the infinite plane interface, the incident wave parameters, v1 the relative
speed of K ′ with respect to K and c the speed of light in vacuum. This relation is shown to
be interpretable to falsify the Special Relativity Theory. On the other hand it is demonstrated
also that when the same homogeneous bianisotropic medium without loss is considered no such
relation can be obtained and the Special Relativity Theory cannot be contradicted.

Three examples are presented. One for a lossless electrically uniaxially anistropic medium, one
for a dissipative simple medium and another for a dissipative electrically uniaxially anistropic
medium. While the first one does not lead to any contradiction of Maxwell’s equations with
Special relativity Theory, the other two are shown to lead to such relations.

1. INTRODUCTION

A coordinate system called the kDB system will be adopted to ease discussions on solutions of field
vectors inside a general homogeneous medium. The kDB system devised originally by J. A. Kong,
consists of the ~k vector and the DB plane [1]. The kDB system has unit vectors ~e1, ~e2 and
~e3. ~e3 is taken in direction of ~k so that ~k = k~e3. The unit vector is in the radial direction
in the spherical coordinate system. In terms of the xyz coordinate system we find ~e3 = ~er =
sin θ cosφ~ax +sin θ sinφ~ay +cos θ~az. The unit vector ~e2 is in the ~eθ direction again in the spherical
coordinate system. We thus have ~e2 = ~eθ = cos θ cosφ~ax + cos θ sinφ~ay. The unit vectors ~e1, ~e2

and ~e3 form a right hand orthogonal coordinate system so that ~e1 = ~e2 × ~e3 = sin φ~ax − cosφ~ay.
In the above ~ax, ~ay, ~az are the unit orthogonal vectors of the Cartesian coordinate system.

We assume that the uniform velocity of frame K ′ attached to a perfectly conducting half space,
with respect to K attached to a homogeneous bianisotropic medium at rest, is in the ~az direction.
This assumption for an unbounded medium does not impose a restriction on the validity of the
results that are obtained because we can always rotate our coordinate system so that the z axis
points in the direction of motion. Even though this coordinate rotation certainly affects the element
values of the constitutive matrix, the form of the matrix will remain intact after the transformation.
This is because the projections of the vectors on the new coordinate system axes will change
numerically while the vectors are preserved in form [1].

We shall use two constitutive matrix formalisms in this paper. The first is the Lorentz covariant
form given by Equation (5) [2]. The second is the one which is the result of the kDB approach
and from which the linear algebraic equation system of (6) can be derived. The two formalisms are
equivalent in the sense they can be obtained from each other using simple matrix operations.

Now we assume the interface of the perfectly conducting half space (medium (II)) and the
bianisotropic medium (medium (I)) is an infinite plane perpendicular to the velocity of K ′ with
respect to K or the z axis. Then the wave vector components and frequencies of incident and
reflected plane waves will be as follows due to enforcement of the phase invariance principle and
the boundary condition on the interface plane after the Lorentz transformation has been applied.



490 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

Here subscript i indicates incident, while r indicates reflected.

kiz = α(k′z − ω′r/c) (1a)
kix = k′x (1b)
kiy = k′y (1c)

ωi = α(ω′ − rck′z) (1d)

krz = α(k′z + ω′r/c) (2a)
krx = k′x (2b)
kry = k′y (2c)

ωr = α(ω′ + rck′z) (2d)

Primed quantities denote those measured from K ′ while unprimed ones denote those measured
from K. ω represents angular frequency while k represents wave numbers. α, r are defined in [3]
and c is the speed of light in vacuum. In the kDB system, the incident wave vector will have the
following components.

ki1 = 0, ki2 = 0, ki3 = ki (3)

In Cartesian coordinates these will transform into:

kix = ki sin θ cosφ = k′x = krx (4a)
kiy = ki sin θ sinφ = k′y = kry (4b)

kiz = ki cos θ = α(k′z − ω′r/c) (4c)

On the surface of the perfect electric conductor (at z′ = 0) tangential electric field component
must vanish. This implies that the equalities (1b), (2b) and (1c), (2c) must have the same right
hand sides. On the other hand the incident electric field vector observed from K ′ will read:

~E′
i = [E′

ix~ax + E′
iy~ay + E′

iz~az] exp{j(k′xx′ + k′yy
′ + k′zz

′ − ω′t′)},

with ~k′i = k′x~ax + k′y~ay + k′z~az while the reflected electric field observed from K ′ will read:

~E′
r = [E′

rx~ax + E′
ry~ay + E′

rz~az] exp{j(k′xx′ + k′yy
′ − k′zz

′ − ω′t′)}.
Since our interface plane is smooth, the result of specular reflection will yield the following wave

vector for the reflected wave if ~k′i is as given above: ~k′r = k′x~ax +k′y~ay−k′z~az. Notice components of
~k′i and ~k′r tangential to the interface surface are equal. Note that all these properties are implicit
in (1) and (2).

Then the relation ~k′r × ~E′
r = jω′ ~B′

r must hold, and we conclude that ~B′
r = 1

jω′ [~ax(k′yE′
rz +

k′zE′
ry)− ~ay(k′xE′

rz + k′zE′
rx) + ~az(−k′yE′

rx + k′xE′
ry)]. Furthermore according to [1] we have

[
c ~D′
~H ′

]
=

[ ¯̄P ′ ¯̄L′
¯̄M ′ ¯̄Q′

] [
~E′

c ~B′

]
, (5)

where the coefficients matrix on the right hand side is the constitutive matrix of the bianisotropic
medium observed from K ′. Entries of this matrix are given in [1]. In other words ~D′

r = ¯̄P ′ ~E′
r/c +

¯̄L′ ~B′
r and ~H ′

r = ¯̄M ′ ~E′
r + c ¯̄Q′ ~B′

r are true. On the other hand inserting this ~H ′
r into the Maxwell’s

equation ~k′r × ~H ′
r = −jω′ ~D′

r, we shall obtain another expression for ~D′
r. Equating these two

vectors will yield three linear algebraic homogeneous equations for E′
rx, E′

ry, E′
rz with coefficients

as functions of k′x, k′y and k′z. For a non-zero solution for the set E′
rx, E′

ry, E′
rz, the coefficient matrix

must have a vanishing determinant. This vanishing determinant will yield the dispersion equation
for the reflected wave observed from K ′. All field components will thus have been expressed in terms
of one scalar function assuming the coefficients matrix has rank 2. Otherwise the field components
will have been expressed in terms of two scalar functions. These scalar functions are elements of
the set of E′

rx, E′
ry, E′

rz field components and they will be constrained by the initial conditions.
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The exact same procedure will yield the solution for the incident wave. The boundary condition
on the infinite perfectly conducting interface plane will require E′

iy = −E′
ry, E′

ix = −E′
rx. Since

all the field components will again be determined by one or two scalar functions, choosing these
functions as −E′

ry and/or −E′
rx will yield the solution for the other field components. Also the

determinant of the pertinent linear algebraic equation system will yield the dispersion relation for
the incident wave observed from K ′. This completes determination of the field vectors that also
satisfy the boundary conditions on interface of the two media.

2. DISPERSION RELATIONS FOR INCIDENT AND REFLECTED WAVES AND THE
RELATION TO NEGATE SPECIAL RELATIVITY THEORY

The dispersion relation of medium (I) as observed from K can be obtained from the determinant
of following coefficient matrix for D1 and D2, the first two components of the displacement flux
density vector in the kDB system.

{[
χ11 χ12 − u

χ21 + u χ22

] [
ν22 −ν12

−ν21 ν11

] [
γ11 γ12 + u

γ21 − u γ22

]
−

[
κ11 κ12

κ21 κ22

]
·N

}[
D1

D2

]
= 0 (6)

where N = ν11ν22 − ν12ν21. The meanings of particular symbols used in (6) can be found in [1].
Except for u which is equal to ω

k , all others are functions involving the angles φ, θ which appear
in the direction cosines of the wave vector with respect to the xyz coordinate system, and the
constitutive parameters in the xyz coordinate system, which may include frequency dependence as
well. This determinant will yield a quartic in ωi

ki
as follows when the dependence on the constitutive

parameters are suppressed in the coefficients, while frequency dependence is exposed.

A (φ, θ, ω)
(

ωi

ki

)4

+B (φ, θ, ω)
(

ωi

ki

)3

+C (φ, θ, ω)
(

ωi

ki

)2

+D (φ, θ, ω)
(

ωi

ki

)
+E (φ, θ, ω) = 0 (7)

Here φ = arctan(kiy/kix), θ = arctan(
√

k2
ix+k2

iy

kiz
). φ will be common for both incident and reflected

waves whereas θ will be a function of ω′ for reflected wave and will be the same function of −ω′ for
the incident wave when (1a) and (2a) are noted. So we can write

Ã(φ,∓ω′, ω)
(ω

k

)4
+B̃(φ,∓ω′, ω)

(ω

k

)3
+C̃(φ,∓ω′, ω)

(ω

k

)2
+D̃(φ,∓ω′, ω)

(ω

k

)
+Ẽ(φ,∓ω′, ω)=0 (8)

Upper signs refer to incident wave when ω, k possess subscript i and lower signs refer to reflected
wave when ω, k possess subscript r. The tildes are used to indicate the different coefficient functions
that appear when θ is replaced by ∓ω′ as the independent variable.
2.1. Non-dissipative Case

The question rises how the ω dependences of the coefficients Ã through Ẽ will affect (8). Because
of (1d) and (2d) ωi = α(ω′ − rck′z), ωr = α(ω′ + rck′z) hold, and replacing ω′ by −ω′ in either
one gives the quantity for the other one except for a minus sign. However noting that a minus
sign for frequency in the entries of constitutive matrices is tantamount to a complex conjugation
of the corresponding entries for the same frequency with the plus sign [1, p308], we conclude that
replacing ω′ by −ω′ in the coefficients Ã through Ẽ will switch us from ωi to ωr but at the same
time also give the complex conjugates of the true coefficients Ã through Ẽ for the relevant wave —
incident or reflected. Here one needs also to note that θ is real in the lossless case so that it does
not take part in the complex conjugation operation.

Therefore
ωr(−ω′)
kr(−ω′)

=
ω∗i (ω

′)
k∗i (ω′)

(9)

holds where (∗) indicates complex conjugation. On the other hand by the definitions of ωi, ωr, ki, kr

we can easily see that
ωi(−ω′)
ki(−ω′)

= −ωr(ω′)
kr(ω′)

. (10)

Equation (10) when considered with (9) yields Re{ωi(ω′)
ki(ω′)

} = 0 for simultaneous satisfaction
of (8) for incident and reflected waves. Here Re{} indicates the real part of the complex number
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within braces. Now if we notice that ki has to be real for a lossless medium, this last condition
requires Re{ωi} = 0. The medium is non-dissipative and exponential decay in time can not be
expected. Because frequency cannot be complex when there are no damping terms in the differential
equations [4]. Hence this implies Im{ωi} = 0 also. Here Im{} indicates the imaginary part of the
complex number within braces. Then since ωi = 0 holds, due to (10) ωr = 0 must hold also. But
ωr = ωi = 0 together with (1d) and (2d) implies ω′ = k′ = 0 for a common solution of (8) for
incident and reflected waves. I.e., there exists no relation to base an argument on to negate the
Special Relativity Theory because then due to (1) and (2) the fields become static and we no longer
have incident and reflected waves that simultaneously satisfy (8).

As an example we take as medium (I), a lossless uniaxially anisotropic medium. We have for the
extra ordinary wave ω2

k2 = 1
µ [ 1

ε1
cos2 θ + 1

ε3
sin2 θ] as the dispersion relation. Here the permittivity

matrix has ε1 as the first two diagonal entries and ε3 as the third [5]. Medium has scalar constant
magnetic permeability µ. Since all quantities on the right are positive and real, in this dispersion
relation, Re{ωi(ω′)

ki(ω′)
} = 0 can simply not hold and by the arguments above there exists no relation

to argue against the Special Relativity Theory.
We neglect the ordinary wave case for conciseness, but it will also yield ω′ = k′ = 0, i.e., no

relationship to argue against the Special Relativity Theory.

2.2. Dissipative Case
In this case ki will be complex, and to satisfy Re{ωi

ki
} = 0, ωi will have to be complex as well, but

then we cannot write down (9).
We rewrite (7) in the following form

A(φ, θ, ω)ω4 + B(φ, θ, ω)ω3k + C(φ, θ, ω)ω2k2 + D(φ, θ, ω)ω k3 + E(φ, θ, ω)k4 = 0 (11)

Now, ω = 0, k = 0 is a solution of this equation. (11) is valid for both the ωi, ki and ωr, kr pairs
with the coefficients depending on the respective frequency (ωi or ωr). Therefore ωi = ki = 0 or
ωr = kr = 0 choices are possible for a solution of the equation. We pick the second solution since
ωi = ki = 0 would mean a static field is incident on the interface. Now setting ωr = kr = 0 in (11)
when it is written for ωi, ki pair, observing that

k′z = −ω′/(rc), k2
ix + k2

iy = −
(

ω′

αrc

)2

(12)

will hold now because ωr = kr = 0, one has also

A(φ, θ, 2αω′)c4 + B(φ, θ, 2αω′)c3 + C(φ, θ, 2αω′)c2 + D(φ, θ, 2αω′)c + E(φ, θ, 2αω′) = 0 (13)

This gives a quartic relating c, ω′, φ, θ and frequency independent part of constitutive param-
eters. This relation can always be used to justify that c depends on ω′ and by writing ω′ as
ω′ = α(ωi − v1kiz) to justify that c depends on v1 as well.

To see the latter part of this statement, import from (12), (1a) and (1d) into ω′ = α(ωi− v1kiz)
and one will obtain an identity independent of ω′. This indicates that ω′ is arbitrary and can
be chosen at will with a corresponding kiz and ωi established from (12), (1a) and (1d). Because
ωi = 2αω′, fixing ω′ will result in a change of 2αω′ with v1. When considered with (13), this will
mean a change in the value of cin order to keep (13) satisfied while coefficients Ã through Ẽ vary
with v1 through 2αω′. Notice that the solution that is the subject of this sub-section is a solution
that satisfies (7) simultaneously when it is written for incident and reflected waves.

Two examples we shall cite for this subsection are 1) a dissipative simple medium 2) dissipative
uniaxially anisotropic medium.

1) We take as medium (I) of above development, a dissipative simple medium. We have ω2

k2 =
ω

µ1ε1ω+jµ1σ1
for the dispersion relation [6]. Here imposing ωr = kr = 0 will cause ωi = 2αω′ and

ki = 2αω′/c to hold so that c2 = 2αω′

µ1ε12αω′+jµ1σ1
will be found from the dispersion relation for the

incident wave. When rearranged this reads 2αω′

c2 (1 − µ1ε1c
2) = jµ1σ1 which is the basic equation

obtained in [3] and used to negate the Special Relativity Theory.
2) We now take as medium (I), a dissipative uniaxially anisotropic medium. We have for the

extra ordinary wave ω2

k2 = 1
µ [ 1

ε1
cos2 θ+ 1

ε3
sin2 θ] as the dispersion relation [1]. Here the permittivity
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matrix has ε1 as the first two diagonal entries and ε3 as the third. Medium has scalar constant
magnetic permeability µ. Also ε1 = ε11 + jσ11/ω and ε3 = ε33 + jσ33/ω hold. When these and
relations (12) are substituted in the dispersion relation for the incident wave we obtain the following
quadratic for ωi.

c2µ
[−ω2

i ε11ε33 + σ11σ33 − jωi (σ11ε33 + σ33ε11)
]

= −ω2
i

(
ε33 cos2 θ + ε11 sin2 θ

)− jωi

(
σ33 cos2 θ + σ11 sin2 θ

)
(14)

(14) can always be explicitly solved for ωi = 2αω′. Because ωi = 2αω′, when ω′ is fixed and v1

varies, c has to change to keep up with the variation of ωi with v1. This relation therefore can be
used to argue against the Special Relativity Theory and to prove it cannot account for the loss in
medium (I). The ordinary wave case is omitted because it reduces to Example 1 of this subsection.
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Abstract— Planar inverted-F antennas (PIFA) are widely used in wireless hand-held devices
due to their small-size, moderate bandwidth and radiation patterns. However, the radiation
patterns of such antennas degrade when placed very close to a conductive finite ground plane.
In this paper, an engineered magnetic superstrate is introduced to enhance the gain of PIFA
antennas. The engineered magnetic superstrate is based on the broad-side coupled split ring
resonator (SRR) inclusions which have high real permeability value at the resonance frequency of
the antenna. Numerical full-wave simulations are performed to analyze the entire radiating system
(antenna with superstrate). By using the magnetic superstrate, a 3.2 dB improvement in the gain
of the PIFA antenna working in the UMTS band was achieved. The total height of the proposed
superstrate over the antenna is only λ0/14 where λ0 is the free-space wavelength at antenna’s
resonance frequency. Thus, the antenna structure remains low profile, and is advantageous in
cell-phone applications.

1. INTRODUCTION

One of the design constraints on the new mobile handset generation is antenna-size miniaturization,
as more antennas need to be integrated in the same handset to support multiple standards. Fur-
thermore, antennas need to maintain good performance in terms of bandwidth, gain, and radiation
pattern. PIFA antennas are widely used in mobile phones due to their small-size and moderate per-
formance. Size reduction of PIFA antennas can be achieved using several techniques [1–4]. In [1],
a small-size PIFA antenna operated at its one-eighth wavelength (λ/8) mode was proposed, the
proposed PIFA constituted by two radiating strips of length about (λ/8) was fed using a coupling
feed. Du et al. [2] used the idea of high-impedance surface to construct a photonic bandgap type
(PBG-type) ground plan for a PIFA antenna in order to reduce the planar size of the antenna, the
(PBG-type) ground plan was composed of a dielectric substrate on a metallic plate and an upper
plate with periodically metallic patch overlays on the substrate. In [3], the impedance bandwidth of
a miniature PIFA antenna was enhanced using very high permittivity superstrate (εr > 35) without
considering physical realization of the proposed superstrate. Another mechanism to miniaturize
PIFA antenna is to have slots in the ground plane [4] to make the ground plane appear electrically
longer. Although the slotted ground plane reduced the height of the antenna, this will add com-
plexity in the design and housing of the mobile handset. Further, bandwidth becomes extremely
narrow as antenna height is reduced. In [5], it was shown that the emitted power from current
handset phones results in significant power loss absorbed by user’s human head; thus decreasing
the efficiency and possibly the gain of the antennas.

While reducing the size of PIFA antennas is important, what is typically neglected is the con-
sequential effect on the antenna gain and radiation patterns. In this work, an engineered magnetic
superstrate constituted by split ring resonators SRR printed on both sides of a dielectric slab is
designed for gain enhancement of PIFA antennas. The SRR unit cell is designed to have positive val-
ues for the effective permeability and permittivity at the resonance frequency of the antenna [6, 7].
The reason behind using magneto-dielectric superstrate instead of dielectrics with high permittivity
is that magneto-dielectrics decrease the wavelength in the media leading to significant reduction
in antenna profile without sacrificing the antenna radiation efficiency. The SRR unit cell is ana-
lytically characterized to obtain its effective permeability and permittivity. The designed artificial
magnetic superstrate along with the PIFA antenna is numerically simulated, and the effect of the
superstrate on gain, impedance bandwidth, and radiation patterns of the antenna is investigated.

2. ARTIFICIAL MAGNETIC SUPERSTRATE WITH SRR INCLUSIONS

The SRR unit cell acting as building block of the artificial magnetic superstrate is shown in Fig. 1(a).
The SRR inclusion consists of two parallel broken square loops. The host dielectric is made of
Rogers RO4350 with a thickness of 0.762mm, relative permittivity of εr = 3.48, and loss tangent of
tan δ = 0.004. A planar 12×12 array of SRRs was printed on the host dielectric layer to provide the
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Figure 1: The proposed PIFA antenna covered with an engineered magnetic superstrate. (a) Unit cell. (b)
Top-view. (c) Side-view. (a = 0.762mm, b = 2mm, d = 4mm, and h = 8.5mm)

engineered magnetic material. The superstrate used here consists of 3 layers of printed magnetic
inclusions. The layers are separated by 2 mm of air layers as shown in Fig. 1(c).

The SRR unit cell is analytically modeled by obtaining its effective relative permeability as [6]

µreff
= 1−  ω Leff S

∆x∆z(Reff − 
ωCeff

+  ω Leff)
(1)

where S is the surface area of the inclusion (lx × ly), ∆x and ∆z are the unit cell sizes in x and
z directions as shown in Fig. 1(a). The dimensions of the designed SRR unit cell are ∆x = ∆y =
8.5mm, ∆z = 2.762mm, lx = ly = 6.5mm, w = 0.3mm. The width of metallic strips (s) is equal
to 0.3 mm, and the metallic strips are assumed to be made of copper. Formulas for Reff, Ceff and
Leff can be found in [6].

Since the SRRs are aligned in the x-y plane, the resultant effective enhanced permeability as
given by (1) is provided only in the z direction. Any incident magnetic field in the x or y direction
will not couple to the SRR inclusion resulting in a permeability equal to that of free-space in those
directions. Hence, the engineered material composed of the SRR inclusions will experience the
anisotropic permeability tensor of

µ = µ0

(1 0 0
0 1 0
0 0 µreff

)
(2)

The analytically calculated effective relative permeability is shown in Fig. 2.
Inter-cell capacitors are formed in the gap regions between the metallic inclusions (unit cells)

due to the incident x-directed electric field. The same phenomenon is observed for a y-directed
incident electric field. However, in case of a z-directed electric field, the metamaterials superstrate
will experience an effective permittivity equal to that of its host dielectric as the electric field would
be perpendicular to the plane of the unit cell. Therefore, the artificial magnetic material composed
of the SRRs inclusions will experience anisotropic electric permittivity of [8]

ε = ε0

(
εreff

0 0
0 εreff

0
0 0 εrdiel

)
(3)

where,

εreff
= εrdiel

[
1 +

∆zlx
∆x ∆y

K(
√

1− g2)
K(g)

]
g =

s/2
s/2 + w

, K(g) =
∫ π/2

0

dθ√
1− g2 sin2 θ

According to the above formulas, the effective relative permittivity of the designed structure in the
x, and y directions would be equal to 5.62.
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3. ARTIFICIAL MAGNETIC STRUCTURE AS A SUPERSTRATE FOR PLANAR PIFA
ANTENNAS

The analytically characterized SRR unit cell discussed in previous section acts as a building block
for an artificial magnetic superstrate placed over a PIFA antenna as shown in Fig. 1(c). The PIFA
antenna considered here (see Fig. 3) consists of a rectangular planar element located above a ground
plane, a short-circuiting plate or pin, and a feeding mechanism for the planar element. The planar
radiating element used here has dimensions of 24mm × 8mm, and is suspended on air substrate
with a thickness of 8.5 mm. The antenna is fed using a coaxial probe feed and is shorted to the
ground plane using a short-circuiting metallic pin of radius 0.35 mm. This metallic pin introduces
inductance to antenna’s equivalent circuit and hence reduces the planar size of the PIFA antenna
to be used in cell-phones applications. The antenna is designed to operate at the frequency band of
2190–2210MHz (UMTS) at which the magnetic superstrate has an effective permeability of about
15 (real part) and a magnetic loss tangent of 0.11 (see Fig. 2).

The full-wave EM solver CST Microwave Studio was used to simulate the proposed antenna with
and without superstrate. The distance between the PIFA antenna and superstrate was optimized
numerically using CST to achieve the highest possible gain. Fig. 4(a) shows the reflection coefficient
of the PIFA antenna before and after using the artificial magnetic superstrate at the optimized
distance of 4 mm from the substrate. The overall height of the superstarte above the antenna is only
λ0/14 where λ0 is the free-space wavelength at the resonance frequency. As shown in Fig. 4(a), the
antenna impedance bandwidth (S11 < −10 dB) and the resonance frequency of 2.2GHz are slightly
changed after using the metamaterial superstrate in comparison to the case without superstrate.

Figure 4(b) shows the gain of the PIFA antenna in the maximum radiation direction before
and after using the artificial magnetic superstrate for different distances between the antenna and
superstrate. It is observed that the gain is improved by 3.2 dB at the resonance frequency of 2.1 GHz
after using the engineered superstrate at d = 4mm.

Figure 5 shows the radiation patterns (E-plane and H-plane) at the resonance frequency (2.10 GHz)
of the PIFA antenna before and after using the engineered magnetic superstrate at d = 4 mm, it is
observed that the gain of the PIFA antenna is enhanced by about 3.2 dB in the maximum radiation
direction after using the artificial magnetic superstrate.

Figure 2: Analytically calculated
relative permeability of the SRR in-
clusions.

Ground plane

Radiating element

Shorting pin

L1

L2

Feeding probe

z

x

y

Figure 3: Geometry of the planar PIFA antenna. (L1 = 8 mm and
L1 = 24 mm).
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Figure 4: (a) The return loss and (b) the gain of the PIFA antenna before and after using the artificial
magnetic superstrate for different distances between the antenna and superstrate.
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Figure 5: The gain radiation pattern at 2.10 GHz of the PIFA antenna covered with the artificial magnetic
superstrate at d = 4 mm. (a) E-plan (φ = 0◦), and (b) H-plan (φ = 90◦).

4. CONCLUSION

An engineered superstrate was introduced for gain enhancement of planar PIFA antenna. The
engineered superstrate based on the broad-side split ring resonator SRR was analytically designed
and characterized. The PIFA antenna covered with the artificial superstrate was numerically inves-
tigated. It was shown that using the engineered magnetic superstrate, gain enhancement of 3.2 dB
is attainable, while maintaining a superstrate profile of λ0/14 where λ0 is the free-space wavelength
at the PIFA’s resonance frequency.
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Abstract— We use the ambiguity function, of the slowly varying complex-amplitude envelope,
for visualizing the intensity-spectrum evolution through propagation in a first-order dispersive
medium. We comment on the use of this formalism for temporal filtering.

1. INTRODUCTION

In several recent publications the authors discuss and apply the duality between the equations that
describe paraxial, scalar diffraction and first-order temporal dispersion of optical short pulses [1–5].

In a nutshell, the temporal frequency corresponds to the lateral spatial frequency, and the time
variation corresponds to the z coordinate along the optical axis. And consequently, there is also a
correspondence between the temporal spectra and spatial frequency spectrum.

Based on the above analogy, the temporal Talbot effect finds practical applications for suppress-
ing dispersion effects in pulsed fiber lasers [6], and for tailoring the reception rates and duty cycle
of linearly chirped signals [7].

Furthermore, based on this analogy, one can define a temporal Lau effect [5, 8]. And since
the spectral density function of the carrier acts as a lowpass filter, one can filter nonlinear chirp
components just by using a broadband optical carrier source [9]. Moreover, the degree of temporal
coherence of the optical source plays the role of a low-pass filter. Hence, the temporal Lau effect is
useful for increasing the repetition rate of a pulse train, which is initially obtained from a sinusoidal
phase modulation [10].

Here our aim is the following. We use phase-space formalism for visualizing the intensity-
spectrum evolution through propagation in a first-order dispersive medium. We comment on the
use of this formalism for applications of the temporal Talbot effect, and the temporal Lau effect.

To our end, in Section 2, we discuss the basic theory. In Section 3, we comment on the use
of this formalism in the temporal Talbot effect, and in the temporal Lau effect. In Section 4, we
summarize our presentation.

2. THE AMBIGUITY FUNCTION OF THE SLOWLY VARYING
COMPLEX-AMPLITUDE ENVELOPE

We assume that optical fiber (GDD circuit) is represented by the following Taylor series expansion
of dispersion relationship

β(ω) = β0 + β1(ω − ω0) + β2 (ω − ω0)
2 . (1)

In Eq. (1), we use the customary notation where βn = (d/dω)nβ(ω), at ω = ω0. For a typical optical
fiber operating at the third telecommunications window (λ0 = 1.55µm), β2 = −21.6 ps2/km. We
consider that at the input of the optical fiber (GDD circuit), the slowly varying complex-amplitude
envelope is represented by the Fourier series

g(t) =
∑∞

m=−∞ am exp
(
i2πt

m

T

)
. (2)

In Eq. (2), we denote as T = 2π/Ω the period of the pulse train, hence Ω is the angular frequency.
Next, we consider a monochromatic, CW, optical source. And as is common we use the proper time,
τ = (t−β1z)t. As is discussed in Reference [5], at the end of the optical fiber (GDD circuit), we can
describe the temporal intensity as the ensemble average of the square modulus of the propagated
slowly varying envelope. That is

l(τ, z) =
(

1
2π

)∑∞
m=−∞

∑∞
n=−∞ am+na∗n exp(imΩτ) exp

[
im(m + 2n)

(
β2Ω2z

2

)]
. (3)
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Hence, the intensity-spectrum associated to Eq. (3) is

Ĩ(ω, z) =
(

1
2π

) ∑∞
m=−∞

∑∞
n=−∞ am+na∗n exp

[
im(m + 2n)

(
β2Ω2z

2

)]
δ(ω −mΩ). (4)

Now, according to References [11, 12], it is interesting to note that the ambiguity function of the
slowly varying complex-amplitude envelope is

A(ω, τ) =
∫ ∞

t=−∞
g

(
t +

τ

2

)
g ∗

(
t− τ

2

)
exp(iωt)dt. (5)

By substituting Eq. (2) in Eq. (5), it is straightforward to obtain that the ambiguity function of
the slowly varying complex-amplitude envelope is

A(ω, τ) =
(

1
2π

) ∑∞
m=−∞

∑∞
n=−∞ am+na∗n exp

[
i
(m

2
+ n

)
Ωτ

]
δ(ω −mΩ). (6)

Therefore, the ambiguity function in Eq. (6) contains the mathematical expression of the intensity-
spectrum, as in Eq. (4); provided that τ = mβ2Ωz. And consequently, we claim that the values of
the intensity spectrum (for variable z) are contained as the values of the ambiguity function of the
slowly varying complex-amplitude envelope, along the lines τ = mβ2Ωz. In other terms,

Ĩ (ω, z) = A (ω, mβ2Ωz) . (7)

Equivalently, at the output of the GDD circuit, the temporal intensity in Eq. (3) can be expressed
as

I(τ, z) =
∑∞

m=−∞A (mΩ,mβ2Ω) exp (imΩτ) . (8)

Equation (8) can be extended consider non monochromatic optical sources [10].

3. TEMPORAL TALBOT EFFECT AND TEMPORAL LAU EFFECT

In Reference [10], we indicate that if an electro-optic phase modulator shapes the slowly varying
complex amplitude envelope, then the ambiguity function is a proportional to the Bessel function
of the first kind, and integer order m. Hence, the present formalism leads to a closed formula that
expresses temporal filtering effects, due either to the length of the dispersive media, or to the degree
of temporal coherence of the optical source.

4. CONCLUSION

We have used the ambiguity function, of the slowly varying complex-amplitude envelope, for de-
scribing the evolution of the spectrum intensity as the periodic pulse propagates in GDD circuit. If
an electro-optic phase modulator shapes the slowly varying complex amplitude envelope, then the
present formalism leads an analytical expression for performing temporal filtering operations.
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Abstract— The investigation on zone plates is extended to the temporal case. By exploting
the space-time duality between the paraxial diffraction of light in space and the linear dispersion
of optical pulses, it presents the time-domain analog of multiple imaging formula at the replicas
of the input pulse. The temporal system is created by using a linear chirp generator together
with two dispersive delay lines. An example to illustrate the behavior of a temporal binary zone
plate is considered.

1. INTRODUCTION

The main line of this paper is to show that, within the framework of the space-time duality,
a linear chirp generator can be used to design temporal zone plates that reproduce in a multiple
fashion optical pulses propagating in linear dispersive media. The duality permits to consider lenses
that image by quadratic phase modulation of optical pulses in the time domain. This operation is
analogous to the action of a conventional refractive lens on the light. The time lens has been widely
analyzed and can be implemented in practice, for instance by using an electro-optic modulator [1–
3], by mixing the original pulse with a chirped pulse in a nonlinear crystal [4] or by means of
cross-phase modulation of the original pulse with an intense pump pulse in a nonlinear pulse [5].
In spatial optics, there is another quadratic phase transformer device based on diffraction. This
device is the zone plate operating by blocking alternate zones or through introduction of a phase
shift of “π” radians in alternate zones. The spatial zone plate is capable of focusing light at a set
of points, thereby acting as a multiple imaging system. Although the spatial zone plate has been
analyzed widely in optics [6], few studies of the temporal counterpart have been made [7, 8].

2. TEMPORAL ZONE PLATE

It is well known that a temporal imaging system is created by cascading one dispersive medium, a
time lens and another dispersive medium. In other words, a temporal imaging system include input
dispersion, phase modulation, and output dispersion of an optical pulse. We consider dispersion
first. The impulse response of a linear dispersive medium is given by [9]

hξ(t) = (−i2πξ)−1/2 exp
(
−i

t2

2ξ

)
(1)

where ξ = β2z is the accumulated dispersion of the linear medium along a distance z, β2 being the
first-order coefficient.

The propagation of a narrowband optical envelope O(t) carried by a monochromatic wave
through a dispersive medium can be described as a convolution

E
(
t′
)

=

∞∫

−∞
O (t) hξ

(
t, t′

)
dt (2)

We consider phase modulation second. The effect of the temporal zone plate is to multiply the
envelope time function E(t′) by a phase factor that is quadratic in time. In radar or sonar appli-
cations linear chirps are the most typically used signals to achieve pulse compression by quadratic
phase modulation [10]. The phase of a linear FM chirp signal varies quadratically with time and it
is characterized by the instantaneous frequency

f (t) = αt (3)

by ignoring the starting frequency at time t = 0 for the purpose of this paper. In Eq. (3), α denotes
the chirp rate in Hz/s, which can be written as

α = B/T (4)
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B being the bandwidth range in Hz and T the time duration of the pulse in seconds.
In accordance with the space time-duality, the temporal analogy of the zone plate is given by a

signal arranged in time in the same way as the zones of a spatial zone plate bounded by dispersive
media. This system leads to nearly distortionless multiple compression of the optical pulses. For
the sake of brevity and without loss of generality we will focus on the temporal generalized zone
plate whose profile is given by a binary ψ function which takes two levels 1 and 0, that is

ψ(t) =
{

1 if t22j ≤ t2 < t22j + ε

0 if t22j + ε ≤ t2 < t22j+2
for ε <

2
α

(5)

where ε is the width of the unit cell (see Figure 1), j is a natural number, and t2j = jt21 = j/α,
2/α being the period in t2 for which a temporal zone of width ε is repeated. Eq. (5) represents
the profile of a positive generalized binary zone plate; for a negative zone plate a complementary
profile is defined.

Equation (5) can also be expressed by appropriate Fourier series, in complex form, as

ψ(t) =
αε

2
+

∞∑

n=1

[
ane−iφn(t) + a ∗n eiφn(t)

]
(6)

where

an =
i

2nπ
[1− exp (inπαε)] (7)

φn (t) = nπαt2 (8)

Note that, for any nth harmonic of the zone plate, the phase factor φn is quadratic in time, the
instantaneous frequency 1

2π
∂φn

∂t has a linear chirp and the chirp rate is given by 1
2π

∂2φn

∂t2 .
We now proceed to derive a time-domain analog to a space lens for any nth harmonic of the

temporal zone plate. Since the action of a conventional refractive thin lens is to produce a phase
shift in real space [11]

φ (x, y) =
k

2f

(
x2 + y2

)
(9)

where k is the wavenumber in the lens material and f is the focal length, we can define a similar
phase shift for the time-phase function corresponding to the nth harmonic of the zone plate such
that

φn (t) =
nωc

2T
t2 (10)

where ωc = 2πB is the bandwidth range of the chirp signal in rad/s. Comparing Eq. (10) to Eq. (9)
we can find the time domain equivalent of the focal length for the nth harmonic. The nth focal
time of the zone plate is given by

fn
t =

T

n
=

B

nα
(11)

Eq. (11) contains the essence of the zone plate operation as a lens of a temporal multiple imaging
system.

Figure 1: Positive temporal generalized binary zone plate.
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3. TEMPORAL MULTIPLE IMAGING SYSTEM

Consider that an optical pulse O(t) is launched into a temporal multiple imaging system based on
temporal zone plate as shown in Figure 2. Combining the effects of input and output dispersion
and zone plate modulation produced by a digital chirp signal generator, the output signal E(t′′)
can be written as

E
(
t′′

)
=

∞∫

−∞
O (t) hξ,ξ′

(
t, t′′

)
dt (12)

where

hξ,ξ′
(
t, t′′

)
=

∞∫

−∞
hξ

(
t, t′

)
ψ (t) hξ′

(
t′, t′′

)
dt
′ (13)

is the impulse response of the whole system and hξ and hξ′ are the impulse responses of the input
and output dispersive media, respectively. ξ′ = β′2z

′ is the accumulated dispersion along a distance
z′ of the output dispersive medium of first-order coefficient β′2.

By a straightforward calculation, Eq. (13) becomes

hξ,ξ′
(
t, t′′

)
=

e−i t2

2ξ e−i t′′2
2ξ′

i2π (ξξ′)1/2

{αε

2

∞∫

−∞
exp

{
− i

2

(
1
ξ

+
1
ξ′

)
t′2

}
exp

{
i

(
t

ξ
+

t′′

ξ′

)
t′
}

dt′

+
∞∑

n=1

an

∞∫

−∞
exp

{
− i

2

(
1
ξ

+
1
ξ′

+
nωc

T

)
t′2

}
exp

{
i

(
t

ξ
+

t′′

ξ′

)
t′
}

dt′

+
∞∑

n=1

a∗n

∞∫

−∞
exp

{
− i

2

(
1
ξ

+
1
ξ′
− nωc

T

)
t′2

}
exp

{
i

(
t

ξ
+

t′′

ξ′

)
t′
}

dt′ (14)

If we require the quadratic phase factors of the integrands to go to unity, the integrals of
Eq. (14) reduce to Dirac delta functions and the multiple temporal imaging formula is obtained.
This formula can be written, in compact form, as

1
ξ

+
1
ξ′

= ±nωc

T
= ±ωc

fn
t

(15)

for any natural number n, where fn
t is the focal time of nth order. The similarity between Eq. (15)

and its spatial counterpart is striking for every nth order.
If the temporal lens law is satisfied, the output signal apart from constant phase factor is given

by

E
(
t′′

)
=

i2π

M
1/2
t

{
αε

2
O

(
t′′/Mt

)
+

∞∑

n=1

anO
(
t′′/Mt

)
+

∞∑

n=1

a∗nO
(
t′′/Mt

)
}

(16)

From Eq. (16) it follows that the output signal is composed of a superposition of replicas of the
input signal rescaled by the magnification Mt given by the ratio of the output dispersion ξ′ to the

Figure 2: Block diagram of temporal imaging system based on temporal zone plate (TZP) produced by a
digital chirp signal generator.
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input dispersion ξ. These replicas of the original signal can be regarded as the pulses resulting
from the dispersion orders of the temporal zone plate in analogy with the images resulting from
the diffraction orders of the spatial zone plate. Stretched or compressed replicas are obtained as
Mt > 1 or Mt < 1, respectively.

As an example to illustrate the behavior of a temporal multiple imaging system, we assume an
optical pulse propagation through a standard single-mode fiber (SMF) of 10 km length in which
β2 = −21 ps2/km.rad at λ = 1550 nm. A digital chirp generator produces a temporal generalized bi-
nary zone plate composed of a sequence of rectangular pulses in t2 which takes two levels 1 and 0 with
a repetition period of 200 ps2 (α = 10 GHz/ps) and individual pulse width ε = 60 ps2. The phase
modulated signal is launched into a dispersion-shifted fiber (DSF) in which β′2 = −0.5 ps2/km.rad
at λ = 1550 nm. Multiple imaging of the input signal at 30.46, 16.55, 10.89 and 8.12 km lengths is
obtained in the DSF for the first four dispersion orders with 0.08, 0.04, 0.026 and 0.019 magnifica-
tions. Dispersive orders are compressed temporal images of the original pulse.

4. CONCLUSIONS

The investigation of zone plates has been extended to the temporal case. This paper proposes a
temporal multiple imaging system combining two linear dispersive media and a temporal zone plate
produced by a digital chirp signal generator. The temporal zone plate produces a quadratic phase
modulation and acts as time multifocal lens. We have derived expressions for the focal times and
the magnifications which they given at the output multiple time images of the input.
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Abstract— In this contribution, we derive an expression for the arbitrary-order moment of a
signal expanded in Hermite-Gaussian modes. In addition the second-order moments for a signal
presented as a series of Hermite-Laguerre-Gaussian modes are obtained. These results are useful
for complete and partially coherent beam analysis and synthesis.

The moments of the Wigner distribution (WD) of a beam are widely used for coherent and par-
tially coherent beam characterization [1, 2]. Parameters such as the size in phase space, the orbital
angular momentum, and the quality factor of the beam can be obtained from the second order
moments while the higher order moments describe more fine beam details as sharpness (kurtosis
parameter), etc.

To find the moments for certain types of the beams such as Hermite-Gaussian (HG) and
Laguerre-Gaussian (LG) beams is relatively easy. Note that the HG and LG modes are stable
(they propagate through an isotropic optical system without changing the form of their intensity
distribution). Taking into account that the families of HG and LG modes form the complete or-
thonormal sets other beams can be represented as their linear superpositions. This approach is
suitable for beam analysis and synthesis. Thus for example a series of the HG modes with the
same sum of the indices corresponds to another stable beam (Hermite-Laguerre-Gaussian beams
(HLG)) [3, 4], while a certain combination of the LG modes compose the spiral beams, whose form
of intensity distribution remains the same a part from rotation [4, 5].

The analytical expression of the second moments for a coherent beam expanded in series of
Hermite-Gaussian (HG) modes was developed in [6]. Here we derive the expression for the higher
order moments of coherent as well as for partially coherent beams presented as a linear superposition
of the HG modes. It has been shown in Ref. [7] that from the analysis of the beam second order
moments its principal axes in the phase-space can be found. They indicate a proper set of HLG
modes for beam decomposition. In order to use this approach for signal characterization, we
generalize the formula obtained for the second order moments to the case of beam decomposition
on the HLG modes.

A beam in scalar monochromatic paraxial approximation is described in the coherent case by
the complex field amplitude defined as f (r) = |f (r)| exp [iϕ (r)], where r = [x, y]t is a two dimen-
sional position vector at the plane transversal to the propagation direction. Similarly, the partially
coherent beam is described by the mutual intensity, given by Γ (r1, r2) = 〈f (r1) f∗ (r2)〉, where the
brackets here and further indicate temporal averaging and ∗ stands for complex conjugation. Both
cases can be treated together applying the formalism of the Wigner distribution. Further, we will
use the signal description in the form of mutual intensity since the coherent signal is a particular
case of partially coherent ones.

The WD, WΓ (r,p), is the spatial Fourier transform (FT) of the mutual intensity with respect
to the coordinate difference, r′ = r1 − r2:

WΓ (r,p) =
∫∫

R2

dr′ Γ
(
r +

1
2
r′, r− 1

2
r′

)
exp

(−i2πp · r′) , (1)

where p = [px, py]
t denotes spacial frequencies.

The moments of order z = r + s + k + l of a beam are expressed through its WD as

µr,s,k,l =
∫∫∫∫

R4

drdp xr ps
x yk pl

y WΓ (r,p) . (2)

Note that the zero-order moment corresponds to the signal energy, while the first order moments
indicate the centroid of the beam, which is used here are the origin of the coordinate system.
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The signal mutual intensity can be expressed as the series of the HG modes [8]:

Γ (r1, r2) =
∑
m,n

∑

m′,n′

〈
am,na∗m′,n′

〉Hm,n (r1; w)Hm′,n′ (r2; w) , (3)

where
〈
am,na∗m′,n′

〉
are the correlation coefficients, w = [wx, wy]

t is the vector containing the beam
waist in the x and y directions, and the HG modes are defined as

Hm,n (r; w) =
√

2
Hm

(√
2π x

wx

)
Hn

(√
2π y

wy

)

√
2mm!wx

√
2nn!wy

exp
[
−π

(
x2

w2
x

+
y2

w2
y

)]
, (4)

being Hm (·) the Hermite polynomials of order n. For the coherent case
〈
am,na∗m′,n′

〉
= am,na∗m′,n′ .

Then, the WD of a signal expanded as a series of HG modes is given by

WΓ (r,p) =
∑
m,n

∑

m′,n′

〈
am,na∗m′,n′

〉
χm,m′ (x, px) χn,n′ (y, py) , (5)

where

χm,m′ (q, pq) = (−1)mmin 2
|m−m′|

2
+1 mmin!

mmax!

[√
2π

(
q

wq
+ sgn

(
m′ −m

)
iwqpq

)]|m−m′|

× L(|m−m′|)
mmin

[
4π

(
q2

w2
q

+ w2
qp

2
q

)]
exp

[
−2π

(
q2

w2
q

+ w2
qp

2
q

)]
, (6)

mmax = max (m,m′), mmin = min (m,m′), and q is a placeholder for the x and y coordinates.
Notice that χm′,m (q, pq) = χ∗m,m′ (q, pq). To obtain this result the expression 7.377 from Ref. [9],

∫ ∞

−∞
dx e−x2

Hm (x + y) Hn (x + z) = 2n√πm!zn−mL(n−m)
m (−2yz) , if m ≤ n, (7)

has been used. In the particular case of having only one mode, the WD is reduced to [10]

WHm,n
(r,p) = 4 (−1)m+n Lm

[
4π

(
x2

w2
x

+ w2
xp2

x

)]
Ln

[
4π

(
y2

w2
y

+ w2
yp

2
y

)]

× exp
[
−2π

(
x2

w2
x

+
y2

w2
y

+ w2
xp2

x + w2
yp

2
y

)]
. (8)

Then, using Eqs. (2), (5), and (6), along with formula 7.414-7 from Ref. [9],
∫ ∞

0
dt e−γttβL(α)

n (t) =
Γ (β + 1)Γ (α + n + 1)

n!Γ (α + 1)
γ−β−1

2F1

(
−n, β + 1;α + 1;

1
γ

)
, (9)

being 2F1 (·, ·; ·; ·) the Gauss hypergeometric function, we obtain the following signal moments:

µr,s,k,l =
∑
m,n

∑

m′,n′

〈
am,m′a∗m′,n′

〉
ηm,m′

r,s (wx) ηn,n′

k,l (wy) , (10)

where

ηm,m′
r,s (wx) =

(−1)mmin wr−s
x 2

|m−m′|
2

(√
2π

)r+s
(|m−m′|)!

√
mmax!
mmin!

Γ
(

r + s + |m−m′|
2

+ 1
)

×∆r,s,m−m′ 2F1

(
−mmin,

r + s + |m−m′|
2

+ 1;
∣∣m−m′∣∣ + 1; 2

)
, (11)

Γ (·) is the Euler gamma function, and ∆r,s,k is an alias for the following integral

∆r,s,k =
1
2π

∫ 2π

0
dθ cosr θ sins θ exp (ikθ) . (12)
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Let us analyze the obtained expression. From the ∆r,s,k term of Eq. (11), using the decompo-
sition of the cosine and sine functions into the exponentials e±iθ, the binomial expansion, and the
following integral value,

1
2π

∫ 2π

0
dθ exp (ikθ) =

{
0, if k 6= 0,
1, if k = 0,

(13)

we are able to demonstrate that some of the ηm,m′
r,s terms are zero. For instance, the only non-

vanishing terms are the ones for which the parity (even or odd) of r + s is the same as the parity
of m−m′, and correspondingly for k + l and n− n′, and it is satisfied that |m−m′| ≤ r + s and
|n− n′| ≤ k + l. In particular it means that the beam with the mutual intensity expressed as a
sum of uncorrelated HG modes (

〈
am,na∗m′,n′

〉
= 0 if m 6= m′ or n 6= n′) has zero moments for the

same indexes r, s, k, l combination as any individual HG mode.
Taking into account the mode conversion under the gyrator transform [3] and the corresponding

rotation of the WD the expressions for the moments of the signal with mutual intensity presenting
as a series of the HLG modes,

Γ (r1, r2) =
∑
m,n

∑

m′,n′

〈
am,na∗m′,n′

〉Hα
m,n (r1)Hα

m′,n′ (r2) , (14)

can be obtained. Note that for α = 0, Hα
m,n corresponds to the HG modes and for α = π/4 to the

LG ones. Indeed, based on the second-order moment propagation equation for the ABCD system
(here for simplicity we set wx = wy = 1) we derive the formulas for the corresponding moments:

µα
2000 = < (Kx + Lx) cos2 α + < (Ky − Ly) sin2 α−= (N −M) sin 2α, (15)

µα
0020 = < (Ky + Ly) cos2 α + < (Kx − Lx) sin2 α−= (N + M) sin 2α, (16)

µα
0200 = < (Kx − Lx) cos2 α + < (Ky + Ly) sin2 α + = (N + M) sin 2α, (17)

µα
0002 = < (Ky − Ly) cos2 α + < (Kx + Lx) sin2 α + = (N −M) sin 2α, (18)

µα
1100 = −= (Lx) cos2 α + = (Ly) sin2 α−< (N) sin 2α, (19)

µα
0011 = −= (Ly) cos2 α + = (Lx) sin2 α−< (N) sin 2α, (20)

µα
1010 = < (M + N) cos2 α + < (M −N) sin2 α− 1

2
= (Lx + Ly) sin 2α, (21)

µα
0101 = < (M −N) cos2 α + < (M + N) sin2 α +

1
2
= (Lx + Ly) sin 2α (22)

µα
0110 = −= (M + N) cos 2α− 1

2
< (Ky −Kx + Lx + Ly) sin 2α, (23)

µα
1001 = = (M −N) cos 2α− 1

2
< (Kx −Ky + Lx + Ly) sin 2α. (24)

where < (·) and = (·) represent the real and imaginary part operator respectively, and the same
aliases as in Ref. [6] have been used,

Kx =
1
2

∑
m,n

|am,n|2 (2m + 1) , (25)

Ky =
1
2

∑
m,n

|am,n|2 (2n + 1) , (26)

Lx =
∑
m,n

〈
am,na∗m+2,n

〉√
(m + 1) (m + 2), (27)

Ly =
∑
m,n

〈
am,na∗m,n+2

〉√
(n + 1) (n + 2), (28)

M =
∑
m,n

〈
am,n+1a

∗
m+1,n

〉 √
(m + 1) (n + 1), (29)

N =
∑
m,n

〈
am,na∗m+1,n+1

〉 √
(m + 1) (n + 1). (30)
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Using the Eqs. (15)–(24) the important parameters widely applied for beam characterization
can be obtained. Thus, for example, the signal width and its divergence along x and y coordinates
are given by the Eqs. (15)–(24). The orbital angular momentum (OAM) of the beam expanded as
a series of Hα

m,n can also be calculated as

OAMα = sin 2α
∑
m,n

|am,n|2 (n−m) + 2 cos 2α
∑
m,n

= 〈
am,n+1a

∗
m+1,n

〉 √
(m + 1) (n + 1). (31)

Note that in the case of the signal decomposition as LG modes series (α = π/4) the OAM is
expressed as a weighted sum of the topological charges of all modes,

OAMπ/4 =
∑
m,n

|am,n|2 (n−m) . (32)

We also observe that if the series contains only the modes with indices which differ at least by
3 units (|m−m′| , |n− n′| ≥ 3) then, the second order momentum matrix has the same zero terms
as the matrix corresponding to any non-fundamental mode Hα

m,n.
In this contribution, we have derived the expression for the arbitrary order moment of the signal

represented as a series of the HG modes and have provided the rule for the moment analysis of a
given mode combinations. We have generalized the formula for the second order moments developed
in Ref. [6] to the case of partially coherent beams and to the field expanded in series of not only
HG but also HLG modes. The obtained results are useful for optical signal synthesis and analysis.
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The Phase-space Interpretation of Self-imaging and the Phase
Retrieval Problem

Markus E. Testorf
Thayer School of Engineering at Dartmouth College, USA

Abstract— The problem of recovering the complex amplitude of optical signals from intensity
measurements is studied in the context of phase-space optics. Special attention is given to
periodic wavefronts subject to the self-imaging phenomenon. It is shown that for the case of
bandlimited periodic signals perfect phase-retrieval can be achieved by recording the intensity
in a finite set of fractional Talbot planes. This corresponds to a rigorous discrete formulation
of phase-space tomograpy. Approximations inherent to the numerical implementation of phase-
space tomography can be interpreted as a consequence of deviating from the ideal case of a
periodic bandlimited signal, rather than as the byproduct of discretization.

1. INTRODUCTION

The phase problem is one of the most generic problems in optics. Interferometry and holography
provide direct access to the phase information or the derivative of the phase of optical signals.
For systems, where it is impossible to deduce the phase information from interference patterns
iterative phase retrieval algorithms have proved effective and practical for recovering the phase
information [1, 2]. An interesting alternative is offered by deterministic phase retrieval methods,
which are based on analytical relations between the phase of the signal and the intensity distribution
of the propagating wavefront [3, 4].

Phase-space tomography [5–8] is a deterministic phase retrieval concept with remarkable prop-
erties. It is based on the observation that projections of the phase space defined by the Wigner
distribution function (WDF) of the propagating signal can be associated with the signal intensity in
a particular diffraction plane. By taking multiple measurements of the signal in different diffraction
planes the WDF can be tomographically reconstructed.

Phase-space tomography is a well-established method and has been studied in detail. It is
nonetheless plagued with a number of inherent difficulties. In particular, phase-space distributions
are not bounded. Any signal compact in one coordinate of phase-space has unlimited support in
the orthogonal direction. This requires the truncation of the phase-space distribution and proper
conditioning of the inverse problem to recover the phase information with acceptable accuracy. In
addition, the WDF is a highly redundant signal representation, and as a consequence the data set
required for recovering the WDF with projection tomography is considerably larger than needed
to represent the actual signal.

Here, phase-space tomography is revisited in the rather narrow context of Fresnel diffraction of
bandlimited periodic signals. For this class of signals it is possible to observe self-imaging and the
fractional Talbot effect. The self-imaging phenomenon finds a particularly intuitive interpretation
in phase-space optics [9], and it is this phase-space interpretation which can be used to establish a
link between the fractional Talbot effect and phase-space tomography.

For the design of diffractive optical elements, and namely Talbot array illuminators, the frac-
tional Talbot effect was previously associated with the phase retrieval problem [10, 11], and recov-
ering the phase of a propagating wavefront is addressing the complementary problem. Phase-space
tomography is an analytic phase retrieval method, where an excess amount of information is used
to turn the inherently nonlinear signal recovery problem into a linear inverse problem.

Here, it is shown that it is possible to obtain a rigorous discrete formulation of phase-space
tomography by considering sampled periodic signals, for which Fresnel diffraction is described as
a discrete linear transformation. The successful recovery of the signal is possible by recording
the intensity in a set of fractional Talbot planes defined by the number of samples necessary for
representing the complex signal.
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2. PHASE-SPACE TOMOGRAPHY AND FRESNEL DIFFRACTION

The principle of phase-space tomography can be summarized as follows. We consider the WDF of
the complex amplitude u(x), i.e.,

W [u](x, ν) =
∫ ∞

−∞
u(x + x′/2)u∗(x− x′/2) exp(−i2πνx′)dx′ (1)

The signal intensity can be recovered as the projection of the WDF

|u(x)|2 =
∫ ∞

−∞
W [u](x, ν)dν (2)

The signal can now be propagated through a paraxial optical system, which is specified by the
ABCD matrix of paraxial ray-tracing. The corresponding complex amplitude uABCD(x) can be
computed with the generalized Fresnel diffraction integral [12], and the corresponding WDF is the
geometrical transformation of the WDF of the input signal,

W [uABCD](x, ν) = W [u](Ax + Bν, Cx + Dν). (3)

We can now choose the ABCD parameters to define a rotation of the phase-space distribution,
which is equivalent to a fractional Fourier transformation. The intensity at the output of the
fractional Fourier transformer defines one projection of the WDF along a direction in phase-space
corresponding to the rotation angle of the fractional Fourier transformation. The Fourier transfor-
mation of the recorded intensity then represents values of the ambiguity function, i.e., the double
Fourier transformation of the WDF, along a line through the origin. This is the Fourier slice the-
orem of projection tomography and we obtain complete knowledge of the ambiguity function by
recording a sufficiently large set of intensities at different rotation angles. The complex signal is
obtained either by first recovering the WDF via Fourier transformation, which in turn allows one
to recover the signal except for a constant phase factor, or by calculating the signal directly from
the samples of the ambiguity function [8].

While rotations of the phase-space distribution correspond to the standard form of projection
tomography [13] we can easily replace each rotation angle with alternative ray transfer parameters
and obtain scaled versions of the same intensity distributions. For instance, Fresnel diffraction
corresponds to a shear of the WDF

W [uF ](x, ν) = W [u](x− λzν, ν) (4)

and projections of the WDF at different angles can be obtained by recording the free space diffrac-
tion pattern at varying propagation distance z.

3. SIGNAL RECOVERY AND THE FRACTIONAL TALBOT EFFECT

We now consider a periodic signal up(x + xp) = up(x), which can be expressed by a Fourier series

up(x) =
∞∑

n=−∞
ũn exp

(
i2π

n

xp
x

)
. (5)

This can be used to compute the associated WDF,

W [up](x, ν) =
∞∑

n=−∞

∞∑

n′=−∞
ũnũ∗n′ δ

(
ν − n + n′

2xp

)
exp

(
i2π

n− n′

xp
x

)
(6)

Figure 1 schematically illustrates the structure of the WDF. We recognize that the WDF not
merely contains discrete frequency components at νm = m/xp, but also interlaced at intermediate
frequencies νh = (h + 1/2)/xp. These additional components are a direct consequence of the
bilinearity of the WDF and can be related to the mutual coherence properties of the plane wave
components of the signal.

If we combine Eq. (6) with Eq. (4) the phase-space distribution in Fig. 1 is horizontally sheared.
If the shear equals the displacement indicated by the dashed line T we recover an identical copy
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Figure 1: Phase-space diagram of a periodic signal.
Line T indicates the shear necessary to observe Tal-
bot self-imaging.

Figure 2: Phase-space diagram of a discrete periodic
signal. Lines P1, P2, and P3 represent three of the
projections used for tomographic reconstruction.

of the initial WDF, which corresponds to the first self-image of the input signal. We easily deduce
the self-imaging distance from the diagram as [9],

zT =
2x2

p

λ
. (7)

We further assume that the periodic signal is bandlimited, i.e., it can be represented by a finite
number of Fourier coefficients ũn, with 0 ≤ n < N . This means, we can use the sampling theorem
to represent the signal. The periodic bandlimited signal is then expressed as

up(x) = us(x) ∗ comb (x;xsN) ∗ hinp(x) (8)

with the interpolation function
hinp(x) = sinc (x/xs) (9)

the delta-comb function

comb(x, xsN) =
∞∑

m=−∞
δ (x−mNxs) (10)

and the sampled signal of a single period

us(x) =
N−1∑

m=0

umδ (x−mxs) (11)

assuming a sampling distance xs = xp/N . Substituting the sampled periodic signal in Eq. (1)
we obtain a phase-space distribution which is discrete and periodic in both conjugate coordinates,
having periods xp and 1/xs in x and ν, respectively. The bilinear interference terms occupy a grid
with discrete samples separated xs/2 in space and 1/(2Nxs) in frequency. Thus the WDF of the
discrete signal has a structure which can be written as

Wdis(x, ν) = W [us](x, ν) ?x,ν

∞∑
n=−∞

∞∑
n=−∞

δ (x−mxp) δ
(
x−m′/xs

)
(12)

with ∗x,ν denoting a double convolution with respect to x and ν, and

W [us](x, ν) =
2N−1∑

m=0

2N−1∑

m′=0

Wm,m′ δ (x−mxs/2) δ
(
ν −m′/(2Nxs)

)
(13)

In Fig. 2, the effect of Fresnel diffraction on the the discrete phase-space distribution is illus-
trated. In particular, we can recognize shear parameters for which we recover the same grid of
discrete samples as we found for Wdis(x, ν), in Eqs. (12) and (13), however with the samples having
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changed lateral position. The diffraction planes associated with this condition correspond to a set
of fractional Talbot planes, with propagation distance

zk =
k

2N
zT , (14)

and k = 1, . . . , 2N . This set of fractional Talbot planes is remarkable because it can be used to
formulate Fresnel diffraction rigorously in terms of the discrete samples um, which are related to
the corresponding samples in the fractional Talbot plane by a discrete linear transformation [9, 14].

The perfect correspondence between the continuous and the discrete formulation of Fresnel
diffraction can be understood with the help of Eq. (8) and the phase-space diagram in Fig. 2. In
the signal domain Fresnel diffraction is equivalent to a convolution with a quadratic phase function
(linear chirp). To compute the Fresnel diffraction amplitude of the signal in Eq. (8) merely amounts
to an addition convolution. Since the convolution operation is commutative, Fresnel diffraction can
be computed for the discrete signal before the interpolation of the continuous signal. However, as
Fig. 2 illustrates, diffraction planes zk are exactly those planes for which the structure of the discrete
signal is preserved and only the discrete values have changed. In other words, Fresnel diffraction is
completely described, if we find the linear transformation for computing the new sampling values
from the samples um [9].

The price to pay for the strict correspondence between the continuous and the discrete for-
mulation of Fresnel diffraction is the condition of a periodic signal which can be represented by
the sampling expansion in Eq. (8), and the evaluation of the diffraction amplitude for a set of
propagation distances which are strictly determined by the number of samples N .

Lines P1, P2, and P3 indicate the shear corresponding to k = 1, 2, 3. If the intensity distribution
is recorded in planes zk the samples of the intensity are identical to projections of the discrete WDF
along lines Pk. Due to the periodicity of the signal samples of the WDF belonging to the same
projection are located along parallel lines within the basic cell of the WDF grid. The 2N intensity
readings obtained in 2N diffraction planes then yield a set of data which ideally provide us with a
unique reconstruction of all 4N2 samples Wm,m′ of the discrete samples of the WDF.

By identifying the fractional Talbot effect as a case for which discrete phase-space tomography
can be formulated rigorously we have obtained a baseline for further inquiry. Most importantly,
numerical implementations of phase-space tomography can be compared to the idealized scenario
of processing periodic bandlimited signals.

In addition, the discrete formulation allows us to identify redundancies more explicitly. For
instance, if we substitute a signal of finite support, samples Wm,m′ at the boundary of the support
domain may be deduced from single intensity measurements. As a consequence overall fewer in-
tensity measurements are required to deduce the remaining samples of the discrete representation
of the WDF. Similar arguments may be used to reduce the required data set for other classes of
signals for which we posses prior knowledge.

4. CONCLUSION

The fractional Talbot effect can be related to the recovery of complex signals and phase-space to-
mography. It was shown that a perfect correspondence exists between the continuous formulation of
phase-space tomography and a discrete representation by considering periodic bandlimited signals.
In this case the data set required for tomographic reconstruction of the phase-space representation
is recorded in diffraction planes associated with the fractional Talbot effect. Similar to the dis-
crete Fourier transformation, which is a rigorous representation of signals belonging to the class
of periodic and bandlimited function, phase-space tomography based on the intensity in fraction
Talbot planes can be regraded as a baseline for numerical computations. By characterizing signals
in terms of their adherence to his class of signals, it is possible to select suitable signal processing
methods for minimizing the impact of deviations from the ideal signal model.
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Digital Holography in the Light of Phase Space
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Abstract— Digital holography is an imaging technique that has application in three dimen-
sional imaging as well as phase contrast microscopy. In digital holography an interference pattern
is recorded by a digital camera. The interference pattern is formed from a known reference eave
and the light scattered from an object. The digital hologram is then input to a computer algo-
rithm that simulates the back propagation of light from the camera plane to the image plane. In
this paper we show how Phase Space Diagrams can be used to interpret and understand these
systems.

1. INTRODUCTION

Holography is an imaging technique that was invented by Gabor in 1948 [1], for which he later
received a Nobel prize. The technique was appended to remove the twin image by Leith and
Upatnieks [2, 3]. Digital Holography is an optoelectronic version of this imaging technique [4–7].
The first half of digital holography is to record either one or multiple interferograms using a digital
camera. These interferograms are recorded by intersecting a known reference beam with the light
scattered by a reflecting or transmissive object. The second half of a digital holographic system is
to numerically reconstruct the image using the recorded hologram as input to a numerical algorithm
that simulates optical propagation of the wave field to the image plane. There are a host of different
algorithms that can do this [8–12], each varying in accuracy and time taken and each providing a
different point spread function for the overall record-reconstruction system.

Aside from applications in 3D imaging, one of the most important applications of digital holog-
raphy is in the area of phase contrast microcopy [13, 14]. Microscopic digital holographic systems
make use of a microscopic objective between the object and CCD and have become increasingly
popular in recent years. This is firstly because because one can employ phase contrast techniques
to the phase of the reconstructed image and secondly because it becomes possible to remove various
types of aberrations digitally from these systems. In this paper we discuss both the recording and
the reconstruction sides of digital holography from the phase space perspective. We show how
phase space diagrams may be used to gain insight into the holographic process.

The Wigner Distribution function is a time frequency representation of signals which was intro-
duced to the optics community My Bastians [15–17]. A simple graphical chart known as a ‘Wigner
chart’ or ‘Phase Space Diagram’ (PSD) has often proved to be quite useful in understanding optical
systems [18]. Indeed this approach has previously been employed to analyze holographic systems.
In this paper we take the first steps to applying this approach to digital holographic systems by
Lohmann and others [19–21]. The benefit here is that the digital camera can be classified as have
a square like PSD — it has a physical width and a bandwidth defined by the inverse of the pixel
pitch. By contrasting the PSD of the digital camera with that of the hologram to be recorded, we
show how PSDs may be used to understand and interpret digital holography and to define optimum
parameters.

2. WIGNER DISTRIBUTION FUNCTION BASICS

The Wigner Distribution function (WDF) is a bilinear transformation defined as follows.

Wu(x, f) =
∫ ∞

−∞
u

(
x +

x′

2

)
u∗

(
x− x′

2

)
exp

(−j2πfx′
)
dx′ (1)

The WDF is a function of both the spatial coordinate x and the spatial frequency coordinate f . It
has a number of useful properties that make it particularly useful for studying propagation through
optical systems. Below we list the properties of the WDF that are of interest in this paper.

1. The first property that is of interest in this paper is the coordinate mapping of the WDF that
occurs when the signal of interest undergoes a Fresnel propagation, i.e., free space propagations
as described under the paraxial approximation. A fresnel transformation can be described as
follows, u(x) → u(x) ∗ exp (j π

λzx2) where the ∗ denotes a convolution, λ is the wavelength
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of the light and z is the propagation distance. In this case the coordinates of the WDF are
mapped as follows Wu(x, f) → Wu(x− fλz, f)

2. The second property of interest is the WDF of the product of two signals. In this case the WDF
of the product may be described by the convolution of the WDFs of the individual signals
along the f axis, i.e., the WDF of u(x)v(x) is given by Wuv(x, f) = Wu(x, f)∗f Wv(x, f). This
property is of interest in this paper when we describe the intensity of a signal as the product
of the signal with its conjugate.

3. This leads us to our third property. The WDF of the conjugate of signal is equivalent to the
WDF of the signal inverted along f , i.e., Wu∗(x, f) = Wu(x,−f)

4. The fourth property concerns the marginals of the WDF. It can be shown that
∫∞
−∞Wu(x, f)df

= |u(x)|2 and similarly
∫∞
−∞Wu(x, f)dx = |U(f)|2 where U(f) is the Fourier Transform of

u(x). If a signal has the vast majority of its energy distributed in x over a support (or width)
W and it also has the vast majority of its energy distributed over a support (or bandwidth) B,
then we can say that WDF has similar properties. The energy will be contained in a region in
(x, f) defined by W and B. This property leads to the formation of the Phase Space Diagram
(PSD) which is at the heart of this paper.

5. The fifth and final property of the WDF concerns sampling, a topic which is always of interest
when dealing with digital cameras. The Nyquist criterion states that if a signal is sampled
with a sampling interval T , this is sufficient to completely recover a signal that has a finite
bandwidth B so long as the following condition is satisfied: T ≤ 1

B [22]. However it has
recently been shown that a signal can be completely recovered so long as T ≤ 1

L where L is
the local bandwidth of the signal. For a full description of this subject in terms of the WDF,
the reader may consult chapter 10 in [23]. This property of the WDF is of particular interest
when we consider the sampling (digital hologram recording) of a Fresnel propagated signal.
As we shall see, such a signal often has a local bandwidth L that reduces linearly with the
distance of propagation z, while the total bandwidth B remains constant under propagation.

3. DIGITAL HOLOGRAM RECORDING

In Fig. 1, we illustrate a typical optical setup that is used to record digital holograms. Having
been spatially filtered using a pinhole the beam is expanded and it now passes through a beam
splitter. One arm is aimed directly at an object, or in the case of transmissive objects it is aimed
through the object. The light coming from the object is incident on a CCD via a second beam
splitter. The second arm is the reference beam which takes an approximately equidistant path to
the CCD via the same latter two elements. There are numerous elements that are not shown in
the diagram. For example a final linear polarizer in the setup serves to force both the reference
and object wave fields into the same state of polarization such that the diffraction efficiency of the
systems is maximized. In addition we use neutral density filters, half wave plate, linear polarizer
and the polarizing beam splitters, so that we can effectively change the ratio of powers in the two
arms of system. We write the interference pattern recorded by the camera as

I(x) = |uz(x)|2 + |r(x)|2 + uz(x)r∗(x) + u∗z(x)r(x) (2)

where uz(x) represents the signal that has propagated a distance z from the object to the object to
the CCD (we recall that this is given by u(x)∗exp (j π

λzx2)) and r(x) denote the reference wave field
at the plane of the CCD. In our setup a phase shifting mirror is moved and four captures enabling
separation of uz(x) [24]. This signal is then numerically reconstructed by simulating a backwards
Fresnel propagation, and thus we obtain an image of u(x).

4. DIGITAL HOLOGRAPHY DESCRIBED USING PHASE SPACE DIAGRAMS

We now demonstrate that the PSD is a very useful tool for investigating a PSI Digital holography
recording system. We begin by showing the PSD of the original signal before any propagation has
taken place. For a 3D object, we can imagine this signal to lie in the plane immediately after the
object. This is the leftmost figure in Fig. 2. We can see that the object signal u(x) has a physical
width WO and a bandwidth BO and thus we can describe the signal as having a a square-like PSD.
This follows from property 4 of the WDF discussed above. After the signal propagates a distance
z (to the plane of the camera) the PSD now takes the form shown in the center part of Fig. 2.
This is mathematically described by property 1 above. We can see that the signal spreads out in
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Figure 1: Digital holography in-line architecture. In our experimental set up we employ phase retarders (not
shown) that allow us to make multiple captures with different constant phase shifts of the reference beam.
We then implement the phase shifting interferometry algorithm to extract the complex wavefront.

Figure 2: Phase space diagrams of original complex signal, the propagated complex signal in the plane of
the camera and of the digital camera itself.

space and now occupies a larger support. We can deduce from simple geometry that the width of
the signal will be given by WO + BOλz and the local bandwidth is given by L = WO

λz . We note
that since the light diverges at all angles from the object, BO will be infinite and thus the signal
will theoretically be spread out over an infinite support after propagation. The propagated signal
is now incident on a CCD where it sampled over the width of the camera, WC . The bandwidth of
the camera BC , or more accurately we can describe this as the maximum bandwidth of the signal
that the CCD can record, is given by 1/T . Thus the camera has a square like PSD as shown in
the rightmost part of 2. Because PSI allows us to isolate uzx from Equation (2) we can consider
only this signal as being recorded by the CCD. The PSDs of the recorded complex signal, and its
intensity are shown in Fig. 3. From property 5 above we can deduce that the local bandwidth of
uzx must be less than or equal to BC . We can express this condition as follows, WO

λz ≤ 1
T . This gives

us a minimum condition for z, z ≥ TWO

λ . In the literature the intensity of the signal is predicted
to have a bandwidth that is equal to twice the bandwidth of uz(x) [22]. However from property
3 above we can predict that this bandwidth will be much less than this value and will be given
by twice the local frequency of uz(x). We believe that this point is interesting in the context of
off axis digital holography where we must take into account the recording of this intensity term.
After the signal is reconstructed (numerical propagation a distance −z), we can again find its PSD
by applying the coordinate mapping defined in property 1 to the PSD of the recorded signal. The
PSD of the reconstructed signal is shown in Fig. 4. We can see that the local bandwidth of the
reconstructed signal is defined by the camera width and is given by WC

λz while the total bandwidth
of the signal is much larger and is given by WC+WO

λz . The PSD of the intensity is also shown in the
Figure and from property 3 above we can colclude that is will be equal to 2WC

λz .
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Figure 3: Phase space diagrams of the recorded complex signal and its intensity.

Figure 4: Phase space diagrams of the reconstructed complex signal and its intensity.

5. CONCLUSION

In this paper, we have analyzed digital holographic imaging using the properties of the Wigner
Distribution function. Using Pase Space Diagrams we have found an expression for the minimum
distance that we should place our object from the recording camera. We have also found expressions
for the width, local bandwidth and overall bandwidth of the complex recorded and reconstructed
signals, and their intensities intensity. We have demonstrated that the WDF is useful for under-
standing and interpreting digital holographic imaging.
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Wigner Based Phase Space as a Tool to Analyze Super Resolved
Imaging Configurations

Zeev Zalevsky
School of Engineering, Bar-Ilan University, Ramat-Gan 52900, Israel

Abstract— In this paper we provide a schematic description and an explanation for how the
process of super resolved imaging may be understood by using Wigner based phase space. The
advantage of using the Wigner space is related to the fact that it can mathematically be related
to the spatial degrees of freedom of a signal and thus be used to understand the operation of
super resolving imaging systems.

1. INTRODUCTION

Super resolution (SR) is a field integrating the sciences of optics together with the expertise of image
processing and computer vision science [1, 2]. Basically any imaging system, digital as well as a
human eye, has a limited capability to separate between spatially close features. This limitation
can be related either to the diffraction or to the geometry of the imaging sensing array [1]. In
the case of diffraction, given an imaging lens with limited aperture size, not all the rays that are
reflected from the object, are collected by the lens. According to the Rayleigh criterion [3] this
limitation is proportional to the product between the wavelength of the illumination and the F
number of the optics (the ratio between the focal length and the diameter of the lens). Thus, the
smaller the F number is, the better the spatial separation becomes. In the case of the geometry of
the sensing array, the smaller the pixels are, i.e., the denser the spatial sampling of the space is,
the better becomes the capability to reconstruct closer point sources originated from the imaged
object [1].

In order to overcome the limitation of a given imaging system one may convert the spatial degrees
of freedom, that before could not pass through the limited spatial-spectral bandwidth of the imaging
system, into other domains which the imaging system can transmit and then after passing them
through the system, to convert them back into their proper location in the space domain. The
process of “converting to” and “back converting” of degrees of freedom is also called encoding and
decoding or multiplexing and de-multiplexing. The improvement of resolution requires “payment”.
The “payment”, that is needed in order to improve the resolution in the space domain, is the
devotion of other domain or other sub spaces into which the required spatial degrees of freedom of
the input signal can be converted to. The conversion of spatial degrees of freedom can be done to
a single sub space or to a plurality of several such sub spaces.

In order to do this properly without losing the desired spatial information one needs to have a
priori information on the signal. Having a priori knowledge that a certain domain is not used by
the signal and thus it may allow us to designate it to the usage of spatial resolution improvement.
For instance, knowing that the object does not vary in the time domain may assist in using the
time domain for the process of converting to and converging back, the spatial degrees of freedom.

The pluralities of other domains that may be used for this temporary conversion of degrees of
freedom are the time [4], wavelength [5], polarization [6], code [7], gray levels [8], field of view [9–11]
and even light’s coherence [12] domain.

2. DESCRIPTION OF SR

We will assume a general imaging system as presented by Fig. 1. In this setup an encoding mask
is positioned near the input object that is imaged by a finite imaging lens (which is schematically
described as an aperture positioned at the optical Fourier plane), and later a decoding mask is
positioned near the detector at which the output image is obtained. The detector performs time,
wavelength or other types of averaging in order to decode the spatial information that was encrypted
by the encoding input mask. The encoding mask can be a random spatial distribution, time varying
spatial distribution or wavelength dependent filter etc. The dependency of this mask is related to
the domain into which we aim to perform our conversion of the spatial degrees of freedom.

As mentioned before we assume that the spatial encoding mask, that has some polarization,
wavelength, or temporal dependency, is positioned near the input object u(x). We denote this
mask as: g(x, p(t, λ), λ, t). While the meaning of this notation is that at different spatial positions
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Figure 1: Schematic sketch of the imaging setup.

along the mask one may have wavelength dependencies (denoted by λ), time dependencies (denoted
by t) or polarization dependency (denoted by p) while the polarization dependency for itself can
have time and wavelength dependency as well: p(t, λ).

We respectively denote the spatial spectrum of this mask and the spatial-spectrum of the object
as:

G (νx, p(λ, t), λ, t) =
∫

g (x, p(λ, t), λ, t) exp (−2πixνx) dx U(νx) =
∫

u(x) exp (−2πixνx) dx (1)

Since the encoding mask is attached to the object (i.e., mathematically there is a multiplication
operation between the two distributions in the space domain), in the spectrum we obtain a convolu-
tion operation between the spectrum of the input object and the Fourier of the mask. After passing
through the finite aperture of the imaging lens we have a multiplication of this aperture (a rect-
angular one) by the overall spectral distribution: rect (νx/(∆νx))

∫
U(ν ′x)G(νx − ν ′x, p(λ, t), λ, t)dν ′x

while we denoted by ∆νx the spatial width of the aperture. The decoding mask is attached to
the output plane and thus its Fourier transform performs an additional convolution operation
with the overall expression. If we denote by Gd the Fourier transform of the decoding mask
gd, this yields

∫
Gd (νx − ν ′x, p(λ, t), λ, t) rect (ν ′x/(∆νx))

∫
U(ν ′′x)G(ν ′x − ν ′′x , p(λ, t), λ, t)dν ′′xdν ′x. As-

suming that UR is the spectrum of the reconstructed image uR. and that the decoding mask is the
complex conjugate of the encoding mask, the last expression becomes:

UR(νx)=
∫

G∗ (−νx + ν ′x, p(λ, t), λ, t
)
rect

(
ν ′x/(∆νx)

)∫
U(ν ′′x)G

(
ν ′x−ν ′′x , p(λ, t), λ, t

)
dν ′′xdν ′x (2)

2.1. Code Division Multiplexing
The expression of Eq. (2) can be reformulated as follows:

UR(νx) =
∫

U(ν ′′x)
[∫

rect
(
ν ′x/(∆νx)

)
G∗ (

ν ′x − νx

)
G(ν ′x − ν ′′x)dν′x

]
dν ′′x (3)

In the case of code division multiplexing there is no time, polarization or wavelength variations. For
a random encoding mask having small spatial features, the internal integral may be approximated
as follows: ∫

rect
(
ν ′x/(∆νx)

)
G∗ (

ν ′x − νx

)
G(ν ′x − ν ′′x)dν ′x ≈ δ

(
ν ′′x − νx

)
(4)

which leads to:
UR(νx) =

∫
U(ν ′′x)δ(ν ′′x − νx)dν ′′x = U(νx) (5)

Note that the assumption of Eq. (4) is an approximation and in practice when ∆νx is getting
narrower the right wing can better be approximated with a spectral function which is wider than
a delta function. In addition the right wing can contain another additive term that may be ap-
proximated by a constant. The widening of the delta will blur the spectral expression of UR which
means that the super resolved image will become field of view limited. The addition of the constant
term will reduce the contrast or the SNR of the obtained reconstruction.

In Figs. 2(a) and 2(b), we numerically simulate the proposed approach for code division mul-
tiplexing SR. A resolution target was low pass filtered while being imaged through a band limited
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lens aperture. The input object is a USAF (US Air Force) resolution target. Its spatial blurring
is well seen in Fig. 2(a). However, after the addition of the random encoding and decoding code
multiplexing mask one obtains the image of Fig. 2(b) where the high resolution features of the
resolution target are almost completely reconstructed. The resolution improvement here is by more
than a factor of 5. Obviously the image of Fig. 2(b) is obtained after image processing that includes
some subtraction of background noises.
2.2. Time Multiplexing
In this case we will perform time averaging (that way we do not have to assume spatial randomality
of the encoding and decoding masks as before), thus Eq. (2) becomes:

UR(νx)=
∫∫

U(ν ′′x)rect
(
ν ′x/(∆νx)

)[∫
G(ν ′x−ν ′′x , p(λ, t), λ, t)G∗(−νx+ν ′x, p(λ, t), λ, t

)
dt

]
dν ′′xdν ′x

(6)
since we have a time varying mask we can approximate that by:

∫
G(ν ′x − ν ′′x , p(λ, t), λ, t)G∗ (−νx + ν ′x, p(λ, t), λ, t

)
dt ≈ δ(νx − ν ′′x) (7)

We obtain that the final expression for the reconstructed spectrum is:

UR(νx) =
[∫

rect
(
ν ′x/(∆νx)

)
dν ′x

] ∫
U(ν ′′x)δ(νx − ν ′′x)dν ′′x = ∆νx · U(νx) (8)

Numerical demonstration of the time averaging SR approach may be seen in Figs. 2(c) and 2(d)
where in Fig. 2(c) we present the blurred (low passed) resolution target (USAF) and in Fig. 2(d)
its reconstruction after the addition of the time varying encoding and decoding random mask and
after performing of the averaging operation in the time domain. In the simulation we averaged 800
images. One can clearly see the resolution improvement that was demonstrated in this simulation.
The obtained improvement is by a factor of about 3.

    

(a) (b) (c) (d)

Figure 2: (a), (b) Code division multiplexing; (c), (d) Time division multiplexing. (a), (c) Low resolution
USAF target. (b), (d) Super resolved reconstruction.

2.3. Polarization Multiplexing
In this case we will perform averaging over the time varying polarization state and thus Eq. (2)
becomes:

UR(νx) =
∫∫

U(ν ′′x)rect
(
ν ′x/(∆νx)

)
[∫

G(ν ′x−ν ′′x , p(λ, t), λ, t)G∗(−νx+ν ′x, p(λ, t), λ, t
)
((dp)/(dt)) dt

]
dν ′′xdν ′x (9)

since ∫
G(ν ′x − ν ′′x , p(λ, t), λ, t)G∗ (−νx + ν ′x, p(λ, t), λ, t

)
((dp)/(dt)) dt ≈ δ(νx − ν ′′x) (10)

we obtain once again that the final expression for the reconstructed spectrum is:

UR(νx) =
[∫

rect ((dp)/(dt)) dν ′x

] ∫
U(ν ′′x)δ(νx − ν ′′x)dν ′′x = ∆νx · U(νx) (11)
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2.4. Wavelength Multiplexing
In this case we will perform wavelength averaging (that way we again do not have to assume the
spatial randomality of the encoding and decoding masks), thus Eq. (2) becomes:

UR(νx)=
∫ ∫

U(ν ′′x)rect
(
ν ′x/(∆νx)

)[∫
G(ν ′x−ν ′′x , p(λ, t), λ, t)G∗(−νx+ν ′x, p(λ, t), λ, t

)
dλ

]
dν ′′xdν′x

(12)
since ∫

G(ν ′x − ν ′′x , p(λ, t), λ, t)G∗ (−νx + ν ′x, p(λ, t), λ, t
)
dλ ≈ δ(νx − ν ′′x) (13)

and we obtain that the final expression for the reconstructed spectrum equals to:

UR(νx) =
[∫

rect
(
ν ′x/(∆νx)

)
dν ′x

] ∫
U(ν ′′x)δ(νx − ν ′′x)dν ′′x = ∆νx · U(νx) (14)

Note that in this case the meaning of the encoding mask is that every spatial pixel of the input
object is “painted” with different color. The decoding mask is identical to the encoding one and it
is picking out, from the blurred image, the right color in every high resolution spatial location.
2.5. Gray Level Multiplexing
Instead of using the previously discussed domains for the coding of the spatial degrees of freedom,
one may use the gray level or the dynamic range domain as well. We assume that we have the a
priori information that the dynamic range of the input object is limited. Once again we will attach
a gray level coding mask to the input object. Thus, prior to the blurring due to the low resolution
imaging, to each pixel of the input we attach a different transmission value while the ratio between
every one of those values is 2M where M is the a priori known and limited number of bits that
are spanning the dynamic range of the imaged object. Obviously, the imager should have sufficient
number of bits representing its dynamic range. It should be at least M ×K2 where K is the SR
factor in every spatial dimension.

To clarify this concept, the schematic description of the gray level coding mask appears in
Fig. 3(a). In this figure the resolution improvement is by a factor of two in every axis thus the
dynamic range of the detector should have four times more bits than the number of bits in the
original object. Thus, if the sensor has a dynamic range of 12 bits, the imaged object should not have
more than 3 bits of gray level (= 12/4). This coding causes a spatial blurring. However, since every
high resolution spatial feature is attached to a different region in the dynamic range axis, it may
later on be recovered. This is because we have the a priori knowledge of the encoding/decoding
conversion map that converts between every high resolution spatial pixel and its corresponding
region of bits along the dynamic range axis. Specifically referring again to the schematic sketch
of Fig. 3(a), since the ratio between two adjacent pixels of the gray level coding mask is 2, the
original object should have only one bit of dynamic range (i.e., a binary object).

In Figs. 3(b) and 3(c), we simulated this approach by taking an input LENA image containing
3 bits of gray level and coded it with gray level mask similar to the one presented by Fig. 3(a)
(except that since the original object has 3 bits, the values of the coding mask should be 1, 8, 64,
512). We assumed that the dynamic range of the sensor has 12 bits (maximal value of 4096). In
Fig. 3(b), we presented the low resolution and the dynamic range limited image. In Fig. 3(c), we

   

(a) (b) (c)

8 4

2 1
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2 1

  

 

 

Figure 3: (a) Schematic sketch of gray level coding mask for binary objects. (b) Low resolution LENA image
containing 3 bits of dynamic range. (c) Super resolved reconstruction using gray level multiplexing.
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presented the reconstruction. One may see that indeed resolution improvement of close to a factor
of two is obtained in every axis.

3. DESCRIPTION IN THE PHASE SPACE DOMAIN

Here we will try to describe the various SR principles that were previously discussed, while using
the Wigner transformation which has the advantages of relating between its distribution and the
spatial degrees of freedom.

In Fig. 4, we schematically present the various steps of the time and polarization (which is
time varying) SR approaches where the spatial conversion of degrees of freedom is done to time
or to polarization domains. In our schematic representations we deal with the case in which the
spectral bandwidth of the signal is three times larger than the bandwidth that may be transmitted
through the aperture of the imaging lens. The maximal bandwidth that may fit the aperture of the
lens is denoted by ∆ν where ν and x designate the spectral and the spatial domains/coordinates
respectively. In Fig. 4(a), we present the phase space diagram of a randomly varied distribution
having high spatial resolution. This chart presents the time varying random encoding mask that
we will use. Every different spatial value is designated with different color. Since we are talking
about time (or time varied polarization) multiplexing, this spatial distribution is varied with time.
Thus, in Fig. 4(a), the order of the different colors is changed versus time. This designates that
the spatial distribution of the encoding mask is time varying. The small spatial pixels of the chart
occupy a size of 3∆ν in the spectral axis because in the space domain the mask has pixels which
are three times smaller than the imaging resolution. To simplify our explanation, if we denote by
δx the spatial resolution that corresponds to spectral bandwidth of ∆ν (= 1/δx), then in the case
that we have three times finer resolution of δx/3 the spectral bandwidth will be three times larger,
i.e., 3∆ν, because the product between the spatial resolution and the spectral bandwidth equals to
one.

In Fig. 4(b), we present the phase space diagram of our signal which also has a bandwidth
of 3∆ν (three times larger than the bandwidth that may be transmitted through the aperture of
the imaging lens). In Fig. 4(c), we present the schematic sketch of the phase space diagram of
the product between the random coding mask and the signal. The phase space distribution of the
signal does not vary with time but the encoding mask does. The bandwidth of the product equals
to 6∆ν since a well known Fourier relation dictates that the product in the space domain will be a
convolution in the spectrum domain. A convolution between two spectral functions having spectral
width of 3∆ν yields a result with width of about 6∆ν.

In Fig. 4(d), we show what happens when the high resolution (and time varying) product
distribution is passed through a size limited aperture. There is a spatial blurring which reduces the
spatial resolution (the thin rectangles became three times wider in the spatial axis and three times
narrower in the spectral axis) and thus the various colors that designated different gray levels of
the spatial pixels are mixed together (which reduces their dimension in the spectral axis ν). Note
that the area of each rectangle denotes a single degree of freedom and this area remains constant:
increasing its length in the space domain reduces its width in the spectral axis.

The decoding process is described by Fig. 4(e) and it includes multiplication of the captured
information by the same high resolution and time varying decoding spatial mask distribution and
then performing time averaging. The time averaging that is performed after the multiplication will
extract from every high resolution spatial degree of freedom (that occupies spatial size of 3∆ν) the
original value while averaging to zero the non desired information that was added to it due to the
spatial blurring. Note that the dashed line appearing in Fig. 4 represents a continuation of pixel
values along the x axis of which we show three at the start and three at the end.

In Fig. 5, we present the schematic sketch of the phase space diagram in the case of wavelength
or dynamic range encoding. In Fig. 5(a), we present the schematic sketch of the encoding process.
There, once again the object contains small spatial features that occupy three times more than
the bandwidth that the lens can transmit. Each of the spatial pixels is “painted” with a different
wavelength or is associated with different regions along the dynamic range axis. In Fig. 5(b),
we show how the spatial low pass filter affects the phase space diagram of Fig. 5(a). The spatial
information is blurred and thus the spatial degrees of freedom become three times wider in the space
axis x but also three times narrower in the spatial frequency domain νx. In Fig. 5(c), we present
the schematic effect of the decoding. There, each one of the spatial degrees of freedom is multiplied
by proper spatially high resolution distribution which corresponds to the spatial distribution that
is used to encode the information as in Fig. 5(a). The decoding is designated by thin and long
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(a) (b) (c)

(d) (e)

Figure 4: Schematic description of the adaptation of degrees of freedom in the phase space plane for time and
polarization multiplexing. Distribution of: (a) The encoding mask. (b) The high resolution signal. (c) The
product between the signal and the encoding mask. (d) Blurring due to reduced resolution of the imaging
system. (e) Decoding procedure.

(a) (b) (c)

Figure 5: Schematic description of the adaptation of degrees of freedom in the phase space plane for wave-
length and dynamic range multiplexing. (a) Encoding. (b) Blurring. (c) Decoding for wavelength multi-
plexing.

rectangles having spectral dimensions of 3∆ν and which correspond to the highest spatial resolution
that we aim to image. Those rectangles select out (or filter out) of the spatially blurred information
(that is designated with short and wide rectangles having spectral width of ∆ν) the relevant gray
level information of each high resolution pixel (having dimension of δx/3).

In Fig. 6, we present the schematic explanation for the case of field of view multiplexing SR
and how it is seen in the phase space diagram space. In Figs. 6(a) and 6(b), one may see the phase
space diagram of an object occupying the field of view of ∆x and having spectral bandwidth of
3∆ν. If one divides the high spatial resolution over a three times larger field of view (i.e., reduces
the spatial resolution by a factor of three by spreading it along the field of view), one obtains 3∆x
for the spatial region and three times smaller spectral bandwidth of only ∆ν. In this figure every
one out of the three spatial regions is reduced by three times in its resolution. A similar effect is
obtained in the case of optical magnification or zooming.

Another type of field of view multiplexing approach can be the technique in which every one
out of the three spectral slots (each one of the three slots has the bandwidth of ∆ν) is multi-
plexed by being shifted to different spatial positions, transmitted through the resolution limiting
imager and later on demultiplexed back to compose the high resolution image. This multiplex-
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ing/demultiplexing may be realized using proper gratings. The grating can redirect or reposition
the different spectral slots (the modulation and the demodulation operations). This operation is
described in Figs. 6(c) and 6(d). Here the various spectral slots are not changed in their shape
as before (reduced in the spectral domain and expanded in the space domain) but rather only
repositioned along the spatial axis. The optical realization of the relevant setup includes using
gratings to perform the relocation of the spectral slots while sacrificing the field of view [9]. In
many cases where the object is a 1D object, one may use the second spatial axis in order to improve
the imaging resolution [11, 12]. Then, the schematic sketch of the phase space distribution is very
similar to the one presented in Fig. 5 after renaming the axis which is denoted there as λ (e.g., in
Fig. 5(a)) by the spectral axis ν corresponding to the second spatial dimension (y instead of x).

x

ν

∆x

3∆ν

x

ν

∆ν

3∆x

x

ν

∆x

3∆ν

x

ν

∆ν

3∆x

(a) (b) (c) (d)

Figure 6: Schematic description of field of view multiplexing. (a), (b) Spatial separation of information
by reducing its spectral resolution. (c), (d) Each spectral bandwidth is multiplexed to a different spatial
position.
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Abstract— The numerical demonstration of the phase-space tomographic reconstruction method
of non-separable beams is presented in this contribution. The Wigner distribution of a Laguerre-
Gaussian beam is recovered from numerically simulated intensity measurements. In order to
compare the results with the theoretical Wigner distribution, a novel diagram for the represen-
tation of functions of four variables is introduced.

The determination of the phase of coherent beams or the mutual intensity of partially coherent
beams is of great importance in many applications which require light characterization. Different
interferometric and iterative methods have been developed to obtain this information, thought they
present difficulties that make them unsuitable for a fast and precise determination of the mutual
intensity of optical beams.

In 1994, a new method for the reconstruction of the Wigner distribution (WD) of a coherent
or partially coherent beam from its projections was established [1]. From the WD of a beam, the
phase or the mutual intensity can be retrieved. The only measurements needed to reconstruct
the WD are the intensity distributions at the output of a fractional Fourier transform (FRFT)
system. These intensity distributions are often called fractional power spectra. The development
of the method has been delayed due to the lack of suitable optical systems to perform the FRFT
of variable order.

Recently we have demonstrated the tomographic reconstruction of the WD for the case of
separable beams [2] using the setup performing the antisymmetric FRFT (γx = −γy = α).

In this contribution we extend the former work to beams which cannot be factorized in both or-
thogonal transversal coordinates (non-separable beams). We consider the problem in the monochro-
matic paraxial approximation of the scalar diffraction theory. We demonstrate numerically the
feasibility of the method in the case of a Laguerre-Gaussian (LG) mode.

For the experimental implementation of the method it is used the optical system suitable for the
measurement of the fractional power spectra without additional scales for any pair of transformation
angles (γx, γy), where γx,y ∈ [π/2, 3π/2], recently reported in Ref. [3]. This optical system is
constructed by two generalized lenses implemented by spatial light modulators (SLMs) placed at a
fixed distance. The application of the SLMs allow almost real-time performance in the fractional
power spectra measurement.

Let us briefly introduce the principles of the phase-space tomography method. The WD of a
signal described by its mutual intensity,

Γ (r1, r2) = 〈f (r1) f∗ (r2)〉 , (1)

is defined as

WΓ (r,p) =
∫∫

R2

dr′ Γ
(
r +

1
2
r′, r− 1

2
r′

)
exp

(−i2πp · r′) , (2)

where r = [x, y]t is the position vector, p = [px, py]
t is the momentum vector, and f (r) the complex

amplitude of the field. Besides, the transformation law for the FRFT applied to Γ (r) is

Γγx,γy (r1, r2) =
∫∫∫∫

R4

dr̂1dr̂2 Γ (r̂1, r̂2) Kγx,γy (r̂1, r1) [Kγx,γy (r̂2, r2)]
∗ , (3)

being Kγx,γy (r̂, r) = Kγx (x̂, x) Kγy (ŷ, y) the kernel of the transformation:

Kγq (q̂, q) = (is sin γq)
− 1

2 exp
{

iπ

s sin γq

[(
q̂2 + q2

)
cos γq − 2q̂q

]}
, (4)
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q a placeholder for x and y, and s the experimental parameter of the optical system performing
the FRFT.

The phase-space tomography method proposed in Ref. [1] is based on two facts. On the one
hand, the application of a FRFT system to the signal rotates its WD, i.e., the WD of the signal at
the output of a FRFT optical system is rotated respect to the WD of the original signal:

WΓγx,γy (r,p) = WΓ

(
r′,p′

)
, (5)

where [
q′
p′q

]
=

[
cos γq sin γq

− sin γq cos γq

] [
q
pq

]
. (6)

On the other hand, each fractional power spectrum for angles (γx, γy),

Sγx,γy (r) = Γγx,γy (r, r) , (7)

can be identified with the WD projection along a plane whose normal follow the direction

n = (xn, yn, un, vn) = (sin γx, sin γy, cos γx, cos γy) (8)

in the phase-space. A 1D analogue is displayed in Fig. 1, where the WD is represented in a color
contour plot in greyscale. The set of projections for different values of the FRFT angles is called
Radon-Wigner transform of the WD.

The method to obtain the WD consists in two steps:

1. Registration of the intensity distribution at the output of a FRFT optical system for different
angles

2. Application of the double inverse Radon transform to the previously recorded projections to
obtain the WD directly.

Though the reconstruction is straightforward theoretically, some complications make it difficult
in the practice. For instance, if we numerically discretize the WD in a N ×N ×N ×N array and
use 8 bytes to store its value in each point, then we would need around 32 GB just to store it when
N = 256. This goes worse if we take into account that we need to operate with that data in order
to obtain the mutual intensity or any other derived information. The result cannot be dumped into
the random access memory (RAM) of a conventional computer when N > 64.

Another problem is the representation of the WD, as it is a real-valued function that depends
on four variables. In the separable case, the WD inherited the separability, becoming a function
of two variables. In such case it can be represented in a contour map. In the present situation
however this solution is useless.

The storage problem can be addressed twofold. One solution can be the reconstruction of WD
with small discretization (N ≤ 64). This will allow the use of conventional computers to store the
WD in the RAM and to operate with it. The drawback of this approach is that it will reconstruct
low resolution WDs. Another course of action would be to use a different storing device such as
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Figure 1: Illustration of the relation between the WD projections and the fractional power spectra for 1D
signals. The WD is represented in the grayscale contour plot.
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Figure 2: Illustration of the representation method for real-valued functions that depend on four variables.
In the figure, the represented function is W (x, y, px, py).

the hard drive. This will yield the reconstruction of the WD with potentially any number of points
(N). In exchange for this capacity, the reconstruction algorithm become really slow, making the
real-time reconstruction impracticable.

To engage the representation problem, we propose a novel diagram in which the WD in a region
of interest of the phase-space can be displayed. The representation method is illustrated in Fig. 2.
It consists on a 2D array of contour plots, each of them being the contour plot of the WD for a
fixed value of two variables. For example, one can assign the pair (y, py) to the position of the
contour in the array and the pair (x, px) to the contour plot variables.

The demonstration of the method consists in the numerical simulation of the fractional power
spectra that would be registered by a CCD camera in an experimental situation. From the simultaed
projections we obtain what we will refer as the simulated WD. The comparison of the simulated
WD with the theoretical WD conforms the feasibility test for the method.

The selection of the LG modes is based in two reasons: they are non-separable beams and there
exists a theoretical expression for its WD. In particular we have chosen the LG mode whose (p, l)
indices are (2, 3). The complex amplitude of a LG mode is

LG±l
p (r, w) =

1
w

√
p!

(p + l)!

[√
2π

( x

w
± i

y

w

)]l
Ll

p

(
2π

r2

w

)
exp

(
−π

r2

w

)
, (9)

where w is the beam waist and Ll
p (t) is the Laguerre polynomial of radial index p and azimutal

index l. Furthermore, the expression for its WD is known [4]

WLG±l
p

(r,p) = (−1)2p+l 4 exp
{
−2π

[
x2 + y2

w2
+ w2

(
p2

x + p2
y

)]}

× Lp+l

[
2π

(
x2 + y2

w2
+ w2

(
p2

x + p2
y

)
+ 2xpy − 2ypx

)]

× Lp−l

[
2π

(
x2 + y2

w2
+ w2

(
p2

x + p2
y

)− 2xpy + 2ypx

)]
. (10)

For the demonstration of the applicability of the reconstruction method, we numerically simulate
the acquisition of the fractional power spectra process. Then, we apply the reconstruction algorithm
and consider the result as our simulated WD. To check the validity of the method we compare the
simulated WD with the one obtained using the theoretical expression [Eq. (10)] in a diagram similar
to the one explained above [see Figs. 3(b) and 3(b)].

All the tests have been performed using the LG3
2 mode with w =

√
s = 0.73 mm. In the first

place, we simulated the registration of the fractional power spectra by a CCD camera with squared
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Figure 3: Simulated (a) and theoretical (b) WD for a LG3
2 mode with w = 0.73mm and N = 64 points of

discretization. For the simulation we used 100 projections to reconstruct the WD.
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Figure 4: Simulated (a) and theoretical (b) WD for a LG3
2 mode with w = 0.73mm and N = 256 points of

discretization. For the simulation we used 400 projections to reconstruct the WD.

chip, being N = 64 the number of pixels in each side. 100 projections sweeping both angles in
the π-interval with 10 steps each have been used. The results are compared with the theoretical
expressions in Fig. 3.

In spite the WD reconstruction from the reduced number of pixels demonstrates a good agree-
ment with the theory, qualitatively better results are obtained increasing the number of points of
the simulated fractional power spectra and the number of projections. The results obtained for
N = 256 discretization points and 400 projections are displayed in Fig. 4.

The further research will be focused on the extraction of information about the beam mutual
intensity around a certain point or along a line.
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Abstract— We apply the ambiguity function of the generalized pupil function for analyzing
the impact of focus error on the Modulation Transfer Function. We show that by using a suitable
pair of phase-only masks, it is possible to control the depth of field, without modifying either the
resolution or the light gathering power of an optical system.

1. INTRODUCTION

The impact of focus errors on Modulation Transfer Function (MTF) limits the longitudinal range,
in object space, for acquiring high quality pictures. The acceptable longitudinal range is denoted
as the depth of field.

One can reduce the influence of focus error, and hence one can increase the depth of field, by
reducing the pupil aperture of an optical system. However, by reducing the pupil aperture, one
also reduces the resolution and the light gathering power of the optical system.

It is known that by using suitably masks, at the pupil aperture, one can reduce the influence of
focus errors, and indeed of other wavefront aberrations [1–4].

In Reference [5], we emphasized on the use of pupil masks for reducing the influence of focus
errors on the MTF. Since one simultaneously records the images of planar scenes located at different
depths of the object field, with these masks we ensure that each recorded image will suffer from
virtually the same amount of contrast reduction. Hence, later on, by digital processing, the image
contrast can be simultaneously corrected for all the recorded images.

It has been shown that the ambiguity function, of the pupil mask, is a powerful tool for analyzing
the MTF of an optical system suffering from focus errors [6, 7]. Furthermore, the ambiguity function
formalism helps to link the use of a phase-conjugated pair of lenses [8, 9], with the use of a single
phase mask [10–13], for extending the depth of field [14].

Here, our aim is the following. We show that by using a suitable pair of phase-only masks, it
is possible to control the depth of field, without closing the pupil aperture. Hence, one can control
the depth of field without reducing either the resolution or the light gathering power of an optical
system.

In Section 2, we discuss the basic theory of our proposal. In Section 3, we unveil a phase-only
mask that is useful for increasing or decreasing the depth of field, while preserving resolution and
light gathering power.

2. BASIC THEORY

For the sake of clarity, our following discussion is 1-D. The optical system is represented by a
generalized pupil function, whose complex amplitude transmittance is

P (µ;W2,0) = exp
[
i2π

(
W2,0

λ

)( µ

Ω

)2
]

Q(µ)rect
( µ

2Ω

)
(1)

In Eq. (1) we denote as W2,0 the wavefront focus error coefficient; λ is the wavelength of the
radiation; Q(µ) is the complex amplitude transmittance of the phase mask; and the rectangular
function represents the pupil aperture. The Optical Transfer Function, associated to Eq. (1), is

H (µ; W2,0) = N

∫ ∞

−∞
P

(
ν +

µ

2
; W2,0

)
P ∗

(
ν − µ

2
;W2,0

)
dν. (2)

In Eq. (2) we denote as N a suitable normalization factor. By substituting Eq. (1) in Eq. (2) we
obtain

H(µ; W2,0) = N

∫ (2Ω−µ)/2

−(2Ω−µ)/2
Q

(
ν +

µ

2

)
Q ∗

(
ν − µ

2

)
exp

[
i2π

(
2µW2,0/λΩ2

)
v
]
dv. (3)
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Now, it is convenient to note that the ambiguity function of the phase-only mask (inside the pupil
aperture) is

A (µ; y) = N

∫ (2Ω−µ)/2

−(2Ω−µ)/2
Q

(
ν +

µ

2

)
Q ∗

(
ν − µ

2

)
exp [i2πyv] dv. (4)

And consequently, from Eqs. (3) and (4) we have that along the line y = (2W2,0

λΩ2 )u, the ambiguity
function of the phase-mask contains the OTF. Therefore, for reducing the impact of focus error (or
if you will for extending the depth of field) it is convenient to identify ambiguity functions with
rotational symmetry, which is also denoted as the “bow-tie” effect [15].

3. TUNABLE PHASE-MASKS

Here, we propose to use a pair of phase elements for implementing the following phase-only mask

Q(µ; σ) = exp

{
−i2πa cos

(
π

(
µ + σ

2

)

2Ω

)
+ i2πa cos

(
π

(
µ− σ

2

)

2Ω

)}
. (5)

In Eq. (5) we denote as a the maximum value of the optical path difference, which is generated
by each element of the pair; and we denote as σ the lateral displacement (at the pupil aperture),
which is introduced purposely between the elements of the pair. Of course, we can rewrite Eq. (5)
as

Q(µ; σ) = exp
{

i2π
[
2a sin

(πσ

4Ω

)]
sin

(πµ

2Ω

)}
. (6)

It is apparent from Eq. (6) that by changing the lateral displacement σ, one can control the amount
of optical path difference generated by the composed mask. At σ = 0, the two elements produce
zero phase delay. And consequently, one has the lowest value of focal depth. However, for σ 6= 0,
the two elements can increase the depth of field, as is discussed in References [15, 16]. Next, we
include some numerical simulations.

In Figure 1, along the first line, we show the computer simulated images of a Siemens star, if the
defocus coefficient W2,0 = λ. From left to right, the first image is noiseless; while the second image
and the third image suffer from additive Gaussian noise, with zero average and with a variance
equal to 0.001.

From left to right, along the first line, the first image and the second image ware obtained with
zero lateral displacement, σ = 0, between the elements of the pair. In the third image, the lateral
displacement between the elements of the pair generates an optical phase difference of λ. It is
apparent in the third image, along the first line, that the phase mask reduces the influence of focus
error.

Figure 1: Computer simulated images of a Siemens star.
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Furthermore, it is apparent fr rom line two that after applying a digital restorration algorithm,
the proposed phase mask is abble to produce high quality images of the imag ge suffering from
both, focus error and the prese ence of additive Gaussian noise.

4. CONCLUSION

We use the ambiguity functio on of a phase-only mask for analyzing methodss that reduce the
influence of focus error in th he MTF. We unveil the phase profile of a pair of elements that form a
novel phase mask. By introducing a lateral displacement (between the e elements of the pair) one
can increase the opt tical path difference of the phase mask. And in this manner one can extend
the depth of field, wwithout reducing the pupil aperture.
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Abstract— In this study, a square-shaped single-ring SRR unit cell is modeled by using a suit-
able two-port resonant circuit representation that accounts for the conductor loss and dielectric
loss effects as well. Capacitive and inductive coupling effects between adjacent SRR unit cells
are also described by the two-port equivalent circuit approach. Finally, the resonance frequency
of an infinitely long SRR array is estimated using its equivalent circuit model and compared to
the value of the resonance frequency obtained by HFSS simulations for the same array topology.

1. INTRODUCTION

Split Ring Resonator (SRR) is a well known sub-wavelength metamaterial structure that exhibits
negative values of permeability (µ) over a narrow frequency band around it resonance frequency.
Theory and applications of single ring, double ring or multiple ring SRR cells with circular or
square/rectangular geometry have been investigated in microwave and optical frequencies in a
large number of publications [1–4]. Most of those studies have investigated the SRR behavior
theoretically, experimentally or numerically by using full-wave electromagnetic solvers. Number
of publications concentrated on the analysis of SRR structures using equivalent circuit models,
however, has been relatively few [2, 5–8].

Describing SRR unit cells and SRR arrays by accurate circuit models offers an approximate yet
practical alternative to the use of full-wave electromagnetic solvers based on numerical methods
(such as the Ansoft’s HFSS or CST Microwave Studio), which usually need very large computer
memory space and quite long computer processing times. Sufficiently accurate equivalent lumped
circuit models, on the other hand, can be effectively used to estimate the behavior of SRR struc-
tures in a simple, fast and computationally efficient manner. This approach would even make
optimization approach feasible in the design of special SRR structures. Also, when an equivalent
circuit model is available, it is much easier to establish explicit relationships between the physical
properties (i.e., electrical parameters, dimensions, etc.) of the SRR structure and its frequency
dependent transmission/reflection behavior.

2. DESIGN AND NUMERICAL SIMULATIONS FOR SRR ARRAYS

In this paper, transmission spectrum of the fully symmetrical four-split SRR unit cell shown in
Figure 1(a) is simulated by HFSS over the frequency range from 30GHz to 40 GHz by using PEC
and PMC boundary conditions. Dimensions and electrical parameters of this SRR unit cell are
as follows: Side length of SRR metal loop (L) is 2.8 mm, gap width (g) and metal strip width
(w) are both 0.3mm, substrate dimensions are Dx = Dy = 4 mm and the substrate thickness
along z direction is h = 0.5mm. Gold is assumed to be used for metal inclusions and a low loss
dielectric material with relative permittivity εr = 4.6 and dielectric loss tangent tanα = 0.01 is
used as the substrate. The perfect electric conductor (PEC) type boundary conditions are applied
at those surfaces of the computational volume which are perpendicular to the incident electric
field vector. Similarly, perfect magnetic conductor (PMC) type boundary conditions are applied
at those surfaces of the computational volume which are perpendicular to the incident magnetic
field vector. The remaining surfaces are the input and output planes as shown in Figure 1(b). Due
to the imaging effects of PEC and PMC boundaries, the computed transmission spectrum (i.e.,
magnitude of the S21 parameter computed as a function of frequency) represents a two dimensional
infinite SRR array extending in the incident E-field and H-field directions with periodicities of
Dy = L + 2DE and Dz = h + 2DH , respectively. The periodicity parameters DE and DH are
indicated in Figure 2.

Transmission spectrum of the SRR array is computed by HFSS for various periodicity parameters
as shown in Figures 3 and 4. For the design parameters DE = 0.6mm and DH = 1.75 mm, the SRR
array resonates at f0 = 34 GHz. As the array is chosen to be sparse in z-direction, coupling effects
along this direction will be neglected and hence the resulting SRR array will be assumed to be a
one dimensional infinite array extending in y-direction in the rest of the paper. This assumption
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(a) (b)

Figure 1: (a) Geometrical parameters of the SRR
unit cell. (b) HFSS simulation setup and boundary
conditions.

(a) (b)

Figure 2: Two dimensional periodic SRR array im-
plemented by the use of PEC and PMC boundary
conditions in HFSS (a) Array in E field direction.
(b) Array in H field direction.

Figure 3: Variation of resonance frequency of the
SRR array for the parameter of periodicity DE =
0.6mm (blue), 0.9mm (red), 1.2 mm (green) in y-
direction.

Figure 4: Variation of resonance frequency of the
SRR array for the parameter of periodicity DH =
1.75mm (red), 3.5 mm (blue) in z-direction.

can be justified based on the results shown in Figure 4 where the resonance frequency changes by
only 0.3 GHz (less than one percent) when DH is doubled.

3. TWO-PORT EQUIVALENT CIRCUIT MODEL FOR SRR STRUCTURES

The two-port equivalent circuit representation suggested for this fully symmetrical SRR unit cell
is shown in Figure 5 where L is the self-inductance of the metal loop, which can be computed by
the expressions given in [9, 10]. The model parameter C = Cgap/4 is the equivalent capacitance
computed for four individual gap capacitances connected in series. Each gap capacitance can be
computed [6, 9] as Cgap = Cpp + Ccp where Cpp and Ccp are parallel plate and coplanar capacitance
contributions, respectively.

The equivalent loss resistances can be approximately computed using the expression R = l
σ Seff

such that l = 4(L − g) and σ = σc will be used to compute Rc, while l = 4g and σ = σd are used
in Rd computation. The effective current carrying cross-sectional area Seff terms can be computed,
in general, in terms of the geometrical parameters w, h, t and the skin depth δ.

Using the conversion formulas between Z-matrix and S-parameter matrix representations [11],
the scattering parameter S21 of the two-port circuit representation shown in Figure 5 can be com-
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Figure 5: A feasible two-port equivalent circuit rep-
resentation for the SRR unit cell including ohmic
loss effects.

Figure 6: Equivalent two port circuit model for two
SRR unit cells separated by 2DE = 1.2mm along
the y direction.

puted as

S21 =
2Z

2Z + Z0
(1)

where

Z = Rc + j2ωL +
Rd

1 + jωCRd
(2)

is the impedance of the series RLC resonant circuit in the shunt branch of this two-port circuit and
Z0 is the terminal impedance which is given as an output by HFSS simulations.

The coupling effects between two SRR unit cells can also be described by a coupling two-port
which consists of a parallel RC circuit in the shunt branch as shown in Figure 6. This coupling
equivalent circuit is connected in series between two SRR blocks. The parameters Cm and Rdm

can be computed by similar approaches used for the computation of the parameters Cgap and Rd

mentioned above. The inductive coupling effect is taken into account by the effective inductance
term L = Lself − M for each SRR unit cell where M is the mutual inductance computed [9]
between two SRR unit cells and it acts in a subtractive manner as the metal loops of both unit
cells carry induced currents flowing in the same (clockwise or counterclockwise) direction. It should
be noted that in an SRR array with n unit cells, each SRR unit cell (except those located at the
ends) experiences subtractive inductive coupling stemming from both of its neighbors. Therefore,
L = Lself − 2M should be used in their equivalent circuit models.

When the equivalent impedances in the shunt branches of each SRR block and of each coupling
circuit block are called Z and Zm, respectively, the equivalent impedance in the shunt branch of
the overall equivalent two-port circuit becomes

Ztotal = nZ + (n− 1)Zm (3)

where

Z =
(

Rc +
Rd

1 + ω2C2R2
d

)
+ j

(
ω(Lself − 2M)− ωR2

dC

1 + ω2C2R2
d

)
(4)
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and

Zm =
(

Rdm(1− jωRdmCm)
1 + ω2C2

mR2
dm

)
(5)

with n being the number of SRR unit cells in the array.
The resonance frequency of this array can be estimated by equating the imaginary part of Ztotal

to zero, namely by solving the following equation:

Im{Ztotal} = 0 (6)

Using the geometrical and physical parameters specified earlier, the resonance frequency of the
infinite SRR array is estimated to be f0 = 35.6GHz from (6) by this equivalent circuit modeling
approach. The resonance frequency obtained by HFSS simulations (see Figures 3 and 4) was
34GHz. Namely, the suggested equivalent circuit model for the SRR array estimates the resonance
frequency by less than 5 percent error.

4. CONCLUSIONS

In this study, an approximate equivalent two-port circuit modeling approach is suggested to describe
the resonance behavior of SRR unit cells and SRR arrays. Results obtained by this approach are
found in very good agreement with the results of HFSS simulations.
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Abstract— In this study, we numerically investigate the effects of substrate parameters (i.e.,
the thickness and the permittivity) on the resonance frequency of the double-sided SRR (DSRR)
structure under two different excitation conditions. This includes either electric or magnetic
excitations which are two common techniques to obtain a resonant effective permittivity or per-
meability, respectively. The numerical calculations are performed using CST Microwave Studio.
The numerical results reveal a similar trend in the DSRR response as the substrate permittivity
values are varied for either electric or magnetic excitation while an opposite behavior is observed
for changes of the substrate thickness.

1. INTRODUCTION

The split-ring resonator (SRR) is a well-known metamaterial structure used to obtain negative
values of the permeability or permittivity, depending on the type of electromagnetic excitation [1–
5]. When a time-varying magnetic field is applied through the axis of this special structure, a
magnetic resonance frequency together with a µ-negative (MNG) region can be obtained [2]. This
property makes SRRs special, because existing materials in nature typically yield only positive
values for the permeability. Besides having special magnetic properties, SRRs can also be utilized
as an electrical resonator, when a time-varying electric field is applied perpendicular to the gaps of
the structure thereby providing an ε-negative (ENG) region [3, 5]. At terahertz (THz) frequencies
and above, electrical excitation is common since magnetic excitation is not practical due to the
limitations of measurement systems and fabrication techniques.

Double-sided SRR (DSRR) structures take an important place in metamaterial applications.
They are nothing but two identical SRR structures printed over both faces of the substrate, but
in an inverted fashion [6, 7]. The special case with the single ring SRR on both faces is called
the broadside coupled SRR (BS-SRR) structure [6]. The most recent applications reported in the
literature on these structures are related to miniaturization [7] and structural tunability [8]. In
this study, we investigate the effects of the substrate thickness and substrate permittivity on the
resonance frequency of the DSRR structure under electrical and magnetic excitation.

(a) (b) (c)

Figure 1: (a) Top view of the DSRR unit-cell with design parameters. (b) Perspective view of the unit-cell
under magnetic excitation. (c) Perspective view of the unit-cell under electrical excitation.
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2. DESIGN AND SIMULATIONS

Schematic views for the DSRR unit cell structure investigated in this study are given in Figure 1.
Figure 1(a) shows the top view of the unit cell with design parameters. Figure 1(b) shows the
perspective view for the unit-cell under magnetic excitation while Figure 1(c) shows the perspective
view for the unit-cell under electrical excitation. Importantly, the DSRR structure consists of two
identical SRRs on both faces, but in inverted fashion. For the square shaped unit-cell, the structure
has a substrate side-length (P ) of 5 mm, metallization side length (l) of 3.5 mm, gap width (g) of
0.3mm, metal width (w) of 0.5 mm and metal thickness (tm) of 0.03 mm (see Figure 1(a)). In
this study substrate thickness (tsub) (see Figure 1(c)) and substrate permittivity (εr) are chosen
as variables, whereas the substrate dielectric loss-tangent (tan δc) is chosen to be 0.003. The
metallization is made of copper lines with the conductivity (σ) of 58× 106 S/m.

Numerical analysis of the DSRR arrays are performed using CST Microwave Studio using unit-
cell boundary conditions (UC-BC) to provide periodicity along x and y directions. The structures
are excited by an electromagnetic wave with the propagation vector (k) along z direction, electric
field vector (E) along y direction, and magnetic field intensity vector (H) along x direction.

(a) (b)

Figure 2: Effects of substrate thickness on resonance frequency of DSRR (i.e., BC-SRR) structure. (a)
Magnetic excitation. (b) Electrical excitation.

(a) (b)

Figure 3: Effects of substrate permittivity on resonance frequency of DSRR (i.e., BC-SRR) structure. (a)
Magnetic excitation. (b) Electrical excitation.
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3. RESULTS

The simulation results obtained for different tsub values, while keeping the substrate permittivity
constant at εr = 3, under magnetic and electrical excitations are given in Figures 2(a) and 2(b),
respectively. As we increase tsub from 0.25 mm to 1.50 mm, the resonance frequency of the DSRR
array increases from 4.49 GHz to 7.74 GHz for the magnetic excitation case, and it decreases from
14.52GHz to 10.76 GHz for the electrical excitation case. For both cases, the frequency shifts are
much larger for lower tsub values. A second observation is that the resonance strength becomes
stronger as the substrate thickness is increased for both types of excitation.

Next, we investigate the effects of substrate permittivity εr on the resonance frequency while
keeping the value of the parameter tsub constant at 0.5 mm. As seen in Figures 3(a) and 3(b), the
resonance frequency decreases from 8.85 GHz to 4.77GHz for the magnetic excitation case, and
from 17.72GHz to 10.94 GHz for the electrical excitation case as we increase εr value from 1 to 5.
In this case, the structures resonate less strongly as the substrate permittivity becomes larger.

4. CONCLUSION

In this study, we investigated the effects of substrate parameters (i.e., substrate thickness and sub-
strate permittivity) on the resonance frequencies of DSRR (i.e., BC-SRR) structure. We observed
that the resonance frequency of DSRR structure increased from 4.49GHz to 7.74 GHz for magnetic
excitation, and decreased from 14.52GHz to 10.76 GHz for electrical excitation as tsubis increased
from 0.25 mm to 1.50 mm. As we increased εr value from 1 to 5, the resonance frequency of DSRR
structure decreased from 8.85 GHz to 4.77 GHz for the magnetic excitation and decreased from
17.72GHz to 10.94 GHz for the electrical excitation.

In conclusion, resonance frequency of the DSRR array shows similar variations for either mag-
netic or electric excitations as the substrate permittivity is changed. However, completely opposite
variation patterns are observed in response to changes in substrate thickness for these two differ-
ent types of electromagnetic excitation. In a future study, the reason for these different behaviors
will be investigated using equivalent circuit models describing the individual DSRR unit cells and
cell-to-cell coupling mechanisms.
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Abstract— The transmission properties of guided waves in photonic crystal waveguides con-
taining barriers formed from Kerr nonlinear media are studied theoretically using a difference
equations approach. The photonic crystal is a square lattice array of linear media dielectric cylin-
ders, the waveguide is formed in the photonic crystal by cylinder replacement along the x-axis
of the photonic crystal with linear media replacement cylinders, and the barrier is formed by
replacing a finite number of waveguide cylinders with cylinders containing Kerr nonlinear optical
media. The transmission properties of guided modes through the barrier are studied for barriers
and barriers connected to an off-channel single site impurity. The effects of the dispersion of the
waveguide modes are shown.

1. INTRODUCTION

Recently, there has been much interest in photonic crystal waveguides and the development from
these of photonic crystal circuits for modulating the flow of electromagnetic energy [1–5]. Some
of this work has focused on aspects of these systems which arise from the presence in them of
optical nonlinear media [6-8]. This will be the focus of our presentation here. We will consider
a waveguide formed along the x-axis of a square lattice photonic crystal of parallel axes linear
media dielectric cylinders by cylinder replacement with linear media dielectric cylinders [9–11].
The dielectric properties of the replacement cylinders are chosen so that guided waves are bound
to the waveguide channel and move parallel to the plane of the Bravais lattice of the photonic
crystal, and we consider modes with electric fields parallel to the cylinder axes. A barrier of Kerr
nonlinear media is introduced into the waveguide by replacing seven of the waveguide cylinders with
barrier replacement cylinders formed from Kerr nonlinear media [12–14]. The barrier cylinders are
placed so that between any two cylinders containing Kerr media there is an original cylinder of
the waveguide [15]. A schematic figure of this is shown in Fig. 1. In addition, a barrier with an
off-channel coupling to an impurity site formed by coupling the center barrier site to an adjacent
impurity is considered. A schematic figure of the case of a barrier with an off-channel coupling is
shown in Fig. 2.

The object of our discussions is to study the transmission properties of the guided modes through
the barrier of nonlinear media. The transmission resonances of the system have been shown in
previous studies on similar barrier systems [13–15] to be associated with various types of modes
excited within the barrier media. These include Fabry-Perot, intrinsic localized, and dark-soliton-
like modes. The focus here will be on intrinsic localized modes excited within the barriers.

Figure 1: Photonic crystal and waveguide containing
a simple barrier. Dark circles-bulk photonic crystal,
open circles-waveguide, and open circles with center
dot-barrier sites.

Figure 2: Photonic crystal and waveguide with bar-
rier coupled to off-channel site. Dark circles-bulk
photonic crystal, open circles-waveguide, open cir-
cles with center dot-barrier sites, open circle with
large center dot-off-channel “Impurity”.
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2. A REVIEW OF THE MODEL AND RESULTS

We consider a photonic crystal of infinite, parallel axes, dielectric cylinders of dielectric constant
ε = 9.0 and radii R = 0.3779ac that are arranged on a square Bravais lattice of lattice constant
ac [9–15]. The cylinders are surrounded by vacuum. Waveguides and barriers are formed by cylinder
replacement along the x-axis by replacement cylinders that are formed from the cylinders of the
photonic crystal by adding “impurity” dielectric media along the axes of the replacement cylinders.
The “impurity” media makes a square cross section with sides of length 0.02ac along the x- and
y-axes in the plane of the Bravais lattice, and the replacement cylinders are translationally invariant
in the direction perpendicular to the plane of the Bravais lattice. In Fig. 1, a schematic is presented
in the plane of the Bravais lattice of a waveguide of linear “impurity” media containing a barrier
of seven replacement cylinders containing Kerr nonlinear “impurity” media. Between each barrier
cylinder containing Kerr media is a cylinder of linear “impurity” media of the type composing the
waveguide. The alternating arrangement in the barrier simplifies the mathematics but does not
qualitatively affect the physics presented below [15]. The models described in this paper have been
used in many calculations of photonic crystal waveguides, and for brevity we refer the reader to our
past papers, particularly Refs. [9, 10, 13], for further details of the geometry, dielectric properties,
and the origin of the difference equation approach used in studying the waveguide and barrier
systems of this paper.

For a guided mode of frequency ωac

2πc = 0.440 in the second stop band of the photonic crystal, it
is shown in Refs. [11, 15] that the guided mode propagation for the simple barrier system in Fig. 1
is described by the following set of difference equations: Taking the origin of the x-y coordinates
in the Bravais lattice at the center site of the barrier so that the centers of the cylinders in Fig. 1
are located at (nac,mac) for n and m integers, gives for the fields in the waveguide

En,0 = gl[En,0 + b(En+1,0 + En−1,0)] (1)

for |n| > 7. For the fields in the barrier

E2n,0 = g
(
1 + λ|E2n,0|2

)
E2n,0 + glb(E2n+1,0 + E2n−1,0) (2)

for |n| ≤ 3 and

E2n+1,0 = glE2n+1,0 + gb
[(

1 + λ|E2n+2,0|2
)
E2n+2,0 +

(
1 + λ|E2n,0|2

)
E2n,0

]
(3)

for −3 ≤ n ≤ 2. At the connection between the barrier and the waveguide

E±7,0 = gl[E±7,0 + bE±8,0] + gb
(
1 + λ|E±6,0|2

)
E±6,0. (4)

In these equations En,0 is the electric field intensity at the center of the replacement cylinder
at the site (nac, 0), gl is a function of the linear “impurity” dielectric constant of the waveguide
replacement cylinders, and g and λ are functions of the nonlinear Kerr dielectric constant of the
impurity media in the barrier replacement cylinders. The incident guided mode to the right of the
barrier has the form En,0 = ueikn +ve−ikn and the transmitted guide mode to the left of the barrier
has the form En,0 = rxeikn so that the transmission amplitude of the incident wave is given by
T = |rx/u|2 [12, 13]. Substituting the guided mode forms into Eq. (1) gives gl = 1/[1 + 2b cos(k)]
so that for fixed frequency the dielectric properties of the waveguide change to support different
k. We have also set λx2 = 0.001 so that varying r changes the intensity of the nonlinear part of
the Kerr dielectric constant [13]. For the presentation given here we use the parameters b = 0.0869
and λx2 = 0.001 which are discussed in detail in our previous papers [11, 13]. We then find that,
for fixed k, Eqs. (1) through (4) allow us to compute the transmission, T , as a function of r and g.

Briefly, the difference equations are obtained by using standard Green’s function methods to
rewrite the Maxwell’s equations for the photonic crystal and waveguide system into the form of
an integral equation. The kernel of the integral equation involves the Green’s function of the
bulk photonic crystal in the absence of the waveguide and the difference in the dielectric constant
between the waveguide cylinders and the cylinders of the bulk photonic crystal [9]. If the fields
of the guided modes change slowly over the cross sectional area of the “impurity” material in the
individual replacement cylinders of the waveguide, the integral equation formulation reduces to
the difference equations, Eqs. (1) through (4). In this limit gl ∝ δεl where δεl is the difference in
the dielectric constant of the linear media “impurity” material and the dielectric constant of the
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bulk photonic crystal, and g ∝ δε where δε is the difference in the dielectric constant of the Kerr
“impurity” media in the λ = 0 limit and the dielectric constant of the bulk photonic crystal.

The object of the presentation is to present a plot of the resonant excitations (i.e., resonant
transmission peaks) through the barrier, giving the location of the resonances in a two-dimensional
(r, g) space [13–15]. Only resonances with T > 0.6 are presented. It was shown in our previous
works on other systems that the lines and ridges in this plot are associated with a number of different
types of barrier excitations. These include: bands of Fabry-Perot modes which start at r = 0 (i.e.,
in the linear limit of our system) and which can extend across the entire plot with increasing r (i.e.,
increasing nonlinearity) and intrinsic localized modes which only occur for r > 0. The interest is
in how the resonant transmission changes with changes in the wavenumber of the incident guided
modes. We shall see below that the general features of the (r, g) plot of the transmission resonances
are maintained in a renormalized form with changing k. In previous discussions of (r, g) resonance
plots, results for the wave functions along the different resonant lines were also given. Here, due
to space limitations, only the wavefunctions of the intrinsic localized modes modes in some of our
systems will be discussed. We point out that the intrinsic localized modes, that are of interest, have
intensity profiles within the barriers which are small at the edges of the barriers and rise to large
peak intensities at the center of the barriers. The Fabry-Perot mode intensities are more complex
but retain their same general form along a given line of resonances but differ in general form along
different lines of resonances in (r, g) space [13–15].

In Figs. (3) and (4), the resonant transmission peaks are shown for the simple barrier. Results
are for k = 2.9 and k = 2.2 in the respective plots. An upper sequence of bands of Fabry-Perot
modes is observed (i.e., for 1.0 < g < 1.3) and a line of intrinsic localized modes (labeled ILM at
the lower right of the line of these modes) are found. The intrinsic localized modes in Fig. 3 are
in the region 0.2 < r < 0.7 for 0.92 < g < 1.0 and in Fig. 4 are in the region 0.2 < r < 1.5 for
0.8 < g < 1.0. The line of these modes are seen to rise to meet the lowest Fabry-Perot mode at
r ≈ 0.7 and r ≈ 1.5, respectively.

In Table 1, the intrinsic localized mode field intensities, λ|En,0|2, within the barrier are presented
for a selection of (r, g) for k = 2.9 and k = 2.2. In general it is found that intrinsic localized modes
with lower g values are more intensely peaked in the center of the barrier. Notice that the fields
at the barrier edges can be small so that the intrinsic localized mode allows for an amplification of
the intensity of the incident fields of the guided modes.
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Figure 3: Plot of g versus r for the simple barrier
with k = 2.9.
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Figure 4: Plot of g versus r for the simple barrier
with k = 2.2.

Table 1: Intrinsic localized mode field intensities, λ|En,0|2, in the simple barrier sites for n =
6, 4, 2, 0,−2,−4,−6 for selected values of (r, g) and for k = 2.9 and k = 2.2.

(r, g) k n = 6 n = 4 n = 2 n = 0 n = −2 n = −4 n = −6
(0.3, 0.9433) k = 2.9 0.0001 0.0026 0.0234 0.1197 0.0236 0.0027 0.0002
(0.4, 0.9570) k = 2.9 0.0003 0.0038 0.0260 0.0948 0.0261 0.0039 0.0003
(0.3, 0.8519) k = 2.2 0.0002 0.0026 0.0408 0.3121 0.0407 0.0025 0.0001
(0.5, 0.8922) k = 2.2 0.0004 0.0046 0.0461 0.2347 0.0462 0.0047 0.0005
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Figure 5: Plot of g versus r for the simple barrier
with an off-channel coupling to a site with gi = 5.0
for k = 2.9.
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Figure 6: Plot of g versus r for the simple barrier
with and off-channel coupling to a site with gi = 5.0
for k = 2.2.

Table 2: The barrier field intensities, λ|En,0|2, of n = 6, 4, 2, 0,−2,−4,−6 of the barrier with an off-channel
“impurity” site with gi = 5.0 for k = 2.9 and k = 2.2.

(r, g) k n = 6 n = 4 n = 2 n = 0 n = −2 n = −4 n = −6
(0.4, 0.9519) 2.9 0.0003 0.0041 0.0304 0.1126 0.0306 0.0042 0.0003
(0.4, 0.9593) 2.9 0.0003 0.0037 0.0242 0.0871 0.0582 0.0107 0.0007
(0.7, 0.9108) 2.2 0.0007 0.0072 0.0558 0.2065 0.0557 0.0071 0.0007
(0.7, 0.9263) 2.2 0.0007 0.0060 0.0398 0.1496 0.1118 0.0223 0.0025

In Figs. (5) and (6), the resonant transmission peaks are shown for the simple barrier with an
adjacent neighbor off-channel Kerr “impurity” site (See Fig. 2.) for k = 2.9 and k = 2.2. Here
Eqs. (1) through (4) are changed, with

E0,1 = gi

(
1 + λ|E0,1|2

)
E0,1 + gb

(
1 + λ|E0,0|2

)
E0,0 (5)

and a similar modification made to the equation for E0,0 = etc. which now becomes

E0,0 = g
(
1 + λ|E0,0|2

)
E0,0 + glb(E1,0 + E−1,0) + gib

[
1 + λ|E0,1|2

]
E0,1. (6)

Here gi is for the off-channel Kerr impurity, and for simplicity we take λ the same for the barrier
and off-channel impurities. To illustrate the results we have taken gi = 5.0, and we note that for
gi = 0 the simple barrier in the absence of an off-channel impurity is obtained. Again the line of
intrinsic localized modes are labeled at their lower right by “ILM” in the figure, i.e., for g < 1.0
and 0.2 < r < 0.8 and 0.3 < r < 1.7, respectively. An interest point is that now multiple bands
of intrinsic localized modes are observed. The change from k = 2.9 to k = 2.2, however, is again a
quantitative rather than a qualitative change.

In Table 2, the field intensities, λ|En,0|2, of some intrinsic localized modes within the barrier for
the barrier with off-channel impurity coupling are shown for k = 2.9 and k = 2.2. The intensities
are presented to illustrate the nature of the modes in the multiple bands of intrinsic localized
modes. The intensity peaks of the intrinsic localized modes are, again, greater for modes with
smaller values of g.

It is interesting to note that, with an off-channel feature, there are multiple branches of intrinsic
localized modes that cross in (r, g). This provides for the opportunity of multiple switching devices
which operate along paths that circulate about such crossing points in the (r, g) plane. In addition,
the field intensities of the intrinsic localized modes are greatly peaked at the center of the barriers
for the minimum intensities at the barrier edges. This opens possibilities for amplifications of
amplitude modulated signals carried by the incident guided modes.

3. CONCLUSION

The effects of guided mode dispersion are shown on the resonant transmission peaks plotted within
(r, g) space. The plots show only quantitative as opposed to qualitative changes with changes in k.
This means that the classification scheme of resonances in the (r, g) space is robust, giving maps
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of similar form for systems with different incident guided modes. The off-channel impurity cases
show intrinsic localized mode band crossings which offers opportunities for device applications.

Recently, there has been much interest in photonic crystal defect and waveguide structures [1–
4, 16] which have potential for applications in electro-optical technologies. For more extensive
applications, systems which display nonlinear behaviors are need. The study of the solutions of
nonlinear systems is very complicated, and our discussions focus from specific applications onto
how the solution space of nonlinear systems can be represented in a simple graphical manner. The
types of graphical techniques suggested here are similar to methods of Poincare and Turning pattern
representations that are standard in nonlinear studies [17].
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Photonic Crystal Fiber Analysis Using Cylindrical FDTD with
Bloch Boundary Conditions

Adam Mock and Paul Trader
School of Engineering and Technology, Central Michigan University, Mt. Pleasant, MI, USA

Abstract— A method for reducing the computational domain size in finite-difference time-
domain analyses of structures with azimuthal periodicity is presented. Examples of such struc-
tures include two dimensional photonic crystals and microdisks with a periodic patterning. A
form of Bloch’s theorem appropriate to periodicity in the azimuthal direction is derived and used
to formulate boundary conditions used in the calculation. The method is applied to the modal
analysis of a photonic crystal fiber.

1. INTRODUCTION

In general, analyzing the electromagnetics of dielectric structures with arbitrary geometry varia-
tion requires a numerical approach. Two dimensional photonic crystals represent one example of
a dielectric structure that requires numerical analysis. Over the passed two decades, two dimen-
sional photonic crystals have been of interest for both integrated photonics [1] and fiber optics [2].
Photonic crystal fibers are similar to ordinary optical fibers except with the addition of microstruc-
tured voids that run the length of the fiber. Microstructured optical fibers represent a complicated
dielectric geometry, and numerical methods are required for accurate analysis of their dispersion
characteristics and spatial field profiles. In this work, the finite-difference time-domain method is
used to find the mode profiles and dispersion diagrams of microstructured fibers. Because fiber
geometries are uniform along the longitudinal direction, the field behavior along this direction may
be characterized by a propagation factor exp (jβz). Derivatives with respect to z can be evalu-
ated analytically which reduces the computational domain from three to two dimensions while still
maintining a fully vectorial solution to Maxwell’s equations. In this paper, a method for further
reduction in the computational domain size is presented for geometries that possess periodicity in
the azimthuthal direction. In these geometries only the unit sector is required for analysis, and spa-
tially looped boundary conditions can be enforced. For photonic crystal fibers utilizing a triangular
lattice, this results in a reduction by a factor of six in the domain size.

Several electromagnetic numerical methods exist that are capable of analyzing microstructured
optical fibers with varying degrees of accuracy and computational effort [3]. Semianalytical ap-
proaches based on the effective index method [4] require little computational effort but come at
the expense of inaccuracies in the vector properties of the fiber modes. The plane-wave expan-
sion method [5] is a fully vectorial approach, but it assumes a periodic geometry. To analyze
non-periodic geometries, a supercell must be defined and be large enough to limit cross talk with
neighboring cells. Finite-difference methods [6] are fully vectorial mode solvers that solve an eigen-
value problem to obtain the propagating modes as a function of β. Computational domain size is
limited in these methods due to the superlinear scaling in execution time for solving large matrix
problems [7]. Localized function methods [8] seek to reduce the matrix size with judicious use of
spatially local basis functions; however, calculating matrix elements can be computationally in-
tensive, and scaling to three-dimensional problems may still result in large matrices. Furthermore,
some prior knowledge of the field solutions must be known to select appropriate localized functions.
The finite-element method [9] is popular due to its flexibility in handling arbitrary geometries and
efficient discretization of fine geometrical details, but it involves eigenvalue solution, and scaling to
three-dimensions can be problematic.

The finite-difference time-domain (FDTD) method [10] is attractive due to its generality, ease
of implementation, linear scaling in execution time with problem size, and ability to handle disper-
sive and nonlinear materials. A “compact” version of FDTD applicable to waveguide geometries
continuous along the propagation direction has been developed [11–13] and applied to optical fiber
geometries [14, 15] and silicon-on-insulator ridge waveguides [16]. In what follows, compact FDTD
in cylindrical coordinates is used to analyze photonic crystal fibers, and a method is presented for
further reduction in the computational domain size based on azimuthal periodicity.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 547

Figure 1: Schematic diagram of a photonic crystal fiber. A unit sector spanning an angle Λ is labeled. a
denotes the lattice constant of the photonic crystal.

2. FORMULATION

FDTD in cylindrical coordinates is used, so that the computational domain has the same shape
as the fiber, and the distance between the device and the computational boundary is uniform.
Because domain sizes are set by the minimum distance between the device under analysis and the
computational boundaries, using cylindrical coordinates avoids the unused space that would exist in
the corners of an FDTD calculation using cartesian coordinates. Also, the cylindrical discretization
scheme conforms more closely to the round shape of the fiber which reduces staircase approximation
error associated with a cartesian discretization. In this work, we discuss another advantage of
cylindrical coordinates which is the convenient use of spatially looped boundary conditions in the
φ direction to further reduce computational burden.

Figure 1 displays a cross section of a microstructured optical fiber with a triangular lattice two
dimensional photonic crystal pattern of air holes. The air holes run along the entire length of the
fiber. Because of the photonic crystal geometry inscribed on the cross section, these microstructured
fibers are often called photonic crystal fibers. In the center, a single hole is filled creating a spatial
defect. These fibers guide via a combination of bandgap and index guiding. It should be noted
that hollow core photonic crystal fibers have been demonstrated and guide light primarily based
on bandgap guiding [17].

The spatially varying electric permittivity of the photonic crystal fiber is periodic in the φ
direction with period Λ = π/3. That is, ε(r, φ + Λ, z) = ε(r, φ, z). A unit sector is labeled in
Figure 1. If the electric permittivity were uniform in the φ direction, then the azimuthal field
behavior can be desicribed by exp(imφ) where m is an integer. This fact can be used to formulate
a compact form of FDTD for structures uniform along φ [18]. In the case of a photonic crystal fiber,
the material is nonuniform in the φ direction, but it is periodic. This work addresses the question
of whether advantage can be taken of periodicity in the φ direction to reduce computational domain
sizes.

The modes of a refractive index geometry uniform in the φ direction may be expressed as

Fm(r, φ, z) = fm(r, z)eimφ (1)

where F refers to a component of the electric or magnetic field and m is an integer as required
by the condition Fm(r, φ + 2π, z) = Fm(r, φ, z). fm(r, z) represents the r and z dependence of the
mode labeled by m. Let Φ(φ′) be an operator which rotates a function about the z axis by an
angle φ′. For a dielectric function that contains discrete rotational invariance along φ with a period
Λ, one has Φ(Λ)ε(r, φ, z) = ε(r, φ + Λ, z) = ε(r, φ, z). Therefore, solutions to Maxwell’s equations
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will be eigenfunctions of the operator Φ(Λ) [19]. Operating on Equation (1) with Φ(Λ) yields
Φ(Λ)Fm(r, φ, z) = fm(r, z)eim(φ+Λ) = fm(r, z)eimΛeimφ = eimΛFm(r, φ, z) which shows that eimΛ is
an eigenvalue of Φ(Λ) acting on Fm(r, φ, z). Note, however, that m can be replaced by m + n2π/Λ
where n is an integer, and the eigenvalue eimΛ remains unchanged. This suggests that any linear
superposition of Fm+n2π/Λ(r, φ, z) is also an eigenfunction of the operator Φ(Λ) with eigenvalue
eimΛ. This eigenfunction may be written as

Fm(r, φ, z) =
∑

n

fm,n(r, z)ei(m+n 2π

Λ
)φ = eimφ

∑
n

fm,n(r, z)ein 2π

Λ
φ (2)

Fm(r, φ, z) = eimφu(r, φ, z) (3)

where u(r, φ + Λ, z) = u(r, φ, z) =
∑

n fm,n(r, z)ein 2π

φ′ φ has a Fourier series representation and is
therefore periodic. Equation (3) has the same form as an electron wavefunction in a periodic
potential or the electric or magnetic field in a photonic crystal. In these cases the integer m is
usually written as a continuous valued wavenumber β, and the result is known as Bloch’s theorem.
Here we have shown that the same Bloch theorem wavefuction exists for structures that possess
periodicity in the azimuthal direction. Because the fields must remain unchanged under rotation
through a multiple of 2π, the phase factor which is analogous to the continuous valued propagation
constant in structures with discrete translational invariance is restricted to integer values denoted
by m above.

From Equation (3), one has Fm(r, φ + Λ, z) = eimΛFm(r, φ, z). Within an FDTD numerical
calculation for a structure with periodicity in the azimuthal direction, one need only analyze a
unit sector and spatially loop the boundaries. This is done by enforcing boundary conditions at
φ = 0 and φ = Λ so that the fields at the boundaries are related according to Fm(r, φ + Λ, z) =
eimΛFm(r, φ, z). The user specifies the integer m and subsequent runs can be performed for different
values of m.

Using group theory notation, discrete rotational invariance is described by the symbol Cnv where
n is related to the period Λ via n = 2π/Λ. The photonic crystal fiber shown in Figure 1 possesses
C6v symmetry. In this example, the computational domain can be reduced by a factor of 6. In
general, the computational domain for structures that possess Cnv symmetry can be reduced by
a factor of n. This suggests that the relative performance improvement of the proposed method
increases as the material variation in the φ direction becomes more rapid (as n increases).

To conclude this section, an alternative derivation of the boundary condition appropriate for
spatially looping Fm(r, φ + Λ, z) = eimΛFm(r, φ, z) is presented. Consider a geometry possessing
Cnv symmetry. Such a structure has a unit sector spanning an angle Λ = 2π/n. If the operator
Φ(Λ) is applied n times to a representative field component F (r, φ, z), the field is returned to its
original orientation since nΛ = 2π. This suggests Φn(Λ)F = F . Earlier, we found that F is an
eigenfunction of Φ. If we denote the corresponding eigenvalue by α, one has Φ(Λ)F = αF and
Φn(Λ)F = αnF = F . This suggests that αn = 1 = eim2π and α = eim2π/n = eimΛ. The eigenvalue
equation can be written as Φ(Λ)F = F (r, φ + Λ, z) = eimΛF (r, φ, z) which is the same result given
by Equation (3).

3. RESULTS

Figure 2 shows results of using the proposed FDTD method in the analysis of a photonic crystal
fiber. Figure 2(a) shows the dispersion for four modes each with a different m value. The data
points were obtained from individual FDTD runs with specified β and m values. Also illustrated
in Figure 2(a) are the lightlines in free space and in the fiber material with a refractive index
of nf = 1.45. It is clear that the dispersion follows the usual trend of starting near the free
space lightline at low frequencies and then moving closer to the fiber material lightline at higher
frequencies.

Figure 2(b) shows the z component of the magnetic field for the four modes whose dispersion
is shown in Figure 2(a). It is clear that the φ dependence of the field is related to the specified m
value consistent with the analysis in the preceding section.

4. DISCUSSION

As discussed in Section 3, the method described here offers an n-fold reduction in computational
domain size for structures possessing Cnv rotational symmetry. Such structures include photonic



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 549

(a) (b)

Figure 2: (a) Dispersion diagram for four different modes of a photonic crystal fiber calculated using the
method described in the text. a is the lattice constant and is illustrated in Figure 1. Also shown are the
light lines for free space and the optical fiber material (nf = 1.45). (b) z component of the magnetic field
(Hz(r, φ)) for the four modes whose dispersion is shown in (a).

crystal fibers as well as microdisk geometries with a periodic patterning. One interesting feature
of using FDTD in cylindrical coordinates is the use of a spatially nonuniform grid, which has both
advantages and disadvantages. One disadvantage is shown in Figure 2(b), where it is clear that
the geometry discretization becomes more coarse as the radius increases. Because the cell length
along the φ direction is given by r∆φ, the cell size can vary greatly between the origin and the
domain boundary. Therefore, using a suitably small ∆φ for resolution of fine features at large r
may over-resolve the features at the origin and unnecessarily increase the computational burden.
Furthermore, the FDTD time step is limited by the smallest grid spacing in the domain implying
that parts of the domain are analyzed with both low resolution and an unnecessarily small time
step duration limited by the grid size near the origin [20]. The authors are currently investigating
whether subgridding approaches [21] can be used to make the discretization more uniform without
undue burden on computational resources.

One advantage to the grid nonuniformity is that in many cases, the features requiring the most
resolution are near the origin. As an example, microstructured fibers may have uniform cladding
layers surrounding the microstructured core and these layers are then surrounded by air. These
cladding layers are uniform in the φ direction and so do not require fine discretization to resolve
their features. The resulting discretization uses more spatial grid points near the origin and fewer
in the uniform cladding regions, resulting in a more computationally efficient distribution of grid
points. As mentioned previously, this breaks down for fine geometrical features at intermediate
radii as shown in Figure 2(b).

5. CONCLUSION

A method for reducing the computational domain size and thus computation time for FDTD
analysis of geometries with periodicity in the azimuthal direction was presented and demonstrated.
A derivation of Bloch’s theorem applicable to geometries periodic in the azimuthal direction was
derived and used to establish boundary conditions, so that only a unit sector of the domain is
required for analysis. The method was demonstrated by obtaining the dispersion and mode profiles
for photonic crystal fibers.

REFERENCES

1. Notomi, M., A. Shinya, S. Mitsugi, E. Kuramochi, and H.-Y. Ryu, “Waveguides, resonators
and their coupled elements in photonic crystal slabs,” Optics Express, Vol. 12, No. 8, 1551–
1561, 2004.

2. Russell, P. S. J., “Photonic crystal fibers,” Science, Vol. 299, 358–362, 2003.
3. Saitoh, K. and M. Koshiba, “Numerical modeling of photonic crystal fibers,” Journal of Light-

wave Technology, Vol. 23, No. 11, 3580–3590, 2005.
4. Birks, T. A., J. C. Knight, and P. S. J. Russell, “Endlessly single-mode photonic crystal fiber,”

Optics Letters, Vol. 22, No. 13, 961–963, 1997.



550 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

5. Ferrando, A., E. Silvestre, J. J. Miret, P. Andrés, and M. V. Andrés, “Vector description of
higher-order modes in photonic crystal fibers,” Journal of the Optical Society of America A,
Vol. 17, No. 7, 1333–1340, 2000.

6. Zhu, Z. and T. G. Brown, “Full vectorial finite-difference analysis of microstructured optical
fibers,” Optics Express, Vol. 10, No. 17, 853–864, 2002.

7. Press, W. H., S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, Numerical Recipes in
C++, Cambridge University Press, New York, 2003.

8. Monro, T. M., D. J. Richardson, N. G. R. Broderick, and P. J. Bennett, “Holey optical fibers:
An efficient modal model”, Journal of Lightwave Technology, Vol. 17, No. 6, 1093–1102, 1999.

9. Brechet, F., J. Marcou, D. Pagnoux, and P. Roy, “Complete analysis of the characteristics of
propagation into photonic crystal fibers by the finite element method,” Optical Fiber Technol-
ogy, Vol. 6, 181–191, 2000.

10. Taflove, A. and S. C. Hagness, Computational Electrodynamics, Artech House, Massachusetts,
2000.

11. Asi, A. and L. Shafai, “Dispersion analysis of anisotropic inhomogeneous waveguides using
compact 2D-FDTD,” IEEE Electronics Letters, Vol. 28, No. 15, 1451–1452, 1992.

12. Xiao, S., R. Vahldieck, and H. Jin, “Full-wave analysis of guided wave structures using a novel
2-D FDTD,” IEEE Microwave and Guided Wave Letters, Vol. 2, No. 5, 165–167, 1992.

13. Xiao, S. and R. Vahldieck, “An efficient 2-D FDTD algorithm using real variables [guided
wavestructure analysis],” IEEE Microwave and Guided Wave Letters, Vol. 3, No. 5, 127–129,
1993.

14. Chen, Y. and R. Mittra, “A highly efficient finite-difference time domain algorithm for ana-
lyzing axisymmetric waveguides,” Microwave and Optical Technology Letters, Vol. 15, No. 4,
201–203, 1997.

15. Qiu, M., “Analysis of guided modes in photonic crystal fibers using the finite-difference time-
domain method,” Microwave and Optical Technology Letters, Vol. 30, No. 5, 327–330, 2001.

16. Mock, A. and J. D. O’Brien, “Dependence of silicon-on-insulator waveguide loss on lower oxide
cladding thickness,” In Integrated Photonics and Nanophotonics Research and Applications
Topical Meeting, page IWG4, Boston, MA, USA, July 2008.

17. Ritari, T., J. Tuominen, H. Ludvigsen, J. C. Petersen, T. Sørensen, T. P. Hansen, and H. R. Si-
monsen, “Gas sensing using air-guiding photonic bandgap fibers,” Optics Express, Vol. 12,
No. 17, 4080–4088, 2004.

18. Davidson, D. B. and R. W. Ziolkowski, “Body-of-revolution finite-difference time-domain mod-
eling of space-time focusing by a three-dimensional lens,” Journal of the Optical Society of
America A, Vol. 11, No. 4, 1471–1490, 1994.

19. Joannopoulos, J. D., R. D. Meade, and J. N. Winn, Photonic Crystals, Princeton University
Press, Princeton, NJ, 1995.

20. Dib, N., T. Weller, M. Scardelletti, and M. Imparato, “Analysis of cylindrical transmission lines
with the finite-difference time-domain method,” IEEE Transactions on Microwave Theory and
Transactions, Vol. 47, No. 4, 509–512, 1999.

21. Yu, W. and R. Mittra, “A technique for improving the accuracy of the nonuniform finite-
difference time-domain algorithm,” IEEE Transactions on Magnetics, Vol. 47, No. 3, 353–356,
1999.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 551

Energy Band of Spin Waves in Ferromagnetic Bilayers with bcc
Structures

Xiaoxia Wu1, 2, Guohong Yun2, 3, Xiaojuan Hou1, 2, and B. Narsu3

1Department of Applied Physics, Inner Mongolia University of Science and Technology
Hohhot 014030, China

2College of Physical Science and Technology, Inner Mongolia University, Hohhot 010021, China
3Key Laboratory of Physics and Chemistry of Functional Materials

College of Physics and Electronic Information, Inner Mongolia Normal University, Hohhot 010022, China

Abstract— The eigen problem of the spin wave excitation in a bilayered ferromagnets with
body centered crystal structures have been investigated by using the full quantum interface
rescaling approach. The energy band of the spin waves in the ferromagnetic symmetric bilayers
system has been calculated. And further the excitation and transmission properties of spin waves
in exchange coupled bilayers with periodic boundary have been addressed.

1. INTRODUCTION

The mechanism of wave propagation in a ferromagnetic multilayered structure is one of the most
interesting issues of recent research on electromagnetic materials [1]. Because of the interface con-
structed from different materials, many new phenomenon and effect had appeared in heterogeneous
multilayer systems [2, 3]. Spin waves in such a system will be modulated by the interface and ex-
hibits different modes, bulk mode, interface mode and confined mode etc [4], such properties can
be applied for spin based logical devices and valves [5–7]. Many authors have studied the excitation
and transmission properties of Spin waves in exchange coupled magnetic multilayered system [8–
11]. Theoretically, the transfer matrix [10], green function [12] and first principle methods [13, 14]
can resolve the coupled system, however, these theory show some deficiencies when they have been
applied into the interface exchange coupled system. Puszkarski et al. [2] developed an interface
rescaling approach and combined it with the Landau-Liftistz equation to depict the magnetically
coupled system. The method is very effective in decoupling the equation set, and achieved many
improvements [15–17]. The magnetic system is actually a full quantum system so that this interface
rescaling approach was employed into a full quantum theory [4]. Based on the Heisenberg exchange
model, the low energy excitation of the interface exchange coupled biferromagnetic system with
simple cubic crystal structures was studied systematically [18–23]. As we know, however, most of
the materials in cubic phase are not just simply with SC crystal structures. Therefore, the pre-
vailing theories cannot present persuasive forecasting results for the practical systems. To be more
realistic, the eigen value problem of the spin wave excitation in a bilayered ferromagnets with body
centered crystal structures have been investigated by using the full quantum interface rescaling
approach.

2. MODEL AND FORMULATION

Let us consider an interlayer exchange coupled biferromagnetic system consists of two sublayers with
body centered crystal (bcc) structures. Generally, two ferromagnetic films have their periodicity in
the film plane parallel to the interface, thus only the spin excitations in the direction perpendicular
to the film plane should be addressed. For simplicity, we consider a symmetric bilayer system that
the bulk exchange JA = JB, site spins SA = SB, and interlayer exchange is JAB. And we assume
that the bulk, surface and interface anisotropies are so small that can be neglected. Therefore, the
exchange Hamiltonian can be given by,

Ĥ = −1
2

∑
m,n

∑

i,j

J (n, i;m, j)S (n, i) · S (m, j)−
∑

g∗(n,i)µ0B0·S(n,i)

, (1)

where the second term is the Zeeman energy of the spins. And J (n, i;m, j) is the exchange
constant, S(n, i) is the site spin, n,m and i, j are the layer and site indices respectively. g ∗ (n, i)
and µ0 are respectively the effective landé factor and the Bohr magnetron.
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To be more realistic, we consider the ferromagnets with bcc structures and the lattice constant
of two unit lengths. The nearest neighbor exchange interaction is taken into account in the fol-
lowing discussions. By applying the HP transformation [24] and the Fourier transformation, the
Hamiltonian of the exchange coupled system can be diagonalized and the eigenequantion can be
obtained as follows [4, 18],

Ep,kf(n, p) = 4
{[

J (n, n + 1)S (n + 1) + J (n, n− 1)S (n− 1) +
1
4
g∗(n)µ0B0

]
f (n, p)

−γ
[
J(n+1, n)

√
S(n)S(n+1)f(n+1, p)+J(n−1, n)

√
S(n)S(n−1)f(n−1, p)

]}
(2)

Here the exchange constants satisfy J(n, n±1) = J(n, i, n±1, i) = J(n±1, n), and γ = cos kx cos ky

is the spin wave structure factor, it depicts the in-plane traveling spin waves. f(n, p) is the wave
function of the standing spin waves (SSWs) in the vertical direction. The interlayer exchange
coupling constant, site spin take following constant,

J(n, n + 1) =

{
JA > 0 1 ≤ n ≤ 2NA − 1
JB > 0 2NA + 1 ≤ n ≤ 2N − 1
JAB > 0 n = 0, 2NA, 2N

(3)

Ŝ(n) =
{

ŜA 1 ≤ n ≤ 2NA − 1
ŜB 2NA ≤ n ≤ 2N

(4)

here NA (or NB) denotes the number of the atomic layers of sublayer A (or B). The indices p,
k for energy Epk and f(n, p) is neglected for the sake of simplicity and the wave functions in the
sublayers are set as,

f(n) =
{

fA(n) 1 ≤ n ≤ 2NA − 1
fB(n) 2NA ≤ n ≤ 2N

(5)

Equation (2) gives a set of coupling equations, which is too difficult to be resolved at first hand.
Therefore, the so-called interface rescaling approach [15, 16] will be adopted to resolve the equa-
tion set for the case of periodic boundary condition. Introducing a interface rescaling coefficient
R [15, 16], and using the periodic boundary condition, one can obtain the energy restriction equa-
tion,

E = 8JASA(1− γ cos kA) + g∗Aµ0B0 = 8JBSB(1− γ cos kB) + g∗Aµ0B0 (6)

and

1− JABSB

JASA
(1− γRα−1) =

{
γ cos(kANA)/ cos(kA(NA − 1)), P = 0
γ sin(kANA)/ sin(kA(NA − 1)), P = 1 (7a)

1− JABSB

JBSB
(1− γRα−1) =

{
γ cos(kB(NB + 1))/ cos(kBNB), P = 0
γ sin(kB(NB + 1))/ sin(kBNB), P = 1 (7b)

where α =
√

SB/SA. Resolving Equations (6) and (7) numerically, one can obtain the quantized
wave vector of the spin waves, and further, the excitation energy and wave functions.

3. RESULTS AND DISCUSSIONS

The band structure reveals the excitation and transmission properties of spin waves in the ferro-
magnetic bilayer films. Therefore, the energy band of the ferromagnetic bilayer film with interlayer
ferromagnetic coupled is calculated by using following parameters, JA = JB = 1, SA = SB = 1/2,
NA + NB = 26 and JAB = 0.6, 1.0, 1.2, as shown in Figures 1–3.

In this system, the total number of the spin wave mode is 26 (equal to the number atomic layer,
NA + NB), in which there are 14 even parity modes and 12 odd parity modes. For such a simple
system, the inhomogeneity is due to the interface exchange coupling, which introduces an interface
spin wave mode, namely, the spin wave modes consist of bulk mode and interface mode. As the
interface exchange constant is greater than the bulk exchange, the energy of the interface mode is
the larger than any other bulk modes. Conversely, if the interface exchange is weaker than the bulk
exchange, the energy of the interface mode is smaller than the bulk mode.

In addition, the amount of the interface mode is determined by interface exchange constant,
parity and the coordinate in the reduced Briloulin zone. At most, there are four interface modes
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Figure 1: The spin wave energy bands of ferromagnetic bilayer system, the band with even parity is presented
in left panel and the odd in right panel, the interlayer exchange coupling factor JAB = 1.2.
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Figure 2: The same as Fig. 1, but the interlayer exchange coupling factor JAB = 0.6.
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Figure 3: The same as Fig. 1, but the interlayer exchange coupling factor JAB = 0.6.

in such a symmetric system with periodic boundary. At same extreme case, the interface mode
will disappear, for instance, as the Figure 2 shows. When the interlayer exchange is equals to the
bulk exchange, all the SSWs modes can transmit into the bilayer system, and the interface mode
will disappear (See Figure 2), hence, property of the SSWs is identical to a ferromagnetic slab.
There is only one interface mode with even parity, and it exists in the entire in-plane directions
(kx, ky). In comparison, the spin wave mode with odd parity may show two interface modes, in
which, the one with greater (smaller) energy is always exist and the other is transferred from bulk
mode. For instance, as the right panel of the Figure 1 and Figure 3 show, the bulk mode (solid line)
with greatest energy will transferred into an interface mode when its momentum in x direction kx

is large enough. The phenomenon of mode transition suggests that some SSW can not transmit
through the bilayer system thoroughly.

For all interface coupling cases, the energy of the SSW modes claps on the Y axis of the reduced
Brillouin zone, i.e., all the SSW mode take the same energy. Moreover, the total value of the spin
wave energy is kept constant on the boundary of the reduced Brillouin zone. The degeneracy of
the spin wave energy on Y axis is much different from the simple cubic lattice [22] and it is due to
the symmetry of the bcc structure.
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4. CONCLUSION

The mechanism of spin wave excitation and propagation in a symmetrical ferromagnetic multi-
layered structure is studied. The eigen value problem of the spin wave excitation in a bilayered
ferromagnets with body centered crystal structures have been investigated by using the full quantum
interface rescaling approach. The energy band of the spin waves in the ferromagnetic symmetric
bilayers have been presented. The energy bands show that, bulk and interface modes have been ex-
cited in the bilayer system. In addition, the evolution behavior of the interface modes is determined
by the interlayer coupling, in plane transmition properties and the parity.
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Abstract— A numerical study on the complex propagation constants of the surface plasmon
polariton (SPP) trench waveguide constructed of gold by the method of lines (MoL) is performed.
The dependences of propagation characteristics on the trench depth and the wavelength are
investigated. The validity and limitations of the results are examined by comparing the present
results with those calculated using the effective index method (EIM) and the finite-difference
time-domain (FDTD). It is interesting that the counter-intuitive phenomenon of SPP trench
waveguide is found by using MoL. The cut-off condition is significantly decreased and strong field
confinement can be obtained by filling dielectric inside the trench depth.

1. INTRODUCTION

Construction of optical circuits on nanometric scales has attracted the attention of many researchers
in the fields of nanophotonics and nanooptics [1, 2]. The diffraction limit of light makes it difficult to
construct optical devices with dimensions that are much smaller than optical wavelengths and that
have much higher integration densities than current optical integrated circuits. Recent theoretical
and experimental studies have shown that optical circuits that use surface plasmon polaritons
(SPPs) are promising candidates for future optical integrated circuits. Optical waveguides based on
SPPs can be miniaturized much further than conventional diffraction-limited optical waveguides [3],
opening up the possibility of developing nanometric integrated optical circuits. Although SPPs can
travel no more than a few micrometers before extinguishing, such distances will be sufficiently long
for future nanometric integrated optical circuits.

Recently, various geometries have been proposed to achieve confinement of the plasmon-polariton
in the plane transverse to the propagation direction. Among these proposals, the plasmon-polariton
guided by a rectangular grooves (trenches) and triangular (V-shaped) in mental is particular inter-
esting [4–6]. The propagation characteristics of SPP trench have been investigated by the effective
index method (EIM) [5] and 3D-FDTD [6]. However, the accuracy and the fundamental character-
istics of SPP trench waveguide have been not been sufficiently revealed.

The method of lines (MoL) is a well-known and effective numerical technique and has been
explored in a number of studies for calculating the propagation constants, including those of SPP
waveguides [7, 8]. The authors have also successfully used the MoL to calculate the propagation
constants of SPPs in a metallic hollow rectangular waveguide with high accuracy [7], and prop-
agation characteristics of a SPP gap waveguide [8]. The MoL is expected to give more accurate
results than the FDTD and EIM, because it partially employs analytical solutions, whereas FDTD
is a purely numerical method, EIM is an approximate analytical method. However, to the best of
our knowledge, the computation of the propagation constants of the SPP trench waveguide by the
MoL has not been reported.

In this paper, we present a numerical investigation of the SPP trench waveguide by the method of
lines (MoL). We calculate the dependences of the complex propagation constants on the waveguide
sizes and on the optical wavelength. The fundamental, important, and interesting characteristics of
the SPP waveguides have been investigated in detail. It is found that the possibility of decrease cut-
off condition and strong field confinement inside trench depth can be obtained by filling dielectric.

2. GEOMETRY OF PROBLEM

The geometry of problem considered in the present study is shown in Fig. 1, this structure is
described by three-layer structure, in which a rectangular gap is sandwiched by metallic layer and
air layer. The rectangular hole has dimensions of w × d in the x-y plane with dielectric material
filled shown in Fig. 1. We assume that the length of the waveguide in the z direction is infinite.
In this paper, we calculate the complex propagation constant of SPP mode that propagates along
the z-direction in Fig. 1 and consider the fundamental mode only. We employ the method of lines



556 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

d

Metal ( 2)

Air 

Dielectric ( 1)   

0 x

y

w 

ε

ε

Figure 1: The geometry of the problem of the surface plasmon trench waveguide under consideration.

(MoL) to solve the complex and generalized eigenvalue problem in the two-dimensional cross section
of the SPP waveguide shown in Fig. 1.

3. COMPARISON OF NUMERICAL RESULTS BY MOL WITH THOSE BY OTHER
METHODS

In this section, we consider the first mode of a trench waveguide without filled dielectric, the metal
that constitutes the surface plasmon trench waveguide is gold (Au) with a relative permittivity of
ε2/ε0 = −131.95− j12.65 at the wavelength λ = 1550 nm. The phase constant β and attanuation
constant α normalized by the free space wavenumber defined as jkz/k0 = α + jβ, and propagation
length L defined as L = λ/2α.

The light transmission through the channel plasmon polariton trench waveguide (rectangular
grooves), the field distributions of the trench are confined at two top corners and decreases nearly to
zero at the trench bottom as shown in Figs. 2(a), (b), and (c). The field confinement decrease with
the decreasing of trench depths d due to the mode penetrate larger into the depth in the air, these
corresponds to normalized phase constant decrease and propagation length increase respectively.
For the cases of the trench depth d decrease nearly to the cutoff size as Fig. 2(a), the field distribution
being extended progressively outside of the trench, the propagation length is increased significantly
since the mode near to free mode.

The dependences of normalized phase constant β and propagation length L on the trench depth
d were presented in Figs. 3(a) and (b) respectively by comparison among our method (MoL) with
the Effective index method (EIM) [5], and the numerical method (3D-FDTD) [6] for the case
of λ = 1550 nm and trench widths w = 500 nm and 300 nm. The normalized phase constant β
calculated by FDTD agrees with our results and the results obtained by EIM as shown in Fig. 3(a),
however the results of propagation length obtained by FDTD [13] show that propagation length
decrease with decreasing of trench depth d, this is unreasonable and contrary to results obtained
by our method and EIM. It is interesting that the propagation length obtained by MoL is slightly
decreasing before increasing significantly as trench depth decreasing while the authors of Ref. [5]
have concluded that” this feature is not found for trench CPP (channel plasmon polariton) modes
whose propagation length increases monotonously with the decrease of the trench depth” as shown
in Fig. 3(b).

4. THE DEPENDENCE OF THE PROPAGATION CONSTANT ON WAVELENGTH

It is more intuitive to observe the characteristics of SPP trench waveguide by investigating depen-
dences of the normalized phase constant β and attenuation constant α of the SPP trench waveguide
made of gold on trench depth d with the various of wavelengths λ = 1550 nm, 1033 nm and 775 nm,
the results are shown in Fig. 4. Attenuation constant α is first increases with the decrease of trench
depth, starting to rapidly decrease only when the depth becomes close to the cutoff value, it is
counterintuitive feature for SPP trench waveguide.

5. HIGH FIELD CONFINEMENT BY FILLING DIELECTRIC INTO CORE

The feature of the SPP trench waveguide is the field distribution mainly confine at the top of two
corners, the field will be extended outside of the trench such as Fig. 5(a). From viewpoint confine
the field distribution into core and tradeoff between normalized phase constant β and normalized
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(a)

d=1200 nm, w = 500nm d=1600 nm, w = 500nm d=2000nm, w = 500nm

(b) (c)

Figure 2: Typical distributions of the main electric field components <[Ex(x, y)] of the SPP trench waveguide
for the first mode. (a) w × d = 500 nm × 1200 nm, (b) w × d = 500 nm × 1600 nm, (c) w × d = 500 nm ×
2000 nm.

(a) (b)

Figure 3: The dependences of the normalized propagation constant β and propagation length L on the trench
depth d for the first mode with trench-widths w = 500 nm, 300 nm at wavelength λ = 1550 nm (constructed
of gold). Circle symbols denote the results for MoL, blue, violet curves denote the results for the EIM and
red curve denote the results for the FDTD.

Figure 4: The dependences of normalized phase constant β and normalized attenuation constant on the
wavelengths and the trench depth d with trench width w = 500 nm for the first mode (constructed of gold).
Circle, triangle, square symbols denote the results for λ = 1550 mm, 1033 nm and 775 nm in respectively.

attenuation constant α, we implement to fill the various values of dielectrics n = 1.0, 1.44, 2.0, 3.0
into trench slot, the main field distribution of the first mode Ex as shown in Figs. 5(a)–(c), and (d)
in respectively. The results shown that the tendency of field distributions being confined strongly
at the center of trench depth with the increase of the dielectric constant. These results show that
normalized phase constants increase significantly together with strong confinement inside the trench
depth in respectively. These interesting results will be very important for the applications of trench
waveguide. In particularly, the cut-off condition for trench waveguide is decreased significantly with
filled dielectric inside trench depth Figs. 6(a) and (b). However, the normalized phase constants
are obtained simultaneously with increase of normalized attenuation constants. So these results are
very important in order to find the optimum trade-off among the characteristics of strongly field
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n = 1.0 n = 1.44 n = 2.0 n = 3.0

(a) (b) (c) (d)

Figure 5: Typical distributions of the main electric field components <[Ex(x, y)] of the trench waveguide
w × d = 500 nm × 1200 nm, at wavelength λ = 1550 nm for the first mode where trench depth is filled by
various dielectric. (a) n = 1.0, (b) n = 1.44, (c) n = 2.0, (d) n = 3.0.

(a) (b)

Figure 6: The dependence of normalized phase constant β and normalized attenuation constant α on the
trench depth d for the first mode with trench-width w = 500 nm, filled dielectric in at wavelength λ = 1550 nm
(constructed of gold). Circle, triangle, rectangular and rhomb symbols denote the results for the dielectric
inside trench depth n = 1.0, 1.44, 2.0 and 3.0 in respectively.

confinement, the waveguide size and propagation length.

6. CONCLUSIONS

A numerical study on the complex propagation constants of a surface plasmon polariton (SPP)
trench waveguide made of the gold by the method of lines (MoL) has been performed. The de-
pendences of complex propagation constants on the sizes and the wavelength of waveguide were
investigated. The limitations of the previous results obtained by FDTD and EIM have been shown
by comparing with ours. The counter-intuitive phenomenon of SPP trench waveguide has been
found. Strong confinement can be achieved simultaneously with decrease of cut-off condition by
filling various dielectric into trench depth. The results of the present study are important for ad-
ditional theoretical and experimental research into SPP waveguide, nanometric optical circuits as
well as applications.
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Abstract— In this paper, coherent beam combining of N -laser interferometric array fabricated
with 2× 2 couplers is theoretically studied. By investigating phase locking of the interferometric
array, the conditions needed to get high-efficiency beam combining of this array are given. It
is found that the gains of the array do not only provide the mechanism of longitudinal-mode
competition, but also affect the phase-locked state of the array because of the detuning between
the laser frequency and atomic frequency. In spite of that, it is also proved that the cold-cavity
analysis is valid to predict the performance of the array. Furthermore, the results suggest that
the interferometric array should be more suitable to combine no more than 10 lasers.

1. INTRODUCTION

Coherent beam combining of fiber laser arrays is a promising way to achieve high-power lasers with
good beam-quality [1]. The interferometric fiber laser arrays (IFLA) is a sort of arrays for coherent
beam combining [2–4]. The IFLA is fabricated by adding ion-doped fiber (as the gain medium) in
each arm of fiber interferometer. It was experimentally demonstrated that this array could make a
small quantity of fiber lasers coherently combined (i.e., phase-locked) without any active control.
This phenomenon is considered as self-organization, and thus, the IFLA is one category of self-
organized laser arrays. In experiments, 50 W and 200 W laser beams were obtained from two-laser
IFLAs with all-fiber [3] and free-space [4] configurations, respectively. The self-organization of the
IFLAs was revealed as the result of longitudinal-mode competition in the compound cavity of the
array [2, 5–7]. However, presently, the theoretical understanding of this array is still limited: most
of experimental results were interpreted with cold-cavity analysis which can not give a clear picture
about the effect of gains [2, 7]; although the model presented in Refs. [5, 6] took gains into account,
only two and four-laser IFLAs were studied in these references. In this paper, a general study will
be given on the IFLAs, which will be of great help to understand the scaling of the interferometric
arrays.

In this paper, we focus our discussion on phase locking of IFLA which plays an important role
on coherent beam combining of the array. With help of the model given in Ref. [5], we deduce
the phase-locked states of the N -laser IFLA. The phase-locking conditions needed to get high-
efficiency beam combining of this array are given. The effect of gain on phase locking of the array
is discussed. The valid of the cold-cavity analysis is studied. The effect of bandwidth on the
coherent beam combining of the array is also briefly discussed.

2. DESCRIPTION OF THE N-LASER INTERFEROMENTRIC ARRAY

The configuration of the N -laser IFLA is given in Fig. 1. The array is fabricated with 2×2 couplers
and single-mode fibers. FBGs (fiber Bragg gratings) are used as the cavity mirrors with high (∼ 1)
reflectivity. The laser fields of the array which can be described by a set of differential equations
with boundary conditions, i.e.,

±c
dA

(±)
m (x)
dx

= gm (x)A(±)
m (x) (1)

±c
dϕ

(±)
m (x)
dx

= − (ωcm − ω)− ($ − ω) gm (x)
γ⊥

(2)

−γ// [gm (x)− g0m]− gm (x) ·
{[
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m (x)

]2
+

[
A(−)

m (x)
]2

}

− 2gm (x) A(+)
m (x)A(−)

m (x) cos
[
ϕ(+)

m (x)− ϕ(−)
m (x) + 2kmx

]
= 0 (3)

where A
(±)
m (x) and ϕ

(±)
m (x) are the amplitude and phase of the complex slow-varying envelope of

laser fields. The superscripts “+” and “−” represent right-going and left-going fields, respectively.
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The subscript m = 1, 2, . . ., N represents N elementary fiber lasers. gm(x) (g0m) is the gain
(pump) coefficient. ω is the laser frequency, $ is the atomic frequency. ωcm = ckm is the resonance
frequency of the mth cavity; c is the velocity of light in vacuum; km is the wave vector. γ⊥ and γ//
are transverse and longitudinal relaxation rates, respectively. Two boundary conditions are
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where A(±)
m (x) = A

(±)
m (x) exp[iϕ(±)

m (x)] exp(±ikmx). F and F ′ represent transfer characteristics of
Feedback and Coupling sections (see Fig. 1), respectively, which are determined by the configura-
tions of these sections.

Figure 1: The configuration of N -laser interferometric fiber
laser array.

Figure 2: Plots of combining efficiency
via the bandwidth of the compound cav-
ity of array.

3. COHERENT BEAM COMBINING OF THE N-LASER INTERFEROMETRIC ARRAY

Note that the effect of coherent beam combining of IFLA is mainly determined by the phase-locked
states of the array. Thus, we pay our attention on phase locking of IFLA in this paper. Because
all the elementary lasers in IFLA share the same output port, all the laser fields A(−)

m (L, t) come
from the common laser field A(−)(Lout) (x = Lout is the position of the output face). When these
laser fields pass through each branch of the array and return to the output face, the laser field
A(+)(Lout) can be expressed as (Eqs. (1), (2) and (4) are used here)

A(+)(Lout)=
N∑

m=1

αmβmGmA(−)(Lout) exp

{
i
2ω

c
lm+iδϕR,m+

i ($ − ω)
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ln
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A

(+)
m (L)

A
(+)
m (0)

A
(−)
m (0)

A
(−)
m (L)

]}
(5)

where lm is the optical path length of the mth elementary laser cavity which is defined by the FBG
and the output face; Gm = A

(+)
m (L)

/
A

(−)
m (L) represents the total gain of the mth elementary lasers

of the array. Note that the transfer matrix of 2× 2 coupler can be written as [8]

Fcm =
( √

1− εm i
√

εm

i
√

εm
√

1− εm

)
, (m = 1, 2, . . .) (6)

where εm is the percentage of the input power coupled crossly into the other port, then

αm =
Sm∏

j=1

(−εj), βm =
(Mm−Sm)∏

j=1

(1− εj) (7)
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Here, it is assumed that there are Mm couplers in the mth elementary lasers, and in Sm of Mm

couplers, the laser field is coupled crossly into the other port. Eq. (5) indicates that the intensity
of A(+)(Lout) is related to the laser frequency ω. As was discussed in Refs. [5, 6], because of mode
competition, the frequency of the dominant longitudinal mode (i.e., the output laser frequency)
should correspond to the maximum intensity of A(+)(Lout) and satisfy following conditions (see
Eqs. (5) and (7)):
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(j,m = 1, 2, . . . N ; j 6= m; q = 0,±1,±2, . . .) (8)

Equation (8) indicates that the longitudinal mode(s) dominant in the mode competition can
make(s) the elementary lasers phase-locked and exported with in-phase state, as long as the fre-
quency of the dominant longitudinal mode(s) can satisfy all the equations given in Eq. (8). However,
if there is no such a longitudinal mode to satisfy Eq. (8), the elementary lasers can not be phase-
locked with in-phase state, which will reduce the combining efficiency of the array. Therefore, to
realize high combining efficiency, there must be, at least, a longitudinal mode satisfying Eq. (9)

Equation (8) also implies that the frequency ω of the dominant longitudinal mode is not only
affected by the length of elementary laser cavity, but also affected by the gain and FBG of elementary
lasers. Then, there comes out a question whether the cold-cavity analysis (which appears to ignore
the effect of gain [2, 7]) is suitable to analyze IFLA. After following discussion, it will be found that
Eq. (8) is not contrary to the cold-cavity analysis. The reason can be given as follows. Consider the
last two terms in left side of Eq. (8) as a source of length disturbance of elementary laser cavities,
i.e., assume that

δlm =
c

2ω
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δφR,m +
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γ⊥

ln
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(+)
m (L)

A
(+)
m (0)

A
(−)
m (0)

A
(−)
m (L)

]}
(9)

Then, Eq. (11) can be reduced as

2ω

c
[(lm + δlm)− (lj + δlj)] + (Sm − Sj)π = 2qπ (10)

Equation (13) indicates that the frequency is only determined by the lengths (lm + δlm) of elemen-
tary laser cavities. Actually, in the cold-cavity analysis, the effects of gain and FBG in Eq. (8) have
been taken into account as a source of length disturbance of elementary laser cavities.

In experiment, IFLAs are often fabricated with symmetric configuration (i.e., all the elementary
lasers are built with identical components), and the couplers are also properly chosen to make
elementary lasers combined with the same intensity to obtain the most visible effect of beam
combining [2–4]. In this case, we can know that the parameters in Eq. (8) have the following
relationships, i.e.,

rm = rj , δϕR,m = δϕR,j , Gm = Gj (11)

Then, Eq. (8) can be reduced as

2ω

c
(lm − lj) + (Sm − Sj)π = 2qπ (12)

which indicates that gain has no effect on the dominant longitudinal mode in the interferometric
array with symmetric configuration.

Equation (11) gives C2
N conditions which need to be satisfied by the dominant longitudinal

mode to realize in-phase state. Besides that, the dominant longitudinal mode should also satisfy
the resonance conditions of N elementary lasers [5]. Thus, the dominant longitudinal mode should
satisfy (C2

N + N) conditions. Among these conditions, there are N independent ones. It means
that the number of conditions of the dominant longitudinal mode increase with the number of
elementary lasers. Therefore, it is more difficult to find a dominant longitudinal mode to satisfy all
these N conditions with the number of elementary lasers, which will reduce combining efficiency
and output stability of the array.
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One way to improve the performance of the array is to make the bandwidth of the array as
broad as possible (e.g., use broadband components) [2]. Here, with the help of the cold-cavity
model of Ref. [7], we give the variation of the combining efficiency of the array with the bandwidth
by numerical computation (see Fig. 2, the parameter values used here are the same as those used
in Ref. [7], and the random length deviations of elementary laser cavities are in the range of
[−0.1m, 0.1 m]). From Fig. 2, it can be found that the improvement of the combining efficiency is
limited with the increase of the bandwidth. Actually, Fig. 2 implies that the combining efficiency
is determined by the number of elementary lasers. It is suggested that the interferometric array
should be used to combine no more than 10 lasers to ensure high (> 90%) combining efficiency.

4. CONCLUSION

In this paper, we make a general discussion on coherent beam combining of N -laser IFLA by
studying phase locking of this array. It is found that the gains of the array do not only provide
the mechanism of longitudinal-mode competition, but also affect the phase-locked state of the
array. The results also reveal that the dominant longitudinal mode in the mode competition should
satisfy N independent conditions to realize high-efficiency beam combining. It implies that the
combining efficiency should be decrease with the increase of N (i.e., the number of elementary
lasers of the array). The effect of bandwidth on the coherent beam combining of this array is also
briefly discussed. It is suggested that the elementary lasers of the interferometric array should be
no more than 10 lasers to ensure high (> 90%) combining efficiency.
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Abstract— The evolution of propagation of soliton is simulated in photorefractive SBN crystal
in one dimension by numerical solution of the wave equation. Our simulation shows the strong
stability of the soliton under propagation. Also we investigate the temperature effects on the
evolution of the soliton by Crank-Nicholson method. As a result, the photorefractive soliton is
stable although it is bending towards the biased external electric field. This bending effect can
be controlled by the amount of the temperature and the external field. The outcome can be used
in fabrication of all optical switching elements.

1. INTRODUCTION

Spatial solitons that do not spread owing to diffraction when they propagate have been investigated
by many researchers because of their possible applications in photonic devices. Studying in this
area shows that such solitons can be used to control the light by light. Today’s solitons are known
as self-guided localized beams propagating in nonlinear media that do not require waveguide. These
optical fields satisfy in self-consistency principle.

In especial case, photorefractive (PR) screening solitons, have been shown to exhibit very inter-
esting behavior in one and two dimensions. These solitons result from the nonlinear and nonlocal
characteristics of the PR effect, which was first discovered in 1966 by Askin. PR solitons have
three additional properties that make them considerable. The first is that in spite of the fact that
many spatial solitons need a large initial operating power for their formation, PR medium support
the soliton generation at low optical levels in order of micro-watts. The second is the wavelength
dependence of material response. So, one can generate solitons with microwatts power and use
the waveguides induced by these solitons to guide high power beams at other wavelengths that the
material is less sensitive. The third property of PR solitons is that they are stable self-trapping op-
tical beams in both transverse dimensions. In fact PR solitons were the first optical spatial solitons
which were observed to be self-trapped in both transverse dimensions in a bulk material. Over the
last decade several types of PR solitons have been discovered in biased PR crystals: quasi-steady
state, screening and photovoltaic solitons. Recently, vector solitons and their interactions coupled
soliton pairs and also two-photon solitons were predicted and observed. The theories of the soliton
propagation predict that PR solitons propagate along a straight line with their shape reminds un-
changed during the propagation. However, the effect of temperature on the evolution causes the
self-deflection of the soliton during the propagation. This effect occurs when the diffusion process is
taking into account. In this paper we consider diffusion term in dynamical evolution equation and
the temperature dependence of the soliton propagation in biased PR Strontium-Barium-Niobate
(SBN) crystal are investigated numerically.

2. THEORY

Let us assume that, the optical beam is linearly polarized along x and the external biased electric
field is applied in the same direction. This field is necessary for the creation of solitons and
modulates the refractive index of the medium via the Pockels linear electro-optic effect. In our
study for SBN crystal the effective electro-optic tensor is r33, so the perturbed refractive index
is given by n̂2 = n2

0 − n4
0r33Esc, where n0 is unperturbed index of refraction, Esc is the induced

space-charge field, which is introduced in Kukhtarev et al. model as

Esc − E0
Id

1 + Id
− KBT

e

∂I/∂x

I + Id
, (1)
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where I = I(x, z) = Id |U |2 is the power density of the normalized optical beam amplitude U under
slow varying envelope condition. Id is the so called dark intensity which is a material parameter
proportional to the conductivity of the crystal that accounts for the rate of thermally generated
electrons. E0 is the space-charge field in the dark region of the crystal. The scalar propagation
equation, with negligible absorption and by using the normalized coordinate can be written in
dimensionless form as

i∂zU +
1
2
∂xxU − β

U

1 + |U |2 + γ
∂x |U |2
1 + |U |2 U = 0. (2)

The dimensionless quantities β and γ are associated with the processes of drift and diffusion re-
spectively and are given by β = ( k0

x0
)2(1

2n4
0r33)E0, γ = (KBT

2e )(k2
0x0n

4
0r33). Here x0 is an arbitrary

spatial scale and k0 = 2π
λ0

is the free space wavevector of the incident field. The common method for
solving the wave Eq. (2) transforms this into the integral equation and then solves it numerically.
But in the following, we will solve the wave equation directly by using the numerical Crank-Nicolson
method for partial differential equations.

Studies of numerical simulation for formation of PR screening soliton is performed for the case
of SBN crystal with n0 = 2.35, r33 = 180 pm/V , and the propagation distance is taken as the
crystal length. We assume that the crystal is biased by a constant voltage of 6.1 kV between
electrodes which are separated by 14mm and the dark intensity chosen is Id = 10−3. The incident
beam launched into the crystal may be chosen as a Gaussian beam with a 12µm FWHM spot size,
and a wavelength λ = 488 nm is chosen as used in the experiment. The result of the numerical
calculation of the single beam soliton solution of Eq. (2) is shown in Figure 1(a). This bright PR
screening soliton changes the refractive index of the medium and creates a graded index waveguide
as shows in Figure 1(b). This graded index waveguide results from the negative nonlinear change
in the refractive index, which depends on the direction of the space-charge field with respect to the

(a) (b)

Figure 1: (a) Profile of the one-dimensional PR screening soliton intensity versus normalized axis. (b) The
nonlinear refractive index profile induced by soliton intensity profile which is shown in Figure 1. This figure
shows a negative nonlinear change in the refractive index and the creation of a graded index waveguide.

Figure 2: The stable propagation of one dimensional soliton in the length of the crystal without considering
the diffusion term (T = 0).
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(a) (b)

Figure 3: (a) The stable propagation of one dimensional soliton in the length of the crystal with considering
the diffusion term (T = 300K). (b) Normalized intensity of soliton corresponding to Figure (a) when
self-bending occurs.

principle axis of the crystal.
The soliton solution of Eq. (2) can be evaluated by using Crank-Nicholson numerical method.

The Stable propagation of one dimensional soliton in the length of the crystal without considering
the diffusion term (T = 0) are shown in Figure 2. This figure shows that the diffraction is com-
pensated by the nonlinear response of the medium exactly. Thus, soliton propagates without any
change along its diameter as well as intensity profile as expected. The effect of diffusion on the
propagation of soliton is investigated at temperature T = 300K. As it can be seen in Figures 3(a)
and (b), soliton propagates with constant shape and intensity, and just experiences self-deflection
during propagation. The amount of bending can be controlled by the amount of temperature and
the applied external filed.

3. CONCLUSION

In conclusion, we have studied and simulated the effect of temperature on the soliton propagation
in PR SBN crystal in one dimension. Crank-Nicholson numerical method has been used directly
to solve wave equation. As results we have shown how the refractive index of the medium changes
during propagation although it is bending toward the biased external electric field. This bending
effect can be controlled by the amount of the temperature and the external field. The outcome can
be used in fabrication of all optical switching elements.
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Abstract— Finite-difference method is adopted to calculate the complex propagation constants
of leaky guided modes in finite-size photonic crystal waveguides. The formulation is modified
to solve complex wavevectors for a given frequency, instead of solving resonant frequencies for a
given real wavevector. Periodic boundary conditions are imposed along the propagation direc-
tion, and perfectly matached layers are imposed on the transverse domain boundaries. Square
and hexagonal structures are investigated. Our results shows the logarithm of imaginary parts
from the propagation constants are roughly proportional to the number of periods beside the
waveguides, which is consistent to our semi-analytical derivation.

1. INTRODUCTION

Photonic crystals are periodic structures with different dielectric constants, which is similar to
the crystal structures in semiconductors and has been drawn much attention due to their exotic
behaviors [1–3]. One attractive property of photonic crystals is the photonic band gap, and wave
propagation with frequencies in the band gap is prohibited. Adding line defects may result in guid-
ing modes in the band gap, which is called band-gap guiding. It is very different from conventional
index guiding based on total internal reflection. By applying this property, various photonic crystal
waveguides and their applications have been proposed [4–6]. According to the theory, the photonic
band gap exists in the infinitely periodic structure, and the guiding modes suffers no attenuation
along the propagation if the dielectrics are lossless. However, in reality, devices are finite size.
Light can still propagate in structures but with some leakage. In photonic crystal waveguides,
guided waves suffer from attenuation due to the leakage caused by finite period “walls”, and their
propagation constants become complex [7, 8].

In this paper, a modified finite-difference method [9, 10] derived from Maxwells equations is
used to calculate wavevectors corresponding to a certain given frequency, while conventionally the
resonant frequencies are found for a given wavevector. Such formulation has advantages that it
can treat dispersive and lossy media, and leakage due to finite-size structures. Yee’s meshes are
adopted. Periodic boundary conditions are imposed along the propagation direction, and perfectly
matached layers are imposed on the transverse domain boundaries. The calculated wavevectors of
leaky guided modes are complex numbers, and the imaginary parts of those wavevectors represent
the attenuation due to leakage. The relationship between attenuation constants and the number of
periods beside the wave guide is also shown in the following section.

2. FORMULATION

Time harmonic two dimensional Maxwell’s equations in transversely electric (TE) polarization are
as follows.

∂Hz

∂y
= jωε0εrEx (1)

−∂Hz

∂x
= jωε0εrEy (2)

∂Ex

∂y
− ∂Ey

∂x
= jωµ0Hz (3)

Equation (2) can be written as

Ey = − 1
jωε0εr

∂Hz

∂x
. (4)
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Using (4) in (3), we have
∂Ex

∂y
+

∂( 1
εr

∂Hz

∂x )
jωε0∂x

= jωµ0Hz. (5)

We assume the propagating direction is along y-direction, and express Hz and Ex by

Ex = exe−jkyy, (6)

and
Hz =

hz

η
e−jkyy, (7)

where η =
√

µ0

ε0
. Substituting (6) and (7) into (1) and (5), respectively, we have an eigen value

equation
[

∂
∂y (−jkx + ∂

∂x)[ 1
jk0εr

(−jkx + ∂
∂x)]− jk0

−jk0εr
∂
∂y

][
ex

hz

]
= jky

[
ex

hz

]
, (8)

where k0 =
√

µ0ε0 is the wavevector in free space. Equation (8) is discretized by Yee’s meshes.
Periodic boundary conditions are imposed along the propagation y direction, and perfectly mat-
ached layers are imposed on the transverse domain boundaries. The eigenvalue equation for TM
polarization can also be derived similarly.

3. NUMERICAL RESULTS

First, we consider a square lattice with dielectric rods in air. The rod radius is 0.2a, where a is the
lattice constant. Relative dielectric constant of rods is 11.56, and that of air background is 1.00.
A photonic crystal waveguide is made by removing one line of rods. To get better confinement
and hence better fabrication tolerance, the normalized frequency is chosen at the middle of the
frequency band gap, which is 0.35(c/a) in this case. Fig. 1 shows mode patterns of the waveguide
with one and three rods beside the line defect. As expected, the more layers of rods beside the
line defect, the less leakage, and hence less attenuation. Imaginary parts of the wavevectors for
Figs. 1(a) and 1(b) are (−0.016320j)(2π/a) and (−0.000116j)(2π/a), respectively. Fig. 2 shows the
attenuation constants for different number of periods beside guiding line defect. We can see that
the relation is linear in semi-logarithmic plot, which means the attenuation decreases exponentially
with increasing number of periods beside the line defect.

(a)

(b)

Figure 1: Mode patterns of photonic crystal waveguides
with square lattice. (a) With only one period beside the
guiding line defect. The corresponding wavevector is k =
(−0.216204 − 0.016320j)(π/a). (b) With three periods
beside guiding line defect. The corresponding wavevector
is k = (−0.209902− 0.000116j)(2π/a).
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Figure 2: Attenuation constant for different
number of periods beside the line defect in the
square-lattice waveguides.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 569

(a)

(b)

Figure 3: Mode patterns of photonic crystal waveguides
with hexagonal lattice. (a) With only one period beside
the guiding line defect. The corresponding wavevector
is k = (−0.180829 − 0.029670j)(2π/a). (b) With three
periods beside guiding line defect. The corresponding
wavevector is k = (−0.166601− 0.000195j)(2π/a).
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Figure 4: Attenuation constant for different
number of periods beside the line defect in the
hexagonal-lattice waveguides.

The behavior can be explained as follows. The attenuation is proportional to the leakage in
the transverse direction due to finite periods beside the line defect. If the field decay in the
transverse direction is large enough, the reflection from the outer boundary between the photonic
crystal and the homogeneous region can be neglected. For example, the gap size is large and the
operating frequency is chosen in the middle of the gap as in the case of Fig. 2. The leakage can
be approximately proportional to the field at the outer boundary, which decays exponentially with
the number of periods beside the line defect.

In addition to waveguides with square-lattice, we also analyze waveguides with hexagonal lat-
tice. The radius of rods in the structures is also 0.2a, and the dielectric constants are the same.
The normalized frequency is 0.37(c/a). Mode patterns are shown in Fig. 3. The imaginary parts
in Figs. 3(a) and (b) are −0.029670j(2π/a) and −0.000195j(2π/a), respectively. Fig. 4 shows the
attenuation constants for different number of periods beside guiding line defect, which is approxi-
mately linear again.

4. CONCLUSION

We derived a modified finite-difference frequency domain method from Maxwells equations to solve
the propagating characteristics of finite-size photonic crystal waveguides. Yee’s meshes are adopted,
and periodic boundary condition and perfectly matched layers are imposed. Square and hexagonal
lattices are investigated. The leakage is analyzed, and we find the attenuation for different number
of periods beside the line defects are linear in the semi-logarithmic plots.
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Level Set Method in EIT Image Reconstructions
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Abstract— In present there are a lot of different numerical methods, ways and approaches
to obtain the stable and effective image reconstruction process, which can be used for efficient
applications in physical and biological sciences. Electrical Impedance Tomography (EIT) belongs
to methods which are very beneficial, especially in a medical imaging. This method is non-invasive
technique and can be used very effectively for good detection of conductivity tissue changes.
Unfortunately the back image reconstruction based on electrical impedance tomography is highly
ill-posed inverse problem and it is necessary to find such techniques which offer stable, accurate
and not too much time-consuming reconstruction process. This paper proposes new possibilities
to improve the stability and the accuracy of today image reconstructions including the level set
method.

1. INTRODUCTION

At the present time the image reconstruction problem is a widely investigated problem with many
applications in physical and biological sciences. The Electrical Impedance Tomography can be
used for reconstruction process. The theoretical background of EIT is given in [1]. The currents
are applied through the electrodes attached to the surface of the object and the resulting voltages
are measured using the same or additional electrodes. An arrangement of EIT system is shown in
Fig. 1(left).

Finally the internal impedivity distribution is recalculated from the measured voltages and cur-
rents. The forward problem is well-posed, but the inverse problem is highly ill-posed. Various
numerical techniques with different advantages have been developed to solve this problem. The
common aim is to reconstruct the impedivity distribution in two or three dimensional models as ac-
curately and fast as possible. Usually a set of voltage measurements is acquired from the boundaries
of the determined volume, whilst it is subjected to a sequence of low-frequency current patterns,
which are preferred to direct current ones to avoid polarization effects. Since the frequency of the
injected current is sufficiently low, usually in the range of 10–100 kHz, EIT can be treated as a
quasi-static problem. So we only consider the conductivity σ inside investigated object for simplic-
ity. The scalar potential U can be therefore introduced, and so the resulting field is conservative
and the continuity equation for the volume current density can be expressed by the potential U

∇ · (σ ∇U) = 0 (1)

Equation (1) together with the modified complete electrode model equations [2] are discretized
by the finite element method (FEM) in the usual way. Using FEM we calculate approximate
values of electrode voltages for the approximate element conductivity vector σ(NE ), NE is the
number of finite elements. Furthermore, we assume the constant approximation of a conductivity
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Figure 1: The arrangement of EIT system (left) and 2D model for simulation (right).
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distribution σ on the finite element region. The forward EIT calculation yields an estimation of the
electric potential field in the interior of the volume under certain Neumann and Dirichlet boundary
conditions.

2. METHODS FOR SOLUTION OF INVERSE PROBLEM

The image reconstruction of EIT is an inverse problem, which is often presented as minimizing the
suitable objective function Ψ(σ) relative to σ. To minimize the objective function Ψ(σ) we can
use a deterministic approach based on the Least Squares method. Due to the ill-posed nature of
the problem, regularization has to be used. First the standard Tikhonov Regularization method
(TRM) described in [3] was used to solve this inverse EIT problem

min
σ

Ψ(σ) = min
σ

[
1
2

∑
‖UM − UFEM(σ)‖2 + α ‖Lσ‖2

]
(2)

Here σ is the volume conductivity distribution vector in the object, UM is the vector of measured
voltages on the boundary, and UFEM(σ) is the vector of computed peripheral voltages relatively to σ,
which can be obtained using FEM, α is a regularization parameter and L is a regularization matrix.
For the solution of (2) we can apply the Newton-Raphson method and after the linearization we
used the iteration procedure

σi+1 = σi +
(
JT

i Ji + αLT L
)−1 (

JT
i (UM − UFEM(σi))− αLT Lσi

)
(3)

Here i is the i-th iteration and J is the Jacobian for forward operator UFEM. Unfortunately the
iterative procedure is likely to be trapped in local minima and therefore a sophisticated algorithm
must be taken into account to obtain the stable solution. It is necessary to mention that the
stability of the TRM algorithm is also sensitive to the setting of correct starting values of unknown
conductivity.

In recent years it is very common to identify regions with different image or material properties
using the Level Set method (LSM) [4–7]. The level set idea is known to be a powerful tool to model
evolution of interfaces and also has been used successfully to the inverse problem solution. Assuming
known conductivity values the unknown conductivity interface can be solved by two methods. In
the first method one can use values of Neumann data. The second method is used to obtain
solution results in a thin layer along the boundary of an investigated region. The LSM has been
also applied to solve elliptic inverse problem, where the unknown discontinuous coefficient has to
be solved without the knowledge of both the values of the coefficient and interface between the
regions having different coefficient values. By using results of solution or gradients of these results
of the forward problem in the region, the coefficient can be accurately identified by utilizing LSM.
In following we will consider the case where the conductivity is a piecewise constant function with
possibility that conductivity values are unknown. The distribution of unknown conductivity σ can
be described in terms of the level set function F depending on the position of the point r with
respect to the boundary Γ between regions with different values of σ

σ(r) =
{

σint {r : F (r) < 0}
σexp {r : F (r) > 0} , Γ = {r : F (r) = 0} (4)

Then the final conductivity distribution σ(r) is the steady state of the following time-dependent
Hamilton-Jacobi equation

∂σ

∂t
+ F |gradσ| = 0 , t →∞ (5)

If the LSM is included smartly to the reconstruction algorithm we can obtain the very good tool
for stable and accurate image reconstruction. To improve the stability and the accuracy of EIT
image reconstructions new algorithm was created. This algorithm is based on both of mentioned
methods TRM and LSM. During iteration process based on minimizing objective function Ψ(σ)
the boundary Γ is searched in accordance with request that the σ(r) minimizes the Ψ(σ), too.
We suppose that the unknown conductivity distribution is given by a piecewise constant function
σ(NE ).
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3. EXAMPLES AND RESULTS

In this part we restrict a range of tasks to the objects with biological tissues only. The basic model
of the simple 2D arrangement of the original conductivity distribution you can see in Fig. 1 (right).
The conductivity of the homogenous region representing tissue is 0.333 S/m, the conductivity of
the region representing heart (brown color) is 0.1 S/m and finally the conductivity of two regions
representing lungs (dark blue color) is 0.667 S/m. The total number of FEM mesh elements is
NE = 300. We assume that inside left region of lungs a subregion with different conductivity is
located.

The aim is to find the location and correct values of conductivity inside this subregion. Two
following examples demonstrate the results which we can obtain when we use suitable combination
both of above mentioned methods. New algorithm for 2D model has been written in MATLAB
7.0.4.

During the reconstruction process the TRM was used to identify the locations and to specify
exactly the conductivity values of non-homogenous regions. In the case of an unexpected finishing
of iteration process caused by non-stability the LSM was applied to specify the locations of these
regions. Finally, the TRM was applied again to specify the conductivity values, but only inside
limited regions with non-homogeneity.

The results which can illustrate the reconstruction process are shown in Fig. 2 and Fig. 3.
In Fig. 2, on the left you can see original conductivity distribution; subregion (with white line
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Figure 2: An original σ distribution (left), results after using TRM (right).
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Figure 3: Reconstruction results after using LSM (left) and after the second using TRM.
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Figure 4: An original σ distribution (left), results after using TRM (right).
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Figure 5: Reconstruction results after using LSM (left) and after the second using TRM (right).

boundary) has conductivity 80% of lungs conductivity. In the same figure on the right you can see
result after first applying of TRM.

The results after using LSM are shown in Fig. 3 on the left. In Fig. 3, on the right you can see
the final reconstruction result. The results of similar example are shown in Fig. 4 and Fig. 5. The
unknown subregion is smaller in this case.

4. CONCLUSIONS

In this paper, a new practical approach to the reconstruction of non-homogeneities using EIT has
been presented. Many numerical experiments performed during the above described research have
resulted in the conclusion that the application of the TRM and LSM reconstruction algorithm has
significant advantages over the TRM approach. We mostly obtain good accuracy using the TRM
but there is often an unstable reconstruction process. We have introduced a level set approach for
the elliptic inverse problem. In the paper the idea of new algorithm of the EIT image reconstruc-
tion is described, which combines advantages of the level set method and Tikhonov regularization
method. This new way of an optimization process was used for the acquirement of more accurate
reconstruction results in the specific cases. The new approach was tested on different shapes and
sizes of non-homogenous subregions. Based on appreciable number of realized numerical tests we
can summarize that the proposed algorithm ensures very good stability and very often the highest
accuracy of reconstruction process in comparison with the algorithm which is based on the TRM
only.
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Abstract— There are described positive and negative properties of weighty recent numerical
techniques for a solution of electrical impedance tomography (EIT) inverse problem and their
influences to the quality of image reconstruction. There are two different types of EIT image
reconstructions, static and dynamic EIT. In static EIT, only the absolute conductivity in each
element is computed and a picture of the internal organs of different conductivity is imaged. In
dynamic EIT, temporal variations in conductivity are computed. Both types can be very useful
especially in medical applications. The aim of this paper is to propose and realize a new algorithm
for a successful detection of conductivity changes in biologic tissues. It is desirable to obtain high-
quality reconstruction process because the medical imaging is a non-invasive and very helpful
technique for a detection of pulmonary emboli, non-invasive monitoring of a heart function and a
blood flow, or for the breast cancer detection. To obtain the stable reconstruction process for an
effective detection of conductivity changes in biologic tissue we created a new algorithm based on
Tikhonov regularization method (TMR) and level set method (LSM). An image reconstruction
of EIT is an inverse problem. Solution is very dependent on initial parameters. There are tested
two parameters in this article, parameter of regularization α and starting value of conductivity.
The results are presented for tested parameters, theirs effect to reconstruction quality and speed
of solution.

1. INTRODUCTION

The electrical impedance tomography (EIT) is a widely investigated problem with many applica-
tions in physical and biological sciences. Geophysical imaging is used for searching underground
conducting fluid plumes near the surface and obtaining information about rock porosity or fracture
formation. Another application of EIT is for example in non-destructive testing and identifica-
tion of material defects like cracks or identification of corrosion in production materials. Medical
imaging can be used primarily for the detection of pulmonary emboli, non-invasive monitoring of
heart function and blood flow, and for breast cancer detection. The theoretical background of EIT
is given in [1]. The principle of EIT is based on the back image reconstruction, which is highly
ill-posed inverse problem. The aim is to reconstruct, as accurately and fast as possible, the internal
conductivity or permittivity distributions in two or three dimensional models. The optimization
necessitates algorithm that impose regularization and some prior information constraint.

2. BASIC PRINCILE OF USED METHODS

Let suppose an arrangement for EIT back reconstruction due to Fig. 1 (left). Further we will
consider only the conductivity σ for simplicity. The scalar potential U can be therefore introduced,
and so the resulting field is conservative and the continuity equation for the current density can be
expressed by the potential U

div(σgradU) = 0. (1)

Equation (1) together with the modified complete electrode model equations are discretized by
the finite element method (FEM) in the usual way. Using the FEM we calculate approximate
values of electrode voltages for the approximate element conductivity vector σ (NE×1), NE is the
number of finite elements, see Fig. 1 (right). Furthermore, we assume the constant approximation
of the conductivity σ on each of all elements. The forward EIT calculation yields an estimation
of the electric potential field in the interior of the volume under certain Neumann and Dirichlet
boundary conditions. The FEM in two or three dimensions is exploited for the forward problem
with current sources. Image reconstruction of EIT is an inverse problem, which is usually presented
as minimizing the suitable objective function Ψ(σ) relative to σ.

To minimize the objective function Ψ(σ) we can use a deterministic approach based on the
Least Squares method. Due to the ill-posed nature of the problem, regularization has to be used.
It is possible to use the standard Tikhonov regularization method (TRM) described in [2] to solve
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Figure 1: An arrangement for conductivity reconstruction, FEM grid with 300 elements and 167 nodes.

this inverse EIT problem. Then we have to minimize the objective function Ψ(σ). Minimalizace
objective function objective function Ψ(σ) describe equation

Ψ(σ) =
1
2

∑
‖UM − UFEM (σ)‖2 + α ‖Lσ‖2 (2)

here σ is the unknown conductivity distribution vector in the object, UM is the vector of measured
voltages on the object boundary, UFEM (σ) is the vector of computed peripheral voltages in respect
to σ which can be obtained using the FEM, α is a regularization parameter and L is a regularization
matrix connecting adjacent elements of the different conductivities.

To obtain the solution of (2) we applied the Newton-Raphson method. This iterative procedure
is commonly used in the EIT inverse problem for its fast convergence and good reconstruction
quality. However, it is likely to be trapped in local minima and so additional regularization must
be taken into account to obtain the stable solution. The stability of the TRM algorithm is a
bit sensitive to the setting of the starting value of conductivity and to an optimal choice of the
parameter α provides balance between the accuracy and the stability of the solution. The value
of the parameter α can be adaptively changed during this iteration process. In this way we can
obtain the stable solution with required higher accuracy of the reconstruction results. TRM is used
to find regions with different conductivities and theirs near surroundings.

The level set method was applied to identifying of the location of the regions with different
conductivities. Level set method is used to identify regions with different image or material prop-
erties [3–6]. The Level set method (LS) [3–5] is based on the deforming of a function φ. Then the
border of object is given by the zero level of function φ. The evolution equation of the level set
function φ in general form, described in [6] is

∂φ

∂t
+ F |gradφ| = 0 (3)

here φ is level set function, F is speed function and t is time step.
The distribution of unknown conductivity can be described in terms of level set function F

depending on the position of the point r with respect to the boundary D between regions with
different values of conductivity. During the iteration process based on minimizing objective function
Ψ(σ) the boundary D is searched in accordance with the request that the σ(r) minimize the Ψ(σ)

σ (r) =
{

σint {r : F (r) < 0}
σext {r : F (r) > 0} D = {r : F (r) = 0} (4)

To improve the stability and the accuracy of EIT image reconstructions we created a new algo-
rithm based on both of mentioned methods TRM and level set. During iteration process based on
minimizing objective function Ψ(σ) the boundary D is searched in accordance with request that
the σ(r) minimize the Ψ(σ), too.
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3. DESCRIPTION OF TASK

Model for the parameters testing (regularization parameter α and starting value of conductivity) is
consist of homogenous region. There is defined an area with different conductivity (non-homogenous
area) in this region. The parameters were tested on two models. There is one non-homogenous
region in the first model Fig. 2 (left) and two non-homogenous regions in the second model Fig. 2
(right). Values of conductivity were defined in relation to usage in biomedicine. Value of homoge-
nous region conductivity is 0.333 S/m (tissue) and value of non-homogenous region conductivity is
0.666 S/m (heart). There were found the final conductivity values identical as original ones Fig. 2.
Objective function value and iterations count was monitored in testing process. These values were
monitored before use of LSM when TRM found non-homogenous regions and theirs near surround-
ings (in tables marked region). There were also monitored the mentioned parameters after use of
LSM when TRM was used for finding of final conductivity value (in tables marked value). The both
models were tested with parameter α in the range 10−10 to 100. Parameter α was changed during
reconstruction process by 0.7. Starting conductivity value was set to 0.5 S/m (average value of the
both tissue conductivities). The results of testing are in Table 1. When the parameter α is smaller
then 10−10 the iterative solution is not stable. The both models were tested with starting conduc-
tivity and parameter alpha 10−7. The models were tested for eight conductivities. Conductivity
values were set to maximum of original conductivity 0.666 S/m, minimum of original conductivity
0.333 S/m, 150% of maximal original conductivity 1 S/m, 50% of minimal original conductivity
0.166 S/m, minimal value for stable solution 0.002 S/m, randomly set values to individual elements
at interval < 0.333; 0.666 > S/m and at interval < 0.166; 1 >S/m. The results are in Table 2.

Figure 2: Original and found conductivity values.

Figure 3: Found regions by TRM.
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Table 1: Parameter α dependence.

one non-homogenous area two non-homogenous areas

iterations Ψ(σ) iterations Ψ(σ)

α region value sum region value region value sum region value

1·100 284 71 355 4.081·10−8 5.645·10−23 475 186 661 9.297·10−8 1.246·10−22

10−1 211 83 294 4.698·10−8 1.259·10−23 332 187 519 8.919·10−8 4.824·10−23

10−2 139 82 221 4.175·10−8 3.194·10−23 172 196 368 8.326·10−8 6.696·10−23

10−3 75 85 160 4.808·10−8 1.637·10−23 102 177 279 9.043·10−8 1.944·10−22

10−4 46 83 129 4.271·10−8 2.137·10−23 79 64 143 2.191·10−9 9.684·10−23

10−5 23 84 107 4.921·10−8 7.479·10−23 52 65 117 2.507·10−9 9.385·10−23

10−6 7 79 86 2.729·10−8 5.120·10−24 36 70 106 2.143·10−9 4.711·10−23

10−7 9 66 75 1.102·10−8 4.341·10−23 42 55 97 4.730·10−9 6.809·10−23

10−8 8 52 60 1.618·10−10 7.401·10−23 19 70 89 5.060·10−9 4.127·10−23

10−9 9 50 59 4.838·10−12 2.934·10−22 25 82 107 4.161·10−9 2.049·10−23

10−10 8 62 70 1.432·10−10 6.349·10−23 18 84 102 2.927·10−12 2.203·10−22

Table 2: Starting conductivity value dependence.

one non-homogenous area two non-homogenous areas

iterations Ψ(σ) iterations Ψ(σ)

σ [S/m] region value sum region value region value sum region value

0.333 9 54 63 1.196·10−8 9.546·10−23 39 62 101 2.436·10−9 3.775·10−23

0.666 12 64 76 1.425·10−8 5.971·10−23 38 65 103 2.436·10−9 6.511·10−23

0.5 9 66 75 1.102·10−8 4.341·10−23 42 55 97 4.730·10−9 6.809·10−23

1.0 9 60 69 1.102·10−8 3.627·10−23 40 57 97 2.463·10−9 1,280·10−22

0.1666 8 59 67 1.199·10−8 7.564·10−23 40 57 97 2.436·10−9 1.737·10−22

0.002 13 63 76 1.425·10−8 3.600·10−23 43 57 100 2.437·10−9 3.140·10−23

Rand

(0.33–0.66)
12 56 68 1.425·10−8 8.087·10−23 41 53 94 2.436·10−9 3.317·10−22

Rand

(0.166–1)
13 61 74 1.177·10−8 2.531·10−23 43 61 104 2.436·10−9 1.129·10−22

4. CONCLUSIONS

The effects of parameter α to iterations count and Ψ(σ) value are in Table 1 for both models. We
can see that optimal parameter α values are at interval < 10−8; 10−4 >. Solution could by instable
for smaller values. Solution is not stable for parameter α smaller than 10−10 for both models.
Iterations count is increasing very fast for parameter α greater than 10−4. Iterations count is
dependent on non-homogenous regions location. Final size of objective function Ψ(σ) isn’t depend
on parameter α. It depends on non-homogenous regions location.

The effects of starting conductivity to iterations count and Ψ(σ) value are in Table 2 for both
models. If starting conductivity value was used at interval < 0.002; 1 > the solution is always stable.
Iterations count was independent on starting conductivity value. Final size of objective function
Ψ(σ) isn’t depend on starting conductivity value. The Non-homogenous regions were started to
be recognizing by TRM after 5–15 iterations for randomly distribution of starting conductivity on
elements. It’s identical with constant conductivity. It’s proper to use the starting conductivity near
an original value.
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Abstract— This paper deals with methods for monitoring of development of diseases with
using the nuclear magnetic resonance. The paper compares the methods for monitoring the
qualitative and quantitative parameters in the NMR images. The main goal is usually comparing
the observed images of the human tissues in the time. There are the surfaces, volumes and
their changes in the time most often monitored. The typical examples of these objects are
several tumors, tubers, polypus or discs of temporomandibular joint. The goal of these methods
comparison will be selection of suitable method for monitoring of development of treatment of
diseases in the human stomach with using the modern nuclear magnetic resonance tomograph
and other approaches. The paper is made as research material for the future work.

1. INTRODUCTION

The advantages of the nuclear magnetic resonance were described in many publications. It is
approach to acquisition of spatial data of soft tissues, most often of human organs. The main
advantage is absolutely the fact of unproved negative effects of the electromagnetic radiation to
human organism subject to prescribed hygienic regulations. The observed images of sensed object
can be used for three-dimensional model creation after the application of suitable preprocessing
methods. The reconstructed object after that can be useful for example to the better diagnosis
in medical sciences, for quantitative or qualitative description of tissues, tumors etc. We can find
several evaluations of tissues volumes in many cases. It can be useful for monitoring of used
treatment efficiency. The typical example can be a tumor volume reduction etc. This article
describes recently published approaches and methods used in medical applications as initial research
for forthcoming project witch deals with monitoring of treatment of human stomach efficiency.

2. THE RESEARCH OF RECENTLY PUBLISHED APPROACHES

The common of all published application is a segmentation of MR images. The accuracy of results
of tissue volume evaluation is very dependent on the results of segmentation. There are used
several approaches of segmentation from simple thresholding to region growing or active contours
(snakes). According to publication research it’s clear, that the combination of two-dimensional MR
segmentation of tissue slices and following evaluation of volume by number and thickness of slices
is the most popular. In many cases we can find a manual tracing of the searched area and following
volume evaluation.

2.1. Bone Tumor Segmentation, Neural Networks Classification [1]
Monitoring viable tumor bone area over time is important in the ongoing assessment of the effect
of preoperative chemotherapy [1]. In this application, the feed-forward neural network is proposed
to classify pixels into viable, non-viable, and healthy tissue. The processing consists of two steps.
First, a pharmacokinetic model is used to summarize the temporal information in the perfusion
sequence into three main parameters. These parametric images are used to derive multi-scale
features, they encode the spatial information not present in the original parametric images.

Figure 1: Segmentation results. Left, pre-contrast images; center, histological mask; right, neural network
classification, [1].
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2.2. Estimation of Tumor Volume with Fuzzy-connectedness Segmentation [2]
Reproducible measurements of brain tumor volume are helpful in evaluating the response to therapy
and the need for changing treatment plans. In this paper [2] there is used an adaptation of the
fuzzy-connectedness segmentation to measure tumor volume. Segmentation was performed on axial
and coronal gadolinium-enhanced and axial fluid-attenuated inversion recovery (FLAIR) images by
using a fuzzy-connectedness algorithm, and tumor volumes were generated. Operator interaction
was limited to selecting representative seed points within the tumor and, if necessary, editing the
segmented image to include or exclude improperly classified regions.

(a) (b)

Figure 2: Images illustrate step 2: Segmentationof FLAIR images. (a), Placement of rectangular VOI
around the area of presumed tumor and edema (FLAIR volume) on axial FLAIR images designated IF. (b),
Delineated FLAIR volume displayed as agreenoverlay obtained after the deposition of seed points in the
VOI [2].

2.3. Manual/Semiautomatic Tracing of Hippocampus [3]
There is some evidence that atrophy of certain medial temporal lobe structures may be present at
early stages of cognitive decline, before dementia occurs [3]. There is a presentation of manual/semi-
automated tracing method for segmentation of hippocampus of normal and demented subjects.

Figure 3: Hippocampus, entorhinal cortex, and temporal lobe were traced using strict anatomical boundaries.
Left, normal; right demented [3].

2.4. Comparison of Tumor Volume Measurement in Subcutaneous Mouse XENOGRAFTS [4]
In animal studies tumor size is used to assess responses to anticancer therapy. Current standard
for volumetric measurement of xenografted tumors is by external caliper, a method often affected
by error. The aim of the present study [4] was to evaluate if microCT gives more accurate and
reproducible measures of tumor size in mice compared with caliper measurements. Furthermore,
they evaluated the accuracy of tumor volume determined from 18Ffluorodeoxyglucose (18F-FDG)
PET. The tumor volume is there evaluated by the greatest longitudinal diameter (length) and the
greatest transverse diameter (width), Tumor volume = 1/2(length × width2).

(a) (b)

Figure 4: (a) PET and (b) microCT image of mouse with subcutaneous tumor [4].
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2.5. MR Volumety of Cortices [5]
The occurrence of damage in the entorhinal, perirhinal, and temporopolar cortices in unilateral
drug-refractory temporal lobe epilepsy (TLE) was investigated with quantitative MR imaging.
There was used an approach that consists of 4 steps. The images were magnified, interpolated,
the outlines of each area were traced manually by a trackball-driven cursor and the volumes were
evaluated by multiplying the areas by 2mm thickness of slices [5].

Figure 5: The example of manual tracing of coronal MR images [5].

3. CONCLUSION

This article shows possibilities of usage of image processing methods in quantitative parameters
evaluation of scanned object by tomography methods. These methods are often used for assessment
monitoring using volumetry – measuring of tumor volumes in the (human) tissues. This article is
taken as initial study of methods and use of these image processing methods for the future work,
which deals with an evaluation of treatment efficiency of the human stomach diseases.
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Abstract— The combination of light and chemicals to treat skin diseases is widely practiced in
the field of dermatology, and has led to the concept of photodynamic therapy in recent years. In
PDT for skin cancer, 5-aminolevulinic acid is applied topically to the affected area to be absorbed
percutaneously through passive diffusion, and typically requires 4–6 h before performing PDT. In
this study, we attempted to reduce the absorption period in PDT by ionizing ALA using direct
current pulsed iontophoresis and Bowen’s disease. In all subjects, protoporphyrin IX production
was confirmed after iontophoresis, and its production levels were comparable to the conventional
occlusive dressing technique. Skin biopsies from the treated lesion showed the disappearance of
tumour cells.

1. INTRODUCTION

In recent years, the application of optical technology to clinical medicine has been thriving. Many
apparati applying optical technology have been developed and are widely used in clinical settings;
e.g., lasers have produced revolutionary results in surgery, most cases of chemical tests on specimens
have been conducted using optical techniques, and automated assays have been developed, resulting
in tremendous advances in patient diagnostics and medical examinations. Furthermore, a non-
invasive treatment method has been recently developed, in which certain drugs given to the body
are activated by light to exert their effects, and the therapeutic effects of this modality have drawn
close attention. The modality is referred to as photodynamic therapy, and is based on the combined
use of photosensitizers and photoradiation. That method administers a photosensitizer with affinity
for the tumor cells, followed by light irradiation which results in the selective disruption of only the
tumor cells in the body. Since photodynamic therapy (PDT) is less invasive than surgical therapy,
it can be used in patients with serious complications and also in elderly patients, and it is being
increasingly applied in many clinical fields, especially dermatology [1]. In the field of dermatology,
it is widely recognized that PDT, in which an excitation light is applied to externally applied
5-aminolevulinic acid (5-ALA), a porphyrin precursor, is effective for the treatment of superficial
malignant tumors of the skin. However, since the percutaneous absorption of photosensitizers
is extremely low, treatment using these substances requires a long time, making it difficult to
establish this method as a standard treatment modality and to apply it on an outpatient basis. In
this study, PDT was optimized by introducing the photosensitizer into the skin within a short time
by iontophoresis, which involves the application of a microelectric current to the skin to increase
the percutaneous absorption of ionic drugs. The results of this study confirm that iontophoresis
indeed enhances the percutaneous absorption of the photosensitizer within a short time, which
dramatically reduces the time required for treatment. The findings of this study are reported
herein. Since 5-ALA has an extremely low percutaneous absorbency, there are several methods to
improve its absorption such as liposomal 5-ALA, and iontophoresis may dramatically enhance its
absorption [2–4].

2. MECHANISMS OF PHOTODYNAMIC THERAPY

Photodynamic therapy is a new treatment for a wide variety of malignancies and pre-malignant dys-
plasias, as well as some non-cancer indications. Therapeutic response to PDT is achieved through
the activation of a non-toxic photosensitizer lacated within the neoplastic tissue, using visible light
tuned to the appropriate absorption band of the photosensitiser molecule (Table 1). This produces
cytotoxic species such as singlet oxygen, which result in local photo-oxidation, cell death and de-
struction of the tumour. Compared with conventional treatments, such as chemotherapy, surgery
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Table 1: Photosensitizer absorption spectra.

Photosensitizer Wavelength(nm)
Hematoporphyrin derivative (HpD) 630

5-aminolevulinic acid (5-ALA) 410, 505, 540, 580, 635
Tin etiopurpurin (SnET2) 447, 660

N-aspartyl-chlorin e6 (NPe6) 664
Chloroaluminium phthalocyanine (A`PcS) 675

Benzoporphyrin derivative-monoacid ring A (BPD-MA) 456, 690
Lutetium texapyrin (Lu-Tex) 732

Type I

Singlet
State

Fluorescence

Absorption

Light

Photosensitiser
Ground State

Tissue

Triplet
State

Photo
Bleaching

Tissue O2

Type II

Photochemical
Cytotoxicity

Figure 1: Mechanism of Photodynamic therapy.

or radiotherapy, PDT is relatively benign procedure, which produces good results from both a
cosmetic and functional standpoint. Moreover, because it is generally well tolerated and can be
repeated, PDT does not limit future treatment options. A simple diagram of PDT events is shown
in Fig. 1.

The photosensitizer excited by light induces two types of reactions: A type-I reaction, which is
the electron transport process and a type-II reaction which is the energy transport process. The
free radicals produced by the type-I reaction react with dissolved oxygen in the tissues to produce
various oxidized substances, which elicits a free-radical chain reaction. In the type-II reaction, the
photosensitizer in the target cells is changed to the excited singlet state by the light energy. At
that time, part of the substance returns to the ground state while emitting fluorescence, while the
majority of the substance is changed to the triplet state. The triplet state returns partly to the
ground state while emitting phosphorescence, however, the remaining converts energy to dissolved
oxygen in the target tissues. The oxygen supplied with energy is excited and changes to singlet
oxygen, which causes degenerative necrosis of the target cells. The therapeutic effect of PDT is
mainly the result of the type-II reaction, but the effect varies with the type of photosensitizer used.

One of the most problematic aspects of PDT using HpD is that these agents exhibit a relatively
slow rate of clearance from the skin. Consequently, patients receiving either drug systemically
are rendered photosensitive and must remain out of sunlight or strong artificial light for 6 to
10weeks after treatment to avoid severe sunburn. This problem seriously reduces the acceptability
of this form of therapy, especially when other treatments are available and when the aim of the
therapy is palliation rather than cure. This is achieved by the administration of 5-aminolaevulinic
acid (5-ALA), the first precursor of haem after the feedback control point. Because the resulting
accumulation of PpIX is relatively short-lived, any skin photosensitivity which may occur is resolved
by 24 hours point treatment. An attractive and proven PDT procedure for treating superficial is
the topical application of the haem precursor in the form of a cream emulsion 4–6 hours prior to
light treatment. ALA applied topically passes rapidly through abnormal epidermis, or normal skin
tripped of 15µm thick stratum corneum layer and, bypassing the feedback inhibition, is converted
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within the mitochondria to Protoporphyrin IX (PpIX). The fluorescent and photodynamically
active substance Protoporphyrin IX is synthesized via the haem cycle in cells exposed to ALA.
Once the sensitizer has been taken up by the cells in the target tissue, they are activated by a
precise wavelength of non-thermal light. The sensitizer molecules become excited and in turn excite
tissue oxygen to a highly toxic, but short lived singlet oxygen species. The singlet oxygen attacks
the cellular membrane resulting in phototoxic damage and cell death. Toxicity occurs either as a
result of direct cell kill or by attacking the endothelial layer of blood vessels thus causing vascular
shutdown which starves all tissue downstream of nutrients. The body then naturally removes the
dead tissue leaving the wound to heal uniquely via tissue regeneration as opposed to the normal
fibrotic scarring.

3. IONTOPHORESIS MECHANISM AND DEVICES

Trans-dermal administration of drug is assuming an important place in modern drug therapy. It is
used for non-ionized drugs required in a small dosage. Transdermal administration can be passive or
facilitated. In passive administration, the non-ionized drug traverses the skin through the stratum
corneum. The skin, being a semi-permeable membrane, allows only a small amount of any drug
molecule to passively penetrate the skin. Ionized drugs do not easily penetrate this barrier and
are not suitable for routine trans-dermal delivery unless an external source of energy is provided
to drive the drug across the skin. Facilitated diffusion can utilize either phonophoresis or electrical
(iontophoresis) energy. Iontophoresis increases the penetration of electrically charged drugs into
surface tissues by the application of an electric current. Electrical energy assists the movement of
ions across the stratum corneum according to the basic electrical principle of “like charges repel
each other and opposite charges attract”. The drug is applied under an electrode of the same charge
as the drug, and a return electrode opposite in charge to the drug is placed at a neutral site on the
body surface. The operator then selects a current below the level of the patient’s pain threshold and
allows it to flow for an appropriate length of time. The electrical current significantly increases the
penetration of the drug into surface tissues by repulsion of like charges and attraction of opposite
charges. The two classically considered prerequisites for iontophoretic treatment are that the drug
must be charged (or modified to carry a charge) and that the disease process must be at or near a
body surface. A typical iontophoresis device consists of direct current pulsed type delivery system
and electrodes. Wires are then connected between the unit and the active and passive electrodes,
and the unit set for current and time. In the iontophoresis process, the current, beginning at
the device, is transferred from the electrode through the ionized drug solution as ionic flow. The
drug ions are moved to the skin where the repulsion continues moving the drug through the trans-
appendageal structures and stratum corneum interstices via the aqueous pores. The larger the
electrode surface, the greater the current the device must supply to provide a current density for
moving the drug. Iontophoresis enhances transdermal drug delivery by three mechanisms: (a) Ion-
electric field interaction provides an additional force that drives ions through the skin, (b) the flow of
electric current increases the permeability of the skin, and (c) electro-osmosis produces bulk motion
of solvent that carries ions or neutral species with the solvent stream. Electroosmotic flow occurs
in a variety of membranes and is in the same direction as the flow of counter-ions. It may assist or
hinder drug transport. Since human skin is negatively charged above pH 4, counter ions are positive
ions and electro-osmotic flow occurs from anode to cathode. Thus, anodic delivery is assisted by
electro-osmosis but cathodic delivery is retarded. Because of the electro-osmotic flow, transdermal
delivery of a large anion (negatively charged protein) from the anode compartment is more effective
than that from the cathode compartment. The drug reservoir consists of a gauze/cloth or gel pad to
which the solution is applied or the solution is injected through a port into the reservoir electrode
combination. Wires are connected between the microprocessor unit and the active and passive
electrodes.

4. SUBJECTS AND EXPERIMENTAL METHODS

Five patients who were diagnosed with actinic keratosis (two men and three women in ages ranging
from 49 to 94 years, with an average of 79.6 years) and Bowen’s disease at the outpatient clinic of
the Department of Dermatology, Aichi Medical University, attended this study. Informed consent
was obtained from all patients following a full written and oral explanation.

Iontophoresis used in the present study (TransDermaionto System, Atom Giken Co., Ltd., Kana-
gawa, Japan) was a direct-current pulsed type [5]. For iontophoresis, 20% ALA was dissolved in
distilled water, and then current was adjusted based on the area of the functional electrode between
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(a) (b)

Figure 2: (a) Iontophoretic delivery devices, (b) drug is placed on the skin under the active electrode, with
the indifferent electrode positioned elsewhere on the body.

Before After Before After

(a) (b)

Figure 3: Clinical appearance before PDT and clinical appearance 3 weeks after PDT, (a) Actinic keratosis
and (b)Bowens disease.

0.25 and 0.50 mA/cm2. In all subjects, the pulse wave was set at 50 kHz, and ALA was applied to
lesion for 10min. The principal of iontophoresis is shown in Fig. 2. After application, the affected
area was washed using distilled water and was shielded from light. One hour after ALA application,
a fluorescent spectrometer was used to measure protoporphyrin IX (PpIX) photosensizatizer pro-
duction. PDT was performed by excimer dye laser and emits 630 nm with pulsed light irradiation
at 50 J/cm2 per session. PDT was repeated three times, weekly (total dose: 150 J/cm2). One week
after the last PDT, a skin biopsy was performed in order to assess the therapeutic effects.

5. RESULTS AND DISCUSSION

In topical 5-ALA-PDT, sufficient PpIX accumulation in tumour cells by 5-ALA diffusion is neces-
sary. With regard to the length of the topical ALA application tome, the British guidelines [6] for
topical PDT recommend 4–6 hours, but it has been clarified that because of superior permeability,
sufficient effects can be obtaind in about 3 hour with methyl 5-ALA. To reduce these procedures,
application of 5-ALA using iontophoresis has been studied. Figure 3 shows an example of the
therapeutic effect. In this study, only 10 minutes of application of 5-ALA and a 1 hour follow-up
showed the PpIx positive reaction within the target.

With iontophoresis, it took one hour for the entire treatment, ranging from the delivery of 5-ALA
to the end of the treatment. Thus, the time needed for treatment can be drastically shortened with
iontophoresis. Table 2 summarizes the clinical features of patients. When compared with previous
studies, our direct-current pulsed iontophoresis had a higher charge because the concentration
of ALA was higher at 20% solution. With the equipment used in the present study, the pulse
mode makes it possible to avoid the functional electrode depolarization associated with direct
current iontophoresis, and ALA can be efficiently applied. In our study, there were no marked
differences in the average PpIX production between 1 h after iontophoresis and > 4 h after occlusive
dressing technique. We think that ALA was apparently able to penetrate tumour cells faster with
direct-current pulsed iontophoresis when compared with percutaneous absorption based on passive
diffusion. Rapid ALA diffusion into cells also quickly depleted the rate-limiting enzyme, thus
accumulating PpIX inside tumour cells.The pain varies with the sites and the sizes of lesions and
also the light source, but it is thought that the pain can mainly be attributed to the tissue damage
caused by the thermal radiation accompanying the photoradiation and by the stimulation of nerve
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Table 2: Summary of the comparison of iontophoretic PDT and external PDT.

Iontophoretic PDT External PDT
Time from ALA

to cure
1 hour 4 ∼ 6 hours

Quantity PpIX
AK 2.88 (n = 5) AK 5.54 (n = 39)
BD 15.34 (n = 2) BD 6.68 (n = 28)

fibers by 5-ALA. Local anesthesia may need to be considered in some patients. From such a
viewpoint, the delivery of 5-ALA within a short time by iontophoresis is useful, also in terms of
shortening the treatment time.

6. CONCLUSION

Along with the increase in the number of elderly patients, the number of patients with superfi-
cial malignant tumors of the skin also seems to be on the increase. Under this circumstance, the
need for the non-invasive modality of PDT is also increased. Since 5-ALA, a photosensitizer with
high tumor affinity, is hardly absorbed percutaneously under normal circumstances, the effect of
iontophoresis in enhancing the absorption within a short period of time is useful from the view-
point of improving the quality of the PDT. In conclusion, our date suggested that when compared
with conventional occlusive dressing technique, PDT could be performed much more rapidly with
iontophoresis, resulting in lower a patient burden.
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Abstract— Transdermal drug delivery offers a non-invasive route of drug administration, al-
though its applications are limited by low skin permeability. Various enhancers including ion-
tophoresis, chemicals, ultrasound, and electroporation have been shown to enhance transdermal
drug transport. Iontophoresis is the process of increasing the penetration of drugs into the skin
by application of an electric current. The drug is applied under an electrode of the same charge
as the drug, and a return electrode opposite in charge to the drug is placed at a neutral site
on the body surface. Electrical energy assists the movement of ions across the skin using the
principle “like charges repel each other and opposite charges attract”. In this article, we discuss
the iontophoresis and electroporation on the stratum corneum of the skin and its application for
dermatological conditions.

1. INTRODUCTION

Transdermal drug delivery offers several advantages over traditional drug delivery systems such as
oral delivery and injection including elimination of first pass metabolism, minimization of pain,
and possible sustained release of drugs. However, transdermal transport of molecules is slow due
to low permeability of stratum corneum, the uppermost layer of the skin. Various physico-chemical
penetration enhancers including ultrasound, chemical enhancers iontophoresis, and electroporation
have been used for enhancing transdermal drug transport. These enhancers increase transdermal
transport through one or more of the following mechanisms: i) Increased drug solubility (chemical
enhancers), ii) increased diffusion coefficients (chemical enhancers, ultrasound, and electropora-
tion), and iii) provision of additional driving forces (ultrasound, iontophoresis, and electroporation).
While all these enhancers have been individually shown to enhance transdermal drug transport,
their combinations have been hypothesized to be more effective compared to each of them alone.
Specifically, the following combinations have been used for transdermal drug delivery: Chemicals
+ Iontophoresis, Chemicals + Ultrasound, and Electroporation + Iontophoresis, see also Fig. 1. In
addition to increasing transdermal transport, a combination of enhancers should also reduce the
severity of the enhancers required to induced by these enhancers depends on their strength. How-
ever, the highest strength of the enhancers that can be applied on the skin is typically limited by
safety. By combining two or more enhancers, one can reduce the strength of individual enhancers
required to achieve the desired enhancement. Hence, a combination of two or more enhancer may
not only increase the total enhancement, but can also increase the safety of enhancers. A review
literature describing synergistic combinations of various enhancers is presented in this paper. This
paper focuses on the effects induced by iontophoresis and electroporation on the stratum corneum
of the skin. Even though the mechanism of drug transport is believed to be different, i.e., elec-
trophoresis for iontophoresis and creation of new aqueous pathways for electroporation, the effects
on the stratum corneum detected minutes after current application are very similar.

2. PRINCIPLES OF IONTOPHORETIC TREATMENT

Iontophoresis increases the penetration of electrically charged drugs into surface tissues by the
application of an electric current. Electrical energy assists the movement of ions across the stratum
corneum according to the basic electrical principle of “like charges repel each other and opposite
charges attract”. The drug is applied under an electrode of the same charge as the drug, and a
return electrode opposite in charge to the drug is placed at a neutral site on the body surface. The
operator then selects a current below the level of the patient’s pain threshold and allows it to flow
for an appropriate length of time. The electrical current significantly increases the penetration of
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Chemical enhancers Iontophoresis

Ultrasound Electroporation

.Enhanced partitioning

.Lipid bilayer disordering

.Enhanced partitioning

.Lipid bilayer disordering

.Electroosmosis

.Lipid bilayer disordering

.Enhanced diffusion

.Convection

.Pore formation

.Electrophoresis

.Electroosmosis

Figure 1: The figure shows possible mechanisms for the synergistic effects between various enhancers. Four
enhancers, including chemical enhancers, ultrasound, iontophoresis, and electroporation are listed in each
box. Mechanisms responsible for each enhancer are also listed.

the drug into surface tissues by repulsion of like charges and attraction of opposite charges. The two
classically considered prerequisites for iontophoretic treatment are that the drug must be charged
(or modified to carry a charge) and that the disease process must be at or near a body surface. The
synergistic effect between chemical and iontophoresis may be attributed to several mechanisms, see
Fig. 1.

3. IONTOPHORESIS MECHANISM AND DEVICES

A typical iontophoresis device consists of DC voltage delivery system and electrodes. Wires are
then connected between the unit and the active and passive electrodes, and the unit set for current
and time. In the iontophoresis process, the current, beginning at the device, is transferred from
the electrode through the ionized drug solution as ionic flow. The drug ions are moved to the
skin where the repulsion continues moving the drug through the trans-appendageal structures and
stratum corneum interstices via the aqueous pores. The larger the electrode surface, the greater
the current the device must supply to provide a current density for moving the drug. Iontophoresis
enhances transdermal drug delivery by three mechanisms: (a) Ion-electric field interaction provides
an additional force that drives ions through the skin, (b) the flow of electric current increases the
permeability of the skin, and (c) electro-osmosis produces bulk motion of solvent that carries ions
or neutral species with the solvent stream. Electroosmotic flow occurs in a variety of membranes
and is in the same direction as the flow of counter-ions. It may assist or hinder drug transport.
Since human skin is negatively charged above pH 4, counter ions are positive ions and electro-
osmotic flow occurs from anode to cathode. Thus, anodic delivery is assisted by electro-osmosis
but cathodic delivery is retarded. Because of the electro-osmotic flow, transdermal delivery of
a large anion (negatively charged protein) from the anode compartment is more effective than
that from the cathode compartment. The drug reservoir consists of a gauze/cloth or gel pad to
which the solution is applied or the solution is injected through a port into the reservoir electrode
combination. Wires are connected between the microprocessor unit and the active and passive
electrodes. The theories behind iontophoresis are straightforward. Coulomb’s Law states that
“like charges repel” which means that by placing a cationic solution under the anode (+), when a
current is applied the positive ions will be drawn toward the cathode (−) electrode. The human
body conducts electrical signals very well, as demonstrated by neuronal action. Thus, when an
electrode is applied to the skin, the current flows down the path of least resistance and the ionic
substance is drawn into the body. Local and systemic drug levels may be achieved when delivering
drugs via iontophoresis. However, these levels depend greatly upon the solubility characteristics of
each drug and local dermal blood flow. Molecules with more hydrophilic characteristics have been
shown to produce systemic levels through their ability to traverse the dermis completely and enter
the vasculature. However, lipophilic molecules tend to be attracted to the subcutaneous layer and
thus do not move past this stage of the integument. Studies of several therapeutic classes have
shown that a class can be stratified by their relative lipophilicity and that overall iontophoresis
success follows that stratification. Some of these may be easily treated using iontophoresis, see
Table 1. Owing to the advanced nature of transdermal iontophoretic research and development,
these systems are relatively well-characterized and understood. For example, the recently developed
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Table 1: Common iontophoresis drugs and their charges.

Drug Charge Use
Epinephrine + Excipient to vasoconstrict
Gentamicin + Ear Chondritis, Burn Infection

Hyaluronidase + Deep Tissue Hematomas, Edema
Hydrocortisone + Inflammation

Lidocaine + Pain
Acetic Acid − Calcium Deposits

Dexamethasone − Inflammation
Ketoprofen − Inflammation
Penicillin − Burn Infection

Sodium Salicylate − Pain

(a) (b)

Active

Electrode

Power Supp ly

Indifferent

Electrode

DC

AC

Pulse

Applied

Formulation

Figure 2: (a) Schematic of an iontophoretic device. An iontophoretic assembly principally consists of a
pair of electrode chambers, which are placed in contact with the skin surface. When the device is powered,
the passage of a small electrical current drives positively charged drugs into the skin from the anode and,
likewise, negatively charged drugs from the cathode. (b) TransDermaionto System; an iontophoretic delivery
system (Atom Giken Co., Ltd., Japan).

TransDermaionto System (Fig. 2; Atom Giken Co., Ltd., Japan) for dermatologic delivery offer
iontophoretic platforms, which can be potentially adapted and customized to the local and systemic
iontophoretic administration of drugs.

4. ELECTROPORATION MECHANISM AND DEVICES

First used for the introduction of DNA material into cells in vitro, the use of electroporation
for transdermal delivery was suggested about 15 years ago. Unlike iontophoresis, which employs
small currents (transdermal voltages ≤ 20V) for relatively long periods of time (many minutes to
hours), electroporation involves exposure of the skin to relatively high voltages (approx. 30–100V)
for short times, typically 1 to several hundred milliseconds, which in turn create intense electric
fields across the thin stratum corneum. Molecular transport through transiently permeabilized
skin is thought to result from a variety of mechanisms: Enhanced diffusion through the aqueous
pathways produced in the lipid bilayers, electrophoretic movement (for charged species) and, to a
small extent, electroosmosis. Although this mode of electrical transdermal enhancement has been
shown to be more effective (at least, quantitatively) relative to iontophoresis for several molecules in
vitro, and to produce significantly elevated levels of transport compared with passive delivery, the
limited data from in vivo and skin toxicological studies means that its clinical value remains to be
established. Owing to the advanced nature of transdermal iontophoretic research and development,
these systems are relatively well-characterized and understood. For example, the recently developed
Electroporation System device (Fig. 3; Atom Giken Co., Ltd., Japan) for estetic dermatologic
delivery offer electroporatic platforms, which can be potentially adapted and customized.
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(a) (b)

Pulse Duration

10µs-1ms
Pore

Formation

Power supply
Electric Field

30-100 V

Figure 3: The basic design of electroporation delivery devices. (a) Drug is placed on the skin beneath the
electroporation probe. (b) Electroporation System; electrophoretic delivery system for estetic dermatology
(Atom Giken Co., Ltd., Japan).

5. DERMATOLOGICAL APPLICATIONS

Iontophoresis has been used for the treatment of various dermatologic conditions. The most suc-
cessful application of iontophoresis is for the treatment of hyperhidrosis. The basis for hyperhidrosis
treatment and its practical aspects have been well described. Currently, the most commonly used
conducting medium is tap water because it is safe and effective. Anticholinergic compounds have
a longer lasting effect than water, but the side effects of systemic anticholinergic blockade have
prevented their wide acceptance. The efficacy and safety of tap water iontophoresis is well docu-
mented, but its mechanism of action remains unknown. The most widely accepted hypothesis is
that sweating is inhibited by mechanical blockage of the sweat ducts at the stratum corneum level,
the depth and severity of the damage being dose-related.

Photodynamic therapy is a promising modality for the management of various tumors and non-
malignant diseases, based on the combination of a photosensitizer that is selectively localized in
the target and illumination of the lesion with visible light, resulting in photodamage and subse-
quent cell death. Moreover, the fluorescence of photosensitizing compounds is also utilized as a
helpful diagnostic tool for the detection of neoplastic tissue. The two most important interactions
governing the transport of light through tissue are scattering and absorption. In photodynamic
therapy for skin cancer, 5-aminolevulinic acid (5-ALA) is applied topically to the affected area to
be absorbed percutaneously through passive diffusion, and typically requires 4–6 h before perform-
ing PDT. In this study, we attempted to reduce the absorption period in PDT by ionizing ALA
using direct-current pulsed iontophoresis to treat disease. Five patients who were diagnosed with
actinic keratosis (two men and three women in ages ranging from 49 to 94 years, with an average of
79.6 years) and Bowen’s disease at the outpatient clinic of the Department of Dermatology, Aichi
Medical University, attended this study. Informed consent was obtained from all patients following
a full written and oral explanation. Iontophoresis used in the present study was a direct-current
pulsed type. When compared with conventional direct-current iontophoresis, pulsed iontophoresis
was able to avoid electrode polarization, and drugs could be efficiently applied. For iontophoresis,
20% ALA was dissolved in distilled water, and then current was adjusted based on the area of
the functional electrode between 0.25 and 0.50 mA/cm2. In all subjects, the pulse wave was set at
50 kHz, and ALA was applied to lesion for 10min. After application, the affected area was washed
using distilled water and was shielded from light. One hour after ALA application, a fluorescent
spectrometer was used to measure protoporphyrin IX (PpIX) photosensizatizer production. PDT
was performed by excimer dye laser and emits 630 nm with pulsed light irradiation at 50 J/cm2 per
session. PDT was repeated three times, weekly (total dose: 150 J/cm2). One week after the last
PDT, a skin biopsy was performed in order to assess the therapeutic effects.

When compared with previous studies, our direct-current pulsed iontophoresis had a higher
charge because the concentration of ALA was higher at 20% solution. With the equipment used in
the present study, the pulse mode makes it possible to avoid the functional electrode depolarization
associated with direct current iontophoresis, and ALA can be efficiently applied. In our study, there
were no marked differences in the average PpIX production between 1 h after iontophoresis and > 4 h
after occlusive dressing technique. We think that ALA was apparently able to penetrate tumour
cells faster with direct-current pulsed iontophoresis when compared with percutaneous absorption
based on passive diffusion. Rapid ALA diffusion into cells also quickly depleted the rate-limiting
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enzyme, thus accumulating PpIX inside tumour cells. In conclusion, our date suggested that when
compared with conventional occlusive dressing technique, PDT could be performed much more
rapidly with iontophoresis, resulting in lower a patient burden.

6. CONCLUSION

Various enhancers including chemicals, electric fields, and ultrasound have been used to enhance
transdermal drug transport. Although these enhancers have been individually shown to enhance
transdermal drug transport, their combinations are significantly more effective compared to each
of them alone. This paper focuses on the effects induced by iontophoresis and electroporation on
the stratum corneum. Iontophoresis has been explored for many dermatologic and other medical
conditions with reports of considerable success. In many conditions, however, these explorations
have been limited to a single clinical trial. More rigorous studies are needed to investigate the
applications of this mode of therapy.
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Abstract— Low frequency electromagnetic fields (EMFs) are a ubiquitous factor in the Earth’s
environment. In this research two states of seeds (wet, dry) of Brassica napus L (canola) and
Zea mays L (maize) were exposed to pulsed EMFs (15min on, 15 min off) by magnitude of 1 to
7mT in steps of 2mT and the highest intensity was 10 mT for 1 to 4 hours in steps of 1 h.
In the present study all the results suggested that treated seeds of these two species react dif-
ferently against EMFs as a biotic stress.EMF treatment by 10 mT intensity of wet treated seeds
caused decrease in growth and both fresh and dry biomass weight of canola. The same treatment
cause increase in fresh and dry biomass weight of maize. In conclusion, canola (C3 plant) tends
to damage more than maize (C4 plant) exposing to EMFs.

1. INTRODUCTION

Man-made low-frequency electromagnetic fields have become a part of our biosystem, but living
organisms have to adapt themselves to this new factor, which can influence some of their biological
functions. Many researchers reported that EMFs have a positive effect on plant characteristics such
as seed germination, seedling growth, agronomic traits and seed yield [5, 8, 16, 22]. Magnetic field
were used widely as pretreatment for seeds to increase seed vigor, seedling growth and yield [5, 13].
Some researchers indicated that suitable magnetic treatment increased the absorption and assimi-
lation of nutrients [19], and ameliorated photosynthetic activities, therefore biomass increased [9].

They also proved that a certain magnetic field strength could affect cell division, cell extension,
and cell differentiation [2, 3, 9]. The ionizing radiation source could be high-energy electrons, X-rays
or gamma rays,while the non-ionizing radiation is electromagnetic radiation that does not carry
enough energy/quanta to ionize atoms or molecules (World Trade Organization, 2001). It was also
reported that cells respond to a variety of externally applied forces and physical phenomena, such
as low intensity ultrasound and various types of electromagnetic energy. The electrical component
of electromagnetic energy has an effect on dipolar molecules such as enzymes, ionic pumps, nuclear
material and nucleotide molecules [2, 3, 9].

Numerous studies show an association of the internal EMF of plants with many physiological
processes. For example, the electric current is involved in graviperception and root growth [24].
Plants use their internal EMF for determining and controlling their physiological polarity [15] and,
specifically, for setting their biological rhythms [5]. In plants More recently it has again been
demonstrated that the roots of Zea mays and Lepidium sativum respond to an electric field and
grow toward the cathode when the electric current is 1 V cm 21 [10].

In this paper, the authors present some quantitative observations regarding the influence of
electromagnetic field on the growth and biomass weight of Zea mays and Brassica napus L plants
in early growth stages.

2. MATERIAL AND METHOD

Exposure to EMFs was performed by a locally designed EMF generator. The electrical power was
provided by a 220 V, AC power supply with variable voltages and currents. This system consisted
of one coil, cylindrical in form, made of polyethylene with 12 cm in diameter and 50 cm in length.
The number of turns is 1000 of 0.5 mm copper wire, which were in two layers. A fan was employed
to avoid the increase of temperature (22 + 1◦C). Calibration of the system as well as tests for the
accuracy and uniformity of EMFs (60 Hz) were performed by a tesla meter with a probe type of
hall sound.
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Three replicates, with 30 seeds in each one were used. They were spread in moist filter paper
(for wet seeds) on Petri dishes. They were placed in the coil. Analogous groups were used as
control. The wet and dry seeds of two species were exposed to pulsed EMFs (15min on, 15 min off)
by magnitude of 1 to 7 mT in steps of 2 mT and the highest intensity was 10 mT for 1 to 4 hours
in steps of 1 h. Then dry seeds in Petri dishes were moistened and all Petri dishes were placed in
germinator with 23 ◦C temperature. Three replicates of ten 7 days seedlings were randomly taken
in order to measure their fresh biomass weights. The same seedlings were placed in the oven with
60 ◦C for 24 hours. Then dry biomass weights were measured.

3. STATISTICAL ANALYSIS

Statistical analysis of the data was performed by using ANOVA. We applied Duncan’s multiple
range test to compare the experimental results of groups exposed to an electromagnetic field for
seed germination rate, seedling shoot and root length, fresh and dried biomass with control. For
statistical evaluation of results, significance was defined by a probability level of p < 0.05.

4. RESULTS

Fresh biomass weight of maize seedlings grown from dry treated seeds showed increase in almost
all treatments comparing to control. But we did not observe significant increase in dry biomass
weight of the same seedlings except seedlings grown from 10 mT treatment. On the other hand
fresh biomass weight of seedlings grown from wet treated seeds showed increase especially in 3 and
10mT intensities for 4 hours exposure time. Dry biomass weight of the same seedlings showed an
overall increase in almost all treatments. This increase in 1, 3 and 10 mT treatments were more
significant. Also we observed that increase of fresh biomass weight was more than increase of dry
biomass weight of the same seedlings, comparing to their corresponding control. The results were
accorded to total protein amount of 7 days seedlings (Fig. 1).

We observed some different results in canola. Fresh biomass weight of canola seedlings grown
from dry treated seeds showed increase in most of treatments except 1mT intensity. Dry biomass
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Figure 1: (a) and (c) show fresh biomass weights of 7 days seedlings under effects of EMFs. (b) and
(d) show dry biomass weights of the same seedlings. Data are the means SE of experiment performed in
triplicate. Fresh and dry biomass weight of each intensity in different exposure times were compared to
their corresponding control in Maize We observed significant differences between plants exposed to all EMFs
intensities with different exposing times and their respective control using the students t-test (P < 0.05).
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weight of the same seedlings showed an overall increase and the most increase was observed in 1 mT
intensity for 3 hour exposure time. Therefore low intensity of EMFs treatment caused augmentation
in dry biomass weight in canola. We observed significant decrease in fresh biomass weight of canola
seedlings grown from wet treated seeds in 10 mT intensity for different exposure time. In contrary,
other treatment including 1 to 7 mT intensities caused augmentation in fresh biomass weight. Dry
biomass weight of the same seedlings decreased especially in 7 and 10 mT intensities and all exposure
time (Fig. 2).

All these results were in agreement with other growth parameters, including shoot and root
length and seed germination rate. In maize the most significant increase of fresh biomass were
observed in 7 days seedlings grown from wet treated seeds by 3 and 10 mT intensities both for 4 h
exposure. Their dry biomass weight showed significant increase, too (Fig. 3). On the other hand,
both fresh and dry biomass weight of 7 days canola seedlings grown from wet treated seeds by
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Figure 2: (a) and (c) show Fresh biomass weights of 7 days seedlings under effects of EMFs. (b) and
(d) show Dry biomass weights of the same seedlings. Data are the means SE of experiment performed in
triplicate. Fresh and dry biomass weight of each intensity in different exposure times were compared to their
corresponding control in canola. We observed significant differences between plants exposed to all EMFs
intensities with different exposing times and their respective control using the students t-test (P < 0.05).
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Figure 3: 7 days seedlings, (a)
control, (b) wet seeds treated by
3mT for 4 h, (c) wet seeds treated
by 10 mT, 4 h.

(a) (b)

Figure 4: (a) Control, (b) 7 days
seedlings grown from dry treated
seeds by 10 mT intensity for 4 h
exposure.

(a) (b)

Figure 5: (a) Control, (b) 7 days
seedlings grown from wet treated
seeds by 10mT intensity For 2 h
exposure.
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10mT intensity for different exposure times showed significant decrease. But the same intensity on
dry treated seeds showed against results and caused increase in both fresh and dry biomass weights
(Figs. 4 and 5).

5. DISCUSSION

Numerous biological effects of extremely low frequency electromagnetic fields were recorded in the
last decades. They were observed at various cellular or molecular levels in living tissues. However
no clear interaction mechanisms yet proved [9]. Maize seedlings from electromagnetically pretreated
seeds grew more than the untreated, and also biomass and root growth were significantly increased
in most of intensities. Therefore, we observed an overall stimulating effects of EMFs, in the range
of 1 to 10 mT, on growth and both fresh and dry biomass weight of maize as a C4 plant. This effect
was accorded with other crop or horticultural species with magnetic field treatment, e.g., strawberry
and wheat [16, 22]. Canola seedlings from electromagnetically pretreated seeds mostly grew more
than untreated seeds. In contrary, some intensities caused decrease in growth and biomass weight of
this species, which is a C3 plant. Magnetic field is known as an environmental factor, which mostly
affects on gene expression [18]. Therefore by augmentation of biological reactions like protein
synthesis, biomass would increase and vice versa. Biomass increasing needs metabolic changes
particularly increasing protein synthesis. It is assumed that augmentation of dry biomass weight
would be the result of more protein synthesis or more carbohydrate and lipid synthesis. We also
believed that increase of fresh biomass weight would have the same reasons or it might be the result
of more water absorption. In our studies, the ratio of fresh weight to dry weight of biomass possibly
showed physiologically that nutrient element absorption was consistent with the increase in water
absorption. However, further study is necessary.

It is assumed that any external field, which can cause a forced-vibration of the ions, is able to
alter the function of a cell. It is well known that on both sides of every cell membrane, there are large
numbers of free ions (mainly K, Na, Cl,. . . ), which control the cell volume, play an important role
in signal transduction processes, and create an intense electric field that exists between two sides of
cell membrane [9, 25]. As mentioned before EMFs cause a forced vibration of ions’. Consequently
the function of the cell would be changed. The mechanisms of interaction with the living cells are
still unclear, although most seem to involve changes in the intracellular levels of Ca2+ [6, 7].

The cell proliferation is known to be rather sensitive to external and internal factors, whatever
may be their origin is. The cell nucleus may experience the action of EMFs as a source of abnormal
cellular division and, further, as putative modifier of genetic patterns [12, 20, 21]. EMFs also affects
enzyme activity, gene expression, and release of calcium from intracellular storage sites, which in
turn influences the membrane structure, cell growth, and cell death [14, 16]. Living organisms have
developed metabolic pathways leading to the accumulation of antioxidants including enzyme system
to protect cells against oxidation under conditions of various stresses like EMFs [16, 26]. Lednev
[1991] and Blackman [1994] believed that the binding of Ca2+ and calmodulin are presumed to be
affected by ELF MFs [11, 13]. Attributed to all these theories, we believe gene expression would
change under effect of ELF-EMF.

In the present study, all the results suggested that treated seeds of these two species react
differently against EMFs as a biotic stress. EMF treatment by 10 mT intensity of wet treated seeds
caused decrease in growth and dry biomass weight in canola. The same treatment cause increase
in both fresh and dry biomass weight in maize.

6. CONCLUSION

In conclusion, canola (C3 plant) tends to damage more than maize (C4 plant) against EMFs.
The results suggest that a specific combination of electromagnetic parameters of ELF MF can

be explored in further studies, and this may lead to potential uses of ELF MFs for applied plant
technology such as crop production.
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Measurement of Complex Permittivity of Biological Tissues
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Abstract— This paper describes and evaluates a method for determining complex permittiv-
ity, and presents results of permittivity measurement of agar phantom of biological tissue. A
nondestructive and non-invasive method based on reflection coefficient measurement of an open-
ended coaxial line attaching the material under test is used. Vector measurement of the reflection
coefficient on the interface between probes and measured samples is performed with the aid of
network analyzer in the frequency range from 300 kHz to 3 GHz. The results indicate that using
the coaxial probe with dimensions of N connector is suitable in the frequency range approximately
from 30 MHz to 1 GHz.

1. INTRODUCTION

Relative permittivity, loss factor and conductivity are basic parameters for electromagnetic field
modeling and simulations. Although for many materials these parameters could be found in the
tables, very often their experimental determination is necessary. Dielectric properties of biological
tissues are determining factors for the dissipation of electromagnetic energy in the human body
and therefore they are useful in hyperthermia cancer treatment. Measurement of the dielectric
parameters of biological tissues is also a promising method in the medical diagnostics and imag-
ing. Knowledge of the complex permittivity in an treated area, i.e., knowledge of the complex
permittivity of healthy and tumor tissue, is very important for example in the diagnosing of tumor
regions in the human body or in the design of thermo-therapeutic applicators which transform
electromagnetic energy into thermal energy in the tissue. Permittivity is known as

ε = ε0εc (1)

where ε0 is free space permittivity and εc is complex relative permittivity. Complex relative per-
mittivity can be written as

εc = εr − jεr tan δ (2)
where εr is real part of complex relative [1] permittivity and tan δ is loss factor. For purely
conductive losses we will obtain the following equation where σ is the material conductivity.

tan δ =
ω

ωε0εr
(3)

2. PRINCIPLE OF REFLECTION METHOD

The reflection method means measurement of reflection coefficient on the interface between two
materials, on the open end of the coaxial line and the material under test. It is a well-known
method for determining the dielectric parameters [2]. This method is based on the fact that the
reflection coefficient of an open-ended coaxial line depends on the dielectric parameters of material
under test which is attached to it. For calculating the complex permittivity from the measured
reflection coefficient it is useful to use an equivalent circuit of an open-ended coaxial line. The
probe translates changes in the permittivity of a material under test into changes of the input
reflection coefficient of the probe. The surface of the sample of material under test must be in
perfect contact with the probe. The thickness of a measured sample must be at least twice an
equivalent penetration depth of the electromagnetic wave. This assures that the waves reflected
from the far material under test interface are attenuated.

3. MEASUREMENT PROBE

For this measurement method we have adapted the standard N connectors from which the parts for
connecting to a panel were removed. The measurement probe can be described by the equivalent
circuit consisting of the coupling capacitance [3] between the inner and outer conductor out of the
coaxial structure and radiating conductance which represents propagation losses. These capacitance
and conductance are frequency and permittivity dependent and also dependent on the dimensions
of the probe. Finally we constructed three N-connector based probes which differs in the diameter
of the reflection plate.
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Figure 1: Basic scheme of the probe’s dimensions. Figure 2: N-connector based probe.

4. MEASUREMENT SETUP

A typical measurement setup using the reflection method [2] on an open-ended coaxial line consists
of the network analyzer, the coaxial probe and software. Our measurements were done with the
aid of Agilent 6052 network analyzer in the frequency range from 300 kHz to 3 GHz.

The coaxial probe (in Fig. 3) is placed in contact with a material under test. Complex per-
mittivity measurement proceeds through three steps. First the calibration of the vector network
analyzer is performed. Then the calibration using a reference material is done. And last the re-
flection coefficient of material under test is measured. The complex permittivity of material under
test is evaluated with the aid of MATLAB.

Figure 3: Measurement setup.

Table 1: Results of the measurement of complex permittivity of the agar phantom.

Ø of reflection area [mm] f [MHz] 85 425 935

[16mm]
εr[-] 65,47 60,34 50,76

tan(δ) 0,343 0,158 0,28

[21mm]
εr[-] 65,75 61,33 51,67

tan(δ) 0,344 0,151 0,28

[26mm]
εr[-] 66,31 61,82 52,59

tan(δ) 0,345 0,149 0,286
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5. RESULTS

Relative permittivity of lossy materials is a heavily [4] frequency-dependent quantity. Because
of decreasing ability of particles to follow fast changes of electrical field, the relative permittivity
decreases with the increasing frequency. The frequencies in following tables are chosen from the
probes operating range.

6. CONCLUSION

The complex permittivity determination based on reflection coefficient measurement is suitable
for the determination of dielectric parameters of biological materials in wide band due to its non
invasive nature. Coaxial probes were described with the equivalent circuit as an antenna in lossy
medium respecting the radiation effects at higher frequencies. Complex permittivity of a phantom
of biological tissue was measured. Experiments with the modifications of the measurement’s probe
were done, but as can be seen from Table 1 adding the reflection plate to the probe doesn’t have a
significant effect on the measurement.
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Abstract— The displacement of oil with saline water creates a resistivity change that might be
detectable by time-lapse CSEM measurements. Because the difference in measured EM signals
before and after production is small, acquisition design plays an important role. We carried
out numerical experiments to understand how to optimize the acquisition to best capture the
time-lapse signal. Our study shows that exciting a VED source at some distance away from the
target would be an attractive choice, as a HED source induces strong airwave energy masking
the anomalous signal.

1. INTRODUCTION

Over the last decade, the controlled-source electromagnetic (CSEM) method has established its
position as a tool for detecting and evaluating hydrocarbon reservoirs [1]. The method is mainly
applied for derisking potential prospects, complementary to seismics. Another potential application
is hydrocarbon reservoir monitoring during production. Water flooding or steam injection for oil
production creates a resistivity change that may be detectable by time-lapse EM measurements.
The main question is whether or not such a change is detectable and if EM can do better than
time-lapse seismics. The latter requires a porosity greater than 30% to have a significant velocity
difference between a water- and hydrocarbon-bearing reservoir. With EM, the resistivity difference
between rock containing hydrocarbons or saline water can be two or three orders of magnitude,
making CSEM method potentially more suitable if this difference can be detected in the presence
of repeatability errors and noise.

Several authors have investigated the feasibility of CSEM monitoring [2–5]. The first and second
groups employed a 3D integral-equation method to model the time-lapse effect due to the flooding
front during water injection into an oil reservoir, whereas [4] used an accurate 2D finite-element
modeling code to study several scenarios for reservoir depletion, including lateral and bottom
flooding, stacked reservoirs, and partial depletion. [5] used a 3D multigrid modeling code of [6] to
study the effect of vertically piston-like reservoir depletion in a land setting. To indicate the time-
lapse resistivity changes, the authors frequently used both the time-lapse difference as well as the
ratio of the recorded EM data before and after production, when part of the oil has been replaced
by saline water. In some cases, the data comparison provided direct geometrical information about
the depleted zone, whereas in others, more advanced data processing was required. However, the
comparison of data recorded at the receivers offers little insight in how the EM fields interact
with the depleted zone before and after production. Consequently, a direct interpretation remains
difficult even if the time-lapse signals show up clearly.

Here, we present a modeling exercise investigating the interaction between excited low-frequency
EM signals and the depleted zone in more detail. We use 2D vector plots of the current density
generated by a harmonic electric dipole source in a simple half-space background. The patterns
of current distributions are analyzed for two models that represent the resistivity before and after
oil production with a water drive. We consider two sources: a surface horizontal electric dipole
(HED) source and a vertical electric dipole (VED) source in a well. Understanding how the EM
fields interact with the depleted zone can help us to optimize acquisition design.

We first review the basic concept of the CSEM method in the context of the monitoring problem,
then present the numerical experiments, and finally discuss our findings.

2. PRIMARY-SECONDARY FORMULATION

To illustrate the concept of the CSEM method for reservoir monitoring, we begin with a simple
survey layout. A typical field deployment with a horizontal electric dipole (HED) is sketched in Fig-
ure 1. During a survey, a source is employed to excite electromagnetic fields that penetrate through
the background medium and illuminate the target, in our case the depleted zone (Figure 1(a)). EM
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Figure 1: (a) Paths of the EM fields at the depleted zone (target) from a HED source, consisting of the
direct field (i), the reflected field (ii), and the airwave (iii). (b) Paths of EM fields at receivers, consisting
of the direct field (iv), the direct airwave (v) and the time-lapse field (vi).

receivers are placed on the surface, typically measuring the horizontal electric currents and the
three components of the magnetic field. The interaction between the excited low-frequency EM
signals and the conductive target zone then results in a secondary field that can be detected with
receivers on the surface in addition to the response of the background field (Figure 1(b)). The
response of the background field is the EM response that would be excited by the same source in
the absence of the target body. The presence of a target body is usually analyzed by comparing
the EM response of the target to the response for the background without the target.

The concept of the CSEM method for the monitoring problem is the same as for the exploration
problem, but with a different target body and background fields. For exploration, the target
body is the resistive hydrocarbon-bearing reservoir and the background field is the response for a
background medium without the reservoir. For monitoring, the target body is the depleted zone
and the background field is the response for the initial configuration, before oil production started.
Although the concepts are similar, the analysis for the monitoring problem differs from that for the
exploration case. For exploration, the analysis is frequently done by comparing the EM response of
a hydrocarbon-bearing reservoir to the response for a horizontally layered background without the
reservoir. The layered background model is used for computational speed and lateral variations are
usually accommodated for by locally gluing 1D models together. Because the hydrocarbon reservoir
is more resistive than the surrounding background, its presence causes the electromagnetic field to
be reflected. It then diffuses back to the receivers at the sea bottom or, in our case, on the land
surface, where it can be detected as an anomalous signal. In contrast to data analysis for the
exploration problem, the analysis for the monitoring problem usually involves the EM responses
for two different states with oil present in both. After production, there still may be oil on top of the
water-flooded area. The existence of this highly resistive body may prevent the depleted zone from
being “illuminated” by the source and therefore the time-lapse difference in the EM signal may be
too weak to be reliably measured. In that case, acquisition design will play an important role in
capturing the time-lapse variations. In the next section, we consider some numerical experiments
to investigate the acquisition design that captures the time-lapse signal best, considering two types
of setups, namely a surface-to-surface and a borehole-to-surface configuration.

3. NUMERICAL EXPERIMENTS

Before considering a monitoring example, we start with a simple half-space configuration. Figure 2
shows vector plots of the current density for an x-directed point source (HED) in a vertical section of
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Figure 2: Current-density vector plots for a 2 Ohm·m half-space model. All panels show the x, z-plane at
y = 0 km. A harmonic x-directed point dipole source (HED) is located at (10, 0, 0) km. The source frequency
is set to 1 Hz. The background color represents the amplitude of the current density on a logarithmic scale
and the black arrows mark the directions of the current-density vectors. The left panel displays the real part
of current density, whereas the right panel shows its imaginary part.
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a homogeneous Earth model with a resistivity of 2 Ohm·m. The source is located at (10, 0, 0) km,
just below the air-earth interface, and operates at 1 Hz. The images illustrate the background
current-density distribution. The color shows the magnitude of current density, overlayed by the
black arrows that point in the direction of current-density vectors. The left panel shows the real
part of current density, the right its imaginary part. In both panels, we see that the current-density
distribution excited by a 1 Hz HED source rapidly decays away from the source. This clearly shows
the diffusive character of EM fields generated by a low-frequency source. At shallow depth, both
the real and imaginary parts of the current density are decaying less in the lateral direction. This
fact is due to the so-called airwave, which is the electromagnetic field that propagates in the air
with the speed of light. The part that propagates along the surface is called a lateral wave and
it sends an electromagnetic field into the ground with an almost vertical diffusion direction [7]. A
similar effect can be observed for a source at the interface between two conducting layers, where
the fast diffusive medium (low conductivity) generates a field in the slow diffusive medium (high
conductivity) that diffuses in the direction normal to the interface. The last case bears some
resemblance to the refraction of seismic waves, where waves in the fast medium send energy back
into the slow medium at the critical angle. A different pattern for the current-density distribution is
obtained with a VED source, as shown in Figure 3. Here, we repeated the experiment but now with
a z-directed point dipole source located at (10, 0, 0.5) km. Unlike in the case of the HED source,
the lateral wave is absent and the EM signals comprise only the direct field and the reflected fields
due the air-earth interface, which acts as a perfect reflector [7]. If Ed denotes the direct EM field
and Eaw the field related to the airwave, the HED source generates a field Ed +Eaw, whereas with
a VED source only produces Ed.

Next, we include a reservoir under production. We take the same half-space model as before
and insert a 300-m thick resistive hydrocarbon-bearing layer at 1 km depth with a resistivity of
100Ohm·m and a 200-m thick conductive water-bearing layer with a resistivity of 3 Ohm·m. The
sketch of the reservoir is shown in Figure 4. For the monitoring study, we assume the reservoir is
flooded by saline water from the top left, creating a small, 100-m thick, box-shaped depleted zone
in the corner of the hydrocarbon-bearing layer.

The first experiment is with surface-to-surface configuration, placing a HED source on the
surface and measuring the response with receivers also on the surface. The center panel of Figure 5
displays the amplitude behavior of time-lapse difference for the in-line electric field measured on the
surface, excited by a HED point source located at (11, 9.5, 0) km and operating at 1 Hz, as before.
In this case, we assume the difference is entirely due the resistivity change in the reservoir.

Clearly, the result of the time-lapse difference is laterally confined to the location of resistivity
change. However, if we compare the amplitude of time-lapse difference to its signal strength as
shown in the left panel of Figure 5, we observe that the time-lapse signal is much weaker, below 1%
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Figure 3: As Figure 2, but now for a z-directed point dipole source (VED), located at (10, 0, 0.5) km.
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Figure 4: The reservoir has a dimension of 2 km by 2 km by 0.5 km, divided into two parts for oil-bearing
reservoir and water-bearing reservoir. Before production, oil layer are assumed perfectly on top of water
layer. During production, a part of oil layer is replaced by saline water creating a depleted zone in the
top-left corner.
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Figure 5: The left panel displays the x-directed electric field observed on the surface (top view), computed for
the configuration that represents the resistivity before production. The center panel displays the time-lapse
difference of the x-directed electric field observed on the surface (top view). The right panel displays the
time-lapse difference with added noise. The solid white box indicates the lateral position of the reservoir
and the dashed white line indicates the lateral position of the oil-water interface after flooding. The small
white triangle marks the lateral location of the HED source.

of the signal strength. Consequently, the time-lapse difference may suffer from the multiplicative
noise that would easily happen as a result of repeatability measurements. Frost, for instance, will
increase the resistivity of the top soil and affect the time-lapse EM measurements. To illustrate
the effect of this type of noise, we added a random number with a maximum amplitude of 1%
relative to signal strength at each receiver, shown in the right panel of Figure 5. Here, we observed
that the noise due the repeatability error dominates the time-lapse signal and imposes a strong
source-imprint.

The multiplicative noise caused by repeatability errors can be described as follows. With time-
lapse measurements, we collect two data sets, before and after production. The one obtained after
production can be expressed as Ed + Eaw + Ed;sc + Eaw;sc. The first two terms denote the incident
fields, consisting of a direct field and one due to the airwave. The last two scattering terms describe
the time-lapse change. If we assume the time-lapse change is entirely due to the resistivity change in
the reservoir, the component Ed + Eaw will completely cancel out when considering the time-lapse
difference. In the presence of multiplicative noise, however, the time-lapse difference will become
α(Ed+Eaw)+Ed;sc+Eaw;sc, where the factor α models the repeatability errors. The noise becomes
a problem if |Ed;sc + Eaw;sc| is much smaller than |α(Ed + Eaw)|, as happens in Figure 5. In that
case, the airwave, Eaw, appears as the predominant signal.
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Figure 6: All panels show log10 |∆E1| at z = 0 km (top view). The leftmost panel displays the amplitude
behavior of time-lapse difference when the resistivity change is illuminated by the direct field and the airwave.
The center panel corresponds to illumination by only the airwave, and the rightmost panel by only the direct
field.
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Figure 7: The left panel displays the time-lapse differences of the electric component E1 observed on the
surface (top view). The right panel displays the time-lapse difference of the electric component E1 with
added noise.
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Let us assume that the time-lapse difference is entirely due the resistivity changes in the reservoir,
so that it can be written as Ed;sc + Eaw;sc. We want to determine which of the two incident fields,
Ed or Eaw, most affects the time-lapse signal. To reduce the contribution of the direct field, we
placed the source further away from the target, whereas to reduce the contribution of the airwave,
we repeated the experiment in a fully homogeneous background, without an air-earth interface.
Figure 6 shows the results. The leftmost panel displays the time-lapse difference when we have
the contributions of both the direct field and the airwave. The center panel shows the time-lapse
difference when we have only the airwave contribution and the rightmost with only the direct
field. Clearly, the time-lapse signal due to the incident field generated by the airwave provides
the best result. We also observe that the time-lapse difference measured on the surface is laterally
confined to the location of resistivity changes in that case. Therefore, the presence of the airwave is
beneficial, because it illuminates the depleted zone even if the source is not close to the target. In
the presence of repeatability errors, however, the strong currents induced by the incident airwave
cannot be fully subtracted and the multiplicative noise will start to dominate the time-lapse signals,
making them difficult to detect.

As an alternative, we considered a vertical dipole source located in a well. The left panel
of Figure 7 displays the amplitude behavior of time-lapse differences for the in-line electric field
measured on the surface, excited by a VED point source located at (11, 9.5, 0.5) km and operating
at 1Hz, as before. The right panel of Figure 7 displays the same response, but after adding random
noise with a maximum amplitude of 1% relative to the signal strength at each receiver. The
time-lapse differences can still be recognized, although not easily.

4. CONCLUSIONS

With the HED source, the airwave appears as the predominant signal. It propagates in the air
and the part that propagates parallel to the surface has a geometrical spreading function inversely
proportional to distance squared. This part generates a diffusive electromagnetic field that diffuses
almost vertically down into the Earth. The presence of the airwave can be beneficial for the
monitoring problem, because it provides illumination of the depleted zone even if the source is not
close to the target. However, at the same time, the strong currents induced by the airwave also
dominate the time-lapse signals. In the presence of repeatability errors, this will make it difficult to
recognize the signals due to time lapse changes in the presence of repeatability errors. However, a
HED source could still be useful if the airwave can be eliminated or at least be reduced. Otherwise,
placing the source in a vertical well is the preferred option, in spite of the higher cost.
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Abstract— We present a novel Focused Source Electromagnetic (FSEM) method that exploits
an idea of focusing the EM field in the vertical direction to provide deep-reading resistivity
data. The focusing technique increases the spatial resolution and the depth of investigation of
land and marine EM survey, as compared to the conventional Controlled Source EM (CSEM)
method. We demonstrate the high efficiency of the focusing principle on challenging 3D models
of the geological formation simulating seafloor bathymetry and other complicated shallow effects,
which can mask the deeper reservoir response. The focusing reduces the distorting effect of
shallow structures dramatically. The idea of the vertical focusing of the EM field have been
developed from Laterolog resistivity well logging principle. Laterolog is known to eliminate the
axial borehole current at the receiver, reducing the effects of the conductive borehole and of the
shoulder beds. However, Laterolog requires an automatic feedback loop to cancel the borehole
axial current. It would be hardly feasible to apply such a feedback system on the earth’s surface.
We suggest a focusing procedure, which is rather based on software, than on hardware solution;
still, it is an active focusing system giving results practically equivalent to the physical feedback-
loop focusing. Combining together the power of our focusing technique and the power of our
3D numerical modeling method, we handle exceptionally challenging test cases and show that
FSEM allows simple visual interpretation of deep reservoir responses and automatic cancelling
unwanted shallow effects in cases when the standard CSEM requires full 3D inversion for wide
band of frequencies or measurement times. We show that FSEM has an advantage as compared
to the standard CSEM in anisotropic formations as well.

1. INTRODUCTION

We suggest a transient EM survey technique based on electric dipole-dipole and dipole-quadrupole
measurement. The method utilizes the complete elimination of the axial horizontal current at
the grounded electric quadrupole receiver situated between two or four horizontal grounded electric
dipole transmitters (Figure 1). Such a setup directs the exciting current under the receiver vertically
downward, increasing the sensitivity to a relatively narrow column of rocks directly below the
receiver. The focusing dramatically reduces the distorting effect of unwanted shallow structures:
Paper [4] shows that whereas separate responses of the receiver to each transmitter are noisy and
spiky above a zone of shallow heterogeneities, a combination of these responses — with proper
weights to cancel the shallow effects — becomes a smooth function bearing information about
deeper structures. Thus, the focusing provides accurate deep-reading resistivity data.

Vertical focusing of the EM field has been developed in earlier Russian publications (for exam-
ple, [7]) and originates from the resistivity well logging principle used in Laterolog [1]. The Laterolog
well logging tool eliminates the axial borehole current at the receiver, thereby reducing the effects
of the conductive borehole and shoulder beds. However, Laterolog requires an automatic feedback
loop to cancel the borehole axial current, which is not feasible on the earth’s surface. Our focusing
takes a linear combination of measurements obtained with different grounded dipole transmitters,
situated on different sides of the receiver. It is based on software, rather than a difficult hard-
ware solution, yet grants results practically equivalent to the Laterolog-type physical feedback-loop
focusing.

The theory behind the technique was developed in [4] assuming that the current on the x-axis
between two grounded x-directed electric dipole transmitters (Figure 1(a)) is also x-directed: The
technique eliminates the effect of this x-directed current assuming that the y-directed current is
negligible, which holds true for most geological formations. However, strong local heterogeneities
may occasionally cause perpendicular current leakage in very complex 3D formations. The latest
version of FSEM develops the general theory of complete focusing and suggests an advanced setup,
eliminating all horizontal currents at the receiver. The FSEM measurement setup automatically
cancels many unwanted effects and obtains smooth responses along the measurement profile even
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(a) (b)

Figure 1: Setup schemes: (a) for incomplete axial focusing; (b) advanced setup for novel complete focusing:
four horizontal electric dipole transmitters and a five-electrode quadrupole receiver. The x- and y-coordinates
of the receiver: (0, 0); the coordinates of the transmitters (in km): (−5.2, −0.8); (5.2, −0.8); (5.2, 0.8) and
(−5.2, 0.8).

in the presence of various shallow heterogeneities, which may strongly affect traditional dipole-
dipole measurement data. We suggest an active focusing system which ensures elimination of the
horizontal current at the receiver, no matter how complex the surrounding medium is.

2. SETUP SCHEME

Figure 1 shows two setup schemes consisting of two (a) or four (b) grounded horizontal electric
dipole transmitters and a five-electrode quadrupole receiver. If U is the potential of the electric
field, then the depicted voltmeter (in the receiver depicted in Figure 1(b) measures the voltage

V = d2U = (U1 − 2U5 + U3 + U2 − 2U5 + U4)/4 (1)

which is nothing but the sum of two second differences of the electric potential between the elec-
trodes 1, 5, 3, and 2, 5, 4, respectively, divided by four (or, the circular second difference of the
electric potential). Thus, the depicted receiver is in effect a combination of two quadrupoles having
negative (internal) co-located poles.

Each transmitter excites the geological formation by repeating low-frequency square pulses of
the electromagnetic field. When the current is on, the geometrical DC sounding is performed in a
wide range of the setup offsets, which provides preliminary data on the formation resistivity. It may
reflect the presence of hydrocarbon-bearing rocks, which are often more resistive than surrounding
rocks. The transient response of the formation is measured during the off-time. We employ the
square pulses of alternating polarity to remove static and magnetotelluric noise. When using the
simplified axial setup (Figure 1(a)) we analyze two ratios of dipole and quadrupole measurements
from each transmitter at work, or ratios of the first and the second differences of the electric
potential. Taking a particular linear combination, Rx, of these two measurements at the receiver
provides vertical focusing of the electric current and elimination of the influence of x-directed axial
current at the receiver. When using the advanced setup (Figure 1(b)) we analyze four ratios of
dipole and quadrupole measurements from each transmitter at work. Taking a particular linear
combination of these four measurements at the receiver, Rxy, provides a complete vertical focusing
of the electric current and elimination of the influence of both x- and y-directed axial current at the
receiver. The proper weights are obtained from the condition of equal potentials in the electrodes
1, 2, 3 and 4, if all transmitters would be excited simultaneously. This solution is equivalent to
creating an equal-potential surface around the electrodes 1, 2, 3 and 4 by means of the automatic
feedback loop.

Apparently, in homogeneous space or in a horizontally-layered 1D medium this technique re-
sults in equal weights of all four measurements. The response from a single transmitter in a 1D
medium is identical to the response from the combination of the transmitters shown in Figure 1. In
arbitrary 3D mediums all four resulting coefficients or weights may be different to compensate for
the distorting effects of various shallow lateral heterogeneities. This makes the method insensitive
to unwanted lateral effects and sensitive to a relatively narrow column of rocks situated directly
below the receiver.
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(a) (b) (c)

Figure 2: (a) Model 1, one 10× 10 km reservoir is situated 2 km below the 50-m-deep seafloor line, and (b)
Model 3, bathymetry case: Two deep reservoirs are situated 2 km below the 50-m-deep seafloor line; water
depth varies from 200 to 50m. White dots signify sea-bottom receivers.

On land the method requires three parallel measurement profiles, as depicted in Figure 1(b).
In marine application the receivers are typically stationary and situated on the seafloor, and the
transmitters are towed above the receivers. A large array of data is typically taken: All sea-bottom
receivers register signals from the transmitter in all positions of the sea vessel moving along a few
parallel profiles above the receiver line under GPS control. Since the vessel moves, the effective
length of the exciting dipole may be longer than the physical transmitter length and depends on
the vessel’s speed. Thus, varying the speed allows improving signal-to-noise ratio.

The standard CSEM [6] acquires a large array of data as well: Data are typically registered
in all sea-bottom receivers for all available transmitter positions. Later they are used in 2D or
3D inversion, which is usually necessary to interpret the data (below we show why). However,
FSEM does not typically require a cumbersome 2D-3D inversion: Due to vertical focusing and
removal of lateral effects, a simple 1D inversion for 1D layered model parameters or even visual
data interpretation allows interpreting data taken at a single receiver. Below we demonstrate
this on 3D examples. Thus, a qualified geophysicist or engineer needs only to select the proper
measurements from the array of data and simply post-process them to apply the focusing technique.
Data from each receiver are processed independently of other receivers, increasing efficiency of the
method.

3. MODELING EXAMPLES

We use a fast 3D finite-difference (FD) modeling method developed in [2]. We consider the following
models:

• Model 1: 2-km-deep 50-Ωm-resistive reservoir in 1-Ωm formation depicted in Figure 2(a). The
plan view dimensions of the reservoir are 10× 10 km, and the water depth is 0.2 km.

• Model 2: Two 2-km-deep 50-Ωm-resistive reservoirs in a 1-Ωm formation; their dimensions, in
km, follow: (1) Larger prism has vertices at x1 = −5, z1 = 2.25; x2 = −4, z2 = 2.05; x3 = 0,
z3 = 2.05, x4 = 1, z4 = 2.25; −3 < y < 3; (2) smaller prism: x1 = 2, z1 = 2.25; x2 = 3.5,
z2 = 2.05, and x3 = 5, z3 = 2.25; −1.5 < y < 1.5; water depth is 0.2 km; water depth is
0.2 km.

• Model 3: bathymetry case, two 2-km-deep 50-Ωm-resistive reservoirs in a 1-Ωm isotropic
formation, with properties of Model 2; water depth varies from 0.2 to 0.05 km (Figures 3(b)–
(c)).

Figures 3(a)–(b) models the standard dipole-dipole CSEM measurements in both frequency and
time-domain in a wide range. We model responses of sea-bottom receivers to a moving x-directed
dipole transmitter situated 0.03 km above the receiver line. For simplicity of representation, we
vary the x-coordinate of the receiver, keeping the offset (transmitter-receiver distance) a constant
5.2 km. Our choice of the offset was based on previous studies (for example, [5]). We show relative
or normalized responses for the sake of simpler representation and analysis, i.e., the electric field
Ex(x) divided by the response measured at a reference point situated far enough from the reservoir
(the first or the last point on the receiver line). The absolute responses are shown as well on the
bottom.

Figure 3(c) shows time-domain FSEM modeling for the same offset of 5.2 km. The curves
depicted in the pictures show the ratios Rxy (top) and Rx (bottom) measured by the receiver
which is excited by four of two transmitters situated 0.03 km above the seafloor (Figures 1(a), (b)),
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(a) (b) (c)

Figure 3: Synthetic responses to Model 1 (see Figure 2(a)): (a) Frequency-domain CSEM, (b) time-domain
CSEM and (c) FSEM responses. Thin vertical lines signify the reservoir edges.

normalized to be equal to 1 far enough from the reservoirs — For simplicity of analysis. It is easy
to see that the FSEM provides stronger reservoir response than both frequency- and time-domain
CSEM, which provide the anomaly above the reservoir on the boundary of detectability level (20%
from the background level), and the frequency and time variation does not really help make the
relative reservoir response stronger.

Figure 4 shows the responses to Model 2 (two reservoirs) and to Model 3 (two reservoirs with
complex sea-floor bathymetry). The standard CSEM response to Model 2 does not allow distin-
guishing between the larger and the smaller reservoir responses: If the anomaly above the larger
reservoir exceeds 30% for both frequency- and time-domain CSEM, the smaller reservoir response
is not detectable. In our shallow-water cases non-zero frequency/time does not seem to provide
any additional information or any higher spatial resolution, and only reduces the CSEM reservoir
anomalies compared to the DC response due to the airwave and the skin-effect. The spatial res-
olution of the standard CSEM is restricted by min (offset, wavelength). For example, in the DC
case (infinite wavelength) the resolution is determined by the offset only. At the standard 0.25-Hz
frequency the wavelength in the seafloor is 6.3 km, which is longer than the offset of 5.2 km. So,
the resolution is again restricted by the offset. At 1Hz the wavelength is 3.2 km, but the reservoir
responses are weak (almost absent) since they are dominated by the airwave. On the contrary,
FSEM provides detectable anomalies above the both reservoirs, with a clear separation between
them. Due to the focusing, the spatial resolution of FSEM is not restricted by the offset: we can
successfully resolve the smaller target whose diameter is about twice as small as the offset (5.2 km).

The standard CSEM response to the bathymetry model (Figures 4(d)–(e)) is completely differ-
ent from the CSEM response without the bathymetry (Figures 4(a)–(b)). Both frequency-domain
(d) and time-domain (e) curves show a strong double elevation: First when the receiver arrives at
the shallow zone and second when the transmitter passes over this zone. The bathymetry distorts
the CSEM response of the reservoir beyond recognition. This case requires a full 3D inversion
to extract reservoir parameters; it is questionable if this information can be reliably extracted in
principle. However, the FSEM response with the bathymetry is distorted only above the steep
part of the seafloor and in its close vicinity. Beyond this zone the FSEM curves (Figure 4(f)) look
nearly identical to the respective curves without the bathymetry (compare with Figure 4(c) —
Constant water depth of 200 m). This creates a possibility of a simple visual interpretation even
in this exceptionally challenging case, since we can observe a clear elevation of the FSEM response
directly above each of two reservoirs, with a clear separation between them, independent of the
seafloor shape. A simple 1D inversion could also provide a reasonable solution in all receivers,
perhaps excepting the case of a receiver situated right on the edge of the shallow zone. [It would
be difficult either to reliably acquire or model data in this receiver; this prevents us from showing
the result].
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(a) (b) (c)

(d) (e) (f)

Figure 4: Synthetic responses to Model 2, two reservoirs situated 2 km below the 200-m-deep seafloor line
(see Figures 2(b)–(c)): (a) Frequency-, (b) time-domain CSEM and (c) FSEM responses; in the bottom the
corresponding case without the bathymetry is shown (depth varies from 200 to 50m): (d) Frequency-, (e)
time-domain CSEM and (f) FSEM responses. Thin vertical lines signify the reservoir edges.

4. CONCLUSION

We developed a novel FSEM method and showed that it has a potential for revealing and delineating
deep hydrocarbon reservoirs in challenging cases where the standard marine or land CSEM method
fails to provide reliable results. Our method enables directing the EM energy deep into the geological
formation based on the focusing principle. We suggest a simple implementation of the focusing
technique and demonstrate its successful application on complex 3D modeling examples. The
new method provides great depth of investigation. It allows simple visual interpretation even in
exceptionally challenging cases of the 2-km deep reservoirs in shallow water, in the presence of the
sea-floor bathymetry. The data obtained in each receiver can be processed independently of the
other receivers, so a simple point-by-point 1D inversion can be promising.

The focusing technique has been developed based on a similar principle used in resistivity well
logging tools like the Laterolog. However, the Laterolog logging method requires an automatic
feedback loop to remove the borehole axial current. This makes its on-land or marine application
difficult. We have developed a simple but successful implementation of the focusing idea for both
land and marine applications.

Successful field examples can be found in [3, 4].
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Inversion of 3D Marine CSEM Data Using Seed-type Initial Models
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Abstract— The marine Controlled-Source Electromagnetic (CSEM) method has been evolv-
ing into a subsurface resistivity imaging tool for increasingly complex geological settings. The
measured EM field needs to be inverted to obtain accurate formation resistivity volumes. This
information can be used to find reservoirs and determine hydrocarbon saturations. An important
step in the resistivity interpretation process is the inclusion of constraints to guide inversion and
reduce its non-uniqueness. In this paper, we use 2.5D and 3D synthetic models to investigate the
accuracy of the subsurface resistivity reconstruction using additional information about the tar-
get body’s position. We show that application of seed-type initial models leads to a significantly
improved inversion-based CSEM resistivity interpretation.

1. INTRODUCTION

The value of subsurface resistivity data has never been in doubt in the exploration community. In
the past, this information only came from well logs. Now, electromagnetic survey methods can
acquire subsurface resistivity data without drilling. The marine CSEM method, which relies on a
horizontal electric dipole emitting a predefined low-frequency spectrum, and the EM fields recorded
by ocean bottom receivers, has been used commercially in hydrocarbon exploration since 2002 [4].
Since then, the oil and gas industry has gained experience with the method and the EM surveying
technique are now used routinely by major operators in many offshore basins around the world [1–
16]. Some CSEM surveys are performed before drilling to predict the presence of hydrocarbons.
Others are performed after drilling to calibrate the technique [e.g., 2, 7, 8, 14]. In some cases with
simple subsurface resistivity structure, stand-alone EM survey data can be sufficient for identifying
the presence of resistive hydrocarbons. In complex situations, integration with available seismic
and log data is required to increase reliability of CSEM resistivity interpretation.

3D inversion accommodates detailed resistivity variations in the subsurface and is well-suited
for analysis of CSEM datasets. The vast majority of commercially viable solutions for 3D inversion
imaging of the subsurface rely on a gradient-based, iterative inversion approach in which the full
set of Maxwell’s equations is solved on a finite grid during each iteration step [e.g., 1, 15]. The
model change after each step is determined from the gradient g = ∂ε/∂σi of a misfit functional ε
with respect to the conductivities in a discretized model σi.

It is known that even a carefully executed inversion-based interpretation yields several different
results, only one of which best reflects the true subsurface resistivity. With sufficient information
and experience, it should, in principle, be possible to identify the most plausible result, but as
in all geophysical interpretations, this very much depends on the ability of the interpreter. In
this paper, we discuss a possible way to make inversion-based interpretation process more data
and information-driven and less interpreter-driven. Our approach is based on the concept of seed
inversion, which uses limited additional information (e.g., from logs) to build a more reliable starting
model.

2. MODELING AND INVERSION METHODS

In this paper, we use the fast finite-difference time-domain method to simulate synthetic CSEM
data. The code permits modeling of the electromagnetic field for arbitrarily placed sources and
receivers with high accuracy [10]. For data inversion, we use 2.5D and 3D inversion programs.
The 2.5D inversion algorithm is based on an iterative Gauss-Newton model update [6], and the 3D
inversion algorithm uses a Quasi-Newton, gradient-based model update [15]. Important features
of the inversion tools include: ability to use soft structural constraints from seismic through tear
surfaces, a priori models, and the initial models. A wide range of regularization options to limit the
model space, such as minimum total variation, minimum gradient support, and minimum anomaly,
is also available.

In practice, for 3D inversion we employ an integrated approach to building initial models using
prior knowledge from seismic and well logs in combination with resistivity information from lower
dimensional inversion schemes (e.g., 1D and 2.5D) that require less computational time. If prior
knowledge is limited, we use simple half-space starting models.
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3. MODELING SETTINGS

The electromagnetic field is excited by the Horizontal Electric Dipole source that is towed at a
fixed 30 m distance from the seafloor. The bottom panel of Figure 1 shows the XZ cross-section of
the model used in this study. The 3D reservoir has dimensions (X ×Y ×Z) = (6.0× 6.0× 0.2) km,
while in the 2.5D case, the model properties are Y -invariant. In both 2.5D and 3D cases, the
reservoir thickness in the Z-direction is 0.2 km and the top of the reservoir is located 1.5 km below
the seafloor. The 2.5D and 3D models we used in tests are isotropic. The resistivities of the water,
background, and target are 0.3, 1.0, and 20 Ω·m, respectively. The 3D synthetic grid consisting of
five lines (Tx01–Tx05) is shown in the top panel of Figure 1. We simulated CSEM data for the
frequencies ranging from 0.05 to 2 Hz.

4. SYNTHETIC DATA INVERSION TESTS

An important step in the resistivity interpretation process is the inclusion of constraints from
seismic and well log data to guide CSEM inversion and reduce its non-uniqueness. In this section,
we introduce the seed-type initial models generated using a small region within the target body,
and investigate the accuracy of the subsurface resistivity reconstruction using these types of initial
models.

2.5D Tests. We tested the half-space and three-layer starting models. In both cases, the back-
ground resistivity is set to its true value of 1 Ω·m. In the three-layer initial model, the resistivities
of the layers located below the seafloor are 1, 5, and 1 Ω·m; the Z-position and thickness of the
second layer coincide with the corresponding local target parameters.

The results of inversion shown in Figure 2 indicate that the three-layer seed initial model yields
a much sharper image of the target, i.e., the recovered resistivity is close to the accurate target
resistivity, and the image indicates almost accurate vertical and lateral boundaries of the target.
The convergence of inversion is faster when the three-layer seed model is used.

3D Tests. We tested the half-space and 3D smoothed local seed starting models. In both cases,
the background resistivity was set to its true value of 1Ohm-m. In the smoothed model case, we
used a small body of 1×1×0.2 km size and 10Ω·m resistivity. However, after resistivity smoothing,
the maximum value of resistivity was ∼ 2Ω·m.

The results of inversion shown in Figure 3 indicate that the seed smooth initial model yields
a much sharper, artifact-free resistivity image of the subsurface and the target, i.e., the recovered

Figure 1: Model Settings (not to scale). Top — the 3D acquisition grid, the inline receiver spacing and the
distance between the lines are 1.0 and 1.5 km, respectively. Bottom — XZ cross-section of the model used
in this study. The reservoir has dimensions (X ×Y ×Z) = (6× 6× 0.2) km. In both the 2.5D and 3D cases,
the top of the reservoir is located 1.5 km below the seafloor. The model is isotropic and the resistivities of
the water, background, and target are 0.3, 1.0, and 20 Ω·m, respectively.
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resistivity is closer to the accurate target resistivity and the image indicates a more accurate vertical
position of the target body.

Figure 2: Top — 2.5D inversion results obtained using 1 Ω·m half-space starting model. Bottom — 2.5D
inversion results obtained using the three-layer seed starting model of 1, 5, and 1Ω·m.

Figure 3: The two panels show the vertical (XZ) cross-sections of 3D inversion cubes for line Tx03 obtained
using two starting models. Bottom — 3D inversion results obtained using 1 Ω·m half-space starting model.
Top — 3D inversion results obtained using the smooth 1.0 × 1.0 × 0.2 km seed starting model. The black
box shows the target outline.

5. CONCLUSION

Using simple 2.5D and 3D synthetic CSEM models we found that seed-type initial models provide
faster convergence and more focused (accurate) resistivity inversion results. Model tests showed
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that the most important parameter to build valid 3D seed initial models to guide inversion in the
correct direction is the location of the hydrocarbon target center, while the initial resistivity level is
less important. Additional tests of the 3D CSEM seed inversion approach using more complicated
anisotropic models and field data are being performed.
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Simultaneous Joint Inversion of Seismic and Magnetotelluric Data
for Complex Sub-salt Depth Imaging in Gulf of Mexico

M. Viriglio, M. De Stefano, S. Re, F. Golfrè Andreasi, and F. F. C. Snyder
WesternGeco, Italy

Abstract— We present the first application of the 3D simultaneous joint inversion (SJI) be-
tween seismic and marine magnetotelluric data over the northern Gulf of Mexico. Interpreting
the complex salt structures is a key to understand and create accurate tomographic velocity
models, which in turn, are necessary to properly position and image the subsalt targets in the
framework of the geophysical exploration. SJI collects seismic and non-seismic information into
a single-objective function to be inverted, as opposed to the multiple functions inverted by both
single-domain approaches. SJI enhances the ambition of improving the existing velocity models
for prestack depth migrations and the consistency of seismic and non-seismic representations of
the subsurface in complex salt geometries.

1. INTRODUCTION

Various approaches have been proposed ([1–3]) for multidomain and multimeasurement integration,
both in processing and interpretation. As a general view, integration can take place at different
levels of an exploration workflow: to constrain processing, inversion, or simply when comparing
interpretations or co-rendering them. Nowhere is this approach more important than in the Green
Canyon-Garden Banks-Keathley Canyon-Walker Ridge areas where salt complexity is challenging,
even with the latest wide-azimuth acquisition and processing methods.

Properly interpreting the numerous coalescing allochthonous salt canopies that cover potential
reservoir structures is a key to understand and create accurate tomographic velocity models. The
salt structures are particular challenges to deepwater exploration in this part of northern Gulf of
Mexico and in order to properly position the subsalt targets for geophysical exploration, a consistent
representation of the velocity model is the most important requirement for depth imaging.

2. SIMULTANEOUS JOINT INVERSION: THE METHOD

Simultaneous Joint Inversion (SJI) is a robust and integrated process to invert multiple geophysical
parameters within one unique cost function. Beyond the algorithm, this requires integrated work-
flows across traditionally distinct geophysical domains (Seismic, Gravity, and Electromagnetics).

The SJI workflow presented here combines MMT and seismic measurements integrated within
the inversion phase: in SJI inversion, one single objective function is inverted, as opposed to the
multiple functions inverted in the single domains approach ([1, 2]). The kernel of the objective
function is built by three different elements as displayed in Equation (1) ([1]): residual collection
from different domains (φd1, φd2), single domain constraints (ρm1, ρm2) and several interdomain
constraints (ξi). From this point of view, the role of SJI is to combine the residuals, collate the
constraints for single domain models, set the constraints between the models of different domains,
and finally invert for the two models involved.

In this contest, SJI uses the same regularization and preconditioning that the single domains
use for standard inversion. This is one of the key benefits provided by the SJI: each domain is
regularized (and/or preconditioned) as in single domain inversions. First order (Gradient filters) or
second order (Laplacian filters) have been tested and used, but in general any regularizator could
be used in order to drive the coherence between adjacent cells of the same model. Laplacian filters
for both seismic and MMT have been used in the following examples.

The algorithm inverts for all the models providing updates for the different domains. From the
inversion point of view, the SJI is fully described by the single objective function β in Equation (1)
where we used a summation of different costs as opposite of [2] where multiplication has been used:

β(m1, m2) = λ1φd1(r1) + λ2φd2(r2) + λ3ρm1(m1) + λ4ρm2(m2) +
n∑

i=0

ξi(m1,m2) (1)

β is the unique function to minimize
mi are the models to invert
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φi are the contributes from the residuals
ρi are the contributes from the regularizations
ξ1, ξ2, . . . , ξn are the cross-links between unknowns
λi are the weights for each component

3. THE MT SIGNAL AND DATA PROCESSING

The electromagnetic source for magnetotellurics is the natural time-varying geomagnetic field. A
useful measure of its level is the Ap index. It is a measure of the general level of geomagnetic
activity over the globe for a given day. It is derived from measurements made at a number of
stations world-wide of the variation of the geomagnetic field due to currents flowing in the earth’s
ionosphere and, to a lesser extent, in the earth’s magnetosphere. The strength of solar activities
affects the quality of MT signal. The quality of the MT response has a correlation with the good
MT source signal. Although solar activity is generally not predictable, the geomagnetic amplitude
pulsed at a frequency of approximately 6–9 days. A longer recording window can increase the
likelihood of capturing peak MT pulses. Another benefit of a longer recording window is increasing
the stacking. Stacking can reduce the random (incoherent) noise and improve the signal-to-noise
ratio. The receivers have some common noisy segments, e.g., instrument deployment and recovery.
There are also some noise sources which can affect the receivers in different ways, e.g., complicated
ocean environment, motional noise, spikes from the atmosphere and ionosphere, pipe lines etc.
These noisy segments of data were cut off from the time series and the “quietest” segments of data
were then used for processing.

A robust remote reference processing approach [4] was used to calculate the MT impedance
tensor from the time series data. The use of a remote reference receiver is the usual way to reduce
the incoherent noise in the time series and therefore to improve the data quality.

4. SUBSALT IMAGING

Subsalt seismic imaging is a very common problem due to complex lateral and vertical velocity
variations, scarce penetration of seismic energy, wavefield scattering, multiples, conversions, strong
ray-path distortion, and irregular illumination with multipath. Solving for complex velocity models
is the first goal of the SJI technology when integrated with MMT domain.

MMT measurements provide additional data on the high resistive anomaly of the salt. MMT
is suited to investigate within and below the salt formation which provides a strong resistive effect
both on apparent resistivity and phase but more importantly MMT is an inductive method capable
of detecting the resistivity contrast at the base of salt and it provides a key benefit for velocity
model building within and below basalt.

5. SYNTHETIC MODELS

The synthetic tests are based on the standard SEG 3D synthetic model and have three different
elements: a water layer, a space variant background velocity (sediments), and the salt formation
with constant velocity. We built a proper resistivity model [Ω · m] using well logs information
populating the seismic structural framework, and we inverted velocities and resistivities with SJI.
In this way, we emulate the common case of very fast and resistive salt structure with different dips
and depths, one of the main challenges for today marine applications. Figure 1 shows the velocity
and the resistivity models: the two domains use different grids according to the resolution of the
measurement. SJI provides a better inversion of the salt anomaly, and a more stable velocity of
the background; the SJI velocity model is also more accurate below the bottom of the salt.

6. REAL DATA APPLICATION IN WALKER RIDGE — NORTHERN GULF OF
MEXICO

Since the formation of the Jurassic Louann salt during continental crust pre-breakup and subse-
quent early salt movement due to gravity spreading toward the cooling and sinking oceanic plate,
the Gulf of Mexico has been destined as a tectonically favorable exploration province, albeit in
places very complex. This complexity comes in part from the repeated and diverse salt movement
episodes and the resulting deep water allochthonous canopies; our remote sensing attempts to im-
age favorable hydrocarbon-bearing structures beneath. Properly imaging and interpreting the salt
and substructures are primary tools to understanding and creating accurate geologically driven
tomographic velocity models, which in turn, are necessary to properly position and image these
subsalt targets.
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Figure 1: LHS: Comparisons between single domain
inversions (top left) and SJI models (bottom left):
SJI improves the focusing of the MMT inversions of
the salt formation (black line). RHS: Match of SJI
base of salt and synthetic one. Proper model the
base of salt is a key for enhancing the subsalt depth
migrations.

Figure 2: Workflow for the SJI. Clockwise from top
left: initial structural framework, salt removal, SJI
inversion, and SJI interpretation.

Figure 3: Left: Initial resistivity model. Middle: SJI inverted resistivity. Right: SJI resistivity update.

A robust approach involving seismic and non seismic measurements is very important in the
Green Canyon-Garden Banks-Keathley Canyon-Walker Ridge areas because the salt complexity is
extremely challenging, even with the latest seismic acquisition methods. Using geological informa-
tion and multidomain integration to augment seismic data is proving successful. These methods
help better facilitate interpretating the entire salt, which is important not only for a better salt
model and reservoir image, but also to better understand possible reservoir compartmentalization
mechanisms, abnormal pressure cells, and other exploration risks.

Figure 3 shows the SJI resistivity results: inverting MMT data together with seismic reflections
helped to detect/confirm the base of allochthonous salt at the macro-scale, and also the top of the
deeper and resistive autochthonous salt. Given the high-resolution of the seismic migration, the
new bottom of the salt has been interpreted using the seismic velocity and migration.

Figure 2 shows some 3D views of velocities (colored) and seismic (black and white) overlays. For
the 3D SJI proof of concept, we started from an existing seismic reflection tomographic model (top
left) from which we removed a portion of the salt (top right) obtaining the initial velocity model
and ran several iterations of targeted 3D SJI with reflection seismic and MMT data, obtaining the
final SJI velocity model (bottom right). The bottom left image shows how the 3D SJI has led to a
new 3D interpretation of the allochthonous salt base (colored) and positioning of the autochthonous
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Figure 4: Subsalt zoom of the PSDM sections using single domain velocity model (LHS) and SJI velocity
model (RHS). Red arrows points to the base of the salt. White arrows point ot the improved subsalt migrated
events.

top salt (blue). The new interpretations have been used for new depth migrations to confirm the
improvements in the new SJI model.

The SJI results are shown in Figure 4 by means of 3D depth migrations. SJI provides a more
focused base of the salt, enhancing the quality of the subsalt migrated events.

7. CONCLUSIONS

We integrated the inversion of seismic and MMT data with the 3D simultaneous joint inversion,
showing an application in the northern Gulf of Mexico, and producing new interpretations of the
allochthonous and autochthonous salt and thus an improved imaging with new depth migrations.
SJI enhances the quality of the seismic migrations, reduces the inversion uncertainties, and most
importantly defines a new strategy for subsalt interpretation, thereby enhancing the role of non-
seismic methods.
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Closed-form, Bistatic, 3D Scattering Solution for a Dihedral Corner
Reflector

Julie Ann Jackson
Air Force Institute of Technology, USA

Abstract— We use a hybrid geometric optics and physical optics approach to derived a closed-
form solution for bistatic scattering in three-dimensions from a right-angle dihedral. The resulting
analytic model may be used to efficiently estimate dihedral features in measured radar data. The
derived model equations are shown to have excellent agreement with numerical shooting and
bouncing rays predictions.

1. INTRODUCTION

Scattering prediction models may be used to extract features of interest in measured synthetic
aperture radar (SAR) data. Closed-form scattering models allow for scattering predictions to be
computed more efficiently than with numerical electromagnetic prediction codes. Such models are
feasible for simple features, such as a dihedral. Thus, we derive a three-dimensional (3D) bistatic
scattering model for the right-angle dihedral.

A variety of approaches, including geometric optics (GO), physical optics (PO), physical theory
of diffraction (PTD), and uniform theory of diffraction (UTD), have been used to derive scattering
from a two-dimensional corner mechanism for both the monostatic and bistatic cases [1–5]. For
monostatic radar the 2D problem is of most interest since backscatter is greatly reduced for angles
away from the plane of the corner. Bistatic antenna configurations are able to capture specular
returns for 3D antenna geometry. Thus, 3D bistatic scattering predictions are desired. We extend
the monostatic works to derive in closed-form the 3D bistatic scattering predictions for a PEC,
right-angle, rectangular dihedral. We use a hybrid approach, tracing ray reflections with GO and
evaluating the PO integral in closed-form, to predict the scattered field. We validate the resulting
dihedral model equations with numerical shooting and bouncing rays (SBR) predictions.

2. SCATTERING MODEL DERIVATION

We consider scattering from the interior of the right-angle dihedral depicted in Figure 1. The
incident and scattered wave direction vectors are depicted in Figure 2 and are written in Cartesian
coordinates as

î = −(x̂ cosφt sin θt + ŷ sin θt sinφt + ẑ cos θt) (1)
ŝ = x̂ cosφr sin θr + ŷ sin θr sinφr + ẑ cos θr (2)

Dihedral scattering is comprised of single and double-bounce components. The single-bounce scat-
tering from each dihedral plate is computed by solving the PO integral [6]

~E =
−jkZ0

4π

∫

S′
ŝ×

[
ŝ×

(
2n̂× ~Hi

)]
e−jk~r ′·(̂i−ŝ)dS′ (3)

for scattering from surface S′, where ~Hi is the incident magnetic field, ~r ′ is a vector from the
origin to a point on the surface S′, and n̂ is the unit vector normal to the surface S′. Second order
scattering is computed as in [1, 7] using GO to trace ray reflection from the first plate to the second
plate and then solving the PO integral over the second plate.

2.1. First Order Scattering

From Equation (3), the first order scattering from the plate in the x-z plane (plate xz) is

~Exz1 =
−jkZ0

4π
ŝ× ŝ×

[
2ŷ × ~Hi

] ∫ L

2

−L

2

∫ a

0
e−jk~r ′(y′=0)·(̂i−ŝ)dx′dz′ (4)
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Figure 1: Dihedral corner reflector.
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Figure 2: Bistatic spherical coordinate geometry.

For incident electric field ~Ei = Eθθ̂t + Eφφ̂t, the incident magnetic field is ~Hi = −1
Z0

(
Eθφ̂t − Eφθ̂t

)

and (4) becomes

~Exz1 =
jk

2π

(
θ̂r (Eθ sin θr sinφt −Eφ(cos θr cosφr sin θt − cos θt cosφt sin θr)) + φ̂rEφ sin θt sinφr

)

·aLsinc
(
k
L

2
(cos θt+cos θr)

)
sinc

(
k
a

2
(cosφt sin θt+cos φr sin θr)

)
ejk

a

2
(cos φt sin θt+cos φr sin θr) (5)

Similarly, the first-order scattering from the plate in the y-z plane (plate yz) is

~Eyz1 =
jk

2π

(
θ̂r (Eθ sin θr cosφt−Eφ (cos θt sinφt sin θr−cos θr sinφr sin θt)) + φ̂rEφ sin θr cosφr

)

·bLsinc
(
k
L

2
(cos θt+cos θr)

)
sinc

(
k

b

2
(sin θt sinφt+sin θr sinφr)

)
ejk b

2
(sin θt sin φt+sin θr sin φr) (6)

2.2. Second Order Scattering
First, we consider the case when the transmitted wave is incident on plate yz. Plate yz reflects the
wave to plate xz, and the field scattered by plate xz to the receiver is given by the PO integral

~Exz2 =
−jkZ0

4π
ŝ× ŝ×

[
2ŷ × ~Hyz

] ∫

Sxz

e−jk~r ′(y′=0)·(ŝyz−ŝ)dSxz (7)

where
ŝyz = x̂ sin θt cosφt − ŷ sin θt sinφt − ẑ cos θt (8)

is the direction of the reflection from plate yz that is incident on plate xz and

~Hyz =
x̂

Z0
(−Eθ sinφt−Eφ cos θt cosφt)+

ŷ

Z0
(−Eθ cosφt+Eφ cos θ sinφt)+

ẑ

Z0
(−Eφ sin θt) (9)

is the magnetic field reflected from plate yz that is incident on plate xz. Substituting (8) and (9)
in (7), the PO scattered field from plate xz is

~Exz2 =
−jk

2π

(
θ̂r(Eθ sin θrsinφt+Eφ sin θrcos θtcosφt+Eφ sin θtcos θrcosφr)−φ̂rEφ sin θtsinφr

)
Ixz

(10)

where we have defined the integral term in (7) as Ixz. The limits of integration for Ixz depend on
the dihedral plate sizes and the transmitted field angle of incidence. We define Ixz for the different
illumination cases in Table 1.
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Table 1: Second-order PO integral terms Ixz and Iyz for three illumination cases, using notation ψx =
cos φt sin θt − cos φr sin θr, ψy = sinφt sin θt − sin φr sin θr, and ψz = cos θt + cos θr.

• Case I: tan φt ≥ b
a

and cot θt ≤ L
b

sin φt

II
xz =

e−jk b
2 ψx cot φt

jkψz
b cot φt

„
ejk L

2 ψz e
−jk b

2
cot θt
sin φt

ψzsinc

„
k

b

2
cot φt

„
ψx+

cot θt

cos φt
ψz

««
−e−jk L

2 ψz sinc

„
k

b

2
ψx cot φt

««
(11)

II
yz =

e−jk b
2 ψy

jkψz
b

„
e
−jk b

2

“
cot θt
sin φt

ψz

”
ejk L

2 ψz sinc

„
k

b

2

„
ψy+

cot θt

sin φt
ψz

««
− e−jk L

2 ψz sinc

„
k

b

2
ψy

««
(12)

• Case II: tan φt ≤ b
a

and cot θt ≤ L
b

sin φt

III
xz =

ae−jk a
2 ψx

jkψz

„
e
−jk a

2

“
cot θt
cos φt

ψz

”
sinc

„
k

a

2

„
ψx+

cot θt

cos φt
ψz

««
− e−jk L

2 ψz sinc
“
k

a

2
ψx

”«
(13)

III
yz =

e−jk a
2 ψy tan φt

jkψz
a tan φt

„
ejk L

2 ψz e
−jk a

2
cot θt
cos φt

ψzsinc

„
k

a

2
tan φt

„
ψy+

cot θt

sin φt
ψz

««
−e−jk L

2 ψzsinc
“
k

a

2
ψy tan φt

”«
(14)

• Case III: cot θt ≥ L
b

sin φt and cot θt ≥ L
a

cos φt

IIII
xz =

e−jkL
2ψxcos φttan θt

jkψz
L cos φttan θt

„
sinc

„
k

L

2
cosφt tanθt

„
ψx+

cot θt

cos φt
ψz

««
−e−jk L

2 ψzsinc

„
k

L

2
cos φt tan θtψx

««
(15)

IIII
yz =

e−jkL
2ψysin φttan θt

jkψz
L sin φttan θt

„
sinc

„
k

L

2
sinφt tanθt

„
ψy+

cot θt

sin φt
ψz

««
−e−jk L

2 ψzsinc

„
k

L

2
sin φt tan θtψy

««
(16)

Table 2: Bistatic, polarimetric scattering equations for the dihedral Figure 1 (Ixz, Iyz defined in Table 1).

~EVV
total =

jkL

2π
Eθ θ̂r sin θrsinc

„
k

L

2
(cos θt+cos θr)

« 
a sinφtsinc

“
k

a

2
(cos φt sinθt+cos φr sinθr)

”
ejk a

2 (cosφtsin θt+cosφrsinθr)

+ b cos φtsinc

„
k

b

2
(sin θtsin φt+sin θrsin φr)

«
ejk b

2 (sin θtsin φt+sin θrsin φr)

!
− jk

2π
Eθ θ̂r sin θr(Ixz sin φt+Iyz cos φt) (17)

~EHV
total = 0 (18)

~EVH
total =

−jkL

2π
Eφθ̂rsinc

„
k

L

2
(cos θt+cos θr)

« 
a(cos θr cos φr sin θt−cos θt cos φt sin θr)

·sinc
“
k

a

2
(cos φt sin θt+cos φr sin θr)

”
ejk a

2 (cos φt sin θt+cos φr sin θr)

+ b(cos θt sin φt sin θr−cos θr sin φr sin θt)sinc

„
k

b

2
(sin θt sin φt+sin θr sin φr)

«
ej(k b

2 (sin θt sin φt+sin θr sin φr))

!

− jk

2π
Eφθ̂r (sin θt cos θr(Ixz cos φr − Iyz sin φr) + sin θr cos θt(Ixz cos φt − Iyz sin φt)) (19)

~EHH
total =

jkL

2π
Eφφ̂r sin θtsinc

„
k
L

2
(cos θt+cos θr)

« 
a sin φrsinc

“
k

a

2
(cos φt sin θt+cos φr sin θr)

”
ejk a

2 (cosφtsinθt+cosφrsinθr)

+ b cos φrsinc

„
k

b

2
(sin θt sin φt+sin θr sin φr)

«
ejk b

2 (sin θtsinφt+sin θrsinφr)

!
+

jk

2π
Eφφ̂r sin θt(Ixzsin φr+Iyzcos φr) (20)

Next, we consider the case when the transmitted wave is incident on plate xz. Plate xz reflects
the wave to plate yz, and the field scattered by plate yz to the receiver is given by the PO integral

~Eyz2 =
−jkZ0

4π
ŝ× ŝ×

[
2x̂× ~Hxz

] ∫

Syz

e−jk~r ′(x′=0)·(ŝxz−ŝ)dSyz (21)
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Figure 3: Comparison of bistatic dihedral response for the analytic dihedral model in Table 2 and a shooting
and bouncing rays prediction for three illumination cases.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 625

where
ŝxz = −x̂ sin θt cosφt + ŷ sin θt sinφt − ẑ cos θt (22)

is the direction of the reflection from plate xz that is incident on plate yz and

~Hxz =
1
Z0

(x̂(Eθ sinφt + Eφ cos θt cosφt) + ŷ(Eθ cosφt −Eφ cos θt sinφt)− ẑEφ sin θt) (23)

is the magnetic field reflected from plate xz that is incident on plate yz. Substituting (12) and (13)
in (11), the PO scattered field from plate xz is

~Eyz2 =
−jk

2π

(
θ̂r(−Eφ cos θtsinφtsin θr−Eφ cos θrsinφrsin θt+Eθ cosφtsin θr)−φ̂rEφ sin θtcosφr

)
Iyz

(24)

where we have defined the integral term in (11) as Iyz. Iyz is also defined in Table 1.

2.3. Superposition of Scattering Terms
The total field scattered by the dihedral is given by the sum of first and second-order scattering:

~Etotal = ~Eyz1 + ~Exz1 + ~Eyz2 + ~Exz2 (25)

where the second order terms depend on the illumination cases defined in Table 1. Parsing the
superposition into terms corresponding to horizontal and vertical transmit and recieve polarizations,
we obtain the model equations listed in Table 2 for the total dihedral scattering.

3. MODEL VALIDATION

We compare the analytical solution derived above to numerical results produced by shooting and
bouncing rays (SBR) computation. We test a dihedral with dimensions L = 0.45 m and a = b =
0.22m for the three double-bounce illumination cases. The phase histories shown in Figure 3 have
excellent agreement between the derived solution and SBR predictions.

4. CONCLUSION

We have derived a closed-form, polarimetric, bistatic solution for dihedral scattering in three-
dimensions using a hybrid GO-PO approach. The resulting phase history matches that obtained
using numerical SBR prediction while being computationally efficient.
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Abstract— The extension of the abilities of human senses using synthetic devices or systems is
of main concern for long time. So, the trend of developing remote sensing systems has attracted
attention of electromagnetic researchers for its important applications such as Air-traffic control,
Air defense, exploration geophysics, and several important applications in medicine. In this
paper, the target identification of the conducting objects that have cavities with small apertures
is considered. These apertures act as coupling windows. If the aperture couples waves to any
cavity structure, for example the fuel tanks, internal resonant fields will be excited. The internal
resonant fields appear as slowly damped sinusoidal signals in the late time. The internal modes
are almost dominated over the target natural modes in the very late time. In this paper, a new
scheme is proposed to identify targets via these internal modes. The validation of the algorithm
is done using the backscattered signal from conducting structures simulated using our home made
Moment Method software.

1. INTRODUCTION

The impulse response of the conducting targets always exhibit two distinct regions; the early time,
forced component, representing the backscattered fields excited by currents during the time when
the impulse is traversing the target T, and the late time where the target can be discriminated.
If the target is closed, then a free oscillating damped signal will appear as a sum of constant
amplitude natural modes and exist for all time t > 2T. These types of targets can be discriminated
using techniques such as, the K pulse technique [1], the modified Prony’s method or the E pulse
techniques [2–6]. But in cases where small apertures exist, internal resonances will take place. The
conventional techniques that can be applied to discriminate targets via its natural modes will fail
to deal with the target backscattered response since it succeeds in case of the dominance of the
natural modes where the backscattered signal is highly damped sinusoids.

2. THE DISCREMINATION ALGORITHM

In the very late time where the internal modes dominate, one can assign a sampling window for
the analysis. The scheme can be described in the following few words; the sampling window takes
samples from the back scattered signal starting in the very late time and lasts for sufficient number
of cycles for the analysis, say more than 10 cycles of the signal fundamental frequency. The sampled
signal is normalized to its maximum value. The normalized signal is fed to a bank of band pass
filters. The central frequencies of the filters are assigned according to a data base containing the
resonant frequencies of each target. The outputs of the filters are summed. The normalized signal
is correlated with the summed signal. There are two cases for the output of the correlator. If
the assigned resonant frequencies assigned to the filters are in consistence with those resonant
frequencies corresponding to the existing target then the maximum output of the correlator will be
the greater one. In this case, the index of the target is taken from the data base and the target is
detected. On the other case where the output of the correlator is not the maximum, then the index
of the data base targets is incremented. The process will be repeated till the correlator maximum
output will be the greater one. At this time the index of the target will be known and the target is
detected according to its internal modes. A block diagram illustrating this discrimination algorithm
is depicted in Figure 1.

In the following subsections, a description for both the bank of filters and the correlator is
introduced followed by illustrative examples for the algorithm.
2.1. FIR Filter Design
The bank of band pass filters can be designed according to the following transfer function

H (S) =
k S

S2 + β S + ω2
0

(1)
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Figure 1: The block diagram explaining the discrimination algorithm.

where: ω0 is the resonant frequency, β is the 3 dB bandwidth, k is the filter gain, and S is the
complex frequency.

In order to transform the transfer function from the S domain (Laplace domain) to the Z-
domain, one can use the bilinear transformation for S where

S =
2

∆t

1− Z−1

1 + Z−1
(2)

Substituting from (2) into (1), and transforming the resultant equation into the discrete time
domain taking into consideration the fact that the multiplication by Z−1 is corresponding to a time
delay of one time step in the discrete time domain. Then the output of the filter can be using the
following equation;

y (n) =
(

k

A

)
(x (n)− x (n− 2))−

(
B

A

)
y (n− 1)−

(
C

A

)
y (n− 2) (3)

where x(n) and y(n) are the input and the output signals respectively in the discrete time domain.
Note that x(n) is an abbreviation for x(n∆t), where ∆t is the discretization time step.
Where

A =
2

∆t
+ β +

ω2
0∆t

2

B = ω2
0∆t− 4

∆t

C =
2

∆t
− β +

ω2
0∆t

2





(4)

2.2. The Correlator Design
Suppose that, the output of the filters is

y = y1 + y2 + y3 + y4 (5)

where y1, y2, y3, y4 are the outputs from each filter of the filters bank. Suppose also that the
backscattered signal normalized to its maximum value in the late time be x.

Assume that x(n) is an array containing N samples from the late time, and y(n) is the same
number of samples extracted by the filter banks after summing by the summer. The discrete
correlation function e(t) can be defined by

e (n∆t) =
5
N

N∑

k=1

y(k∆t) x ((k + n)∆t). (6)
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3. RESULTS AND DISCUSSIONS

Suppose that there are two targets to be discriminated from each other. In our example we choose
targets with small apertures to ensure the existence of sharp peaks in the frequency domain impulse
response. The two targets are open sphere, and slotted rectangular box. The simulation of the
scattering problem is done using our home-made Moment Method. The software is done according
to the analysis described in [7, 8]. The triangular patches are used to model the targets. The
sphere has a 0.5 m radius and modeled using 1980 triangular patches, the sphere has a circular
aperture that makes an angle of 10◦ from the center of the sphere. The cube dimensions are
0.5m × 1m × 1.5m. The cube is modeled useing 1494 triangular patch and total of 2233 shared
edges. The slot length is 0.5 m and width is 0.025 m.

Each target has its own internal resonances, so there is a need to design a bank of band pass
filters that has center frequencies corresponding to the internal resonances of each target. The
Radar Cross Section (RCS) of each of the two targets is depicted in Figure 2.

Figure 3 shows the original backscattered signal from the sphere compared to the extracted
signal using the sphere bank of filters. It is noticed that the extracted signal has a similar behavior
when the filters central frequencies are those corresponding to the resonance frequencies of the
illuminated object. The extracted signal has a slightly different phase and magnitude than the
original one due to the filters delays and gains. Also, one can note from the correlation functions
depicted in Figures 4(a) and 4(b) that the correlation function has a maximum behavior when
the central frequencies of the filters are matched with the resonance frequencies of the illuminated
object.

4. CONCLUSION

The coupling of electromagnetic energy inside a closed object that has small coupling apertures in
its body will provide the radar target identification designer with important information about the
target. This is due to the re-radiation of the stored energy in the form of continuous wave that
has enough information for the identification process to take place. This continuous wave is the
summation of the contribution of the internal resonances which is unique for each target.
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Abstract— Land cover and land use types are challenged to access real-time and precise in-
formation of interest. The recent advent of sophisticated sensors permits to exploit independent
observations of a phenomenon and to extract more detailed information and performs a decision
level for scene interpretation. In this paper, we propose a new approach for multi-temporal hy-
perspectral images processing based on multi-temporal spectral signature representation. The
3D model characterizes all the pixels in a scene by considering their reflectance values as a
function of time of imaging and spectral waveband. We showed the use of such modeling strate-
gies in overcoming the dimensionality problem and improving both multi-temporal classification
and unmixing problems associated with hyperspectral data. A case study was conducted on
multi-temporal Hyperion series located in southern Tunisia. The obtained results showed good
accuracies.

1. INTRODUCTION

Land cover and land use types are challenged to access real-time and precise information of in-
terest. Remote sensing has been used to observe, to model and to provide input data by aerial
measurements for many applications, including flood monitoring, surface deformation and land
cover variations [1]. Nowadays, processing remote sensing data, as a forecasting tool for land
surface study, allows a real time object detection or a-posteriori evaluation of damaged areas, on
a case-to-case basis by providing thematic products. However, traditional products (e.g., aerial
photographs, mono-date images) are not able to cover wide enough areas [2]. The effective use
of remotely sensed data for classification and unmixing cases stills a difficult task due to some
limitations associated with the data resolution, processing, and costs. Recently, the advent of hy-
perspectral data provides hundreds of relatively narrow (≤ 10 nm), contiguous bands that may be
useful for extracting land-use information and identifying the constituents of ground materials i.e.,
Endmember in the image pixel.

Thus, dynamic object analysis by satellite observation and multi-temporal images processing
could become a necessity. It is imperative for remote sensing community to expand their approaches
boundaries to incorporate multi temporal images processing specially hyperspectral ones, since these
kinds of images can provide a much better results for large areas. Therefore, multi-temporal data
may improve accurate image analysis in situations where data is coming from a single sensor lack
fidelity in the spectral or/and spatial domains [3].

2. RELATED WORKS

The problems of multi-temporal image classification are highly relevant in most remote sensing
study [4]. To address the problem of multi-temporal images analysis, a range of image processing
techniques has been greatly expanded. Such as in [5], Prasad and al. proposed a framework in
which they incorporate a subspace identification procedure to divide the hyperspectral space into
multiple contiguous subspaces, and then a decision fusion mechanism was employed to melt local
classification resulting from each subspace. In [6], the authors proposed a new method to combine
original spectral information with multi-temporal texture extracted by the Pseudo Cross Variogram
algorithm (PCV). Several other approaches using neural networks or SVM have been proposed.

However, several problems are identified in the presented approaches. First, classifiers are, in
general, sensitive to the high dimension of pixels in hyperspectral images or to higher dimensional
feature space generated by putting together multi-dates features. Second, the learning of most
proposed classifiers is based on different temporal data sets, i.e., a pixel group for each date.
Nevertheless, at different time instants each pixels sample present distinctive characteristics due to
differences in atmospheric conditions, sensor drifts, etc. Hence, the learning paradigm, investigated
on data coming from different distributions, is violated. It does not respect the independence of
features over different temporal data sets and the non-linear cross information among pixels at
different temporal dates [7].
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3. OVERVIEW OF THE PROPOSED APPROACH

On the attempt of multi-temporal hyperspectral images classification, we outline in this research
an approach including several stages. Figure 1 depicts the proposed 3D model and its application
for images classification and unmixing task. The first stage is “off-line” and consists on building a
3D hyperspectral library from field missions and In-Situ data collected using a spectro-radiometer.
Other stages are on-line and include several steps. The block-diagram of the “on-line” 3D model
spectral matching system is depicted using the processing chain shown in Figure 1(a).

on-Line
Processing
  (a)

Off-Line (b)

Figure 1: Proposed approach. Figure 2: Proposed multi-temporal
spectral signature model.

The first module inside the chain is normalization and is used to guarantee invariance with
respect to rotation, translation and scaling. Indeed, different 3D spectral signature could have
considerably similar shape, but different scale, orientation, and position in the 3D space. The
motivation of this step can be depicted by finding a canonical position and normalized orientation
for the 3D model.

Then, an analytical 3D surface is generated for each pixel, Delaunay triangulation was used to
generate and parameterize the obtained mesh. The respective shape descriptors will be introduced
to 3D spectral search engine. The next step consists of finding the highest match score between
pixels surface in the image and the surfaces stored in our 3D spectral library, a shape differentiation
of meshes using a similarity measure was used. Finally, we use the spectral distance calculated
between surfaces for the classification and unmixing task.

3.1. Multi-temporal Spectral Signature
In this paper, we propose a 3D model that characterizes all the pixels in a scene by considering
their reflectance values as a function of imaging time and spectral waveband.

To achieve this goal, we propose a new approach for designing multi-temporal spectral signature
as a three dimensional function (time, reflectance, and wavelength band). Hence for each pixel,
we generated a surface which generalizes the usual signature by adding a time dimension. Despite
classical bi-dimensional spectral representation, we call this new representation the multi-temporal
spectral signature.

Thus, the proposed model is based on a view of multi-sources and multi-temporal hyperspectral
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imagery represented in a three-dimensional space (Eq. (1)), the axes of which are wavelength band
(x), reflectance (y) and time (z). Multi-temporal measurement taken from different hyperspectral
sensors can be plotted in this space.

ReflectancePixel(i,j) = f(Wavelength, time) (1)

4. OFFLINE STAGE: SPECTRAL BASE AND SURFACE RECONSTRUCTION

The objective of this research is to provide a multi-temporal hyperspectral data classification based
on 3D spectral signature matching. Before this, Endmember surface should been built according
to described model. For our 3D spectral data base implementation, we opted initially for a multi-
temporal construction based on spectrum probing. To achieve this goal, we collected a set of multi-
temporal spectra for each Endmember from various on line spectral databases (Hyperspectral. info,
DLR, ASTER Spectral Library, USGS Digital Spectral Library, Johns Hopkins University Spectral
Library, SPECCHIO, etc). Then, we constructed from single-date collected spectrums the multi-
temporal spectral signature by integrating the time component. We are currently working on to
build the 3D spectral data base from real ground measurements.

Endmember surface construction consists to translate the point cloud collected multi-temporal
spectrum into a continuous 3D surface, through surface reconstruction. Surface reconstruction pro-
vides a powerful concept for modeling shapes from samples. Delaunay based surface reconstruction
algorithms showed good performances either in theory or practice for point cloud data with only
geometric coordinates as input.

Assuming we are given a cloud point set P sampling an unknown pixel or Endmember surface
and that the given sampling is dense enough. We used The SuperCocone algorithm [8] based on
Divide to conquer paradigm. It demands only the computation of the Delaunay triangulation D(P ).

5. ONLINE STAGE: MULTI-TEMPORAL IMAGES UNMIXING AND CLASSIFICATION

This module allows two principals tasks: Spectral unmixing and hard classification.
Spectral unmixing is a quantitative analysis used to recognize ground cover materials to obtain

their mixing proportions (or abundances) from a mixed pixel. The measured mixed spectrum is
decomposed into a set of endmembers and their corresponding fractional abundances within the
pixel. In order to reliably estimate these maps several steps are conducted:
• Endmember extraction: Endmember identification from a set of multi-temporal hyperspec-

tral images was done by expert. Then, in order to label each Endmember, a 3D spectral matching
was performed between each multi-temporal surface pixel and 3D spectral library ones.
• 3D spectral matching: After generating the triangular mesh, we turn now to the spectral

similarity stage. The 3D spectral matching which will take place between the built surface for each
pixel with each of the surfaces stored in the 3D spectral signature. To achieve this goal, we based
on the following 3D shape descriptors:

Cords-Based Descriptor combining the spatial extent information and the orientation of 3D
object. For all object faces, a cord is defined and constructed as a vector that runs from an object’s
center to the centroid of a face.

Shape Distribution describing the geometric properties of the object as a probability distribution
sampled from a shape function. Because there is no optimal way of describing a 3D object, the
most important requirements in choosing 3D shape descriptors are: the static dimension of feature
vectors and the robustness of fundamentally chosen descriptors.

The search engine (application) is based on the previous description scheme. These descrip-
tors were chosen because they work on the mesh-domain. The first adopted similarity metric for
calculating the distance and the similarity between two descriptors f ′, f ′′ is the plain Euclidean:

diff (f ′, f ′′) =
√∑

i

(f ′, f ′′)2 (2)

Moreover, we used the Bhattacharyya distance defined by:

D = 1−
∑

i

√
Qi

√
Vi Q et V are the calculated histograms (3)

• Abundance quantification: The main goal of this step is to obtain an optimum and unique
estimate value for the abundances α, for a given mixed pixel surface X and Endmember surface
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M . Thus, this step is commonly used to measure similarity between any two surfaces. Finally,
the hard classification task can be performed by choosing the highest score among Endmember 3D
spectral matching.

6. VALIDATION

In the present section, we describe the experiments conducted during the research and studies made
for the development of the proposed approach. The experiments are conducted using MATLAB
and IDRISI. The study area was located near the town of Gabes, southern Tunisia. Twenty four
remotely sensed Hyperion images acquired throughout 2007 and 2008 were used for analysis. 180
spectral wavebands of Hyperion imagery were used. In addition, some field measurements were
collected and used to generate a ground reference data set. The registration of all images was
performed using 17 ground control points and nearest neighbor re-sampling, since this technique
maintained the original pixel values. In each case, the root-mean-square error associated with regis-
tration was less than 0.5 pixels. Atmospheric correction was performed to account for atmospheric
differences between multi-temporal images.

The results of RMSE for each method were given in Table 1. As Table 1 has shown, the proposed
approach gets the lowest RMSE among tested techniques, which means that it owns the highest
accuracy.

On the other hand, to evaluate the classification accuracy improvement involved by the incorpo-
ration of the multi-temporal model matching into hyperspectral data classification process, several
multi-temporal approaches have been used to perform the accuracy assessment task. Then, stan-
dard accuracy measures derived from a hard classification were computed. The measures based
on the confusion matrix were overall accuracy, individual class accuracy, producer’s accuracy and
user’s accuracy. The pixels received the label of the output class having the highest probability.
Both classification accuracies for the 4 class using are presented in Table 2. Individual classifica-
tion accuracy for each land cover type, the value of the Kappa coefficients and overall accuracy are
reported in this table.

Table 1: RMSEs for unmixing accuracy assessment.

Land
cover type

Proposed
multi-temporal

unmixing

Multi-temporal
LSMA

Water 0.26 0.31
Vegetation 0.15 0.22

Urban 0.11 0.10
Wheats 0.41 0.48

Table 2: Classification accuracies.

Land
cover type

Neural
Networks

Linear
Regression

Proposed approach
Euclidan Bhattacharyya

Water 67.3 69.6 71.5 73.6
Vegetation 77.5 80.1 78.8 82.3

Urban 65.9 63.5 70.0 75.1
Wheats 64.5 73.6 73.2 79.4

Overall (%) 68.8 71.7 73.37 77.6
Kappa 0.67 0.69 0.71 0.78

All classification accuracies are significant better than 70% considered as a confidence level.
Moreover, the level of accuracy was gradually improved by employing the 3D similarity matching
for multi-temporal hyperspectral images interpretation.
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7. CONCLUSION

The basic assumption of the approach is that spectral signature is changing over time, which
can be modeled through 3D surface by adding the time dimension. This investigation has been
shown to be effective in identifying land surface classes. Hence, data points obscured by noise and
perturbations can be filtered out throughout Delaunay triangulation and interpolation. Moreover,
the overall spectral variation of a given Endmember over the time is captured by a set of shape
descriptors.
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Abstract— This paper presents a low VSWR high gain telemetry antenna system manufac-
tured for UAVs that provides 360◦ coverage in the roll plane of the UAV. Proposed telemetry
antenna system includes four telemetry antennas, one power divider that has one input and four
output terminals which feeds the telemetry antennas with equal magnitude and phase. Proposed
high gain telemetry antennas are based on the feeding of the microstrip patch antenna via aper-
ture coupling. Full coverage in the roll plane of the UAV is obtained by using circular array
configuration of telemetry antennas. RF power divider is designed by using couple of Wilkinson
power dividers with equal line lengths and impedance sections from input terminal to the all four
output terminals.

1. INTRODUCTION

Telemetry systems are used for remote data measurement, collection and evaluation of the collected
data. Data transfer is done in wireless means. Telemetry systems have been used in several
areas such as agriculture, defense, medicine . . . etc. Typically, telemetry systems are used on
moving objects such as cars, aircrafts and missiles. Airborne telemetry systems are used for remote
monitoring the temperature, pressure, vibration and acceleration variations of the UAV during the
flight time. The complete structure of a telemetry system includes sensors and transducers, signal
conditioners, RF circuits and the transmitter [1].

Telemetry transmitter is mainly composed of telemetry antenna(s) and suitable feeding system
of the antenna(s). In the application of flying object which moves very fast and may rotate around
its roll axis rapidly, fully coverage in roll plane is required for continuous data transfer. Hence, as
shown in Figure 1, telemetry transmitter system requires four telemetry antennas and one RF power
divider to feed the antennas with equal magnitude and phase. In this paper, designed antennas and
power divider are presented with the simulation and measurement results in the desired frequency
range. At the end, VSWR measurement results of the complete telemetry antenna system will be
given.

Figure 1: Full coverage in the roll axis of the UAV.

2. TELEMETRY ANTENNA

Proposed telemetry antenna system has four antennas and one RF power divider. Aperture coupled
microstrip patch antennas [2] are preferred due to their high gain and wide impedance bandwidth.
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Antennas are designed by using HFSS. Antenna optimizations are performed via HFSS Optomet-
ric and further optimization is performed with MATLAB Optimization Toolbox. Antennas are
printed on ROGERS 4003C substrate due to its low loss characteristics at higher frequencies and
its ruggedness. Upper “Air” layer is the patch substrate and the upper ROGERS 4003 layer is used
as a radome material. Optimized antenna dimensions are given in Figure 2.

Antenna design and optimization is based on the antenna VSWR value (< 1.5) and the antenna
gain (> 8 dBi). Both simulations and measurements are performed on telemetry antennas. Com-
parison of simulated and measured VSWR and gain values are depicted in Figure 3. Measurements
are performed in anechoic chamber of TUBITAK — UEKAE EMC Division with Agilent E8362B
Precision Network Analyzer in 2.2–2.4 GHz frequency band. The antenna gain is obtained by using
three antenna method and applying Friis [3] equation. Additional measurements are performed
to obtain half-power beam width (HPBW), cross-polarization ratio (CPR) and also front-to-back
ratio (FBR) at center frequency which is 2.3GHz and the measurement results are tabulated in
Table 1.

3. RF POWER DIVIDER

Telemetry system will consist of four telemetry antennas that should be fed with the same amplitude
and the phase. This requires a well designed 1-to-4 power divider to keep the phase and amplitude
variations as minimum as possible in the given frequency range. Designed power divider is composed

Figure 2: Telemetry antenna bottom view (left), side view (right) with corresponding dimensions.
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Figure 3: Comparison of simulated/measured VSWR (left) and antenna gain (right).



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 637

Table 1: Measured HPBW, CPR and FBR values of manufactured antenna at f = 2.3GHz.

Half-Power Beam Width (◦) 60◦

Cross-Polarization Ratio (dB) ≥ 25 dB
Front-to-Back Ratio (dB) ≥ 25 dB

of three cascaded Wilkinson Dividers [4] as shown in Figure 4. In order to have well isolated output
ports we used 100-Ω resistors between the separate arms. Quarter wave section which has 70.7-Ω
impedance is in circular geometry in order to have smooth transition from input to the output.
Power divider is also printed on the ROGERS 4003C substrate. Simulation results depict that
power divider has a VSWR below 1.25 (Figure 5), insertion losses below 6.2 dB (Figure 7). VSWR,
insertion loss and port isolation measurements are also performed in the desired frequency range
and results are depicted in Figures 5, 6, and 8 respectively.

One important measurement that has to be performed on RF power divider is the phase delay
measurements. According to the array configuration of telemetry antennas, all four antennas should
be in phase. Thus, there should be no phase difference between the four output terminals of the
power divider, unfortunately in practice it is impossible to obtain the same phase but one may keep
variations in acceptable range. The measured phase delays which are tabulated in Table 2, predict
that phase variation is small enough to tell that all output ports are in phase.

Figure 4: Telemetry system, 1-to-4 RF power divider.
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Figure 5: Measured and simulated VSWR of RF
power divider.
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Table 2: Measured phase delays of RF power divider at different frequencies.

PHASE (◦)
2.2 GHz 2.3GHz 2.4GHz

S21 −78.005 −98.538 −118.97
S31 −76.372 −96.738 −117.14
S41 −77.625 −98.040 −118.45
S51 −77.556 −98.042 −118.44

4. TELEMETRY ANTENNA SYSTEM

In this context, telemetry system is the combination of RF power divider and the telemetry anten-
nas. Individually, antennas and the power divider work pretty well but the overall system behavior
is the most important one. In previous section, we made the insertion loss measurement between
port 1 and port 2 by loading the port 3, 4 and 5 with 50 Ohm. In telemetry system all ports see the
corresponding telemetry antennas as loads which have VSWR value of 1.5. Therefore the overall
system VSWR value will vary as expected which should be below 2 at the end.

We performed VSWR measurements on telemetry system. Measurement setup and the VSWR
results are given in Figures 9 and 10 respectively. Measured VSWR values are well below the
tolerable value and at the center frequency it is still below 1.5.

Figure 9: Telemetry system VSWR measurement
setup.
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Figure 10: Telemetry system VSWR results.
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5. CONCLUSION

In this paper, a proposed telemetry antenna system is investigated in detail with its antennas and
RF power divider. Telemetry antennas and RF power divider meet the requirements and demon-
strate very good performance individually. Telemetry system performance is also in acceptable
range. On the other hand, the system needs some further improvements. Telemetry antennas are
very critical here. Telemetry antenna needs very good grounding and it is very sensitive to the stub
length, therefore manufacturing process should be very accurate and it should have high repeata-
bility. RF power divider demonstrates very good performance, S21 and S51 values are 0.1–0.2 dB
below from the remaining insertion loss values. There are two regions that the quarter wave circular
sections of Wilkinson dividers get closer to each other. One of them is on the path from port-1 to
port-2 and one of them is on port-1 to port-5. These regions are the possible cause of the insertion
loss difference.
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Abstract— The mutual coupling between elements of a microstrip antenna design based on
stacked patches has been studied in an array configuration. In order to mitigate the mutual
coupling, a defected ground structure based on narrow, closely spaced rectangular slots has
been proposed. Two arrangements with three and five slots have been studied and optimised
in an array configuration with 0.7λ0 element separation. For the experimental validation of the
simulated results, prototypes of two element antenna arrays with both DGS designs, as well as
without DGS, have been manufactured and measured.

1. INTRODUCTION

In recent years, microstrip antennas have become a widespread choice for a great variety of ap-
plications, due to their well-known attractive features, such as low profile, light weight and low
production cost. These properties, together with the capability to integrate the feeding networks,
tuning devices or other kind of auxiliary circuitry on the same substrate, make this technology an
interesting option for antenna array implementations.

Different topologies of antenna arrays can be found in the literature, taking advantage of their
beamforming [1], conformation [2] and pattern nulling [3] possibilities. Additionally, the behaviour
of the array can be modified in real time by separately tuning the feeding signals of the different
individual radiators, providing adaptive solutions [4, 5]. For this kind of applications, in which
the feeding signals of the radiating elements must be separately controlled, these signals must be
individually conducted from each of the tuning circuits to its corresponding radiating element,
which can become a challenging task in large two dimensional arrays [6]. This has been overcome
with topologies in which the tuning circuits for each row of the array are placed in a perpendicular
plane, using quasi Yagi [7] or probe fed microstrip antennas [8].

The mutual coupling between elements of antenna arrays is a critical aspect that must be
conveniently taken into account in the design process, as it can lead to severe degradations in the
overall performance. Many different methods for the reduction of mutual coupling between antenna
array elements have been proposed in the literature. An array of shorting pins between the patch
and the ground plane is introduced in [9], leading to substantially decreased coupling levels. Other
works focus on suppressing the surface wave generation by optimising the antenna dimensions [10],
using silicon micromachined substrate structures [11], or introducing superstrates [12]. Different
approaches have been proposed with Electromagnetic Band Gap (EBG) structures using either
shorted [13] or floating [14] elements.

Defected Ground Structures (DGS) are implemented by etching slots of different shapes in the
ground planes. They have been employed to improve the performance in multiple applications such
as filters, couplers or dividers, as well as to reduce the mutual coupling between elements of antenna
arrays [15].

In this work, the mutual coupling between two probe fed microstrip antennas based on stacked
patches, like those presented in [8], working around 10GHz and aligned collinearly along their
E-plane, is analysed. In Section 2, the behaviour of the array is studied through electromagnetic
simulations, both versus frequency and versus element separation. In Section 3, a simple defected
ground structure for mutual coupling reduction is introduced. Two optimised designs based on 3
and 5 narrow, closely spaced, rectangular slots are presented and analysed through electromagnetic
simulations. For the experimental validation of the simulated results, prototypes of two element
antenna arrays with both DGS designs have been manufactured and measured. The experimental
results are commented in Section 4.
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2. ANTENNA PERFORMANCE

2.1. Microstrip Antenna Design

The antenna design used in this work was presented in [8]. The coaxial SMA connector is soldered
to the bottom layer of a 0.762mm thick ARLON 25N substrate (εr = 3.38 and tan δ = 0.0025 at
10GHz) and the probe is connected to the specified feeding point in the first patch (Fig. 1), edged
on the top layer of this substrate. The second patch is placed on top of a double layer of ARLON
25N (1.524 mm). The design was optimised to increase the impedance bandwidth.

2.2. Mutual Coupling

The mutual coupling between elements is a key parameter in the design process of antenna arrays,
as it can lead to severe degradations in the overall performance. The antenna design described
in the previous section has been analysed through Method of Moments (MoM) electromagnetic
simulations (carried out using Advanced Design System). Two radiating elements, collinearly
arranged along the x axis (Fig. 1), have been simulated by placing ports in the specified feeding
points of the internal patches. The simulated results for different values of the separation between
elements, d, from λ0/2 to λ0 in steps of λ0/30 (λ0 = 30mm is the free space wavelength at 10 GHz),
are shown in Fig. 2.

The return loss of the antenna is not substantially affected by the element spacing (Fig. 2(a)).
For the studied values, an impedance bandwidth (|S11| < −10 dB) greater than 1.12GHz is ob-
served. The S22 parameter presents analogous properties and, therefore, it has not been displayed.

The mutual coupling is progressively reduced as the separation between elements increases
(Fig. 2(b)). The first three of the studied values (d = 15, 16 and 17mm), which show a slightly
different variation patterns, have been represented with a different trace type and indicated in the
legend.

Figure 1: Outline of the probe fed microstrip antenna based on stacked patches, as presented in [8].

(a) (b)

Figure 2: Simulated scattering parameters for different values of the separation between elements d (from
λ0/2 = 15 mm to λ0 = 30 mm in steps of λ0/30 = 1 mm). (a) |S11|. (b) |S12|.
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3. DEFECTED GROUND STRUCTURE

3.1. Proposed Design
The defected ground structure proposed in this work is based on rectangular slots, as shown in
Fig. 3(a), where the design parameters are the length and width of the slots, li and wi, i = 1, . . . , 5,
and the separation between them, di−1,i, i = 2, . . . , 5. The structure is centred between two antenna
elements separated 0.7λ0 = 21mm (Fig. 3(b)), and optimised to reduce the mutual coupling. Two
different arrangements with three and five slots have been studied.

The optimisation process is carried out using ADS MoM electromagnetic simulations. An effec-
tive reduction of the mutual coupling is achieved using narrow, closely spaced slots. The optimised
dimensions of the 3 and 5 slot structures are specified in Table 1.

The simulated performance of the final DGS designs is presented in Fig. 4. The mutual coupling
has been reduced throughout an important fraction of the antenna operating bandwidth. A greater
reduction has been attained with the five slot design (around 11 dB with respect to the results
without DGS), although a slightly narrower bandwidth is observed. The three slot design presents
a smoother frequency variation, with a maximum mutual coupling reduction of around 9 dB.

(a) (b)

Figure 3: (a) Outline (not to scale) of the proposed defected ground structure with its design parameters.
(b) Two element antenna array with the 5 slot DGS design.

Table 1: Dimensions, in µm, of the optimised defected ground structures.

(µ)m l1 w1 d1,2 l2 w2 d2,3 l3 w3 d3,4 l4 w4 d4,5 l5 w5

3 slots − − − 10 348 223 91 10 613 201 112 10 380 222 − − −
5 slots 10 075 233 87 10 398 234 79 10 619 226 114 10 329 222 74 9 939 268

Figure 4: Simulations of the S12 parameter of the
optimised DGS designs, compared to the results
without DGS.

Figure 5: Measurement of the S12 parameter of
the manufactured DGS designs, compared to the
measurement without DGS.
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4. EXPERIMENTAL RESULTS

For the experimental validation of the simulated results, prototypes of the two element antenna
array with both optimised DGS designs have been manufactured. The results are compared to the
performance of the array without DGS in Fig. 5.

The minimum of the mutual coupling with both DGS designs takes place at around 10 GHz,
which represents a slight frequency shift with respect to the simulated results. Minima of around
−28 dB and −30 dB have been achieved, with the three and five slot designs respectively. A wider
bandwidth has been obtained with the five slot design. Therefore, as the manufacturing complexity
of both designs is very similar, the five element version is more effective for the mitigation of the
detrimental mutual coupling.

5. CONCLUSION

The mutual coupling between elements of a microstrip antenna design has been studied in an array
configuration, both versus frequency and element spacing. A defected ground structure based on
narrow, closely spaced rectangular slots has been proposed for mutual coupling reduction. Two
different arrangements with 3 and 5 slots have been studied and optimised in an array configuration
with 0.7λ0 element separation. For the experimental validation of the simulated results, prototypes
of antenna arrays without DGS and with both optimised designs have been manufactured. The
mutual coupling has been reduced to a minimum of about −28 dB with the 3 slot design. A wider
bandwidth has been observed in the 5 slot version, with a minimum coupling of around −30 dB,
which makes this design more effective for mutual coupling reduction in array topologies.
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