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Abstract— The Specific Absorption Rate has been adopted as the reliable parameter for RF
power safety for performing magnetic resonance imaging experiments. When the magnetic field
is greater than 3 T, the RF coil performance is strongly dependent of the interaction with organic
tissues. Additionally, the rat body size becomes comparable to the RF wavelength and the
interactions between the tissue and the coil becomes important for safety reasons. Mathematical
expressions based on Maxwell equations can be derived to study the interaction between matter
and the RF coil for the simplest cases. However, when dealing with complex coil layouts the
analytical solutions become extremely difficult to find. A numerical method based on the finite
element method is presented here as an alternative method to study this problem. Specific
Absorption Rate and induced currents were numerically computed with this methodology.

1. INTRODUCTION

The Specific Absorption Rate (SAR) has been adopted as the reliable parameter for RF power
safety when performing Magnetic Resonance Imaging (MRI) procedures. When the magnetic field
is greater than 3 T, the performance of the RF coil is a function of the interaction with organic
tissues, because the Larmor frequency (MR imager operational frequency) increases proportionately
with magnetic the field strength, then the human head/body size becomes comparable to the RF
wavelength and, the interaction between the tissue and the coil becomes an important issue [1],
because the eddy currents are greatly increased inside the biological sample. The temperature
change of the tissue can produce changes in the rate of biochemical reactions and/or burns tissue [2].
Mathematical expressions based on Maxwell equations can be derived for the simplest cases [3],
but is very difficult to derive analytical expressions for more complex geometries of RF coils. The
numerical study of the electromagnetic interactions of MRI coils and biological tissues is a good
alternative. A numerical method based on Finite Element Method (FEM) to compute the electric
and magnetic fields, and the induced currents in a pixeled rat brain model is presented here. This
approach was also used to numerically calculate SAR. With the intention to experimentally validate
our computational results, we designed and built a circular-shaped coil and tested it on a 7T/21 cm
Varian animal scanner.

2. THEORETICAL BACKGROUND

The SAR is a measure of power dissipated in biological sample and is defined by:

SAR =
Total RF energy dissipated in sample

(Exposition time)(Sample weigh)
(1)

Alternatively, it may regarded as:

SAR =
P

m
(2)

where, P is the power losses, and m is the sample mass. An expression for the power losses in
the form of Joule heating within the specimen can be derived from eddy currents induced by the
alternating magnetic field [4]:

P = σ
∣∣ ~E∣∣2V (3)

where σ is the effective conductivity, /E/ is the amplitude of the electric field produced by the
sample, and V is the sample volume. Considering that loss power is absorbed by tissue, and there
mass density ρm, replacing Equation (3) in (2), the SAR is [5]:

SAR =
σ
∣∣ ~E∣∣2
ρm

(4)



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1021

Rojas and Rodŕıguez [6] proposed a matrix numerical scheme based on a Finite Element Method
(FEM) to compute the electric and magnetic fields using a commercial software tool.

3. NUMERICAL METHOD

An anatomical 3D pixel model of the rat brain head (brain and skull) was designed with the software
AUTODESK 3DS MAX (V.9.0 Autodesk, San Rafael, CA, USA) then a single loop coil figure was
also developed and placed over the head model as shown in Fig. 1.

The electric and magnetic fields were computed with FEM using the tissue properties reported
in [7] at 10, 50, 100 and 300MHz. The coil was operated in the transmission mode, and it produce
a magnetic field over the pixeled rat brain, Fig. 2 shows a 3D coronal cut of the electric field over
the sample at 50 MHz, then the electric current density induced in the head model by the coil was
estimated. The electric field was used to assess the SAR with especially developed program was
used MATLAB (MathWorks, USA).

Figure 1: Brain and skull pixel head model, with RF single loop coil.

Figure 2: Electric field produced over the sample. Coronal cut of pixel head model at 50 MHz.

Figure 3: Single-loop surface coil prototype, with capacitors configuration and 50 Ω coaxial cable attached.
Electronic components scheme (left), Photo (right).



1022 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

4. EXPERIMENTAL METHOD

A single-loop circular coil, having the same diameter of the slotted surface coil, was also built
to compare our theoretical results experimentally. This single-loop surface coil prototype, was
developed for rats using a 0.2 mm thickness copper sheet. The coil dimensions were: outside
diameter 2.1 cm, inside diameter 2.0 cm. The schematic distribution of the electronic components
are shown in Fig. 3 (left), the Fig. 3 (right) shown a coil photo. A 50 Ω-coaxial cable was attached
to the coil prototype to conduct the signal to the low-noise preamplifier. The coil prototype was
matched and tuned to 50 Ω and 170.2 MHz, respectively. The resonant frequency was measured
using a network analyzer (Model 4396A, Hewlett Packard, Agilent Technologies, CA), with the
loss return (S11). This coil prototype, was first proved with a cooking oil-filled phantom, once
determined the coil safety and there excellent imaging quality, it was used over a real head rat.

5. RESULTS

Figure 4 shows images of the magnetic and electric fields calculated with Fem, this images taken
in a 2D projection (coronal cut), was transformed in numerical matrices sets, and SAR of the
coil operating in the transmission mode, was calculated using the electric matrix with MATLAB
program, the result is a numerical matrix of the SAR, that was transformed in to image showed in
Fig. 4 too.

Figure 5 shows another important and expected result, due to the electric properties of the
brain, the induced currents are displaced from the middle to the surface of the brain, the intensity
increments proportionally with the frequency, and the magnitude of this intensity is extremely low
and consequently safety.

To experimentally validate our method, we acquired MR images of a rat brain using a single
surface coil designed and developed in our laboratory. T1-weighted images were acquired with a
standard gradient-echo sequence with TR = 900ms, TE = 25 ms, FOV = 16× 16mm, thickness =
2mm, NEX = 1, Matrix = 256 × 256. All imaging experiments were conducted on a 7T/21 cm

Figure 4: Magnetic field (left). Electric field (middle). SAR (right). All at 1 MHz.

Figure 5: Graphic: Profiles were computed from middle to the surface of the pixel rat’s brain and plotted
vs. current density.
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Figure 6: Single circular coil position on the animal model (left).

Varian system. Fig. 6 shows the single circular coil position on the animal model (left), and shows
too MR brain image of a rat (right).

6. DISCUSSION

A single surface coil was chosen for simplicity, however it can also be extended to more complex coil
configurations such as the birdcage or coil arrays. Other pixel anatomical models for human organs
can be constructed and numerically simulated with this method. This numerical method can offer
a graphical tool to illustrate the behaviour of the SAR and the eddy currents inside the organs and
tissues. Fig. 5 shows an expected result, the induced currents intensity, depends of the frequency,
and this currents transform into surface currents, similar to conductor materials. However, the
current density generated had a very low intensity, so the energy dissipated in the form of heat
is very poor. Experimental results of Fig. 6 (right), compare very well with those in Fig. 4. The
maximum intensity is in the coil proximity. The Fig. 6 (right) image shows hyperintensities as
predicted by the numerical simulations of Fig. 5.
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6. Rojas, R. and A. O. Rodŕıguez, “Numerical study of the optimal geometry of MRI surface

coils,” 20th IEEE EMBS Conf., 2007.
7. Gabriel, S., R. W. Lau, and C. Gabriel, “The dielectric properties of biological tissues: III.

Parametric models for the dielectric spectrum of tissues,” Phys. Med. Bio., Vol. 41, 2271–93,
1996.



1024 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

Computation of SNR and SAR Based on Simple Electromagnetic
Simulations

R. Rojas and A. O. Rodriguez
Centro de Investigacion en Instrumentacion e Imagenologia Medica, Universidad Autonoma Metropolitana

Iztapalapa, Av. San Rafael Atlixco 186, México DF 09340, México

Abstract— The signal-to-noise ratio is an accepted parameter to measure radiofrequency coil
performance. The specific absorption rate is the only quantifiable safety measure for RF coils.
Analytical expressions can be derived for the simplest cases of surface coils, but more complex coil
configurations require a very complicated mathematical framework to be solved. The numerical
study of the electromagnetic behavior of magnetic resonance imaging coils and interaction with
biological tissues is a good alternative. A numerical method based on the finite element method
to compute the electromagnetic fields of single surface coil is presented here. These numerical
simulations are used to numerical calculate the signal-to-noise ratio and specific absorption rate
for a circular-shaped coil and, the induced currents generated.

1. INTRODUCTION

The quality of the magnetic resonance image is greatly determined by the radiofrequency (RF) coil
performance. The signal-to-noise ratio (SNR) is the widely accepted parameter to measure coil
performance. The SNR depends mainly on the electric field generated by the sample and the coil
magnetic field [1, 2]. The electric field may be regarded as the source of noise and the magnetic
field generated by the coil as the source of stored energy. The specific absorption rate (SAR) is the
safety measure and is a function of the electric field generated by the sample to be imaged. Both
parameters depend on electromagnetic fields generated by both the sample and the RF coils. A
simple numerical approach is proposed in this paper to compute these electromagnetic fields.

2. MATHEMATICAL BACKGROUND

The noise is proportional to the effective resistance Reffec including the interaction with organic
tissue, system electronics, and coil induction [3]. Because, the SNR is proportional to the induced
MR signal (v) and inversely proportional to the RMS of thermal noise voltage in coil, Edelstein
proposed the following expressions for a single coil, along the coil axis [4]:

SNR =
v

rms of thermal noise
(1)

and

v = ωMV B1z (2)

rms of thermal noise =
√

4kT∆fReffec (3)

where ω is Larmor’s frequency, M magnetization, V voxel volume, B1z magnetic field produced by
the coil in z direction, k Boltzmann’s constant, ∆f bandwidth, and Reffec effective resistance.

Using (2) and (3) in (1), the SNR is:

SNR =
ωMV B1z√
4kT∆fReffec

(4)

The effective resistance depends on the power losses P and of the induced current I, then

P = I2Reffec (5)

and the power by volume unit is a function of conductivity σ and the electric field

dP

dV
= σ

∣∣∣ ~E
∣∣∣
2

(6)
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Using the Equations (5) and (6) in (4), we have

SNR =
ωMV B1z√

4kT∆fσV Ez
(7)

simplifying,

SNR ∝ Magnetic field
Electricf field

=

∣∣∣ ~B1z

∣∣∣
∣∣∣ ~Ez

∣∣∣
(8)

(SAR) is the only quantifiable safety measure for RF coils. The interaction between the RF and
organic tissue can increase the temperature and produce biochemical reaction changes or inclusive
a possible burn of tissue [5]. The US FDA recommends that the energy absorption should not be
greater than 0.4 W/kg in body and 3.2 W/kg in head [6]. It is very important the SAR determination
to assure the patient safety. Since SAR is a measure of the energy dissipated in the biological sample,
it can be defined as:

SAR =
Total energy of RF dissipated in sample

(Exposition time)(Sample weight)
(9)

The power losses can be expressed using the Joule effect absorbed by the tissue, which is inversely
proportional to tissue mass density. Finally, SAR can be expressed using Jin’s formulation [7] and
the Equation (9):

SAR =
P

ρm
(10)

Replacing Equation (6) in (10), a good approximation can be obtained:

SAR =
σV

∣∣∣ ~E
∣∣∣
2

ρm
(11)

then
SAR ∝

∣∣∣ ~E
∣∣∣
2

(12)

Analytical expressions for both the SNR and SAR based on Maxwell equations can be derived
for the simplest cases of surface coils, but it is very difficult derive expressions for more complex
geometries due to the complicated mathematical framework involved in it. The numerical study of
the electromagnetic behavior for MRI coils and biological tissues is a good alternative. A numerical
method based on the Finite Element Method (FEM) to compute the electromagnetic fields of single
surface coils is presented here. These numerical simulations are the base to finally calculate the
SNR and SAR for a circular-shaped coil and the induced currents generated by it.

3. METHODOLOGY

An anatomical pixel model of the human head (brain and skin) was developed using the software
tool, AUTODESK 3DS MAX (V. 3.2 Autodesk, San Rafael, CA, USA). This pixel model was
imported to the software tool, COMSOL MULTIPHYSICS (V. 3.2, COMSOL, Burlington, MA,
USA). A single loop coil was also developed with the same tool and placed over the head model
as shown in Fig. 1(a) the electric and magnetic fields were computed with COMSOL using the
tissue properties reported in [8] for the resonant frequency of 128 MHz. In the first run, the coil
was operated in transmission mode and the electric current density induced in the head model by
the coil was estimated. In the second run, the induced currents were used to numerically compute
the electric field produced by the head. With these data, matrices were formed to numerically
compute the SNR and the SAR using specially-written programmes in MATLAB (Math Works,
USA). Fig. 1(b) shows a three-dimensional illustration of the electric field in sagittal orientation.

Figure 2 shows a coronal cut of model (a) gives an image of the coil magnetic field in the
transmission-mode operation, (b) shows the electric field generated by the sample after the excita-
tion (reception coil operation).

Using the magnetic and electric fields data in Fig. 2, the SNR and the SAR were computed for
this particular configuration.
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(a) (b) 

Figure 1: (a) Anatomical pixel model of human head, (b) three-dimensional electric field of the sample in
sagittal orientation with the coil in transmission mode only.

(a) (b) 

Figure 2: (a) Magnetic field generated by the coil in transmission mode, (b) electric field generated by the
sample after excitation by the RF coil.

(a) (b) 

Figure 3: (a) Surface coil SNR operating in transmission-mode, (b) SAR generated by the sample.

Figure 4: Current density induced over the brain measured from the centre towards the brain border.
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Figure 4 shows profiles of current density as a function of position for two different frequencies.
An increase in the induced currents is observed at the surface of the brain, this is due to the electric
properties of the brain and that higher frequency leads to a higher current density. Additionally,
induced currents were also computed and showed an expected pattern. Therefore, the induced
current intensity increases as a function of the frequency.

4. CONCLUSION

It has been proved that it is possible to numerically compute the electromagnetic fields for a simple
coil configuration together with a pixel model. A circular-shaped coil was chosen for simplicity,
however this approach can also be extended to more complex coil configurations such as the birdcage
or coil arrays. Other pixel anatomical models of human organs can be constructed and numerically
simulated with this method for higher resonant frequencies applications too. This numerical method
can offer a graphical tool to illustrate the behavior of the SNR and SAR. It can be particularly
useful for those students and researches starting to familiarise with the development of RF coil for
MRI, since the simulation method is easy to implement. The induced current intensity obtained,
may serve as guidelines to study safety issues involving RF coils.

A simple numerical method to assess the SNR and SAR is presented using he FEM and this
can be extended to other coil configurations and regions of interest. The numerical results showed
the viability of this method to study the coil performance of simple coil configurations involving
models simulating human organs.
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Abstract— In this paper, we like to investigate the biological measurement in the healthcare
refrigerator, which can be implemented by body data measuring sensors and internet access.
Some desired body data can be measured by the handle sensor and foot mat sensor in front
of the refrigerator without extra health sensor on the body. Especially, the refrigerator can
provide healthcare functions: 1) Basic body diagnosis and monitoring, 2) healthcare and report,
3) provision of well-being menu or healthy menu, and 4) search and recommendation of restaurant
information, etc. The refrigerator furnished in all home could play important roles including both
healthcare and personal nutritionist. Health or well-being meals after checking health state can
be recommended to help improvement of dietary or health life. Also, we will show the function
realization in the above proposed structure.

1. INTRODUCTION

We want to diagnose the basic body status before going to see medical doctor through devices of
home network or portable equipment in any feasible convenient method. Connecting for the medical
service, it is possible to take preventive measures, diagnosis, medical treatments and management
all the time, everywhere. It is a new paradigm of medical service that is not restricted by time and
space. But sometimes for the healthcare, people must intentionally attach the sensor on their body
and have the devices related with sensor. Therefore, getting data is very uncomfortable. Internet
has already been deeply settled in our life. Many researchers and companies try to apply Internet
to many fields. So, we like to propose the concept of smart refrigerator practically by integrating
internet with life appliances, refrigerator which is power on every time.

Some related studies were proposed. They proposed a way of managing wireless home network
security which allowed appliances to determine whether other appliances belonged to the same
network. They assumed that a way of protecting communication was already provided in the data
link layer, and provided a way of distributing an encryption key [1]. Another work presented a smart
medical refrigerator [2]. The method was suggested to monitor the elderly patient continual usage
of medications on time. The smart medical refrigerator monitored the use of prescribed medicine
by patients and could alert a physician, healthcare provider or family members if the patient did
not access the medicine in a set time frame. The smart medical refrigerator was connected to a
standard telephone line.

Therefore, in this paper, we propose and discuss the design and system performance of smart
refrigerator for biological health care. Some wanted body data can be measured by the handle
sensor and foot mat sensor in front of the refrigerator without extra health sensor on the body.
Especially, the refrigerator can provide healthcare functions: 1) Basic body diagnosis and moni-
toring, 2) healthcare and report, 3) provision of well-being menu or healthy menu, and 4) search
and recommendation of restaurant information, etc. The refrigerator furnished in all home could
play important roles including both healthcare and personal nutritionist. Health or well-being
meals after checking health state can be recommended to help improvement of dietary or health
life. The design of the smart refrigerator structure and function can be implemented by body data
measuring sensors and internet access. Also, we will show the function realization in the above
proposed structure. Smart refrigerator can help to improve healthy life by providing the suitable
diet menu after measuring the state of health. Additionally, the designed smart refrigerator shows
the necessary menu materials for shopping and restaurants information.

2. CONCEPTS AND SYSTEM DESCRIPTION

From the system configuration point of view, smart refrigerator proposed is composed of 5 parts.
First part is the measurement part which gathers the sensing signal from the living body. Second
part is the processing part that is the heart of this system and finally provides the output of the
1) basic body diagnosis and monitoring, 2) healthcare and report, 3) provision of well-being menu
or healthy menu, and 4) search and recommendation of restaurant information, etc. Third part is
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Figure 1: Flow chart of basic operation.

the data storage part which stores and manages the living body signals processed. Fourth part is
the graphic generation part which generates the image signals to display the data as image. And
last part is the display part which displays the data through the screen on the refrigerator. The
data storage part is equipped with the user’s interface part and the storage part which contains
the user’s physical data from the user interface part. The storage part has a menu database and
program. The classified menu is stored in a menu database according to the living body signals. By
using a menu database the program can automatically order the necessary foods through internet
shopping mall. The menu is selected from personal health data. Personal health data is reported
in accordance with the physical data, the living body signals and health state.

3. MEASUREMENT AND ANALYSIS OF BODY DATA

Until now, we have measured the state of the body by attaching the sensor on the body, which is
very inconvenient. So we like to suggest the sensing can be possible when user stand and take the
door handle in front of the smart refrigerator proposed. The devices which sense the living body
signals are placed on the refrigerator door knob and bottom mat. This device will be turned on
when the user stands on the mat. If we turn off the devices, the display part of refrigerator will be
used as digital album to show the digital pictures. The obtained data are stored in individual folders
of the storage part and are shown as graphs on the screen by comparing with standard weight, body
mass index etc. The monitor has a built-in CPU and displays results from measurements.

There are two parts of sensors: Sensor of door handle and floor mat. Body data such as the
quantity of body fat, muscle and body water could be measured by both handle sensor and floor
mat sensor. Handle sensor can measure the body temperature. When the height and age value
come, the smart health care program analyzes the input data and shows the result. The sensors can
read the data while user is holding sensors and standing. First of all, body composition analysis
result can show the present status of body composition. By comparing these results with the
standard range, it is easy to understand the current body condition. Muscle-Fat analysis and
obesity diagnosis are also a sort of body composition analysis. Bar graph can be used to display
important features necessary to diagnose obesity. By comparing the lengths of bars, obesity can be
identified. Body water checks segmental water distribution and the levels of muscles development in
each segment. The amount of body water is closely related to muscle mass, allowing for segmental
muscle development to be estimated.

There are some fitness score which reflects the health state. Those would be basal metabolism
rate, obesity diagnosis, calorie recommendation, menu recommendation and checking body balance.
Compared with standard weight and obesity rate, the final diagnosis results can be shown in the
graph form through LCD screen. The results can be stored in processor memory embedded in the
monitor. When electricity from both handles and bottom sensors flows through the body, depending
on the amount of body water, electricity value is measured. A body composition checking system
is based on the assumption that the body is a cylinder. Body water within the cylinder can be
calculated using the length, volume value. The weight and height are inputted by a user. Fig. 3
shows the measurement of body data and analysis module. Smart refrigerator proposed can access
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Figure 2: Block diagram of body measurement and analysis module.
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Figure 3: Body data measurement.

internet and has a LCD/Touch Screen. This feature is very powerful because we can always get
information that we want through internet. For measuring the body signals and other data, user
stands upright on the mat and holds the handle knob for 30 seconds. There should be many
kinds of data for the health management for all diseases. However, several measurement items will
be good barometers for the basic every day health care. Most probably living body data which
can be obtained from human body are temperature, the quantity of body fat, quantity of muscle,
biorhythm, basal metabolism and quantity to consume recommendation a day.

Body fat is the percentage of the fat weight in total weight. It can be measured by using the
principle of analyzer of body substances. In case of males, if it is over 25% and in case of females,
if it is over 30%, they can be judged as obesity. In recent years, body substances are measured
and analyzed by using the method of BIA (Bioelectric Impedance Analysis). BIA is the method to
measure resistance by sending weak electric current through human body. If weak electrical current
is flown into human body, it runs following the body water. The amount of resistance of human
body against the current depends on the body water. Processing system plays an important role of
connecting refrigerator with external internet, analyzing and processing obtained data from sensing
devices, interchanging internal data with memory module and outputting into the monitor. And
its components are largely divided into body measurement module, memory module, LCD Screen
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Figure 4: Measurement specification.

and external internet.
We like to propose the function to provide recommended health and wellbeing menu.

- The features to provide basic menu with housewives who are at the center of home life and
order materials for food.

- To provide diet menu with those who are dieting.
- To provide for one-dish dinner for simple meal with tired housewives or those who are not

accustomed to cook.
- To provide menu considering health and longevity for anti-aging and prevention of cancer for

senior citizens.

It is possible to select 4 kinds of menu recommended as a result of user’s choice. And if a user
wants, it is possible to order materials of food by immediately connecting with internet shopping
malls through the refrigerator LCD screen.

After selecting menu, if a user doesn’t want to order the materials through the internet, it is
possible that the user can transmit the list of materials to their cellular phone. Therefore, all users
can go out to buy materials of food without additional memo. This action sending text message
to user’s cellular phone is controlled by the switch attached on the sensor. And when the switch is
off, the monitor of refrigerator is used as digital frame instead.

As shown in Fig. 4, refrigerator provides information about delicious and dietary restaurants.
Information is type of food and location of restaurants for user’s convenience. And if necessary,
ordering is possible for delivery. According to the data inputted from touch monitor, it is composed
of the display part, the communication part, the memory part and the control part. The display
part is on the front of refrigerator to show the information of menu, materials, restaurants’ type or
location. Information is downloaded according to the individual data about health in the memory.
The memory part includes the program to interlock database of menu, individual health information
and materials of food.

4. CONCLUSIONS

Smart refrigerator proposed has not almighty functions. There may be a lot of health management
data for all diseases. However, several measurement items will be good barometers for the basic
every day health care. Most probably living body data which can be obtained from human body
are temperature, the quantity of body fat, quantity of muscle, biorhythm, basal metabolism and
quantity to consume recommendation a day. In this paper, we discussed the design and system
performance of smart refrigerator for health care. Some wanted body data can be measured by
the handle sensor and foot mat sensor in front of the refrigerator without extra health sensor on
the body. Especially, the refrigerator can provide healthcare functions: 1) Basic body diagnosis
and monitoring, 2) healthcare and report, 3) provision of well-being menu or healthy menu, and
4) search and recommendation of restaurant information, etc. The design of the smart refrigerator
structure and function can be implemented by body data measuring sensors and internet access.
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The future growth possibilities of functions and features are endless. By using the proposed system,
ordinary people can manage their health easily and effectively.
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Computerized Calculation of Complex Object RCS Using Physical
Theory of Diffraction

A. M. Lebedev, A. I. Fedorenko, and V. N. Kisel
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Abstract— The conception of elementary edge waves (EEW) in physical theory of diffraction
(PTD) is shown to be robust in computer-aided calculation of radar cross section (RCS) of com-
plex objects with metal edges. The backscattered field of near-the-edge inhomogeneous current,
which is the difference between actual current and its homogeneous part, given by physical optics
(PO), is exhibited not to have magnitude singularities and phase jumps. The contribution to
RCS from inhomogeneous current along a lengthy edge can be evaluated as a superposition of
EEW. This contribution is shown to become negligible with increasing of deviation from the
plane, perpendicular to the edge. Averaging of RCS, calculated with PTD, in angular and/or
frequency range and some numerical correction of EEW for rounded edges and thin plate ends
permit widening the scope of PTD application.

1. INTRODUCTION

The following approach to calculation of RCS of 3D object with metal edges is assumed. Firstly
backscattering is calculated in PO approximation. It gives the correct estimation of contribu-
tion into RCS from surfaces with normal oriented in direction or close to direction of irradiation-
observation. Secondly the backscattering, produced by near-the-edge inhomogeneous part of the
current (further inhomogeneous current for short), is calculated with PTD [1–3] for the edges of
special cross section form. PTD is only applicable to the edges, which vicinities are of close to the
wedge form, and provide a profound widening of angular intervals of correct evaluation of contri-
bution into RCS from every such edged surface. Inhomogeneous current is the difference between
actual current and its homogeneous PO part.

In [1–3], it was suggested to approximate the inhomogeneous current contribution into the
scattered field by superposition of elementary edge waves. EEW is the field generated by inhomo-
geneous currents on the pair of semi-infinite strips of small width. The strips are directed along
the diffracted rays on the sides of the straight-line tangent wedge, which locally approximates the
edge, as it is shown in Fig. 1.

The PTD applicability means that the backscattered fields produced by currents on two pairs of
strips, cut by the diffracted ray cones from the real curvilinear wedge and from the tangent wedge
surfaces (these two pairs of strips are shown in Fig. 1), are approximately equal. It can only be
if: 1) currents in proximity to the edge are close in value, 2) the main contributors are currents in
the vicinities of the edge, 3) the backscattered field integral, taken over the interval along the strip
beginning from the edge, represents the function of the interval length, which oscillates somewhere
near the value of integral along idealized half-infinite strip.

2. EEW BACKSCATTERING DISTRIBUTION

Two cases of wave incidence on the edge are distinguished: Eθ-wave and Hθ-wave, see Fig. 1. There
is not enough space to repeat and comment any EEW fields formulae from [1–3] in this article. We
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θ
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θ
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γ
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E-ϕ
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Figure 1: Curvilinear edge and its tangent wedge approximation.
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only notice here, that EEW represents spherical wave emanating from a middle point of a common
side of the strips. For example, the far zone field of EEW, related to the point with coordinate z
along the straight edge, takes the following form in case of Eθ-wave incidence:

Eθ (r, θ, ϕ) = Eoθ ·∆z · F (θ, ϕ) · e2ikoz·cos θ · e−ikor

r
, (1)

where r, θ, ϕ are spherical coordinates, related to the local piece of edge, see Fig. 1. So azimuthal
angles ϕ = 0◦ and ϕ = γ correspond to faces of tangent edge, and θ = 90◦ for plane perpendicular
to the edge.

In order to quantitivly estimate the backscattering from the pair of strips, we will reference to the
equivalent RCS σ3D(θ, ϕ) of inhomogeneous, full and PO current on the strips (equivalent, because
the scattering object and/or current on it are artificial). Its normalized value σ3D(θ, ϕ)/

(
2 ·∆z2

)
is

equal to also normalized RCS of the wedge σ2D(ϕ)/λ in θ = 90◦ plane, where λ is the wavelength.
Smooth variation of backscattered field in θ, ϕ coordinates, the absence of magnitude singulari-

ties and phase jumps are favorable features of EEW. By contrast, the fields, generated by the PO
current and, consequently, the full current on the same strips, do have magnitude singularities and
phase jumps, as it follows from Fig. 2. The ridges of distribution σ3D(θ, ϕ) in Fig. 2(b)) are due to
PO current on the strips and correspond to incidence-observation perpendicular to the strips. The
inhomogeneous current adds to PO current backscattering in the close to on-nose incidence angular
region, but its contribution subtracts from PO contribution on the other side of the ridge. So the
ridge means simultaneous magnitude singularity and 180◦ jump of phase of PO current field.

Since EEW is calculated as the difference between the full and PO current fields, special pre-
cautions must be taken while calculating EEW in the vicinity of PO field singularity.

θ, deg. 

σ3D/(2∆z
2
),  dB

θ, deg. 

ϕ, deg. 

σ3D/(2∆z
2
),  dB

ϕ, deg. 

(a)

(b) 

Figure 2: Spatial distribution of the equivalent RCS of pair of strips, forming EEW, Eθ wave incidence. The
currents on the strips are (a) inhomogeneous, (b) full.

3. STRAIGHT EDGE CONTRIBUTION INTO BACKSCATTERING

EEW of (1) type, generated from the straight edge of length L, interfere

Eθ = Eoθ · F (θ, ϕ) · e−ikor

r
·

L/2∫

−L/2

e2ikoz·cos θdz = Eoθ · F (θ, ϕ) · L · sin(koL cos θ)
koL cos θ

· e−ikor

r
. (2)

As the result, spatial RCS distribution of the edge becomes folded in direction of θ variation, as it is
shown in Fig. 3 for the equivalent RCS of inhomogeneous current in case of edge length L = 30 · λ,
λ = 3.2 cm and Eθ wave incidence.
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The envelope of the folding does not depend on the length of the edge L, as it follows from
(2) and can also be seen from comparison of RCS distributions for L = 30 · λ and L = 4 · λ in
Fig. 3. However, the central spike of RCS distribution, corresponding to the perpendicular to
the edge plane, becomes narrower and its altitude grows as L2 with L increasing. The maximum
contribution of inhomogeneous current can be estimated in RCS terms as≈ 0.2 sm for this particular
lengthL = 30 · λ = 96 cm, though the maximum itself depends only on the edge length L and does
not depend on the wave length λ, as it follows from (2).

Fast decrease of folding envelope with growing deviation from the plane, perpendicular to the
edge, permits to terminate calculation of EEW contributions to RCS starting from some big enough
|θ − 90◦|. For example, the equivalent RCS of inhomogeneous current can not be higher than
10−4 sm for whatever lengthy edge at selected here wave length, if |θ − 90◦| > 15◦.

4. 3D MODEL PREPARATION

In course of computer-aided simulation, complex object is fully depicted in geometrical CAD. Then
the meshed model is created either in the same CAD, or with some attendant program. The
appropriate location and configuration of Ufimtsev’s tangent wedges is also specified within the 3D
model via three polylines: first defines the edge, two others determine the desirable local orientation
of wedge faces.

5. TESTS

Comparisons with the method of moments calculations for plates, cones and cylinders demonstrate
applicability and high accuracy of PTD approximation.

The computed azimuthal RCS diagrams of 5-corner metal plate of infinitesimal thickness at 5◦
elevation are shown in Fig. 4 for two polarizations of incident wave, the coplanar and cross-polarized
backward response was determined. The plate dimensions were 120 × (300 + nose150)mm, the
wavelength λ = 3.2 cm.

The existence of angular intervals, where the RCS calculation with PTD are quite accurate
for both coplanar and cross-polarized responses, proves that 1) EEW field formulae in [1–3] are
exact, and 2) they have been programmed accurately. Deviations from strict numerical solution
are observed in the angular intervals where the plate’s nose as such is a noticeable contributor to
backscattering.

Figure 3: The result of interference of EEW, emanating from the straight edge. Eθ — wave incidence. The
edge length is L = 30 · λ, λ = 3.2 cm.
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Figure 4: Azimuthal RCS diagram of 5-corner plate at elevation 5◦, polarization (a) vertical, (b) horizontal.
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Figure 5: The equivalent RCS of inhomogeneous current near the edge of the 2D plate of various thickness.
The inhomogeneous current is the difference between actual (MoM) and PO currents. Polarization (a)
vertical, (b) horizontal.

6. LIMITS AND EXTENTION OF PTD

The following two points substantially widen the scope of PTD approximation application. First,
if one or both forming the edge surfaces end abruptly in close proximity to the edge, then PTD
approximation can not provide literally exact results of calculation. However, the integration of
inhomogeneous current contributions to backscattering from the portions of surface, increasingly
distant from the edge, gives the result, oscillating somewhere around the value for the half-infinite
tangent wedge. Thus PTD-based calculation is worthwhile if RCS is averaged in angular and/or
frequency range.
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Secondly, some numerical correction of EEW is possible for certain deviations of edge cross
section from canonical form, such as rounded edges and edges of thin plate end form. The results
of numerical stimulation of backscattering from the 2D edge, representing the end of semi-infinite
thin metal plate, are displayed in Fig. 5. Here the inhomogeneous current is defined as the difference
between the actual current, calculated with MoM, and the PO current. Analytically found diagram
of equivalent RCS of inhomogeneous current around the edge of metal half-plane, and numerically
calculated equivalent RCS diagrams of inhomogeneous current in the vicinity of thin plate end for
various plate thicknesses are shown, again for two polarizations of incident wave. The 2D diagrams
can be reevaluated as equivalent EEW RCS diagrams in plane θ = 90◦ via σ3D = σ2D · 2·∆z2

λ . The
comparison of diagrams show that EEW can easily be numerically corrected for increasing of plate
thickness up to at least λ/6.

7. CONCLUSIONS

Tests for objects with metal edges showed high accuracy of RCS calculations in PO+PTD approx-
imation.

Smooth variation of EEW backward field is the reason for convenient PTD usage.
As the contributions from EEW along the straight edge interfere, the equivalent RCS diagram

of the edge gets folded along the angle of deviation from the plane, perpendicular to the edge. The
integrated EEW contributions along the straight edge can conveniently be added to backscattering
as a single entity.

The envelope of the near-the-edge inhomogeneous current backscattering diagram does not de-
pend on the length of the wedge, but its maximum in the plane, perpendicular to the edge, is
proportional to the squared edge length. The RCS contribution from inhomogeneous current in the
vicinity of the edge becomes negligibly small for big enough deviation from the plane, perpendicular
to the edge.

The scope of PTD application can be widened via 1) averaging of RCS, calculated with PTD,
in angular and/or frequency range and 2) numerical correction of EEW for rounded edges and thin
plate ends.
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Abstract— In order to reduce the computational effort we develop a method for 3D-to-2D
dimensionality reduction of scattering problems in photonics. Contrary to the ‘standard’ Effective
Index Method the effective parameters of the reduced problem are always rigorously defined using
the variational technique, based on the vectorial 3D Maxwell equations. Results for a photonic
crystal slab waveguide show that this approach predicts the location of the bandgap and other
spectral features much more precisely than any ‘standard’ EIM approximation.

1. INTRODUCTION

Fully vectorial 3D simulations of photonic components are often almost prohibitively CPU-time
and memory intensive, so one would opt for reduced models that capture the essence of the full
3D structure, while being computationally much more efficient. Traditionally, integrated optics
designers use a technique called the Effective Index Method (EIM) [1, 4, 7] to reduce simulations
of 3D structures to two spatial dimensions. However, frequently, as is the case for photonic crystal
slabs (Figure 1, left), the effective parameters for the 2D simulation are only rather ambiguously
defined, i.e., rely more or less on guesswork. Here we have developed a mathematical formulation
that allows to a priori derive these parameters when going from 3D to 2D based on a sound
variational reasoning (Variational EIM, VEIM). This is achieved by approximating the total 3D
vectorial electromagnetic field along one spatial dimension by a suitable 1D mode profile. Then, by
means of a variational procedure, the field distribution in the other two dimensions is found, such
that the product of these two fields represents as good as possible the true 3D vectorial solution. On
the boundaries of the computational domain in 2D we use combined Transparent Influx Boundary
Conditions with Perfectly Matched Layers in order to allow influx into the domain to be prescribed
and radiation to freely pass through the computational window boundaries. Results for a photonic
crystal slab waveguide show that this approach predicts the location of the bandgap and other
spectral features much more precisely than any guesses using a ‘standard’ EIM.

2. FORMULATION OF SCATTERING PROBLEMS IN OPTICS

The time-harmonic propagation of a given optical influx with frequency ω through a medium, char-
acterized by the refractive index distribution n(x, y, z), is governed by the Maxwell curl equations

∇×E = −i ωµ0µH, ∇×H = i ωε0εE, (1)

for the electric and magnetic fields E = (Ex, Ey, Ez) and H = (Hx,Hy,Hz) respectively. ε0 and
µ0 are the vacuum permittivity and permeability, ε(x, y, z) = n2(x, y, z) is the relative dielectric
permittivity. The relative permeability µ is assumed to be one, as is appropriate for most materials
at optical frequencies.

Solutions (E,H) of Equation (1) are stationary points of the functional [6]

F(E,H) =
∫ (

E · (∇×H) + H · (∇×E)− iωε0εE2 + iωµ0µH2
)

dxdy dz. (2)

In the following, we will work with this variational formulation only.

3. VARIATIONAL EFFECTIVE INDEX METHOD

Let us consider only one TE slab mode propagating in the direction z with propagation constant
βr from a reference slice with permittivity distribution εr(x):

(
Ex, Ey, Ez

Hx,Hy, Hz

)

slab

(x, z) =
(

0, XEy(x), 0
XHx(x), 0, XHz(x)

)
· e−i βrz, (3)
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The principal electric component XEy satisfies the equation
(
XEy(x)

)′′
+ k2εr(x)XEy(x) = β2

r XEy(x) (4)

with vacuum wavenumber k = 2π/λ. The remaining two nonzero components of the mode profile
can be derived directly from XEy .

We assume that this vertical shape constitutes an adequate approximation for the (polarized)
optical field in the 3D structure

(
Ex, Ey, Ez

Hx,Hy,Hz

)

complete

(x, y, z)=
(

0, XEy(x)PEy(y, z), XEy(x)PEz(y, z)
XHx(x)PHx(y, z), XHz(x)PHy(y, z), XHz(x)PHz(y, z)

)
, (5)

with some unknown functions P . Note that the y- and z-components of the electromagnetic field
are approximated by the same functions X.

The governing equations for the functions P can be found by restricting the functional (2) to
the template (5), i.e., by requiring, after insertion of (5) into (2), the variations of F with respect
to all P to vanish. Using the relations between the slab mode components, it turns out that PHx

satisfies the following second order differential equation
(

∂y
1

εeff(y, z)
∂y + ∂z

1
εeff(y, z)

∂z + k2

)
PHx(y, z) = 0 (6)

with

εeff(y, z) =
β2

r

k2
+

∫
(ε(x, y, z)− εr(x))

(
XEy(x)

)2
dx

∫ (
XEy(x)

)2
dx

. (7)

This looks exactly like a 2D TM Helmholtz equation with (effective) permittivity εeff, and
similar to what is used in the standard Effective Index Method. In the reference slice, where
ε(x, y, z) = εr(x), the effective permittivity is equal to the squared effective mode index β2

r /k2.
Elsewhere, however, this squared effective index is modified by the difference between the local
permittivity and that of the reference slice, weighted by the local intensity of the major component
of the reference mode profile. Hence, contrary to the EIM, even in slices where no guided mode
exists the effective indices are still rigorously defined.

Note that the original problem (2) deals with six unknown field components, each depending on
three spatial coordinates. The present approximation reduced it to a single function of two spatial
coordinates only.

All other field components are related to PHx in the following manner:
(

PEx , PEy , PEz

PHx , PHy , PHz

)
(y, z) =

i βr

k2εeff

(
0, ∂zP

Hx , −∂yP
Hx

(−i k2εeff/βr)PHx , ∂yP
Hx , ∂zP

Hx

)
. (8)

Equation (8) permits a quite intuitive interpretation. Inside each homogeneous region a partial
solution of (6) is

PHx(y, z) = c e−i (kyy + kzz), with k2
y + k2

z = k2εeff. (9)

Figure 1: By using a TE slab mode of a reference slice with permittivity εr(x) as an approximation for the
x-dependence of the field, the simulation of wave propagation in the structure is reduced from 3D to 2D.



1040 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

If we define ρ2 = k2εeff, and an angle θ such that cos θ = kz/ρ and substitute it in (8), we obtain
(

PEx , PEy , PEz

PHx , PHy , PHz

)
(y, z) = c

βr

ρ
e−i ρ(− sin θy + cos θz)

(
0, cos θ, sin θ
ρ
βr

, − sin θ, cos θ

)
. (10)

In the reference slice we have ρ = βr, and hence the functions P act as a rotation of the slab
mode around the x-axis. In all other regions, in addition to the rotation of the y- and z-components,
the x-component is scaled by ρ/βr.

Moreover, as (10) is only a partial solution and the fundamental solution of (6) is a superposition
of partial solutions, the functions P (8) act as a superposition of the slab mode X rotated around
the x-axis by different angles θ.

So far, the formulation has not been restricted to a computational domain, and Equation (6)
holds in entire R2. In practice, however, solving (6) requires a finite computational window, with
boundaries such that influx can be prescribed and radiation can freely flow out. We use a modified
version of the Transparent Influx Boundary Conditions from [3, 5] which fulfill these requirements.
In this scheme, a finite element calculation of the field in the interior of the domain is connected
to a semi-analytical solution of the exterior.

4. NUMERICAL RESULTS

In this section, we compare the results of EIM, VEIM and 3D FDTD [2] -simulations of the photonic
crystal waveguide of Figure 1, for the following specification: The structure is composed of a 225 nm
thick Si (nSi =

√
12.1) layer on top of a SiO2 (nSiO2 = 1.445) substrate with air (nair = 1.0) around.

The waveguide and holes are defined by etching fully through the Si layer. The triangular lattice
photonic crystal with lattice constant a = 440 nm consists of circular holes with radius 135 nm; the
input and output waveguides are

√
3a ≈ 762 nm wide. A defect waveguide is created by removing

a row of holes and enlarging the first row of holes on either side to a radius of 170 nm. In total,
there are four rows of holes on either side of the defect waveguide.

This geometry is particularly interesting because no guided mode exists in the vertical slices,
where holes are located. So to apply ‘standard’ EIM one has to guess the effective refractive index of
those regions: should it be the refractive index of the Si substrate or air, or something in between?
VEIM uniquely defines these numbers.

As shown in Figure 2, the VEIM predictions of the location of the stopband and the general
spectral features are reasonably close to the 3D FDTD reference results, while the ‘conventional’
EIM data, using either the cladding (1.0) or substrate refractive indices (1.445) as effective values
for the hole regions, are much further off. Via the template (5), the VEIM allows to assemble an
approximation to the vectorial electromagnetic field in 3D. Figure 3 shows a series of corresponding
field profiles. Note that the effective permittivity (7) can very well turn out to be negative, as
it happens to be in the present example. Inside the hole regions the effective permittivity varies
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Figure 2: Transmission spectrum of the photonic crystal waveguide shown in Figure 1.
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Figure 3: 3D light propagation through the photonic crystal slab waveguide of the Figure 1 at several vacuum
wavelengths; absolute value of the major magnetic component of the optical field.

between −0.887@λ=1.3 µm and −1.145@λ=1.9 µm. So in all air regions in Figure 3 the field Hx decays
exponentially.

5. CONCLUDING REMARKS

The present technique allows in a straightforward and simple way reduce the dimensionality of
the scattering problems from 3D to 2D for TE-like polarized light. A similar procedure has also
been developed for TM polarization. Currently, work is in progress to extend the method to deal
with the third dimension even more accurately, by means of superpositions of contributions of the
form (5) related to multiple slab modes.
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Abstract— A new definition of the A, B, C numbers is advanced by means of the roots
of the equations, connecting the normalized phase constant resp. the off-diagonal element of
ferrite permeability tensor with the radial wavenumber (with the eigenvalue spectrum) of normal
TE0n modes in the azimuthally magnetized circular and coaxial ferrite waveguides. The values of
numbers Acr, Bcr, Ccr, relevant to the cutoff state, are computed by a special iterative procedure
and presented graphically as a function of the structures parameters. The possibility to figure the
differential phase shift provided, using the quantities considered, is demonstrated.

1. INTRODUCTION

A, B, C numbers are called the quantities, yielding the relation between the normalized differen-
tial phase shift ∆β̄, produced by the circular waveguides with ferrite of azimuthal magnetization
(configurations, apt for the design of nonreciprocal phase shifters for electronically scanned an-
tenna arrays, working in the normal TE01 mode [1–5]), the magnitude of off-diagonal ferrite tensor
element |α| and the normalized guide radius r̄0. They appeared in the developed in terms of com-
plex Kummer confluent hypergeometric function [6] theory of the simplest of the transmission lines
mentioned — of the one, wholly filled with anisotropic medium and have been defined through the
expressions: A = ∆β̄/|α|, B = ∆β̄r̄0 and C = (∆β̄/|α|)r̄0 [1]. Knowing them for a network of pa-
rameters {|α|, r̄0} allows to find ∆β̄ by elementary formulae [1]. The density of network determines
the accuracy of results. The computation of the values of numbers, however is a laborious task,
requiring the employment of complicated iterative techniques [1].

The core of this investigation form the novel definition of the quantities in question in case of
circular and coaxial geometries of the type referred to and the numerical study of a partial case of
the numbers — of the bound up with the cutoff frequencies of the structures ones Acr, Bcr, Ccr.
The application of the latter in the calculation of the differential phase shift provided, is illustrated.

2. A, B, C NUMBERS

Definition 1: Let ζ
(c)
k,n and χ

(c)
k,n(ρ) are the nth positive purely imaginary zeros in x of the functions

Φ(a, c; x) and F (a, c; x, ρ) = Φ(a, c; x)Ψ(a, c; ρx) − Φ(a, c; ρx)Ψ(a, c; x), resp. (n = 1, 2, 3 . . .) in
which Φ(a, c; x) and Ψ(a, c; x) are the Kummer and Tricomi confluent hypergeometric functions
with a = c/2− jk — complex, c = 3, x = jz — positive purely imaginary, z — real, positive, k —
real, −∞ < k < +∞, ρ — real, positive, 0 < ρ < 1. Let in addition

σ2
1±,2± = 0.5

[(
1− β̄2

2±
)±

√(
1− β̄2

2±
)2 − 4× 4β̄2

2±k2±

]
(1)

in that 1 − β̄2
2± ≥ 4β̄2±|k±|, (1 > σ1± ≥ σ2± ≥ 0) are the real positive roots of the biquadratic

equation
σ4
± −

(
1− β̄2

2±
)
σ2
± + 4β̄2

2±k2
± = 0 (2)

with β̄2± = χ
(c)
k±,n(ρ)/(2r̄0) (r̄0 — real, positive, r̄0 > (χ(c)

0,n(ρ)/2)). Then, A, B, C numbers are
named the real positive quantities:

A = A− −A+, (3)
B = B− −B+, (4)
C = C− − C+ (5)

where
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i) on condition that σ1− > σ1+ > σ2− = σ2+ > 0, A− = σ1−/σ2−, A+ = σ1+/σ2+, B− = σ1−r̄0,
B+ = σ1+r̄0, C− = (σ1−/σ2−)r̄0, C+ = (σ1+/σ2+)r̄0 and in view of this it is correct +∞ >
A− > A+ > 1, +∞ > C− > C+ > r̄0;

ii) assuming that σ1− > σ1+ = σ2− = σ2+ > 0, A− = σ1−/σ2−, A+ = σ1+,2+/σ2+,1+, B− =
σ1−r̄0, B+ = σ1+,2+r̄0, C− = (σ1−/σ2−)r̄0, C+ = (σ1+,2+/σ2+,1+)r̄0 and on account of this it
is true +∞ > A− > A+ = 1, +∞ > C− > C+ = r̄0;

iii) when σ1− > σ1+ = σ2− > σ2+ > 0, A− = σ1−/σ2−, A+ = σ2+/σ1+, B− = σ1−r̄0, B+ =
σ2+r̄0, C− = (σ1−/σ2−)r̄0, C+ = (σ2+/σ1+)r̄0 and because of this it is implemented +∞ >
A− > 1 > A+ > 0, +∞ > C− > r̄0 > C+ > 0;

iv) provided σ1− = σ1+ = σ2− > σ2+ > 0, A− = σ1−,2−/σ2−,1−, A+ = σ2+/σ1+, B− = σ1−,2−r̄0,
B+ = σ2+r̄0, C− = (σ1−,2−/σ2−,1−)r̄0, C+ = (σ2+/σ1+)r̄0 and for this reason it is fulfilled
1 = A− > A+ > 0, r̄0 = C− > C+ > 0;

v) on the understanding that σ1− = σ1+ > σ2− > σ2+ > 0, A− = σ2−/σ1−, A+ = σ2+/σ1+,
B− = σ2−r̄0, B+ = σ2+r̄0, C− = (σ2−/σ1−)r̄0, C+ = (σ2+/σ1+)r̄0 and in consequence of this
it is valid 1 > A− > A+ > 0, r̄0 > C− > C+ > 0;

vi) if |{1− [χ(c)
0,n(ρ)/(2r̄0)]2}1/2| = σ1− = σ1+ > σ2− > σ2+ = 0, A− = σ2−/σ1−, A+ = σ2+/σ1+,

B− = σ2−r̄0, B+ = σ2+r̄0, C− = (σ2−/σ1−)r̄0, C+ = (σ2+/σ1+)r̄0 and to this end it is carried
out 1 > A− > A+ = 0, r̄0 > C− > C+ = 0.

Since lim
ρ→0

F (a, c; x, ρ) = Φ(a, c;x), resp. lim
ρ→0

χ
(c)
k,n(ρ) = ζ

(c)
k,n, the relations for χ

(c)
k,n(ρ) are truthful

also for ζ
(c)
k,n. In items ii) and iv) the quantities with the first or second subscript could be considered.

In the cases i)–v) B− > B+ > 0 and in the one vi) B− > B+ = 0. (The subscripts “+” and “−”
relate to k+ > 0 and k− < 0 resp.)

Definition 2: The quantities in the sense of Definition 1 vi) are termed critical numbers and
are denoted by the subscript “cr”. It holds:

Acr = Acr−, (6)
Bcr = Bcr−, (7)
Ccr = Ccr− (8)

in which Acr− = σcr, 2−/σcr, 1−, Bcr− = σcr, 2−r̄0cr and Ccr− = (σcr, 2−/σcr, 1−)r̄0cr with r̄0cr =
(χ(c)

0, n(ρ)/2)/(1− σ2
cr,1−)1/2 and

Acr+ = Bcr+ = Ccr+ = 0 (9)

where |{1 − [χ(c)
0,n(ρ)/(2r̄0cr)]2}1/2| = σcr,1− = σcr,1+ > σcr,2− > σcr,2+ = 0. (For details, con-

cerning the Φ(a, c; x) and Ψ(a, c; x) functions consult the F. G. Tricomi’s classical work Funzioni
Ipergeometriche Confluenti [6].)

3. PHYSICAL INTERPRETATION

Let β± and β2± = {ω2ε0µ0εr(1− α2±)− β2±}1/2 are the phase constant and the radial wavenumber
of normal TE0n modes in a coaxial (circular) waveguide of outer and inner conductor radii r0 and
r1, resp., entirely filled with azimuthally magnetized ferrite, described by a Polder permeability
tensor of off-diagonal element α = γMr/ω, (γ — gyromagnetic ratio, Mr — ferrite remanent
magnetization, ω — angular frequency of the wave) and a scalar permittivity ε = ε0εr. Let also
β̄ = β/(β0

√
εr), β̄2 = β2/(β0

√
εr), r̄0 = β0r0

√
εr, r̄1 = β0r1

√
εr, ρ = r̄1/r̄0 (ρ — central conductor

to waveguide radius ratio) and β0 = ω
√

ε0µ0. Further, provided x = x0, x0 = jz0, z0 = 2β̄2r̄0,
k± = α±β̄±/(2β̄2±), the zeros ζ

(c)
k,n and χ

(c)
k,n(ρ) acquire sense of roots of the characteristic equation

of the second and first structures, resp. [1, 2]:

Φ (a, c; x0) = 0, (10)
F (a, c;x0, ρ) = 0. (11)

Then, by means of the relations β̄2±+ β̄2
2± = 1−α2± and k± = α±β̄±/(2β̄2±) [1, 2], it easily could be

shown that Equation (2) for σ± is equivalent to two identical ones for β̄± and |α±|, resp. in which
the expression for β̄2± from Definition 1 determines the eigenvalue spectrum of the fields examined.
For the roots of equations mentioned it is true:
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β̄(1)±,(2)± = σ1±,2±, (12)
|α1±,2±| = σ2±,1±, (13)
|α1±| = β̄(2)±, (14)

|α2±| = β̄(1)±. (15)

(The subscripts “+” and “−” apply to positive (α+ > 0, k+ > 0) and negative (α− < 0, k− < 0)
magnetization. In case of circular geometry (r1 = 0, ρ = 0) in all expressions χ

(c)
k,n(ρ) should

be replaced by ζ
(c)
k,n [1, 2].) Correspondingly, setting β̄(1)± = β̄± and |α1−| = |α1+| = |α|, for

the items i) and ii) in Definition 1, it holds σ1± = β̄± and σ2± = |α|. Putting β̄(1)− = β̄−,
β̄(2)+ = β̄+ and |α1−| = |α2+| = |α| in cases iii) and iv), it is true: σ1− = β̄−, σ2+ = β̄+ and
σ1+ = σ2− = |α|. If β̄(2)± = β̄±, |α2−| = |α2+| = |α|, in points v) and vi) of the same Definition,
it is valid: σ2± = β̄± and σ1+ = σ1− = |α|. Due to their limiting character items ii) and iv)
could be regarded jointly either with points i) and iii) (as done here) or with the ones iii) and v),
resp. In the first (second) case the first (second) subscripts in the expressions for A+, B+ and
C+, resp. for A−, B− and C− are taken into account. Moreover, it holds: β̄− > β̄+ > |α| > 0,
β̄− > β̄+ = |α| > 0, β̄− > |α| > β̄+ > 0, β̄− = |α| > β̄+ > 0, |α| > β̄− > β̄+ > 0 and
|α| > β̄− > β̄+ = 0 in items i) through vi), resp. In view of what has been said, it is fulfilled:
A− = β̄−/|α|, A+ = β̄+/|α|, B− = β̄−r̄0, B+ = β̄+r̄0, C− = (β̄−/|α|)r̄0, C+ = (β̄+/|α|)r̄0.
Thus, on the understanding that ∆β̄ = β̄− − β̄+, definitions (3)–(5) harmonize with the ones of
the numbers A = ∆β̄/|α|, B = ∆β̄r̄0 and C = (∆β̄/|α|)r̄0, advanced earlier [1]. Since σcr,1− =
σcr,1+ = |αcr|, σcr,2− = β̄c−, σcr,2+ = β̄cr+ = 0 and r̄0cr = (χ(c)

0,n(ρ)/2)/(1− α2
cr)

1/2, for the
critical values it could be written: Acr = β̄c−/|αcr|, Bcr = β̄c−r̄0cr and Ccr = (β̄c−/|αcr|)r̄0cr,
(β̄c− — normalized phase constant of the propagating wave for α− < 0, squaring to the case
α− = −|αcr| and r̄0 = r̄0cr; β̄c− > β̄cr−, β̄cr− = β̄cr+ = 0). The A, B, C numbers are functions
of the set of parameters {c, |α|, r̄0, ρ, n}, whereas the critical ones depend on {c, |αcr|, ρ, n}, (on
{c, r̄0cr, ρ, n}). The values of the latter are figured through an iterative scheme. For a chosen pair
{ρ, |αcr|} the constant β̄c− is reckoned from the formula β̄− = {(1− α2−)/[1 + (α−/(2k−))2]}1/2

with α− = |αcr| in which k− < 0 is altered, until the numerical equivalent of r̄0, counted from the
term r̄0 = (k−χ

(c)
k−,n(ρ)/α−){[1 + (α−/(2k−))2]/(1− α2−)}1/2, coincides with r̄0cr with a prescribed

accuracy. The value of β̄− obtained is accepted as one of β̄c−. In each iteration Equation (11),
resp. (10) is solved numerically for the relevant k− and its roots χ

(c)
k−,n(ρ) (ζ(c)

k−,n ) are inserted in the

(a) (b)

Figure 1: Acr for normal TE01 mode vs.: (a) ρ with |αcr| as parameter; (b) |αcr| with ρ as parameter.
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(a) (b)

Figure 2: Bcr for normal TE01 mode vs.: (a) ρ with |αcr| as parameter; (b) |αcr| with ρ as parameter.

(a) (b)

Figure 3: Ccr for normal TE01 mode vs.: (a) ρ with |αcr| as parameter; (b) |αcr| with ρ as parameter.

expression for r̄0 pointed out. The effect of ρ and |αcr| on Acr, Bcr and Ccr is shown in Figs. 1–3
and in Table 1, assuming n = 1 (normal TE01 mode).

4. APPLICATION

As seen from Fig. 3 and Table 1, Ccr nearly does not change with |αcr|, resp. with r̄0cr, especially
if ρ is larger (e.g., ρ = 0.2). This is in agreement with the earlier results for the case ρ = 0, showing
that C is a slightly varying function of both |α| and r̄0 [1]. Therefore, for each ρ the exact value
of Ccr for any |αcr| (Cexact,cr) could be accepted as an approximate one of C (Capprox ,cr ) for any
set of parameters {|α|, r̄0} for which propagation may take place. It is assumed that Capprox ,cr is
constant with respect to both |α| and r̄0 (ρ is fixed). The quantities Aapprox ,cr and Bapprox ,cr for
any |α| and r̄0 are figured from the terms A = C/r̄0 and B = C|α| which follow directly from
the Definition 1. In the same way it could be established effortless that the differential phase shift
could be calculated in normalized form with the help of the formula

∆β̄ = AB/C. (16)
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Table 1: Values of the critical numbers Acr, Bcr and Ccr for normal TE01 mode as a function of ρ and |αcr|.

crα
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

crA  0.533 482 0.525 665 0.512 325 0.492 952 0.466 691 0.432 140 0.386 871 0.326 141 0.237 874 

crB  0.205 444 0.411 146 0.617 360 0.824 361 1.032 431 1.241 874 1.453 020 1.666 237 1.881 935 0.0 

crC  2.054 444 2.055 728 2.057 867 2.060 902 2.064 861 2.069 790 2.075 743 2.082 796 2.091 038 

crA  0.487 853 0.480 568 0.468 152 0.450 147 0.425 789 0.393 829 0.352 098 0.296 346 0.215 729 

crB  0.193 229 0.386 589 0.580 214 0.774 238 0.968 800 1.164 043 1.360 116 1.557 177 1.755 390 0.1 

crC  1.932 287 1.932 945 1.934 045 1.935 596 1.937 599 1.940 071 1.943 023 1.946 471 1.950 433 

crA  0.411 574 0.405 347 0.394 740 0.379 376 0.358 626 0.331 453 0.296 059 0.248 913 0.180 975 

crB  0.175 211 0.350 470 0.525 826 0.701 326 0.877 022 1.052 963 1.229 197 1.405 778 1.582 759 0.2 

crC  1.752 107 1.752 350 1.752 752 1.753 316 1.754 045 1.754 938 1.755 996 1.757 223 1.758 621 

ρ

(The subscript “cr” here indicates that the symbol in question relates to the cutoff state.) For
example, picking from Table 1 Capprox ,cr = 1.752350 for ρ = 0.2, |α| = 0.2 yields for normal
TE01 mode in case ρ = 0.2, |α| = 0.1, Aapprox ,cr = 0.350470 and Bapprox ,cr = 0.175235, and
∆β̄approx ,cr = 0.035047. The exact values of the latter, obtained by the iterative method, suggested
earlier [1], are Aexact = 0.350422, Bexact = 0.175211, Cexact = 1.752111 and ∆β̄exact = 0.035042.
The absolute error of computations δ∆β̄ = |∆β̄exact −∆β̄approx,cr| = 0.000005 is insignificant.

5. CONCLUSION

Using the differences of the ratios of the taken in a specially chosen order roots of the equations,
linking the normalized radial wavenumber β̄2 of the normal TE0n modes in the ferrite-loaded circular
and coaxial waveguides with azimuthal magnetization, with the normalized phase constant β̄ of the
waves and with the magnitude of the off-diagonal ferrite permeability tensor element |α|, resp., a
new definition of the positive real numbers A, B, C (the products of the normalized differential
phase shift ∆β̄ produced by the structures by the factors 1/|α|, r̄0 and r̄0/|α|, resp.), is formulated.
An analysis of the numbers is made in the special case, corresponding to the cutoff state of the
geometries. Based on their slight dependence on some of the parameters of the latter, illustrated
graphically, an approximate approach is sketched for finding the differential phase shift.
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Abstract— This contribution presents a very efficient Shooting-and-Bouncing-Rays (SBR)
algorithm, which has been combined with Physical Optics (PO) and the Physical Theory of
Diffraction (PTD). According to previous studies, this algorithm has been proved to provide
very accurate results when calculating mono- or bistatic RCS of arbitrary large metallic objects.
To enhance the accuracy of the simulations, diffracted rays according to the well-known Uniform
Theory of Diffraction (UTD) have been implemented. Also dielectric objects, such as radomes,
have been modeled. However, there is a lack of validation possibilities because numerically exact
methods generally require much more computational resources for dielectric objects.

Recent advances of the presented ray tracing algorithm include the modeling of objects composed
of metallic as well as dielectric parts. A special class of such objects are cavities with a dielectric
filling, which can easily be studied in terms of RCS measurements in a standard anechoic chamber
and thus serve as ideal objects for validation purposes. Furthermore, the simulations allow the
fast generation of data over a certain frequency band, which can be used for calculating a two-
dimensional image of the object. Such images can also be used for visualization of the main
scattering phenomena. In the case of the empty cavity, virtual scattering centers can clearly
be assigned to specific directions of incidence and multiple reflections inside the cavity. These
directions also coincide with RCS maxima in the azimuth plane. If the cavity is filled with a PVC
cube or slab, propagation mechanisms become much more complex due to multiple reflections
inside the dielectric material and enclosed air space, respectively. This leads to a much more
complex shape of scattering centers.

Overall, the ray tracing simulations show an excellent agreement with measurement results for
both empty cavities and cavities filled with dielectric material. Thus, this ray tracing algorithm is
well-suited not only for metallic objects but also for the modeling of objects composed of different
materials, e.g., interiors of vehicles, antennas covered by radomes, etc.

1. INTRODUCTION

For the electromagnetic modeling of scattered fields from large and complex objects, a very efficient
simulation tool based on the well-known Shooting-and-Bouncing-Rays (SBR) technique has been
developed [1]. This algorithm uses field-based high-frequency approaches for finding the relevant
propagation paths, i.e., rays are traced through the scenario according to the laws of Geometrical
Optics (GO) and diffracted rays are generated according to the laws of the Uniform Theory of
Diffraction (UTD). This GO/UTD part is combined with a source-based approach, where each
ray generates an equivalent surface current at each interaction with the object. These currents
are calculated using Physical Optics (PO) and Physical Theory of Diffraction (PTD), and the
superposition of all these contributions leads to the total scattered field strengths. Further technical
details about the ray tracing approach can be found in [1, 2]. With this simulation tool, large
and complex objects can be modeled, which are still too costly for numerically exact methods.
Generally, both metallic and dielectric objects [2], and also combined metallic-dielectric objects,
can be modeled. This paper concentrates on simulations of generic metallic cavities, which are
filled fully or partly with dielectric materials. Realistic environments would include the modeling
of radomes on aircraft or the consideration of the interior of vehicles.

2. MODELING OF CAVITIES FILLED WITH DIELCTRIC OBJECTS

For the objects studied in this paper, the validation of the simulations by measurements is one
of the most important tasks. Thus, only relatively simple objects can be analyzed. In the past,
measurements were performed at a cube made of PVC. The edge length of this cube is 12 cm, and
this object has also been used as a test object in the scope of the Workshop EM ISAE 2008 [3].
According to the dimensions of this cube, a metallic cavity with inner edge length 12 cm has been
manufactured, which thus can be filled completely by inserting the PVC cube. Besides, a PVC
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Figure 1: Metallic cavity inside the anechoic chamber and corresponding RCS at f = 30GHz.

plate of size 12 × 12 × 2 cm has been manufactured, which can close the aperture of the metallic
cavity. From these basic objects, various scenarios are generated, which are studied in the frequency
range 20–40 GHz using the ray tracing code as well as measurements. Note that although these
objects do not seem to be very complex, they are already very large for a numerically exact code
and would require a large amount of computation time. For this reason, the validation of the ray
tracing data is performed only by measurements in the scope of this paper.

As a first step towards estimating the influence of the dielectric objects, the scattered fields of
the empty metallic cavity (Figure 1) is studied. Figure 1 also shows the monostatic RCS in the
azimuth plane for vertical and horizontal polarisation and compares the simulated and measured
data. Apart from the PO and PTD contributions according to [1], the UTD enhanced ray tracing
simulation considers also rays, which are diffracted at the aperture and further propagate inside the
cavity [4]. As can be seen from Figure 1, the measured and simulated data show good agreement
over large angular intervals for both polarisations. According to the chosen angular convention,
the direction of the incident wave is perpendicular to the aperture at φ = 0◦, whereas the incident
wave hits the side surface of the cavity at φ = 90◦. The characteristic shape of the RCS curve can
be explained by the geometry of the object, e.g., for angles up to approx. 40◦ the cavity behaves
like a dihedral corner reflector.

If the cavity is filled with dielectric material (PVC, εr = 2.7−j∗0.01), the propagation properties
in the interior have changed radically. One the one hand, different field contributions are superposed
at the point of observation, e.g., at normal incidence (with respect to the aperture) part of the
incident wave is reflected at the air-PVC boundary and another part of the wave is transmitted
and reflected inside the cavity. On the other hand, the dielectric medium causes refraction towards
the normal vector of the aperture plane, which causes the effect of the dihedral corner reflector to
appear over a larger range of angles. However, these phenomena interfere with each other, and thus
the RCS curve shows a rather complex shape. Nevertheless, the simulation is in good accuracy
with the measured results. The propagation phenomena become even more complex, if the cavity
holds the PVC plate at the aperture instead of being filled completely. In the arrangement with
the plate, multiple reflections will occur inside the plate as well as inside the enclosed air space.
The results of both scenarios are depicted in Figure 2.

Concerning the simulations with the PVC material, it must be pointed out that both PTD and
UTD are switched off because the formulations have been implemented only for perfectly conducting
edges in an air environment. In both examples, however, three different materials (metal, PVC,
air) meet at the aperture. Although neglecting the diffraction effect, the comparison of measured
and simulated data shows good agreement over a large range of angles.

In the second part of this paper, the propagation mechanisms are studied using two-dimensional
scattering analyses. For this purpose, simulation results are generated over the frequency range
20–40GHz with a frequency step ∆f = 50MHz and an angular resolution of 0.25◦. The resulting
data of scattered field strengths allows the calculation of an image of the object [5], which also
exhibits the relevant scattering centres. Thus, further conclusions on the corresponding propagation
mechanisms can be deduced. As an example, Figure 3 shows the scattering analysis of the empty
cavity (open side points to the top of Figure 3) with the colour bar denoting the relative RCS in
dB. The contour of the cavity is clearly visible, with the upper line being less distinct. At this
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Figure 2: RCS of metallic cavity filled with PVC material at f = 30 GHz. Left hand side: Cavity filled with
PVC cube, right hand side: PVC plate at aperture.

Figure 3: Scattering analysis of the empty metallic cavity (f = 20–40 GHz, ∆f = 50 MHz).

position, the open aperture is surrounded by metallic plates with a thickness of 1 cm, leading to
a lower intensity of scattering, as compared to the side surfaces. Special attention must be drawn
towards the scattering centres on the lower left and right parts of the figure, which do not have
an equivalent surface on the object. These virtual scattering centres are generated by rays which
experience multiple reflections inside the cavity (see sketch of rays in Figure 3). Consider a wave
impinging on the aperture from the top right and being reflected inside the cavity. Under certain
angles of incidence, this wave is reflected back into the monostatic direction. From the point of
observation, however, only the direction and path length can be deduced and thus the scattering
centre is projected on a point outside of the object’s real geometry. In comparison with Figure 1,
the angles corresponding to the virtual scattering centres can be associated with the maxima at
55◦ and 65◦, so these maxima can be explained graphically. Further scattering centres belonging to
higher order reflections are also present, but these are outside of the depicted xy range of Figure 3.

When inserting dielectric material into the cavity, the relevant propagation phenomena are
clearly different, which is visible from Figure 4. The left hand part of this figure shows the scattering
analysis for the cavity being filled completely with PVC. As expected, the shape of the object is
clearly to observe. The scattering effect of the aperture is slightly increased (as compared to
Figure 3) because it is closed with dielectric material and thus also reflects part of the incident
wave. However, additional scattering centres in the lower part of the figure are produced by fields
being transmitted through the aperture plane. The associated “rays” propagate inside the cavity
and seem to have an increased delay because of the dielectric filling of the cavity. Thus, the
corresponding scattering centers are projected at points outside of the real geometry of the object.
Furthermore, as stated above, the characteristics of a dihedral corner reflector are present over a
large range of angles, which leads to the arch-like virtual scattering centres.

In the right hand part of Figure 4, the aperture of the cavity is closed by the PVC plate, which
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Figure 4: Scattering analysis of the metallic cavity filled with PVC material (f = 20–40GHz, ∆f = 50 MHz).
Left hand side: Cavity filled with PVC cube, right hand side: PVC plate at aperture.

leads to a rather complex pattern of scattering centres. These are caused by multiple reflections
inside the plate, inside the enclosed air space, or by various combinations of both phenomena. Thus,
a direct assignment of scattering centres to the geometry of the scattering object is not trivial at
all. However, the horizontal coloured bars at the bottom part of the figure give a feeling about the
relevant multiple reflections at normal incidence on the aperture.

3. CONCLUSION

It has been shown that a ray tracing algorithm based on high-frequency methods is able to predict
the scattered fields of cavities very well, even if the cavity holds some dielectric material. The
simulated results have been compared with measurements and two-dimensional scattering analyses
have been created from the simulated data. Both approaches of validation show a good accuracy of
the results. Apart from validation, the scattering analysis is also well-suited to study the relevant
propagation mechanisms, which are not obvious if the object is composed of different materials,
e.g., a metallic cavity with a dielectric plate at the aperture.
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Abstract— A new antenna structure using triangular microstrip patch antenna alongside a
small trapezoidal shape ground plane with proximity fed by a microstrip line is proposed in
this paper. This printed antenna structure resembles a boat hence it is called boat microstrip
patch antenna. The boat MPA is used for ultra-wide bandwidth intelligent antenna systems
application. This antenna was numerically designed using HFSS simulation software package.
The final proposed antenna design provides an impedance bandwidth (S11 < −10 dB) in the
range from 2 GHz to up 35 GHz with a lot of bandwidth discontinuity. Etching 2D electromagnetic
band-gap structure (2D-EBG), as dumb-bell shape in line feed increases the bandwidth to three
times than the original bandwidth and reduces antenna size as well as enhancing the antenna
gain. Simulations and measurements were carried out, and the comparison between them shows
good agreement. The gain of antenna is also studied and the E and H-plane radiation pattern
of the proposed antenna are presented.

1. INTRODUCTION

Microstrip patch antennas have been studied extensively over the past many years because of its low
profile structure, light weight, and low cost in fabrication planar and nonplanar surfaces, compati-
bility with MMIC designs, and mechanically robust flexibility when mounted on rigid surfaces [1].
They are extremely compatible for embedded antennas in handheld wireless devices such as cellu-
lar phones, pagers, etc. These low profile antennas are also useful in aircraft, satellite and missile
applications, where size, weight, cost, performance, ease of installation, and aerodynamic profile
are strict constraints. Some of the principal advantages of this type of antennas are low profile
nature, conformability to. However, a major drawback of these antennas is the narrow bandwidth.
There have been various efforts from researchers toward increasing its bandwidth. Ultra-Wideband
(UWB) is an emerging radio technology that has received much attention recently. Ultra wide-
band (UWB) communication systems can be broadly classified as any communication system whose
instantaneous bandwidth is many times greater than the minimum required to deliver particular in-
formation. To include all the existing wireless communication systems such as AMPC800, GSM900,
GSM1800, PCS1900, WCDMA/UMTS (3G), 2.45/5.2/5.8-GHz-ISM, UNII, DECT, WLAN, Euro-
pean Hiper LAN I, II [1], microstrip patch antennas on a thin dielectric substrate inherently have
the disadvantage of narrow impedance bandwidth. To increase the bandwidth of a single layer mi-
crostrip patch antenna several configurations have been proposed such as design parasitic patches
on the same layer with the main patch [1], E shaped patch [2] placing a U-slot on the patch [3],
planer microstrip fed tap monopole antenna [4], etc. So we use co-planar feed to increase bandwidth
of antenna. Unlike the usual method of placing the radiating patch of microstrip antenna on top of
a ground plane, the patch is placed along side a small rectangular ground co-planar to it. They can
be easily integrated with microwave integrated circuits (MIC) and monolithic microwave integrated
circuits (MMIC). One simple but powerful technique is to replace the coaxial feeding or line feed-
ing to coplanar feed. Another way to increase the impedance bandwidth of the microstrip patch
antennas can be achieved by modifying the ground plane. Novel shape of modified ground plane
as trapezoidal shape and using proximity feed are used to increase bandwidth and the geometry of
the proposed antenna is shown in Figure 1. Recently, electromagnetic bandgap (EBG) structures
have attracted much attention among researchers in the microwave and antennas communities due
to their excellent pass and rejection frequency band characteristics [5].

In general, EBG structure is a periodic structure that forbids the propagation of all electromag-
netic surface waves within a particular frequency band called the bandgap. It permits an additional
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Figure 1: The prototype of the proposed antenna without and with EBG.

control of the behavior of electromagnetic waves other than conventional guiding and/or filtering
structures. EBG has the potential to provide a simple and effective solution to the problems of
surface and leaky waves. Various types of EBG structures have been studied. In one of the first
applications a planar antenna mounted onto an EBG substrate was considered to increase the
overall radiation efficiency of the device [6]. Increasing antenna directivity was studied using an
EBG structure. A compact spiral EBG structure was studied for microstrip antenna arrays [7]. As
the spiral EBG structure is very compact and useful in wireless communications, hence it was also
studied to improve the performance of a triple band slot antenna [5].

The contribution of this paper is to further develop the idea in [6] by using electro magnetic
structure as etching 2D-EBG as dumb-bell shape on the feed line to improve the bandwidth of
the antenna and compare it with the bandwidth of the prototype antenna for same feed position,
increase passband, reduce antenna size and remove the harmonic wave. The optimized antenna
structure operates in the frequency range from 2 to 35GHz which means it has an impedance
bandwidth of almost %1000 from fundamental resonant frequency.

2. ANTENNA GEOMETRY

First part in this paper is investigating the novel shape of boat microstrip patch antenna. The
geometry of the proposed antenna is shown in Figure 1, where an equal sides triangular patch with
L = 70mm is placed co-planar to a finite ground plane that has a trapezoidal shape with size of
Ws = 30 mm and Wg = 63mm and length Lg = 21 mm. The dielectric substrate used is FR4 with
dielectric constant εr = 4.7 and dimension 100×100mm2 with thickness h = 3.2mm. The patch is
proximity fed by a 50Ω microstrip line with line length and width Lf = 63 mm and Wf = 2.9 mm,
respectively. The top and side views of the proposed antenna are shown in Figure 1.

To obtain a good impedance match the end of the feed line has to extend beyond the centre
of the patch. Initially, several different simple shapes for the patch antenna was used but in
order to minimize the size of the patch and at the same time maximize the bandwidth it was
found that a triangular patch and an optimized geometry of the whole structure (the ground plane
dimension, separation between the patch and the ground and feed line position) gives the best
possible impedance bandwidth.

Second part of this paper is etching 2D electromagnetic bandgap structure as dumb-bell shape
in the line feed to improve the impedance matching, the head square has dimension a = 2 mm, slot
length Ld = 1.6 mm, width 0.5 mm and periodicity P = 4 mm.

3. SIMULATION AND MEASURED RESULTS

The antenna performance was investigated both by simulation via a commercially available finite
element program, high frequency structure simulator (HFSS) version 11, and through measurement
by using photolithographic techniques in fabrication. In order to provide design criteria for the
proposed antenna, the effect of each geometrical parameter are analyzed. The effecting of co-
planar length is studied as shown in Figure 2. There is an optimized value of the feed length which
is 63mm as shown in the figure. The simulated return loss with various ground plane width, Wg
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are shown in Figure 3 where it can be seen that the higher width gives a broader bandwidth as
well as a lower return loss magnitude.

The effect of the separation between radiating plate and ground plane was studied as shown in
Figure 4. The proposed antenna is sensitive to Lg and in fact broadband performance is obtained
for Lg = 21mm. It is known that in proximity fed patch antennas the position of the feed line
under patch is important. The reflection coefficient as obtained from simulation and measurement
for optimum dimension of the proposed antenna is shown in Figure 5.

Finally, we use the EBG concept to improve the bandwidth of the microstrip patch antenna, and
surface wave suppression; Figure 6 shows comparison between simulated and measured reflection
coefficient of the proposed antenna with 2D-EBG. There is an improvement in bandwidth from
2GHz to more than 35 with a lot of discontinuities. The average antenna gain is about 13 dBi. The
photo of fabricated antenna is shown in Figure 7. Figure 8 shows the E-plane and H-plane radiation
pattern of the proposed antenna with 2D-EBG etched on the line feed at different frequencies.

(a) (b)

Figure 7: Photo of (a) radiator antenna and (b) feed with 2D-dumble EBG.
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Figure 8: The measured E-plane and H-plane radiation pattern at 1, 20 and 30GHz.

4. CONCLUSION

Rise in information capability, reduction in volume are very attractive to UWB applications. In this
paper a co-planar triangular microstrip patch antenna as boat shape has been proposed. Ultra-
wide bandwidth was obtained using trapezoidal ground plane on the same side of the radiating
antenna. EBG concept is used to enhance the antenna bandwidth and gain. 2D-EBG is used to
improve impedance matching and to broaden. There is very good agreement between simulated and
measured results for proposed antennas. Further more acceptable E-plane and H-plane radiation
pattern at different frequencies with average antenna gain 13 dBi are achieved.
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Abstract— The comparative study of the effects of weak intensity specific absorption rate
(SAR = 1.8 mW/g) of 4Hz modulated 160 GHz millimeter wave (MMW) and near Infrared (IR)
irradiation on thermodynamic properties, specific electrical conductivity (SEC) of physiological
solution (PS) and hydrogen peroxide (H2O2) formation in it as well as the effect of MMW-
treated PS on heart muscle contractility, 45Ca uptake was performed. The heat fusion capacity
of MMW-pretreated PS after freezing by liquid nitrogen (N2) is significantly less than the heat
fusion capacity of sham and IR-treated PS. MMW unlike IR, has time-dependent elevation effect
on water SEC and SAR, which is accompanied by the increase of H2O2 formation in it. The direct
MMW radiation, MMW-pretreated PS and H2O2-containing PS have increasing effect on heart
muscle contractility. The MMW-pretreated PS and the H2O2–containing PS have activation
effect on 45Ca uptake and dehydration effect on heart muscle contractility. Thus, the obtained
data allow us to consider water dissociation as a main target through which the non-thermal
effect of MMW on physicochemical properties of water is realized, while the MMW-induced
formation of H2O2 in cell bathing medium serves as a messenger through which the modulation
of intracellular metabolism takes place.

1. INTRODUCTION

The phenomenon of non-thermal biological effect of low intensity Millimeter Waves (MMW) has
been known for several decades (Devyatkov 1973; Adey 1981; Lin 2004; Belyaev 2005). Although, it
is more and more widely used in alternative treatments of a variety of diseases (Ziskin 2006; Markov
2007), the physicochemical mechanisms underlying the non-thermal biological effect of MMW still
remain unclear.

As MMW penetration in body depths is only a few tenths of a millimeter, it is suggested that
the therapeutic effect on organisms is initiated by water within the skin components (∼ 70%), for
which the absorption coefficient is the largest (Ziskin, 2006). However, the nature of low intensity
MMW-induced changes of physicochemical properties of extracellular water, which could modulate
cell metabolic activity, is not clear yet.

Although the higher sensitivity of hydrogen bonding makes water dissociation as one of the most
variable properties of water, adequate attention has not been paid by investigators to water ioniza-
tion as a universal and extra sensitive “primary” target for the biological effects of weak intensity
environmental factors, including electromagnetic fields (EMF) (Szent-Gyorgyi 1968; Klassen 1982).
It is known that even partial alignment of water molecules with the electric field may bend or
break the hydrogen bonding (Chaplin 2008). Therefore, it is predicted that the MMW-induced wa-
ter dipole vibration could increase water dissociation and in presence of oxygen (O2) form reactive
oxygen species (ROS), which are strong modulators for cell metabolism. The formation of hydro-
gen peroxide (H2O2) upon the high intensity MMW has been demonstrated (Gudkova et al. 2005).
However, the possibility of ROS generation in water and water solutions upon the influence of
extremely low intensity MMW is not clear yet.

For checking the above mentioned hypothesis whether the weak intensity MMW could modulate
the water dissociation and generate H2O2, through which the effect of MMW on heart contractility
is realized, the following two series of experiments were performed in present work:

1. A comparative study of the effects of MMW and near IR (1–100 THz) radiation on physico-
chemical properties of PS.

2. A comparative study of the effects of MMW-pretreated and H2O2-containing PS on heart
muscle contractility, 45Ca-uptake.

2. METHODS

As an experimental model serves PS (composition (in mM) NaCl-80, KCl-4, CaCl2-7, Tris-HCl-5,
pH-7.5) and isolated-intracordial perfused heart muscle of snail Helix pomatia. The MMW generator
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“Artsakh-04M” (Russian production), designated for clinical applications, which generates 90–
160GHz MMW modulated by 4 Hz EMF was used. As IR source serves the “NOVAFLEX” Fibber
Optic Illuminator (World Precision Instruments, USA) with near IR light filter. The determination
of SAR (SAR = Cw(PS)∆T/∆t) of PS and heart for MW and IR radiation was used a high-precision
differential calorimetric device “Biophys MWD-001” (Simonyan et al. 2006). For the determination
of H2O2 content, the enhanced chemiluminescence method in a peroxidase-luminol-p-iodophenol
system was used. The chemiluminescence and 45Ca uptake by muscle were quantified by “Walac”
liquid scintillation counter (Finland production).

2.1. The Comparative Study of MMW and IR Radiation on Physicochemical Properties of PS

As the SEC of water solutions is determined by ions, in order to find out whether MMW radiation
leads to water ionization, the comparative study of the effects of MMW and IR radiation on SEC
of PS was performed.

The data presented on Figure 1 show that at 18◦C the SEC of 10-min-MMW-pretreated PS is
significantly higher (4.1%) than in case of equivalent intensity IR-preheated and sham-treated PS.
It is worth to note that the second 10min of MMW exposure (a′) has more pronounced elevation
effect (50.2 %) on PS SEC than the first 10 min of exposure (a), while in case of IR irradiation both,
the first (b) and the second (b′) 10 min of exposures have the same effect on PS SEC (Figure 1(a)).

It is known that the SAR of water is related to electrical conductivity (σ) and density (ρ)
expressed as SAR = σE2/ρ, where E is electric field intensity. Therefore, it is predicted that the
MMW-induced possible changes of water dissociation could cause time-dependent changes of water
SAR during MMW radiation. To check this hypothesis the thermal effects of double exposure of
MMW and IR radiation on PS for 10 min (with 10 min intervals) were studied. During 10 min inter-
exposure period the temperature of PS samples was returned to the initial temperature (18◦C).

(a) (b)

Figure 1: The effect of MMW and IR irradiation on specific electrical conductivity (a) and thermal capacity
(b) of PS: (a) and (b) the first (a, b) and the second (a′, b′) 10 min of MMW and IR exposures, correspondingly
and (b) (a+b) — 10 min MMW exposure followed by 10min IR irradiation. ** P < 0.0001; *** P < 0.000001.

The data presented on Figure 1(b) show that 5.8mW/sm2 MMW-induced thermal effect on
PS after the second 10 min of exposure (a′) was higher than after the first 10 min of exposure
(a) (0.22◦C). While in case of IR radiation, its thermal effect was the same after the first (b)
and the second (b′) 10 min of exposures. The increase of MMW-induced heating after the second
10min of exposure could be the result of either the decrease of the thermal capacity or the increase
of SAR of PS. The absence of the elevation of the thermal effect after IR exposure (10min) on
MMW-pretreated (10 min) PS (a + b) could be explained by MMW-induced increase of PS SAR.

As water structure changes predict the adequate changes of its ice structure, in the next series
of experiments the kinetics of melting process of sham-, MMW- and IR-treated PS frozen in liquid
N2 (−50◦C) were studied.

As it can be seen from these data, the melting curve of MMW-pretreated PS (a) is significantly
different from sham- and IR-pretreated PS. The heat fusion time of MMW-pretreated PS is twice
shorter than in case of sham- and IR- pretreated PS. These data could serve as an evidence of
non-thermal structural (poliarity) changes of PS upon MMW irradiation.
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(a) (b)

Figure 2: (a) The time-dependent melting curves of sham (PS), MMW- (PS+MMW) and IR- (PS+IR)
pretreated PS frozen in liquid N2. MMW and IR radiation was performed 3 times with 10min intervals.
Typical curves of one of 20 experiments. (b) The amount of H2O2 in control and 10min MMW-treated PS.
(n = 10).

In order to find out whether MMW-induced elevation of water dissociation leads to the formation
of ROS in DW and PS, in the next series of experiments the concentration of hydrogen peroxide
(H2O2) in non-treated and MMW-treated PS was determined.

As it can be seen on Figure 2(b) the level of H2O2 in PS was increased by 10min MMW
irradiation (SAR = 1.8mW/g) from 3.03 to 3.24 nM.
2.2. The Comparative Study of MMW-pretreated and H2O2 Containing PS on Heart Muscle
Contractility
As it is presented on Figure 3 both, 10-min-direct-exposure of MMW (a) and MMW-treated PS
(b) have contraction effect on heart muscle contractility brining to fully stop of heart beating.
Previously it was shown that H2O2-containing PS has also inhibitory effect on heart muscle beating
(Ayrapertyan et al. 2007). Such similar depressing effects of MMW-pretreated and H2O2-containing
PS on heart muscle contractility could be considered as coincide data for the hypothesis that the
MMW-induced formation of H2O2 in PS could serve as a pathway through which the biological
effects of MMW are realized.

(a)

(b)

Figure 3: The effect of direct MMW 10 min-exposure (a) and MMW-pretreated PS (b) on heart muscle
contractility. The interruption period of the recording was 15 min. Calibration: contraction amplitude-
250mg, time-5min.

However, to finalize the above mentioned data we need to clarify if MMW-pretreated and H2O2-
containing PS have a common metabolic pathway through which they modulate heart muscle
contractility. As the intracellular Ca ion has a crucial role in the regulation of muscle contractility in
the next series of experiments the study of the effects of MMW-treated and H2O2–containing PS on
45Ca uptake was performed. The heart muscle 10min-exposure by H2O2 (5×10−9 M) containing PS
and 5 min exposure by MMW has elevation effect on 45Ca uptake in heart muscle by 20±1.9% (n =
10), while H2O2 (10−7 M) and 1min MMW direct exposure leads to the decrease of 45Ca uptake
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by 30%. This data indicate that MMW exposure could increase the local H2O2 concentration until
10−7 M. Thus, the obtained data allow us to conclude on common 45Ca-dependent mechanisms
through which their effects on muscle contractility are realized.

This conclusion is in close agreement with an early suggestion of Arber and Lin (Lin 2004)
showing that the MMW effect on snail neuron was triggered by the increase of intracellular free
Ca2+, which was completely eliminated by intracellular injection of Ca2+ chelating agent-EDTA.

3. CONCLUSIONS

The obtained data show that the non-thermal biological effects of MMW could be explained by
dissociation increase of cell bathing aqua solution bringing to generation of ROS through which
the modulation of Ca-dependent metabolic mechanisms responsible for heart muscle contractility
is realized.
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Abstract— In this paper, we would like to present our results of combining the ray methods
and FDTD for official environment. For the optimal combination, we have determined several
parameters accordingly by minimal calculation electrical field level can be calculated in a good
resolution around the receiver. Our simulation environment has been developed for solving a
new problem. By this problem, we encountered that the ratio of the size of the space around the
receiver and the whole indoor size must be given. For describing the space around the receiver,
the FDTD method has been used while for the other part of space the ray method was applied.
In this article, we confirm that the combined use of ray and FDTD methods is more effective
than the other calculation procedures.

1. INTRODUCTION

The increasing interest on wireless communication and services resulted the need for techniques
proposed for propagation. The main point of this techniques is the distribution of power. This
increasing demand on wireless communication causes large traffic density, which may be solved
by optimal placement of transmitters. Ray Tracing and Ray Launching are common ray optical
methods for solving such placement tasks [1].

2. RAY METHODS

Ray methods are derived from geometrical optics where the objects dimensions are much larger
than the wave length. Electromagnetic waves are modeled as rays with flat wave-fronts. In case of
ray launching, rays are followed until they hit an object where a reflected and/or transmitted ray
is initiated in the next reflection and/or transmission depth. The direction of the new ray after
reflection and/or transmission is determined by Snellius’ law (aka. law of refraction). Detailed
expanding is in [2].
2.1. Ray Tracing
Ray tracing can be distinguished in ray launching and ray imaging techniques. Applying the
imaging method, where new image sources are constructed of all existing (image) sources in the
current reflection and/or transmission depth for all planes, each ray (path) from the transmitter to
the receiver is exactly determined. The main problem of this scheme is, that complex scenarios with
large number of walls become difficult in an reasonable time because with an increasing number of
interactions (reflection and/or transmission and diffraction) the computational effort exponentially
increases [2, 3]. Fig. 1 shows several rays in a standard scenario with three walls inside the room.
The black point in the transmitter while the gray one is the receiver surrounded by a FDTD grid.
Fig. 2 shows the theoretical interactions of ray path’s.

Figure 1: Ray paths (1 — direct, 2 — reflected, 3 — diffracted, 4 — transmitted, reflected, transmitted) in
indoor environment and FDTD grid.



1062 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

Figure 2: Ray paths on a tree structure (few paths from Fig. 1).

2.2. FDTD

The FDTD method is a time domain solution of the Maxwell’s equations described in differential
form and is widely used in circuit analysis because of its simplicity. The method divide the space
investigated into finite grid elements and on the grid the time and space approximation of the
electrical and magnetic field strength is performed [4, 5].

Starting from the generalized differential matrix operators, the Maxwell’s curl equations can be
express in the rectangular coordinate system, next the Yee algorithm [5] is than used for a discrete
grid and consider a substitution of central differences for the time (∂/∂t) and space (∂/∂x, ∂/∂y,
∂/∂z) derivatives one get for the time marching solution of the coupled equations. The algorithm
defines the discretized field components in the FDTD rectangular unit cell (the Yee cell). This
cell in three dimension has volume of ∆x∆y∆z and the electric and magnetic field components
locations are interleaved by half of the discretization length (∆x/2, ∆y/2 and ∆z/2).

The discretization on the simulation volume is made by cubic lattice so ∆x = ∆y = ∆z = ∆
which results in a significant simplification of the finite difference equations.

Stability of the FDTD solution requires that the electromagnetic wave must not pass through
more than one cell in one time step, i.e., the time step and the unit cell dimension satisfy the
Courant condition [1, 2, 4]. Fig. 3 shows a FDTD grid divided into optimal Yee cells.

Figure 3: FDTD grid with main points.
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3. COMBINATION OF RAY TRACING AND FDTD

By this combination method, we want to calculate the ideal place of the receiver antennas. We
declare an initial position for the receiver antenna and the calculation can place the antenna to an
optimal position. The resulted optimal position can be found in the initial positions’ environment
which is part of calculated space of FDTD. The outcome of calculation depends on that the trans-
mitter or the receiver antennas place was fixed. The problem is symmetric in sense that receiver
and transmitter can be swapped.

The optimality of the combination means that the simulation lengths is minimal when the
calculated field strengths approaches the measured one.

The idea of the combination of both methods is really effective approach because Ray Tracing
handles only rough scenarios that is the objects of the simulated area are presented mostly as plain
surfaces. Contrarily FDTD consists of a grid resolution. The size of the grid is proportional with
the real particularity of the surfaces of different objects e.g., buttons of a computers keyboard.
FDTD allows a more precise calculation but it needs accordingly more computational memory
capacity to store its results.

That is why Ray Tracing is used for whole scenario and FDTD is used only for the local
environment of the observed antenna.

The interface of the both algorithms is the 3 dimensional grid of FDTD. Each grid point acts as
a receiver point from point of view of the Ray Tracing and each grid point means a separate Ray
Tracing simulation. There is no restriction on where to put the FDTD volume. Inside the volume,
the grid size is defined by the Yee cell — As mentioned before. If the FDTD volume happens to
contain some objects so the chosen grid size has to be adapted to the new circumstances. As the
wavelength of the EM wave gets smaller inside of materials so has to be the grid size also be smaller.
If an object inside the grid has an irregular form a more regular shape has to be choose e.g., cube
to continue the calculation. The distance of the grid points of the inner object and the distance of
the grid points outside of the inner object should a integer multiples of each other. Some literature
refers to the volume enclosed by grid points as voxel (volume pixel).

4. OPTIMIZATION BY COMBINED SIMULATION

During the Ray Tracing, calculation on the FTDT initial grid points the path components of the
resulted trace are recorded.

The receiver points of Ray Tracing at the FTDT initial grid are chosen not sequentially but
in a distance dependent on the FTDT grid size and the smallest object in the simulation area.
This distance means that these points are not adjacent grid points but between them there are
one or more grid points. Fig. 3 shows an example where first grid point is at location (0, 1) and
second receiver point of the Ray Tracing is located at (2, 2) assuming the upper left corner to be at
location (0, 0). We call these points main points. Optimal choice of these main point is desirable,
but as rule grid points located on the edges of the FDTD cube is a good choice. After calculating
each main point with Ray Tracing the closest main points’ ray path components (see Fig. 2.) have
to be compared. If these ray paths are identical in components and there is a bijection between
the paths components’ interaction media i.e., same walls in the same sequence are present in both
paths, then intermediate grid points can be calculated (as Ray Tracing receiver) as follows. There
is no need to take every wall in RT calculation. Same ray paths have to calculated as by main grid
points where the interacting walls and their sequence is given.

This method avoids large calculation for intermediate FDTD grid points lying between main
grid points.

5. CONCLUSION

There are many optimizations for Ray Methods but the combination of Ray Methods and FDTD
needs further investigation. In this article, we presented a method for reducing the number of
Ray Tracing simulations e.g., the number of simulations for the FDTD grid points as receivers by
obtaining the smallest objects size and the wavelength accordingly.

ACKNOWLEDGMENT

This work was carried out in Mobile Innovation Center, Hungary (MIK) and supported by the Hun-
garian National Office for Research and Technology in the framework of Oszkar Asboth program.
This work was also supported by the EU. PF6 framework ACE2 project.



1064 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

REFERENCES

1. Wang, Y., S. Safavi-Naeini, and S. K. Chaudhuri, “A hybrid technique based on combining
ray tracing and FDTD methods for site-specific modeling of indoor radio wave propagation,”
IEEE Transactions on Antennas and Propagation, Vol. 48, No. 5, 743–754, May 2000.

2. Nagy, L., R. Dady, and A. Farkasvolgyi, “Algorithmic complexity of FDTD and ray trac-
ing method for indoor propagation modelling,” The European Conference on Antennas and
Propagation, EuCAP 2009, Berlin, Germany, Mar. 23–27, 2009.

3. Wang, Y., S. Safavi-Nacini, and S. K. Chaudhuri, “A combined ray tracing and FDTD method
for modeling indoor radiowave propagation,” IEEE Antennas and Propagation Society Inter-
national Symposium, Vol. 3, No. 21–26, 1668–1671, Jun. 1998.

4. Taflove, A. and S. C. Hagness, Computational Electrodynamics: The Finite-difference Time-
domain Method, Artech House, Norwood, 2005.

5. Yee, K. S., “Numerical solution of initial boundary value problems involving Maxwell’s equa-
tions in isotropic media,” IEEE Transactions on Antennas and Propagation, Vol. 14, No. 3,
302, 1966.

6. Nagy, L., “MIMO cube in realistic indoor environment,” The European Conference on Anten-
nas and Propagation, EuCAP 2006, Nice, France, Nov. 6–10, 2006.

7. Gschwendtner, B. E. G. Wölfle, B. Burk, and F. M. Landstorfer, “Ray tracing vs. ray launching
in 3D microcell modelling,” 1st European Personal and Mobile Communications Conference
(EPMCC), 74–79, Bologna, Nov. 1995.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1065

Effect of Antenna Space on MIMO Channel Capacity in Practicable
Antenna Structures

Andrea Farkasvolgyi, Robert Dady, and Lajos Nagy
Department of Broadband Infocommunications and Electromagnetic Theory

Budapest University of Technology and Economics
H-1111 Budapest, Goldmann Sq. 3, Hungary

Abstract— This article presents our simulation results of a MIMO (Multiple Input Multiple
Output) antenna systems for channel capacity maximization by correlation coefficient between
antennas. The primary purpose was confirmation that the maximal channel capacity parallel
with minimal antenna correlation coefficient can be realized by selecting of perfect antenna space
in a given MIMO antenna structure. The analytical proofs with simulation’ results can be confirm
the primly hypothetical assumptions.

1. INTRODUCTION

The element characteristic of the MIMO systems is that this system can be worked with higher
mean channel capacity by the usage of several antennas on the receiver and the transmitter side,
symmetrical (n×n) or non symmetrical (n×m) design. Frequently used systems are 2×2 or 3×3.
Prevalent utilization is the Laptops antennas or whatever device which communicate with antennas.
In these adaptations, there are not too much places for the antennas (the place is restricted by the
metal part of the device). This is why the most important problem is the minimal place of the
antennas, namely the antenna system have to be minimal size. Consequently the antennas would
be placed minimal distance with that restriction that the channel capacity will be high.

In our early project, we investigated 3×3 MIMO antenna system we came into that in this case
the usage of phase and distance diversity issues in the highest mean channel capacity. In this article,
we analyzed a 2× 2 antenna system. The based of the optimization were the correlation coefficient
which can be perfectly characterized the system. The antennas were situated into a 3D DB (double
bouncing) environment. We chose this model because this can be written down or managed most
efficiently the specialty of official environment for example the disturbing object in the channel.
The effect of these objects is that waves of arbitrary polarizations are incident on the antenna
structure from all possible directions. In the 3D DB model, the scatterers are handled in a random
scattering polarization matrix and they are situated with randomly and uniform distribution on a
ball–shape surface around the transmitter and the receiver antennas [1, 2].

In this paper, there is writing down the calculation mechanism of correlation coefficient and
mean channel capacity (Chapter 2), together with the results of simulation is shown (Chapter 3),
which confirm our original supposal.

2. DISCIPLE FOR CALCULATION

2.1. Correlation Coefficient
In antenna systems, the correlation coefficient is a perfect parameter for quality of channel. When
the correlation coefficient is lower at a special position of the system, the channel capacity will
be higher. This is why we investigated the correlation coefficient between the antennas in a 2× 2
antenna system. The transmitter and receiver antennas were situated in constant distance. In the
simulation, the transmitter and receiver antennas were moved for distance 0 to 1.8. The correlation
coefficient were calculated by the following method:

ρ (hi, hj) =
C (hi, hj)√

C (hi, hi) · C (hj , hj)
(1)

where,

C(hi, hj) — covariance between the antennas
C(hi, hi) — standard deviation
hi — received power of antenna [5, 7]
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Parallel with the calculation of correlation coefficient the channel capacity were determined versus
distance between antenna-couples [3]. By the full channel matrix (H) can be calculated the Eigen
values of the actual channel, the sign to noise ration and the number of effected active channels by
the following method:

C =
r′∑

i=1

ld (1 + λiSNRi) (2)

where,

λ — are the eigen-values of the channel by SVD
SNRi — individual SNR of the eigenmodes after waterfilling
r′ — denotes the number of useful eigenmodes with positive power allocation

2.2. Function of Mutual Coupling
According to our original assumption the mutual coupling has positive effect for the mean channel
capacity. It means that the antennas are not totally separated, thus they interact.

We investigated the real effect of mutual coupling for the mean channel capacity. By the
mutual coupling the several impedances can be influenced the channel. The channel matrix can be
calculated by the following method with the effect of mutual coupling:

Hmut =
(Ctr−mut ·H · Cre−mut)

Cre · Ctr
(3)

where

Cre — normalizing factors for Ctr−mut

Ctr — normalizing factors for Cre−mut.

The mutual coupling matrixes on the receiver and transmitter sides are given by the next functions:

Cre−mut =
Zload

(Zre + Zload)
(4)

Ctr−mut =
Ztr

(Ztr + Zsource)
(5)

where Ztr and Zre are 2 × 2 mutual impedance and Zload and Zsource contain the load and source
impedances of the system. In the case of conjugate matching, the full channel matrix was calcu-
lated with Zload(n, n) = Z∗re(n,n) and Zsource(n, n) = Z∗tr(n,n), where ()∗ donates the conjugate of
matrix [4, 6].

3. SIMULATION RESULTS

In this simulation we have investigated a l/λ = 0.25 antenna system. Both of the receiver and
transmitter antenna side there were two antennas. Accordingly in this simulation we investigated
a 2× 2 antenna system. In the course of simulation the distance between the antennas were varied
form zero to 0.8 in wavelengths.

First of all we simulated antenna correlation coefficient. The distance between the antennas
both of the receiver and the transmitter were systematically changed. The Fig. 1 shows the results
of simulation of antenna correlation coefficient.

If the correlation is about zero it means that the channel is none correlated and probably at
this position the mean channel capacity will be maximal. The result of correlation shows periodical
minimum which starts at about 0.15 and the period is 0.5.

The result of mean channel capacity is shown in Fig. 2. It is in evidence that the first maxima
of the capacity is at 0.3 are the most relevant minimum of the correlation function. The mean
capacity function is also cyclical and the period is 0.5, like by the correlation coefficient function.

We investigated the effect of conjugate matching or non conjugate matching (with mutual cou-
pling). The usage of conjugate matching has not shown relevant difference in correlation, but in
our earlier publication we presented, that conjugate matching effects a bit higher channel capacity.
We have to take into account that the usage of conjugate matching is really complicated, and the
increment is just some percentage.
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Figure 2: Mean channel capacity versus antenna spacing in wavelengths.

4. CONCLUSION

In this project, we investigated the minimal distance between in MIMO system, with that restriction
that the mean channel capacity does not decline radically. We have came into that the antenna
length is l/λ = 0.25 and with the effect of mutual coupling the minimal distance between the
antennas is ∼ 0.15l/λ. In case of separated antenna system, this distance is minimum ∼ 0.3–0.4l/λ.
By the simulations we could confirm that the distances between antennas would be minor because
of the effect of mutual coupling. In the future, we would like to extend the simulation for frequency
problem and we would like to present the results of measuring of this project.
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Abstract— In this article, we would like to present our results on channel capacity maximiza-
tion by indoor environment. In this simulation, we investigated a 3× 3 indoor MIMO (Multiple-
Input Multiple-Output) antenna system. By the used indoor model, we could perfectly describe
the office environment. The model statistically describes the material, surface and place of these
objects which result in phase and amplitude error in the course of propagation. The structure of
antennas is not fixed at present, but the antennas can take free position within a closed space. We
looked for the perfect antenna structure and position for maximal channel capacity by applying
genetic algorithm. In this paper, we would like to present the results of simulation. In our each
simulation, we calculated with effect of mutual coupling because generally the antennas are not
separated neither on transmitter nor on receiver side.

1. INTRODUCTION

Generally, in MIMO (Multiple Input-Multiple Output) systems, the most significant mission is
the rise of the mean channel capacity. In this project, the main goal was to find the best an-
tenna structure for highest channel capacity. We investigated several fixed structures but by this
searching method, the structure we found resulted not the maximal theoretical value just a good
approximation.

We present the searching methods and the best structures which result the maximal attainable
channel capacity. Previously, we also dealt with immovable antenna structure types but it is a
really interesting problem trying to find an absolutely free (non attainable) structure for maximal
channel capacity. Fundamentally, the simulation methods parallel with our original methods. We
make an effort to show the changing of channel capacity according to the variation of the middle
points and orientations of antennas. The orientation is defined by ϑ and ϕ angles, where ϕ is
referred as azimuth and ϑ is referred as zenith in spherical coordinate system.

When finding the best totally free structure for optimal channel capacity the simulations come
too little if the analyzed structures are chosen randomly and because most of the structure would
be analyzed. Therefore, we had to search a right method for the optimal selection of the structure.

The GA — Genetic Algorithm can not stick in a local extreme not like the other well-known op-
timization algorithms, but it can find the global minimum or maximum of the composite multivari-
able function. Alike the terrestrial evolution the GA handles the functional parameters as biological
gene. The different input parameters are crossed among the population where the population is
defined as a set of all-time actual available input parameters. Just like in biology the survival
rate of the strongest candidates has a higher probability furthermore the reproduction of the next
generation parameter-set is influenced by mutation of earlier analyzed-selected input-parameters.
The variety of the first generation initial input parameter set is guaranteed by initialization of the
GA with random values [1, 2].

The scattering environment model which we applied in the simulation was a three dimension
(3-D) double bouncing (DB) stochastic scattering channel model with wide angular spread as a
basis at both ends. By using this model we wrote down perfectly an unmitigated office-indoor
environment [3].

2. CALCULATION METHOD

2.1. Channel Model and Calculation of Channel Capacity

The antenna system is situated in a 3-D scattering environment indoor scenario. The electromag-
netic waves launch from the transmitter antennas and the waves in a short time reach scatterer
objects which are on a surface of a ball. From here, the waves are reflected toward the second group
of scatterers (around receiver antennas) and finally they are reflected to the receiving antennas.
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Figure 1: Signal wave path in a scattering environment. Transmitter and receive dipole antennas in a DB
scattering environment [3].

The connection between the transmitter and receiver antenna structure is the channel. This MIMO
channel is characterized by the transmission matrix (H).

The scatterers have a random scattering polarization matrix and they are situated with randomly
and uniform distribution on a ball–shape surface around the transmitter and the receiver antennas.

Figure 1 shows the transmitter and the receiver antennas and some of the scatterers around the
antennas, and furthermore presents a probable path from the transmitter through the two scatterers
— Surfaces to the receiver antennas. Our multiple antenna system is composed of Mt = 3 and
Nr = 3 electric dipoles at both the transmitter and the receiver units. In this way, the transmission
channel matrix H consists of nine transmission links (3× 3) which connect the antennas [3, 4].
2.2. Theoretical Channel Capacity and Normalization
For a MIMO radio channel with channel matrix H, the positive eigenvalues were calculated from
SVD of HHH. With the assumption of known channel at the transmitter, the theoretical capacity
from water filling [6] is given as

C =
r′∑

i=1

log2 (1 + λiSNRi) (1)

where λ are the eigen-values of the channel, SNRi = Pt/σ2 is the individual SNR of the eigenmodes
after waterfilling algorithm and r′ denotes the number of useful eigenmodes with positive power
allocation [6, 7].

In the course of calculation, the channel matrix is normalized with the average path gain Ψ.

Ψ2 =



1/mtr ·mre ·

mtr∑

i=1

mre∑

j=1

∣∣H(i, j)
∣∣2


 (2)

where mtr and mre are the number of antennas on the both side. For computing the average path
gain, it shall make the expectation value for all random channels [8].
2.3. Calculation of the Effect of Mutual Coupling
At the examination of the effect of mutual coupling, we have to use the modified channel matrix
Hmut. It is given by

Hmut =
(Ctr mut ·H · Cre mut)

Cre · Ctr
(3)

where, Cre — Normalizing factors for Ctr mut, Ctr — Normalizing factors for Cre mut, Cre mut and
Ctr mut — Mutual coupling matrixes on the receiver and transmitter sides [4, 6].

3. SIMULATION RESULTS

3.1. Capacity Maximization for Fix Structure of 3× 3 MIMO Antenna System
In earlier publications [7], we presented our simulation just about special fixed antenna structure.
In the constellation, the antennas start-points were in the origin all of them parallel with axis Z.
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Figure 2: Effect of the mutual coupling for mean capacity versus rotation angle (left) and antenna length
(right).

In the simulation, the structure was opened like an umbrella as far as plane X-Y . In the course
of opening operation, we looked for the ideal position for the highest channel capacity. We found
the optimal position for this antenna structure. We found that in this bound system in the best
constellation the angles between antennas and axis-Z is about 60◦. It is like the antennas are
placed onto three edge of a cube (the angle between the edges of a cube and diagonal of cube is
arctg

√
2 ∼= 54.75◦). In this structure, the antennas are pairwise perpendicular. The Fig. 2 shows

the results of the simulation for bound structure [8].

3.2. Full Optimal Antenna Structure Searching by Genetic Algorithm
Genetic algorithm (GA) found the optimal antenna structure in a definite separated place. In these
simulation, the transmitter and receiver antennas were located interior of a sphere with r = 0.5l/λ,
where r means the radius of the ball and l/λ is define as the ration of the antenna half-length (l)
and wavelength (λ). In the course of simulation, GA changed the orientation and the position of
antennas for localization the structure with highest channel capacity.

As a consequence of the simulation, the GA computed several constellations which have resulted
the same channel capacity. On the face of it, the results of the simulation presented several different
structures. However, after detailed analysis, we have found that these structures are much the same
just they are rotated and reflected, however, these transformations do not modify the system and
the channel capacity.

We have found that antenna structures which results the maximal channel capacity have two
relevant characteristics. First of all, there were appeared the effect of polarisation and spatial
diversity: Antennas are pair wise approximately perpendicular; the distance between the antennas

Figure 3: Dipole antenna structure with highest MIMO channel capacity, the antennas are on the faces of a
tetrahedron and they are pairwise perpendicular.
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middle point is about λ/2 proven. Secondly, by additional detailed analysis, we have found that the
antennas are on the surfaces of a tetrahedron. The tetrahedron analysis method is the following:
One of the antenna endpoints with the top vertices of tetrahedron appoint a plane, in this manner,
the tree antennas with the top vertices arise three planes which can be written down parametrically.
The angles in a tetrahedron between the faces are defined (arctg(2

√
2)). By the parametrical system

of equations ,the top of tetrahedron can be calculated for ever two pairs of planes. If the calculated
points are coincide with together the antennas on the surface of a tetrahedron. The picture Fig. 3
presents a conceivably tetrahedron-type antenna structure [1, 9, 10].

As compared the earlier and newest simulations, the results point to several speciality. Firstly, in
both effects of simulations the antennas are pairwise perpendiculars, confirming the phase diversity
theory. Secondly, the antennas are on the highest maximum distance accordingly to the criteria of
space diversity.

4. CONCLUSION

In this project, we have been looking for a perfect antenna constellation for maximal channel
capacity in a 3× 3 MIMO antenna system by applying an optimization algorithm. In this article,
we have presented the results of our simulations including GA results. Our GA simulation were
effectives and we have found the antenna structure with maximal channel capacity which confirms
with the capacity calculation. In this simulation, we have taken account the effect of mutual
coupling because the simulated system is a real MIMO channel in which the antennas mutually
effect together.
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Abstract— The paper presents an overview on the development of Circular Yagi-Uda and
collinear type of antenna. The genetic algorithm is used to optimize the two antenna architecture.
The main goal of the article is a comparison of directivity and bandwith of the two omnidirectional
type of antennas. In our analysis, the method of moments (MoM) is used to compute the current
distribution and directivity of the yagi antenna. Microstrip technology is used for planar collinear
monopole antenna and simulation with ground plane has been performed using Ansoft HFSS 3D
simulator. Prototypes have been realized and measured.

1. INTRODUCTION

Growing interest in 802.11b, 802.11g and 802.11a and other applications has precipitated the need
for omnidirectional antennas at 2.4–2.5 GHz, 5.15–5.35 GHz and for special applications in the C
band. A number of approaches for gained omnidirectional antennas researchers have taken in
the past. One of these most promising designs are the collinear dipole arrays built up from half
wavelength radiators. The radiators are connected to each others either using transmission lines or
directly by insertion of 180 degree phase shift.

One of such solution uses half-wavelength sections of coaxial transmission line which have their
inner and outer conductor connections reversed at each junction. This reversal causes the current
on the outer conductor of each segment to be in phase and radiate an omnidirectional pattern.
This type of antenna is often called coaxial collinear antenna (COCO).

A geometry for a planar microstrip omnidirectional antenna introduced by Bancroft and Bate-
man is presented [1]. The basic idea is to create alternating sets of 50Ω microstrip transmission
lines. Each section is approximately one-half wavelength long at the frequency of operation. Each
groundplane section was initially set to be about 5 times the conductor width of the microstrip
transmission line and later optimized for driving point impedance.

The circular Yagi-Uda antenna geometry is started from the linear element antenna and by
rotating of the elements we have a low profile omnidirectional antenna. The antenna is optimized
by varying the lengths and spacings of the circular elements.

As comparison the radiation pattern, gain, input reflection and bandwidth are compared for the
two antennas.

2. DESIGN OF THE PLANAR COLLINEAR MONOPOLE ANTENNA

A geometry for a planar microstrip omnidirectional antenna introduced by Bancroft and Bate-
man [2] is used for the design.

We also followed the design of [2] and first the simple planar structure was analyzed without
ground plane using Ansoft Designer. The planar collinear structure is made of one dielectric layer
in form of thin/thick section microstrip line. The figure represents the geometry of the antenna.

The geometry of the structure analyzed is shown on Fig. 1. Dielectric material Rogers RO 4003
has been used with thickness of 1.5 mm.

On the Fig. 2, the simulated current distribution on each side of the planar structure is presented
and the effect of shorts also illustrated. The antenna W1, W2 and L dimensions are optimized to
the working frequency of 4.5 GHz operation.

The simulated results are showing a 14% impedance bandwith and a 4.5 dBi realized gain at the
operational frequency. Using the previous results, the collinear antenna with the supplementing
ground plane was constructed. At the bottom part of the Fig. 1, planar structure the short plane
is placed as can be seen in Fig. 5. With this arrangement, the current distribution change not
significant and therefore the modification of microstrip element size change to tune the antenna
into the operational frequency will be not to much.

Next the monopole structure suggested will be analyzed using the Ansoft HFSS the 3D modeling
software.
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Figure 1: Omnidirectional planar microstrip an-
tenna and main dimensions.

Figure 2: Simulated current distribution on the mi-
crostrip elements.

2.1. The Monopole Collinear Antenna
The main parameters and dimensions of the final structure are the following:

The thickness of the dielectric layer is h = 1.5mm, the dielectric material Rogers RO 4003,
which has the dielectric characteristic: Relative permittivity: 3.38; dielectric loss tangent 0.0027.

The measurements are: L = 17 mm W = 16.7mm W1 = 11 mm W2 = 2.2mm
Ground plane size 100× 100mm with 0.5 mm thickness. The pictures taken from the fabricated

antenna are represented on the Fig. 5.
The simulation and optimization of the final structure has been performed using Ansoft HFSS.

The vacuum box size for simulation is x = 140 mm; y = 140 mm; z = 200 mm and the radiation
boundary condition was used on its surface. The simulation has been performed on an Intel
Centrino Duo bi-processor 1.83GHz with 1 GB RAM memory, and the simulation takes 30 min for
11 frequency points and 30000 tetrahedras are used.

3. DESIGN OF THE LOW PROFILE CIRCULAR YAGI-UDA ANTENNA

The circular Yagi-Uda antenna geometry is started from the conventional linear element Yagi-Uda
antenna geometry and by rotating of the elements we form a low profile omnidirectional antenna. In
the center of the rotational symmetric, geometry is placed the driven dipole. Antenna is optimized
by varying the lengths and spacings of the circular elements.
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Figure 5: Definition and photo of the planar collinear monopole structure.

Figure 6: Low profile circular Yagi-Uda antenna (Ansoft HFSS).

Symmetrical geometry has been analyzed and optimized using in house developed Moment
Method solver and Genetic Algorithm based optimizer. Finally, an analysis of the circular Yagi-
Uda geometry was made using Ansoft HFSS solver.

The Figs. 7 and 8 are showing gain and input impedance bandwidths of the two designed
antennas.

Each antenna were optimized to the same 4.5 GHz center frequency. The maximum gain is equal
for the two antennas and the circular Yagi-Uda shows a slightly bigger gain bandwidth. Then again
the impedance bandwidth of the circular Yagi-Uda antenna is significantly below the collinear one.
The relative bandwidths are 6.5% and 13.5% respectively.

4. MEASUREMENT RESULTS

The measurement of the input reflection coefficients has been performed using an anechoic chamber
of our department with the size of 4× 3× 3m.

The Fig. 9 presents the measured and simulated input reflection coefficients. The measure-
ment result are showing a small bandwidth increase compared to the simulated one and a slight
operational frequency shift which are not significant.
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Figure 7: Gain comparison of circular Yagi-Uda vs.
collinear antenna.

Figure 8: S11 comparison of circular Yagi-Uda vs.
collinear antenna.

Figure 9: Input reflection of monopole planar collinear antenna.

5. CONCLUSION

Conventional omnidirectional designs are not well suited to operation at microwave frequencies
which include the C band. This is due to their geometry or lack of performance. A microstrip
omnidirectional antenna has been developed which is a cost effective solution for many applications.
We presented simulated and also measured results to verify the behavior of the proposed antenna.

The comparisons on Figs. 7 and 8 are showing that the circular Yagi-Uda antenna consisting
of 3 elements has similar antenna gain characteristic as the collinear monopole. Then again the
impedance bandwidth of the circular Yagi-Uda antenna is significantly below the collinear one.
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Abstract— The objective of this study is to test and optimize the design of a 16-element
antenna array made up of radiating elements in the form of Tapered Slots Antenna (TSA).
Optimization of array construction and results of measurement of radiating characteristic of
antenna is presented in the paper. The results from the needs to develop broadband antenna
elements suitable for a variety of application in the UWB systems.

1. INTRODUCTION

TSA elements represent now one of the antenna technology areas that develop at the highest rate.
This results from the needs to develop broadband antenna elements suitable for a variety of appli-
cations on the one hand, and on the other hand from the TSA elements’ capacity to meet numerous
requirements that are specific to the needs. The aforementioned applications include dynamically
developing UWB (Ultra Wide Band) systems and georadars, but also traditional radiolocation
and telecommunication systems, a broadening of the antenna bandwidth of which may result in
increased data throughput rate and significant improvement of radar system performance. A TSA
antenna design should feature a low wave standing coefficient over as wide frequency band as pos-
sible, with a symmetrical radiation characteristic retained at minimum side-lobes. A significant
requirement was also suitability to transmission operation, i.e., with a high microwave power. Also
important were antennas design simplicity and low manufacturing cost.

A traditional tapered slot antenna (initially called the Vivaldi antenna) was developed on a lami-
nate with appropriately etched fields and power supply paths. Authors of this study have developed
a number of such antenna’s varieties. It was maintained in the published at that time literature
that an antenna developed on a dielectric base (a laminate) may not be used as a transmitting
antenna meant to radiate large powers. Therefore a concept was devised of a “metal” antenna
made up of two slots cut in two parallel metal walls and an activation loop set perpendicular to
the slots.

2. APPLICATION OF WIPL-D SOFTWARE IN TSA ELEMENT DESIGNING

Analysis of measurement results has shown that the TSA elements presented on Fig. 1. are the
most promising, so it was decided to choose it for multi-element aerial arrays.

The computer model of analysed TSA antenna is presented in Fig. 2. The slot activation loop
(a half-loop in fact), supplied from a coaxial line, is opened at its end. Attempts were made at
development of a solution with a line closed at its end. This would contribute to the loop’s rigidity.

The main factors of antenna performance include the slot’s shape, as well as the supply loop’s
design, size, and position. Therefore the designers focused on solving just this problem. For this
purpose a computer analysis was completed using WIPL-D software [4].

For full accomplishment of the adopted objective it was necessary to familiarise with WIPL-D
software that would enable computer simulation and selection of the ultimate solution. With the
slot shape already determined, development was attempted of a transmitting array that would

Figure 1: Examples of TSA elements.
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Figure 2: TSA antenna model in WIPL-D.

Figure 3: Designed TSA antenna geometry.

by far outperform the earlier designed antenna model with a broad bandwidth at the same time
retained. The slot shape and supply line dimensions were calculated using WIPL-D software.

The TSA element was developed in a few stages. First the shape presented on Fig. 3 was cut of
1mm brass sheet. The applied cutting technology enabled cutting a shape in a dozen or so packs
of the sheet stacked one on another. Then openings were drilled for (SMA-type) supply seat, and
plates were bent according to the dotted lines shown on the drawing. The last stage involved fixing
the seat and loop.

With the slot shape already determined, development was attempted of a transmitting array
that would by far outperform the earlier designed antenna model with a broad bandwidth at the
same time retained.

The best matching course achieved is presented on Fig. 4. The loop-shape and size have become
the designed antenna’s geometric specifications.
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WFS < 1,3

WFS < 1,2 

2,51 3,652,57 3,77

Figure 4: WFS of TSA antenna supplied from half-wave loop.

Figure 5: The 4× 4 antenna element’s layout.

Figure 6: The 4× 4 antenna matrix view.

3. MULTI-ELEMENT ANTENNA SYSTEM

The model of antenna with TSA elements so developed is designed for operation in the S-band. The
elements’ layout is presented on Fig. 5, whereas the view of a ready antenna is presented on Fig. 5.
It was decided that at this stage of R&D works the distances between elements would be selected
according to traditional criteria, i.e., ca. 0.5λ. Combined with cophasal and equal activation of
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individual elements it produced an antenna of performance far away from that required of operable
items. The point was to check suitability of the idea of multi-element antenna with TSA radiators.

4. RESULTS OF MULTI-ELEMENT ANTENNA MEASUREMENT

The multi-element antenna’s radiation characteristics were measured in the planes of both vectors
— E and H, and the results are presented on Fig. 7 and Fig. 8.

Figure 7: The radiation characteristics measured in
E-plane vector.

Figure 8: The radiation characteristics measured
in H-plane vector.

5. SUMMARY AND CONCLUSIONS

The objective of this study was to design a multi-element antenna using radiating elements in
the form of tapered slot elements. Both the individual element and the entire array are innova-
tive solutions that may provide alternatives to the solutions so far applied in the radiolocation
engineering.

The basis for simulation and design of the TSA aerial array was analysis of the existing solutions
and properties of both narrow slot as well as multi-element antennas. In the next stage following
familiarisation with WIPL-D software the TSA antenna design methodology was presented that
enabled relatively quick development of even quite complex antenna structures by the software
future users. The WIPL-D software was used in the study to present the characteristics of simple
arrays made up of TSA antennas. With the aid of the software the designed array’s parameters
were selected to be subsequently used for building its physical model. The objective of the study,
i.e., development and testing of an aerial array suitable for operation in a broad frequency band
with symmetrical radiation characteristics and a narrow main lobe, has been fully accomplished,
and the study results have justified the claim that the aerial arrays may provide in the future an
alternative to the antenna systems used so far in the S-band of frequencies.

Features of the examined elements include the following:

antenna bandwidth at SWR < 230.45%,
antenna bandwidth at SWC < 1.318.53%,
symmetrical radiation characteristic, see Figs. 7 and 8,
fixed radiation characteristic shape throughout bandwidth,
stable input impedance throughout bandwidth,
simple design,
small antenna size,
low manufacturing cost,
damage-proof design.

Subsequent R&D efforts should focus on further performance improvements of both the indi-
vidual element and arrays made up thereof. Subsequent solutions that would feature even broader
bandwidth than those of existing solutions should be sought after with the use of WIPL-D software
and modelling the element’s slot. Whereas modelling the elements’ positioning on-screen and the
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screen itself even more directional characteristics should be sought after of the side lobes’ lower
level. However, the studies so far completed fully confirm growing interest in TSA antennas and
their operation in phased aerial arrays and encourage continued works so aimed. These may also
provide some interesting material to be used in laboratory exercises as familiarisation with TSA
antennas and their advantages compared to the hitherto recognised solutions.

This work may be continued by designing a TSA antenna model of even better performance, a
broader bandwidth in particular. Such a new model will have a changed slot shape and size, as
well as a better way of slot activation. Based on the performance of the already developed TSA
antenna and the algorithm of programming in the WIPL-D environment a design, development, and
computer simulation should be possible of a new TSA antenna and an aerial array made up of eight
radiating elements. This should result in better radiation characteristics and broader bandwidth
than those of the TSA antenna model hereby presented.
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Abstract— Microstrip patch antenna (MPA) with inset feed has been studied extensively over
the past two decades because of its advantages. However, length of MPA is comparable to
half wavelength with single resonant frequency with bandwidth around 2%. Electromagnetic
bandgap (EBG) structure as defected ground structure (DGS) is proposed in this paper, so that
significant improvement in antenna size reduction and multi-band resonant frequencies operation
are achieved. Two novel shapes of DGS are investigated. First, DGS is comparable to the first
iteration of a fractal carpet concept. Second one is composed of four arms of a spiral shape.
More than 45% reduction in size is achieved in the first shape. While second shape is two cells of
spiral-shaped with four arms are used in the design. Simulation results show that more than 50%
reduction in size was achieved as well as fives resonant frequencies resulted from the new design.
One resonance resulted from the fundamental patch antenna while the other four resulted from
each spiral arms. Acceptable E-plane and H-plane radiation patterns and an antenna gain of
about 4 dB are achieved. The band-gap characteristics of the DGS are explained by using high
frequency structure simulator HFSS R©.

1. INTRODUCTION

Microstrip patch antennas have been studied extensively over the past many years because of its low
profile, light weight, low cost and easy fabrication. They are extremely compatible for embedded
antennas in handheld wireless devices such as cellular phones, pagers etc. These low profile antennas
are also useful in aircraft, satellites and missile applications, where size, weight, cost, ease of
installation, and aerodynamic profile are strict constraints. Some of the principal advantages of
this type of antennas are conformability to planar and non planar surfaces, compatibility with
MMIC designs, and mechanically robust flexibility when mounted on rigid surfaces [1]. However,
the microstrip patch antennas suffer from a number of disadvantages as patch length is around half
wavelength. Many methods are used to reduce size of MPA like using planar inverted F antenna
structure (PIFA) [2] or using substrate with high dielectric constant. DGS Method is used for size
reduction [3] as well as multi-band operation. DGS for the inset line fed microtrip is one hotspot of
microwave circuit design recently [4]. Compared to photonic band-gap (PBG) [5], DGS have gained
significant interests as it has flexibility of accepting/rejecting certain frequency bands, and hence
it is called electromagnetic band-gap (EBG) structures [6, 7]. DGS is simple and has potentially
great applicability in microwave circuit design such as filters, amplifiers and oscillators [8, 9].

In this paper, two novel shapes of DGS cell are investigated, designed and analyzed. The first
shape is composed of a first iteration of fractal gasket carpet antenna. It is proposed for antenna
size reduction. Second shape is composed of four spiral arms to introduce four resonant frequencies.
The validity of the proposed DGS is verified by simulation and measurement. HFSS simulation is
used for analyzing these structures. More than 100 simulations were carried out to study the best
shape and location of the DGS and achieve optimum coupling between defect and the radiator so
as to maximize size reduction.

2. MINIATURIZED DESIGN CONSIDERATION

The miniaturization of microwave planar antenna is an essential issue for integrated transceiver
front-ends. In this viewpoint, a novel design method using first iteration of fractal carpet gasket
is utilized as DGS cell to study the size miniaturization unit. Figure 1(a) shows schematics of
the one cell proposed DGS. The DGS is etched on the back side of the metallic ground plane as
shown in Figure 1(b). The substrate is RT/Duroid with 0.813 mm thickness and dielectric constant
εr = 3.38. The feed line width w = 1.85 is chosen for the characteristics impendence of 50 Ω
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Figure 1: (a) The geometry of one unit cell of defected ground structure and (b) the proposed antenna
prototype.

Table 1: Antenna parameters with changing the displacement X from antenna edge of one unit cell and two
unit cells.

X
Resonance

frequency GHz

Reflection

coefficient dB

Bandwidth %

MHz
Antenna efficiency

Antenna gain

dB

mm
One

cell

Two

cell

One

cell

Two

cell

One

cell

Two

cell

One

cell

Two

cell

One

cell

Two

cell

0 5.25 5.25 −20 −20 0.12 0.12 0.9427 0.9427 10 8

4 4.2 4.4 −25 −25 0.14 0.14 0.7658 0.8658 8 5

8 3.8 4.25 −33 −33 0.11 0.11 0.42 0.5 2 1

10 2.45 3.25 −20 −20 0.09 0.09 0.411 0.4771 4 3

14 3.6 4.5 −25 −25 0.09 0.09 0.54 0.64 6 5

20 5.2 5.2 −20 −20 0.11 0.11 0.96 0.96 10 7.5

microstrip line at frequency 5.25 GHz. The defect unit is with length 12mm and width 9 mm,
Lg = 1mm, Ls = 1 mm, Wg = 1 mm and Ws = 3mm. The effect of one as well as two unit
cells of DGS on inset feed microstrip patch antenna performance is studied by etching the defect
from certain reference point as start at distance X = 0 mm as shown in Figure 1(b) and gradually
increase X to change the position of DGS with step 2 mm until DGS is faraway from the image
projection under the radiating surface. For further reduction two unit cells of proposed DGS are
used, which are etched in face to face with separation 3 mm. Table 1 summarizes the variation
effect of position of one unit and two unit cell of DGS on the MPA performance. From Table 1 get
that the maximum size reduction is 35% in case of one unit cell at defect displacement X = 10 mm
from antenna edge. While in case of two unit cells the maximum reduction ratio reached 53% at
same defect position.

3. MULTIBAND DESIGN CONSIDERATION

Miniaturization of planar microwave antenna is an essential design consideration for integrated and
compact transceiver front-ends. In many applications it is also important to design single feed
antenna for multiband resonant frequencies. Spiral defect ground structure DGS is used to provide
both multi resonant frequencies and compact size. Figure 1(a) shows schematic of the proposed
one cell spiral DGS. Spiral structures, however, are known to produce large cross polarization.
Therefore to completely eliminate the cross polarization, a four-arm spiral is explored, as shown in
Figure 2(a). Four spiral branches, each with a 0.01 λ5.2GHz width, split from the center and rotate
outwards are used in the design. As it may be seen, this geometry is symmetric not only in +/− x
or +/ − y directions, but also in x and y directions. As a result, the cross-polarized components
are canceled. Moreover each arms of spiral DGS produced resonant frequency according to spiral
arm length. A design using one unit cell of the spiral DGS is simulated and as it may be seen
in Table 2 the effect of increasing distance X on antenna performance of one cell as well as two
unit cell. As distance X increases the resonant frequencies were reduced until certain distance and
after that the trend was reversed. Maximum reduction in the fundamental resonant frequency was
achieved at distance X = 9 mm (0.16λ5.2 GHz) and DGS shifted from width center Wd equal to 3 mm
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Figure 2: (a) The geometry of one unit cell of defect ground structure slot, (b) the proposed antenna
prototype.

Table 2: Antenna parameters with changing the displacement X from antenna edge of one DGS spiral unit
cell and two unit cell.

X Resonance Bandwidth % MHz
Antenna

efficiency

Antenna gain

dB

mm frequency GHz One cell Two cell
One

cell

Two

cell

One

cell

Two

cell

0 5.2, 6.5 0.12, 0.11, not matched 0.12, 0.11, not matched 0.93 0.93 10 8.5

2 4.6, 5, 6.5, 7.5 0.14, 0.12, 0.16, 0.13 0.14, 0.12, 0.16, 0.13 0.85 0.80 8 7

4 3.5, 4.5, 6, 7 0.11, 0.12, 0.15, 0.12 0.11, 0.12, 0.15, 0.12 0.55 0.50 0.6 1

8 3.2, 3.8, 4.5, 4.9 0.09, 0.12, 0.15, 0.12 0.09, 0.12, 0.15, 0.12 0.43 0.40 4 3.5

10 3, 4, 4.8, 5 0.09, 0.12, 0.16, 0.13 0.09, 0.12, 0.16, 0.13 0.64 0.55 3 6

20 5.2, 6.4 0.11, 0.14, not matched 0.11, 0.14, not matched 0.95 0.9 9 8

(0.083λ5.2GHz). More reduction in resonant frequency was achieved by using two unit cells of spiral
DGS which are placed face to face and at a separation distance from center to center is 2Wd equal to
10mm (0.18λ0) with separation Wg equal to 3 mm (0.054λ5.2GHz). We use same previous substrate
and antenna dimensions are 15× 16mm2 and DGS is etched in the bottom of the metallic ground
plane as in Figure 2(b). DGS is etched in the bottom of the metallic ground plane and indicated by
dashed line. The dimension of the defect is the largest arms length L = 13.25 mm and largest width
W = 11.25mm, air-gap g = 0.5mm and Lg = 2 mm with spacing patch Ls = Ws = 1 mm with
0.5mm inner square is used in the design. The line width w = 1.85 is chosen for the characteristics
impendence of 50 Ω microstrip line at frequency 5.25 GHz. From Table 2, it is noted each spiral arm
produces resonance frequency according to arm length. The fundamental MPA resonance frequency
is reduced by using one unit cell DGS which shifted from length center by 0.011λ0. In case of using
two unit cells, maximum reduction in resonant frequency occurred when the cells are face to face
and centered under radiating plate but far from width center by 0.05λ0.

Figure 3: Photo of the fabricated two proposed antennas.
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4. MINIATURIZED AND MULTI-BAND SIMULATION AND MEASUREMENT

As discussed in Sections 2 and 3, we used two unit cells of fractal carpet shaped and spiral shaped
face to face to obtain optimum reduction and multi-band performance, respectively. The final
two proposed antenna configurations were fabricated as shown in Figure 3 by using the pho-
tolithographic techniques at Electrical Physical Lab in Hawaii center for advanced communication
(HCAC). The measurement of reflection coefficient and radiation pattern is done by using E8364A
vector network analyzer and antenna echoic chamber for radiation pattern measurements The re-
duction in antenna resonant frequency is due to increase in both electrical and magnetic coupling
from ground to radiating antenna plate. First proposed antenna was fabricated then the compar-
ison between measured and simulated results is shown in Figure 4. second proposed antenna was
fabricated also and the multi-band and reduced antenna size antenna was achieved and the com-
parison between simulation and measurement of reflection coefficient is shown in Figure 5. Figure 6
is the comparison between simulated and measured radiation pattern (E-plane and H-plane) for
the first shape antenna at lowest frequency 2.5GHz. Figure 7 shows the comparison between simu-
lated and measured radiation pattern (E-pane and H-plane) for second antenna at three different
frequencies; 2.5 GHz, 3.8 GHz, and 5.25 GHz.
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5. CONCLUSION

A novel DGS shapes for inset feed microstrip patch antenna are designed, analyzed and fabricated
on ground plane of microstrip patch antenna. Simulation by using HFSS and measurements confirm
the validity of designs. The effect of DGS on antenna performance is reduced resonance frequency
from wireless band 5.25 GHz to Bluetooth band 2.45 GHz at the first proposed antenna. Generating
multi resonant frequencies and reducing in fundamental resonant frequency is achieved by using
spiral DGS with four arms. The fundamental resonance reduced from 5.25GHz to Bluetooth band
2.45GHz with average bandwidth of around 3%. The optimum position of DGS is at displacement
X = 0.011λo from antenna center length and 0.05 λo from antenna center width in both cases.
There is a very good agreement between the simulation and the measurement results. The proposed
antennas have acceptable radiation pattern and antenna gain around 4.5 dBi.
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Abstract— This paper presents a full-wave analysis of microstrip antennas with annular ring
patches printed on double dielectric anisotropic substrates. The problem is formulated in Hankel
transform domain. Green’s functions are determined by application of Hertz vector potentials
formulation. Galerkin’s method and Parseval’s theorem are used to obtain the resonant frequen-
cies. Numerical results are presented and discussed for the resonant frequencies and radiation
patterns.

1. INTRODUCTION

There are many commercial applications such as mobile radio and wireless communications that
use patch antennas. The interest in designing of such microstrip antenna has increased because of
light weight, easy production, conformability, and so forth. In this class of antennas, the annular-
ring microstrip antennas exhibit interesting features associated with the annular ring patch. For
a given frequency, these antennas, when operating in the fundamental mode, have smaller size as
compared to the rectangular or circular patch antennas [1–4]. This characteristic allows the antenna
elements in array designs to be more compacted, favoring the flexibility and the miniaturization
of the antenna arrays. The small size is an important requirement for portable communication
equipment, such as global positioning satellite (GPS) receivers. Moreover, when compared to
the circular patch antenna, the annular ring microstrip antenna has less stored energy and larger
bandwidth [5–9].

Much of the previous work on annular-ring microstrip antenna has been devoted to antennas on
isotropic substrates. However, many materials used in microstrip structures have some degree of
natural anisotropy, or unintended anisotropy due to material processing. These materials provide
flexibility and accurate in integrated circuit design and can be used to overcome patch antennas
limitations imposed by the dielectric substrates [1, 4].

It is the aim of this work to perform an accurate and efficient analysis of annular-ring microstrip
antennas on double uniaxial anisotropic substrates, as well as to perform the analyses for annular
ring microstrip antennas on a single layer substrate and on a suspended substrate, as particular
cases. The analysis uses the full-wave formulation by means of the Hertz vector potentials method
in the Hankel transform domain. The dyadic Green function and Galerkin’s method are used to
determine the resonant frequencies and radiation patterns [3].

The analysis for suspended annular ring microstrip antenna shows that various parameters of
the annular ring patch antenna depend on the thickness of the air gap between the anisotropic
substrate and the ground plane. Instead of controlling the resonance frequency by changing the
radii of annular ring patch, it is also possible to adjust the antenna resonant frequency by varying
the height of the air layer thickness.

2. THEORY

The geometry under consideration is shown in Figure 1. The antenna substrate consists of two
anisotropic dielectric layers (regions 2 and 3) having permittivity ↔

εi(i = 2, 3) and permeability µ0

with optical axis normal to the patch. Region 1 is air-filled with permittivity ε0 and permeability
µ0. The annular ring patch has inner radius r1 and outer radius r2.

Starting from the Maxwell’s equations in source-free region characterized by µ = µ0 and uniaxial
anisotropic substrate with the optical axis along the z-direction, the electric permittivity tensor is
given as [3]:

↔
ε = ε0

[
ερρi 0 0
0 εφφi 0
0 0 εzzi

]
(1)
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Figure 1: Annular ring microstrip patch antenna on double dielectric anisotropic substrate.

where εzzi is the permittivity component along the optical axis, and ερρi = εφφi are perpendicular
to it (i = 2, 3).

The Hertz vector potentials are expressed as follows [2, 3]:

~πe = πei~az, ~πh = πhi~az. (2)
The fields are assumed to have harmonic time dependence of the type exp(jωt) and are derived

from Maxwell’s equations, in terms of the electric (~πe) and magnetic (~πh) Hertz vector potentials
oriented in the z-direction [5]. The electric and magnetic fields are given as:

~E = −jωµ0∇× ~πhi + ω2µ0ε0~πei +
ε0

ερρi
∇ (∇ · ~πei) (3)

~H = jωε0∇× ~πei +∇ (∇ · ~πhi)−∇2~πhi (4)

The Hertz vector potentials should satisfy the following wave equations for TE and TM modes:

∇2πei + k2
eiπei +

(
εzzi − ερρi

ερρi

)
∂2πei

∂z2
= 0 (5)

∇2πhi + k2
hiπhi = 0 (6)

with kei = ω
√

µ0ε0εzzi, khi = ω
√

µ0ε0ερρi. (7)

It is useful to point out that if ερρi = εφφi = εzzi = 1, the wave equations in the air region can
be easily obtained under the condition that the field components vanish at infinity.

Considering the antenna structure symmetry, Hertz potentials πei and πhi can be written as [3, 6]:

πe,hi (ρ, φ, z) = ejnφ

∫ ∞

0
π̃e,hi (α, z) Jn (αρ) αdα, (8)

where π̃e,hi (α, z) are the Hankel transform of πe,hi and Jn (αρ) is the Bessel function of first kind
and order n.

On the conducting patch plane, z = d23 (Figure 1), by imposing the boundary conditions, the
transformed electric field components are written as functions of the transformed current density
components allowing the determination of the impedance matrix, in the Hankel domain. The
matrix equation is taken in the form [4, 6]:

[
Ẽx

Ẽz

]
=

[
Z̃11 Z̃12

Z̃21 Z̃22

] [
J̃x

J̃z

]
, (9)

Following, Parseval’s theorem and Galerkin’s method are used to obtain the determinantal
equation that enables the numerical calculation of the resonant frequencies.
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3. RESULTS

Results for suspended annular ring microstrip antenna on sapphire substrate are shown in Figures 2
and 3. The anisotropic substrate is separated from the ground plane by an air-filled layer (εr3 = 1).
Figure 2 shows the resonant frequency against the air gap thickness for various inner and outer
radii of the annular ring patch. It is seen that the operating frequency increases with the air layer
thickness for a given value of patch size, however, it depends inversely on the patch size for a
given air gap width d3. Radiation pattern for Eθ field component is shown in Figure 3 for different
values of the air gap thickness. It is verified that an increase in the air gap thickness improves the
directivity of the antenna.

 

Figure 2: Resonant frequency versus air gap thickness
for different values of patch radius.

 

Figure 3: Radiation pattern (Eθ) versus air gap
thickness: (1) d3 = 0.1 cm, (2) d3 = 0.3 cm, and
(3) d3 = 0.5 cm.

 

Figure 4: Resonant frequency versus air gap thickness
for different anisotropic dielectric substrates.

 

Figure 5: Radiation pattern (Eθ) for different
anisotropic dielectric substrates.

Figure 4 depicts the influence of the air gap thickness on the resonant frequency of an annular ring
microstrip patch for three anisotropic dielectric substrates: boron nitride (εzz2 = 3.4, ερρ2 = εφφ2 =
5.12), epsilam-10 (εzz2 = 10.3, ερρ2 = εφφ2 = 13), and sapphire (εzz2 = 11.6, ερρ2 = εφφ2 = 9.4).
The substrate has thickness d2 = 0.159 cm and the air gap width is varied from 0.1 cm to 0.5 cm. As
it can be seen, the resonant frequency reduces considerably when the dielectric substrate changes
from boron nitride to epsilam-10, and this is in contrast to what happens when the medium changes
from epsilam-10 to sapphire. Also it is observed that the resonant frequency increases with the air
gap thickness. The corresponding radiation pattern for Eθ field is shown in Figure 5. It is observed
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that when the annular ring patch is supported by boron nitride substrate, the antenna exhibits an
increase in its directivity.

Figure 6 shows results of the resonant frequency against the anisotropy ratio (nρ/nz =(ερρ2/εzz2)
1/2)

for an annular ring microstrip patch printed on single anisotropic layer. The results are obtained for
a fixed value of ερρ2, while the parameter εzz2 varies. Results for an isotropic substrate are chosen
by setting nρ/nz = 1. It can be noted that the resonant frequency increases with the anisotropy
ratio. Also, it is also seen that the resonant frequency shifts to a higher frequency as the ερρ2

parameter value decreases.

 

Figure 6: Resonant frequency versus anisotropy ratio nρ/nz for different ερρ2.

4. CONCLUSIONS

This paper has described an analysis of the behavior of the annular ring microstrip antenna sup-
ported by anisotropic dielectric material. Results have been presented for resonant frequencies and
radiation patterns. Our simulations agree well with those presented in [6] and [7]. It is shown that
anisotropy plays an important role in the designing of microstrip antennas and cannot be neglected.
It is also found that the resonant frequency of the suspended annular ring microstrip patch antenna
can be tuned by controlling the air gap thickness variation.
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Abstract— The effect of long-term, whole-body exposure to strong, static electric field gener-
ated usually nearby high voltage direct current (HVDC) transmission lines on activity of some
antioxidant enzymes in homogenats of liver tissue of rats was investigated in this study. Ex-
perimental material consisted of 64 male Wistar albino rats aged 8 weeks, weighting 180–200 g.
During the whole experiment all animals were placed in identical environmental conditions under
a 12 h light-dark cycle with free access to standard laboratory pellet food and tap water. All
animals were randomly divided into 2 groups (32 animals each). The rats from experimental
group were exposed for 56 consecutive days (8 hours daily) to static electric field with electric
field intensity values of 25 kV/m (usually measured nearby actually existing HVDC transmission
lines), in a specially designed experimental system. The control animals were subjected to a
sham-exposure in the same experimental system, during which no electric field was generated be-
tween electrodes. At 14th, 28th and 56th day of exposure cycle and then in 28th day after the end
of exposure cycle a part of animals from all groups (8 rats at a same time) was exsanguinated in
Morbital narcosis. Then in homogenats prepared from obtained liver samples the activity of some
antioxidant enzymes as catalase, glutathione S transferase, glutathione peroxidase, glutathione
reductase and superoxide dismutase was determined with use of spectrophotometric methods
as well as the concentration of malone dialdehyde (marker of intensity of oxidative processes in
tissues) was estimated. As a result of repeated exposures in experimental electric field-exposed
group of rats a significant increase in activity of glutathione peroxidase and glutathione reduc-
tase at 56th day of exposure cycle, a significant decrease in superoxide dysmutase activity at
14th day of exposure cycle as well as no statistically significant changes in activity of catalase
and glutathione S-transferase both during and after the end of exposure cycle were observed.
Moreover in experimental group of rats a significant decrease in malone dialdehyde concentration
in homogenats of liver tissue at 28th day after the end of exposure cycle as compared to control
rats was observed. On the basis of obtained results it was concluded that strong static electric
fields with parameters generated usually nearby high voltage direct current transmission lines
does not cause any persistent unfavorable effect on antioxidant reactions in the liver of rodents.
These data indicate that proper construction of high voltage direct current transmission lines en-
ables to avoid serious health hazards for human population related to disturbances of antioxidant
processes in living organisms.

1. INTRODUCTION

Some experimental data indicate that strong electromagnetic fields generated nearby electric field
transmission lines can produce an increased amount of reactive oxygen species in tissues, resulting
in stimulation of peroxidation of membrane lipids leading to apoptosis and death of cells [1, 2]. As
in our previous experiment [3] we found that strong, static electric field with parameters higher
than these allowed by actual legislative regulations in construction of high voltage direct current
transmission lines causes transcient inhibition of antioxidant enzymes activity in erythrocytes with
subsequent adaptative stimulation of this activity after the end of exposure cycle, the aim of the
present study was to estimate the influence of long-term, whole-body exposure to static electric
field with parameters usually generated by actually existing transmission lines on activity of some
antioxidant enzymes and concentration of malondialdehyde (a marker of intensity of pathological
oxidative processes in living organism) in liver homogenats of rats.

2. MATERIAL AND METHODS

Experimental material consisted of 96 male Wistar albino rats aged 8 weeks, weighting 180–200 g.
During the whole experiment all animals were placed in identical environmental conditions (constant
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temperature 22±1◦C and humidity of air) under a 12 h light-dark cycle with free access to standard
laboratory pellet food and tap water. All animals were randomly divided into 3 groups (32 animals
each) with no significant differences in body weight.

The animals from 2 experimental groups were exposed for 56 consecutive days (8 hours daily) to
static electric field with different electric field intensity values in a specially designed experimental
system consisting of autotransformer, high voltage transformer 220 V/60000V, cascade rectifier,
water rheostat, 2 electrodes with round shape and specially profiled edges placed in a distance of
50 cm from each other, plastic cage placed between both electrodes containing 8 animals at a same
time and magnetostatic kilo-voltmeter C196 type.

Rats from experimental group were exposed to static electric field with intensity of 25 kV/m
usually measured nearby high voltage direct current (HVDC) transmission lines. The control
animals were subjected to sham-exposure in the same experimental system, during which no electric
field was generated between electrodes.

At 14th, 28th and 56th day of exposure cycle and then at 28th day after the end of exposure cycle
a part of animals from both groups (8 rats at a same time) was exsanguinated in Morbital narcosis.
Then in liver homogenats prepared from obtained liver samples the activity of some antioxidant
enzymes as glutathione peroxidase, glutathione reductase, superoxide dismutase, glutathione S
transferase and catalase was determined with use of spectrophotometric methods [4–6], as well as
the concentration of malondialdehyde was estimated according to Ohkawa et al. [7].

3. RESULTS

The results of measurements of activity of particular antioxidant enzymes as well as concentration of
malone dialdehyde in homogenats of liver tissue in both groups of rats are presented in Figures 1–6.

As a result of repeated exposures in electric field-exposed group of rats a significant increase
in activity of glutathione peroxidase, Figure 1, and glutathione reductase, Figure 2, at 56th day
of exposure cycle, as well as significant decrease in activity of glutathione reductase at 28th day
after the end of exposure cycle, Figure 2, and superoxide dysmutase at 14th day of exposure cycle,
Figure 3, as compared to control group of shame-exposed rats were observed.

No statistically significant changes in activity of glutathione S-transferase, Figure 4, and catalase,
Figure 5, both during and after the end of exposure cycle were noticed.

Moreover in experimental group of electric field-exposed rats a significant decrease in malone
dialdehyde concentration in homogenats of liver tissue at 28th day after the end of exposure cycle
as compared to control rats was observed, Figure 6.
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Figure 1: Activity of glutathione peroxidase in homogenats of liver tissue in group of electric field-exposed
rats and in control group of shame-exposed rats in particular days of exposure cycle and in 28th day after
the end of exposure cycle.
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Figure 2: Activity of glutathione reductase in homogenats of liver tissue in group of electric field-exposed
rats and in control group of shame-exposed rats in particular days of exposure cycle and in 28th day after
the end of exposure cycle.
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Figure 3: Activity of superoxide dysmutase in homogenats of liver tissue in group of electric field-exposed
rats and in control group of shame-exposed rats in particular days of exposure cycle and in 28th day after
the end of exposure cycle.
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Figure 4: Activity of glutathione S transferase in homogenats of liver tissue in group of electric field-exposed
rats and in control group of shame-exposed rats in particular days of exposure cycle and in 28th day after
the end of exposure cycle.
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4. DISCUSSION

The most important antioxidant enzymes are catalase, glutathione peroxidase, and superoxide
dismutase, which collaborating with each other protect the organism against toxic action of reactive
oxygen species [8–10]. Lower activity of superoxide dysmutase in early phase of exposure cycle
with further increase in activity of glutathione peroxidase and glutathione reductase at last day of
exposure cycle, without significant changes in concentration of malone dialdehyde during exposure
cycle suggest the adaptative modification of oxidant/antioxidant status resulting in protection of
hepatocytes against unfavorable intensification of oxidative processes under the influence of static
electric field.

Moreover decrease in glutathione reductase activity and concentration of malone dialdehyde
and lack of significant changes in activity of other antioxidant enzymes at 28th day after the
end of exposure cycle confirm that long-term exposure to static electric field with parameters
usually existing nearby HVDC transmission lines does not have any persistent, pathological effect
on oxidant/antioxidant balance, which could result in intensification of peroxidation of lipids in
biological membranes in liver tissue.

6,0

6,5

7,0

7,5

8,0

8,5

9,0

14th  day of
exposu res

28th  day of
exposu res

56th  day of
exposu res

28th  day after
exposu res

A
c
ti
v
it
y
  

o
f 

c
a

ta
la

s
e
 i
n

 l
iv

e
r 

con t r ol 25k V    

Figure 5: Activity of catalase in homogenats of liver tissue in group of electric field-exposed rats and in
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5. CONCLUSIONS

Exposure to static electric field with physical parameters generated usually nearby HVDC trans-
mission lines does not cause any persistent, harmful effect on antioxidant reactions in liver of
experimental animals. These experimental data indicate that proper construction of high voltage
direct current transmission lines enables to avoid serious health hazards for human population
related to disturbances of antioxidant processes in living organisms.
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Abstract— The effect of long-term, whole-body exposure to strong static electric field gener-
ated usually nearby high voltage direct current (HVDC) transmission lines on behavior of rats,
basing on estimation of locomotor activity, exploratory activity, space memory and irritability
was analyzed in this study. Experimental material consisted of 16 male Wistar albino rats aged
8 weeks, weighting 180–200 g. During the whole experiment all animals were placed in identical
environmental conditions, under a 12 h light-dark cycle with free access to standard laboratory
pellet food and tap water. All animals were randomly divided into 2 groups (8 animals each).
The rats from experimental group were exposed for 56 consecutive days (8 hours daily) to static
electric field with electric field intensity values of 25 kV/m (usually measured nearby actually
existing HVDC transmission lines), in a specially designed experimental system. Rats from con-
trol group were sham-exposed in the same experimental system, with no electric field generated
between electrodes during exposure. The evaluation of behavior was made at 24 hours before first
exposure, at 24 hours after first exposure, at 7th, 14th, 21st, 28th, 42nd and 56th day of exposure
cycle and at 28th day after the end of a cycle of exposures. A locomotor activity was determined
in the “open field” test, an exploratory activity was examined in the “hole” test, space memory
was determined by means of water maze test and an irritability was investigated by means of
Nakamura and Thoenen’s score test. As a result of repeated exposures in experimental group
of electric field-exposed rats a significant decrease in the number of episodes of crossings (at 7th
day of exposure cycle), peepings (at 7th and 14th day of exposure cycle) and defecations (at 28th
day of exposure cycle) in the “open field” test was observed as compared to control animals.
On the other hand in experimental group of electric field-exposed rats no significant changes in
the water maze crossing time, in the number of episodes of rearings and washing in the “open
field” test as well as in the number of head dips in the “hole” test and in irritability score were
observed comparing with control animals. On the basis of obtained results one can conclude that
long-term, whole-body exposure of rats to strong, static electric field with parameters generated
nearby actually existing HVDC transmission lines causes only a transient, significant reduction
of locomotor activity in the initial phase of exposure cycle, without any other persistent changes
in the behavior.

1. INTRODUCTION

In available literature there are only few data on the influence of 50–60Hz electric fields generated
nearby electric field transmission lines on the function of brain resulting in behavioral alterations in
occupationally exposed humans [1, 2]. In experimental studies it was found that low frequency high
voltage electric fields can change the behavior of mice, rats, and nonhuman primates; however,
these transitory changes were probably secondary to detection of a novel stimulus, and did not
suggest acute adverse effects [3–7]. The aim of this study was to estimate in an experimental model
the effect of long-term, whole-body exposure to strong static electric field with physical parameters,
which frequently occur nearby actually existing high voltage direct current transmission lines on
such behavioral reactions as locomotor activity, exploratory activity, space memory and irritability
in rats.

2. MATERIAL AND METHODS

Experimental material consisted of 16 male Wistar albino rats aged 8 weeks, weighting 180–200 g.
During the whole experiment all animals were placed in identical environmental conditions (con-
stant temperature 22 ± 1◦C and humidity of air) under a 12 h light-dark cycle with free access to
standard laboratory pellet food and tap water. All animals were randomly divided into 2 groups:
experimental and control (8 animals each) with no significant differences in body weight.
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The animals from experimental group were exposed for 56 consecutive days (8 hours daily)
to static electric field in a specially designed experimental system consisting of autotransformer,
high voltage transformer 220 V/60000V, cascade rectifier, water rheostat, 2 electrodes with round
shape and specially profiled edges placed in a distance of 50 cm from each other, plastic cage placed
between both electrodes containing 8 animals at a same time and magnetostatic kilo-voltmeter C196
type. Rats from experimental group were exposed to static electric field with intensity of 25 kV/m
— usually measured nearby actually existing HVDC transmission lines. The control animals were
subjected to sham-exposure in the same experimental system, during which no electric field was
generated between electrodes.

The evaluation of behavior was made at 24 hours before first exposure, at 24 hours after first
exposure, at 7th, 14th, 21st, 28th, 42nd and 56th day of exposure cycle and at 28th day after the end
of a cycle of exposures. A locomotor activity was determined in the open field test by recording
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Figure 1: Percentage change in the number of episodes of crossings in “open field” test in relation to initial
values before the beginning of exposure cycle in particular days of exposure cycle and in 28 day after the
end of exposure cycle in group of electric field-exposed rats and in control group of sham-exposed rats.
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Figure 2: Percentage change in the number of episodes of peepings in “open field” test in relation to initial
values before the beginning of exposure cycle in particular days of exposure cycle and in 28 day after the
end of exposure cycle in group of electric field-exposed rats and in control group of sham-exposed rats.
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a number of episodes of crossings, peepings, rearings, washing and defecation per 3 minutes of
observation [8]. An exploratory activity was examined in the hole test by recording a number of
head dips into a board hole per 3 minutes [9]. Space memory was determined by means of water
maze test on the basis of measurement of time required for crossing of a specially constructed
water maze [10, 11]. An irritability was investigated by means of Nakamura and Thoenen’s score
test [12]. The results of particular tests were presented as percentage change in relation to initial
values before a beginning of exposure cycle. Statistical analysis was performed by means of ANOVA
and post-hoc Mann-Whitney’s U test.
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Figure 3: Percentage change in the number of episodes of defecation in “open field” test in relation to initial
values before the beginning of exposure cycle in particular days of exposure cycle and in 28 day after the
end of exposure cycle in group of electric field-exposed rats and in control group of sham-exposed rats.
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Figure 4: Percentage change in the number of head dips in “hole” test in relation to initial values before
the beginning of exposure cycle in particular days of exposure cycle and in 28 day after the end of exposure
cycle in group of electric field-exposed rats and in control group of sham-exposed rats.
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3. RESULTS

The results of particular behavioral test in both groups of rats in succeeding days of exposure cycle
or sham-exposure cycle respectively) as well as in 28th day after the end of exposure cycle are
presented in Figures 1–6.

As a result of repeated exposures in experimental group of electric field-exposed rats a significant
decrease in the number of episodes of crossings at 7th day of exposure cycle, Figure 1, episodes of
peepings at 7th and 14th day of exposure cycle, Figure 2, and episodes of defecations at 28th day
of exposure cycle, Figure 3, in the “open field” test were observed as compared to control group of
sham-exposed rats.

On the other hand in experimental group of electric field-exposed rats no significant changes in
the number of episodes of rearings and washing in the “open field” test as well as in the number of
head dips in the “hole” test, Figure 4, in irritability score, Figure 5, and in the water maze crossing
time, Figure 6, were observed, as compared to control sham-exposed animals.
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Figure 5: Percentage change in irritability score in Nakamura and Thoenen’s test in relation to initial values
before the beginning of exposure cycle in particular days of exposure cycle and in 28 day after the end of
exposure cycle in group of electric field-exposed rats and in control group of sham-exposed rats.
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Figure 6: Percentage change in time of crossing of “water maze” in relation to initial values before the
beginning of exposure cycle in particular days of exposure cycle and in 28 day after the end of exposure cycle
in group of electric field-exposed rats and in control group of shame-exposed rats.
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4. CONCLUSION

Long-lasting, whole-body exposure of rats to strong, static electric field generated usually nearby
high voltage direct current transmission lines causes only a transient, significant reduction of lo-
comotor activity in the initial phase of exposure cycle, without any pathological disturbances of
exploratory activity, space memory or irritability.
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Abstract— The article describe simple and novel method for gradient time course measurement
in NMR tomography. The pulse sequence with two time symmetrical vessel position flux density
measurement is present. The experimental measurement of gradient decay and pre-emphasis
compensation of that gradient decay are shown.

1. INTRODUCTION

The magnetic resonance (MR) imaging techniques of tomography and spectroscopy are exploited
in many applications [1]. For the MR instruments to function properly it is necessary to maintain
a high quality of homogeneity of the fundamental and gradient magnetic field [2]. The method
described leads us to measure gradient decay [3] and determine the quality of generated gradient
field [4]. Also, pre-emphasis compensation of the generated gradient can be set correctly and
precisely [5].

2. METHOD

The principle of measuring the waveform of gradient pulse consists in determining the changes
in instantaneous frequency of MR signal produced by the resonance of nuclei excited in two thin
layers positioned symmetrically about the gradient field centre, as shown on Fig. 1. The average
inductions of magnetic field B(xn,t) are measured in the excited layer in the +xn and B(−xn,t)
positions in the −xn layer. The symmetrical position is chosen for simple arrangement of holder,
generally, position can be anyone and the gradient field can be measure in any position or in many
positions for whole space gradient mapping.

From the differences of the two inductions measured the magnitude of gradient can be calculated
according to the relation:

Gx (t) =
1

2xn
[B (xn, t)−B (−xn, t)] . (1)

The sum of the B(xn,t) and B(−xn,t) inductions measured determines the change in basic homo-
geneous magnetic field according to the relation:

B0x (t) =
1
2

[B (xn, t) + B (−xn, t)] . (2)

The measured layer is determinate by cuboid bowl vessel (30× 30× 0.6mm) and is mechanical set
in holder as shown on Fig. 2. Mechanical delimitation of measured layer leads to higher MR signal,
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Figure 1: Position of layers in working space of MR device.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1103

unfortunately also decrease repeatability of measurement. The angle errors in speciment arrange
was verified by image in axial cut and is less than 1◦.

The pulse sequence for gradient decay measurement is shown on Fig. 3. This sequence outputs
a gradient pulse followed by an RF pulse and then acquires data. Series of events can be repeated
up to 10 times. The delay between the end of the gradient pulses and the excitation RF pulse can
not be less then 0.1ms. Varying delay between the RF pulse with flip angle α and acquisition and
above all acquisition length determine total time length of measured gradient decay. The pulse
sequence can be set for various experiments made-to-measure. The gradient present position can
be set anywhere in pulse sequence, but then the sequence must be adjust. Gradient present directly
in excitation and acquisition leads to shorter FID signal, gradient cause de-phasing of nucleus and
total vector sum of nucleus contribution decrease rapidly.

3. EXPERIMENTAL RESULTS

The experiments were carried out on an MR tomograph system 4.7 T/120 mm (i.e., 200MHz for 1H
nuclei). Actively shielded gradient coils yield a maximum gradient field magnitude of 180mT/m.
The data measured were processed in the MAREVISI and MATLAB programs. Experimental
results are shown on Fig. 4. Fig. 4(a) shows gradient decay without any compensation, its natural
gradient decay reached by obtained quality shielding coil design. On Fig. 4(b) is shown its basic
flux density filed B0, B0 doesn’t change for any experiment with pre-emphasis, crossover between
direct pre-emphasis and B0 is zero. Second experiment on Fig. 4(c) with purposely very high pre-
emphasis, demonstrate pre-emphasis functionality. The gradient decay matches with das-dotted

0 +xn-xn

vessel

Figure 2: Holder for water bowl, vessel in zero posi-
tion.
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Figure 3: The pulse sequence for gradient decay
measurement.
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Figure 4: (a) Gradient decay without any correction and (b) its B0 (c) gradient decay with experimental
pre-emphasis 100 ms, (d) gradient decay with “optimal” pre-emphasis set.

ideal exponential course perfectly. Also can be said, that gradient measurement method work
correctly. The last gradient decay on Fig. 4(d) was measured for pre-emphasis set by approximation
of course from Fig. 4(a). The shorter and lower gradient transition in amplitude was obtained, pre-
emphasis demonstrate its usefulness.

4. CONCLUSIONS

The method for gradient time course measurement described in article is simple and work properly.
The exact homogeneity know lead as to determine or enlarge possible errors in many MR techniques
where gradients are used. The imaging techniques, diffusion and relaxation measurement are typical
of them.
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Fiber Optic Current Sensing in Pulsed Power Application

Radek Kubasek, Pavel Fiala, and Petr Drexler
FEEC, BUT, UTEE, Kolejni 2906/4, Brno 612 00, Czech Republic

Abstract— In order to optical fiber linear birefringence compensation a promising method was
chosen for pulsed current sensor design. The method employs orthogonal polarization conjugation
by the back direction propagation of the light wave in the fiber. The Jones calculus analysis
presents its propriety. Presented result is a new approach to the Jones calculus treatment in
birefringent media. This approach simplifies the analysis. An experimental fiber optic current
sensor has been designed and realized. The advantage of the proposed method was proved
considering to the sensitivity improvement. The sensitivity has improved by a factor AS = 174
in compare to the basic sensor setup. The detailed description of the experimental setup is
described. For measurement of the sensor bandwidth a pulsed current source with very fast rise
time is required. The description of the fast rise time current source design is presented also.

1. INTRODUCTION

It is possible to utilize the concept of integral fiber-optic sensor for the current sensor realization.
Single mode optical fiber serves as a magneto-optic element [1], which is called Faraday rotator.
The basic setup shows Fig. 1.

The sensor principle is based on the Ampere’s law
∮

l

B · dl = µI, (1)

where µ is the permeability of Faraday rotator material. Magnetic flux density vector B circulates
round the conductor with the current. Faraday rotator in the form of loop of optical fiber encircles
the conductor and implements the integration loop in (1). Considering the i(t) current measurement
we can derive the relation for the waveform of polarization rotation angle θ(t) in fiber-optic sensor
with number of loops N

θ(t) = µV

∮

l

B(t) · dl = µ0V Ni(t). (2)

For a given rotator with Verdet constant V the polarization rotation in time θ(t) depends only
on the measured current waveform i(t). The rate of the polarization rotation and the measured
current value can be evaluated by means of polarimetry.

2. LINEAR BIREFRINGENCE SUPPRESSION

Considering the need for preservation of single polarization state during the propagation the appli-
cation of single mode fiber is demanded [2]. Winding the sensor fiber in loops leads to mechanical
stress and consecutively to linear birefringence formation in fiber core [3]. The linear polarization
of coupled light wave transforms into elliptical polarization and sensor sensitivity is decreased [4].

The sensors with back light propagation can be constructed for the birefringence compensation.
This approach exploits the non-reciprocity of Faraday effect and the reciprocity of linear birefrin-
gence. The light wave is reflected on the far end and its polarization state is rotated with an angle

Figure 1: The principle of integral fiber-optic current sensor.
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θ = 90◦. Then, it is coupled back into the fiber. The light wave which travels the same path in the
opposite direction experiences a double polarization rotation imposed by the Faraday effect, due
to its non-reciprocity. The orthogonal wave components are swapped in relation to the fast and
slow fiber axis (as described in the Introduction). The phase shift is equalized and the influence of
linear birefringence disappears in the ideal case. The orthoconjugate retroreflector (OCR, Faraday
mirror) is exploited for the light reflection and polarization rotation.

3. ANALYSIS OF OCR

The Jones calculus can be exploited for theoretical analysis of fiber-optic sensor with OCR. The
analyzed setup is shown in Fig. 2. For the simplification the analysis does not take into account
a power losses in fiber and on the optical components. The next simplification is the assumption
that the single mode fiber which is being analyzed is free from intrinsic linear birefringence. This
can be fulfilled for available fibers.

The analysis of the fiber optic sensor has been presented in [5]. The result for the presence of
linear birefringence δ only (φ = 0) is

J′4 = TOF ·TOCR ·TOF · J1 =
1√
2

[
cos2 δ

2 + sin2 δ
2

− (
cos2 δ

2 + sin2 δ
2

)
]

=
1√
2

[
1
−1

]
, (3)

We have obtained a linearly polarized wave at the close end of the fiber. The polarization state
is rotated with an angle θ = 90◦ in compare to the original one. The influence of linear birefringence
has disappeared.

In the second instance, consider the presence of circular birefringence φ only (δ = 0) which is
induce by the measured magnetic field. After the back propagation in the fiber the light wave is
described by the resultant vector

J′′4 = TOF ·TOCR ·TOF · J1 =
1√
2

[
cos2 φ− sin2 φ + sin 2φ

− (
cos2 φ− sin2 φ− sin 2φ

)
]

. (4)

The term sin 2φ in (4) represents phase shift due to the circular birefringence induced by the
magnetic field. The light wave travels the fiber twice experiencing a double rotation 2φ. On the
output of the fiber the polarization state can be evaluated by means of dual quadrature polarimetry.

Figure 2: The Jones calculus description of fiber optic sensor setup.

Figure 3: The experimental sensor setup with OCR.
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4. EXPERIMENTAL REALIZATION OF FIBER OPTIC SENSOR

On the base of obtained results in previous chapter a current sensor has been designed. The sensor
setup utilizing OCR is depicted in the Fig. 3. The source of the carrier optical signal is laser diode
(λ = 633 nm) L with single mode fiber pigtail. The polarizer P ensures initial linear polarization.
After passing the non-polarizing beam splitter NBS the beam is coupled into the sensing fiber
SM600 via the collimator C2. C3 collimates the beam for OCR and couples it back into the fiber.
After the back propagation the beam is deflected by NBS, analyzed by the means of analyzer A a
sensed by the photodetector PD. Sleeves S are utilized in the setup.

Proposed sensor was experimentally realized for the measurement of pulsed current with oscil-
lating frequency f = 59 kHz and first peak’s value in the range Ip = 1300 ÷ 1600A. Two sensing
fiber loops encircled two wire loops of the inductive load. A double current value was indicated
then. The waveform of the current pulse was measured by the Rogowski coil sensor also. For
sensitivity comparison, the current pulse measurement without and with the presence of OCR were
performed, as shown in the Fig. 4. On Fig. 4(a), the first waveform (from the top) is the Rogowski
coil voltage and the second its integral, which indicates the real current waveform in the load with
the top value Ip = 1550 A. The third and fourth waveforms are the voltages on the photodetector’s
quadrature outputs. Waveforms which were captured by measurement with OCR are shown in the
Fig. 4(b). The first waveform from the top is the Rogowski coil voltage and the second its integral.
The third waveform is the photodetector’s output voltage.

When we compare the photodetector’s output voltages in Fig. 4(a) and Fig. 4(b) it is obvious
that only very low sensitivity was achieved with the sensor without OCR. In the Fig. 4(a), the
voltage value does not exceed 5mV in the moment of the current top Ip = 1550 A.

The estimated voltage top value is Up = 1, 4 mV. A strong photodiode’s shoot noise and thermal
noise of the transimpedance amplifier dominates in the output signal. When the sensor with OCR
was used for the current pulse measurement a much larger sensitivity was achieved, Fig. 4(b). The
sensors output voltage Up = 214 mV corresponds with the current top Ip = 1365 A. The sensitivity
has improved by a factor AS = 174. Interference is observable in the waveforms in Fig. 4(b). It is
probably caused by the steep current rise by the thyristor switching.

5. FAST RISE TIME CURRENT PULSE GENERATOR

For the magneto-optical sensing part the theoretical maximum bandwidth for a one fiber loop with
the radius Rl = 5 cm and the fiber refractive index nf = 1, 5 is

BW =
0, 44c

2πR1nfN
=

0, 44 · 3 · 108

2π · 5 · 10−2 · 1, 5 · 1 = 280 MHz. (5)

This bandwidth sets the pulse edge prolongation to the value ∆t = 0, 35/289 · 106 = 1, 25 ns.
However, the maximum bandwidth of the complete sensor setup will be influenced by the propa-
gation delay of the light wave in the fiber stage between the sensing part and the Faraday mirror
also. Next limitation will be determined by the optical receiver bandwidth. In order to find out the
real maximum sensor bandwidth a fast rise time current pulse generator is required. The generator
which has been used in Section 5 is insufficient due to the large inductance in the sensor setup [6].

(a) without OCR (b) with OCR 

Figure 4: The waveforms captured by the current pulse measurement.
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The significant part of the whole circuit inductance has been represented by the high voltage capac-
itor parasitic inductance Lp = 300 nH. This inductance together with the other circuit inductance
contributions in combination with the capacitance C = 8µF has determined the current rise time
tr = 300 ns. The rise time will be not significantly shorter even in the case of low inductance
generator load.

A suitable way to generate fast rise time current pulses is to exploit coaxial transmission line as
a capacitive storage system. The line inductance is included in the characteristic line impedance
Z0 which can be of real character. Simultaneously, the matched load ZL = Z0 can be used to avoid
reflections and pulse shape distortion.

The transmission line generator depicted on the Fig. 5(a) has been experimentally realized with
coaxial cable RG-58. A sparkgap has been used as a switch S and the load ZL has been matched
to the line impedance Z0 = 50 Ω. The transmission line was charged at the voltage level U = 8kV.
By the discharge to the matched load the current pulse with the level Ip = 83 A and the rise time
tr = 5,4 ns has been generated, Fig. 6. The current pulse was measured by the wideband current
transformer. The maximum current level is determined by the ratio of the impedances Z0 and
ZL and by the electric strength of the coaxial cable. To achieve larger current levels a multiple
line generators has been designed as shown in Fig. 5(b). The designed generator comprises of 10
parallel connected URM-67 coaxial cable sections with the common total characteristic impedance
Z0 = 5 Ω and the electrical strength Ubr = 40 kV. The load ZL = 5 Ω has to withstand the voltage
pulse with peak value Up = 20 kV and the pulsed power PP = 80 MW. For this purposes a coaxial
water load has been designed. The load uses cooper electrodes and cooper sulfate solution as an
electrolyte, Fig. 7. The final generator setup is in development.

(a) single line generator (b) multiple line generator 

Figure 5: The setup of pulsed current generators exploiting coaxial transmission lines and matched load.

current 

voltage 
Ip = 83 A 

Figure 6: Waveforms captured by the discharge of
RG-58 line generator.

current 

voltage 
Ip = 83 A 

Figure 7: The realization of low inductance high
power water load.

6. CONCLUSIONS

This paper describes the linear birefringence compensation method in pulsed current sensor design.
This method utilizes orthogonal polarization conjugation. It has been theoretically analyzed by
means of Jones calculus. The ability of linear birefringence compensation has been proved together
with. The results of the analysis have been experimentally demonstrated by the measurement
of the pulse current waveform with the rise time tr = 300 ns. For the determination of maximum
sensor bandwidth the fast rise time coaxial line generator has been designed and there are presented
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preliminary results of the current pulse generation with the rise time tr = 5, 4 ns. The multiple line
pulsed power generator is in development. The results of the fast current pulse measurement by
means fiber optic sensor will be presented soon.
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Abstract— The influence of air ion concentration on the bacterial colony count in the living
spaces was examined by means of guardian condenser and aeroscopic method. Experiment was
realized at the Department of Theoretical and Experimental Electrical Engineering (DTEEE) in
the Faraday cage room and in the common laboratory. The methodology and the technique of
our measurement are described in this article. Some of our measurement results are presented.
The relation between the measured bacterial colony count and the air ion concentration was
evaluated. The conclusion is made on the basis of the relations which were found out.

1. INTRODUCTION

Air ions are extremely important for human health. Air ions affect the metabolic functions of cells
in the lungs, the blood supply in the organism, and also the psychic functions of man. Through
their electric charge the air ions also affect the earth’s atmosphere and the environment we live
in. The metrology of air ions has been known for a long time. One of its methods is based on
measurement using the aspiration capacitor. This method is applied in the measurement described
in this paper. The aim of the study described is to verify the hypothesis of reducing the number
of bacteria and fungi in the air of living spaces.

2. MEASURING METHOD

An aspiration capacitor with variable electric field and an electrometer for measuring small currents
were used to measure the concentration of various kinds of ions (light-weight, light heavy-weight,
heavy-weight) and ions of different polarities. The principle of the measuring method is obvious
from Fig. 1; it has been taken over from [1, 2]. A known amount of air under examination M =
1.021 · 10−3 m/s (volume rate of flow) flows through a cylindrical capacitor, which has polarization
voltage U (U = 0–100V).

Electrostatic forces attract the air ions to the electrodes. The number of ions captured by the
electrode create a small electric current I. The concentration of ions of one polarity is proportional
to the magnitude of this current according to the relation

n =
I

M · e (1)

where e = 1.6. 10–19 C is the electron charge.
The capacitor collector captures all ions whose mobility is lower than the minimum mobility

given by the relation

km =
M

4 · π · C · U =
M · ln d2

d1

2 · π · l · U , (2)

where M is the volume rate of flow of air through the capacitor, C is the capacitor capacitance, U
is the voltage across the electrodes, and d1, d2 and l are the dimensions of the aspiration capacitor.
The methodology of measuring and the calculations are described in more detail in [1–3].

Aeroscopic measurement of air was carried out in cooperation with the Department of Preventive
Medicine of Masaryk University in Brno. Samples of air were taken using the BIOTEST HYCON
RCS Plus measuring instrument. Used as the culture medium was the strip for total capture of
bacteria. The volume of air taken was 2001 and the results were converted to values per 1 m3.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1111

V

Figure 1: Principle of measuring air ions, using aspiration capacitor.

3. EXPERIMENTAL RESULTS

Two different spaces were chosen for the measurement. The first was a Faraday cage with a
minimum magnitude of electric field. We assumed that the negative air ions would be concentrated
in the centre of the cage and that the number of bacteria and fungi would be comparable with
the laboratory space. In the course of measuring the quality of air by the aeroscopic method the
density of ions in the space being measured was recorded during and after ionization. The space
was ionized by a BIV-06 ionizer.

The other space was an infrequently used laboratory. This space approaches working and living
spaces in which people will usually stay for quite some time. The measurement proceeded in the
same way as in the case of Faraday cage.

3.1. Measurement in the Faraday Cage
The BIV-06 ionizer was axially positioned 2.5 m from the aspiration capacitor opening. In the course
of the measurement of ions, samples of air were taken simultaneously. The first two measurements
were performed without ionization and the results were averaged. Another two measurements took
place after 10 minutes’ ionization and the results were again averaged. The results of measuring
the ion fields are given in Fig. 2. On this figure, the ion concentration increases after 60 and then
it decays. This effect could have been caused by air turbulences what was started up after closing
the Faraday cage door. With a natural ion concentration in the Faraday cage of ca. 700 ions/cm3

(Fig. 2, left) an average of 198 bacterial colonies per 10001 of the air being measured and 2 colonies
of fungi were measured. The results show the evident effect of ionization on the number of bacteria
in the space. After 10 minutes’ ionization, the number of bacterial colonies dropped by 7.5%.
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Figure 2: Natural concentration of air ions in Faraday cage, left — Before ionization, right — After ionization.

3.2. Measurement in the Living Space
The BIV-06 ionizer was used for the measurement in the living space. The ionizer was positioned
in the axis of aspiration capacitor at a distance of 2.3m from its opening. Prior to the ionization,
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125 ions/cm3 (Fig. 3), 300 bacterial colonies and 1 colony of fungi were measured in the space.
After 25 minutes’ ionization in the laboratory an average of 10,500 ions/cm3 (Fig. 3), 125 bac-

terial colonies and no fungi were measured. The drop in the number of bacterial colonies was 58%.
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Figure 3: Natural concentration of air ion in the laboratory, left — Before ionization, right — After ionization.

4. CONCLUSION

In cooperation with the Department of Preventive Medicine of Masaryk University in Brno the
effect of the concentration of air ions on the number of bacteria was measured in two spaces. An
electromagnetically shielded Faraday cage and the space of a DTEEE laboratory were chosen as
spaces for the experiment. In the two spaces the natural concentration of air ions was measured
using an aspiration capacitor while natural microflora was measured by the aeroscopic method. In
the Faraday cage an average air ion density of 900 ions/cm3 was measured while the value for the
living space was 150 ions/cm3. The high number of air ions in the Faraday cage corresponds with
the reduced recombination of ions in a space with markedly reduced electric field. For the above
density of air ions and average of 200 bacterial colonies per 10001 of air were measured in the
Faraday cage and an average of 275 bacterial colonies per 10001 of air in the living space. After
the measurement of natural concentration of air ions, the air in the Faraday cage was ionized by a
BIV-06 ionizer for a period of 10 minutes. After the 10-minute ionization the average ion density
measured for the cage was 9000 ions/cm3 and the average number of bacterial colonies was 180
per 10001 of air. The same measurement was carried out in the living space. After 25 minutes
of ionization by the BIV-06 ionizer, 10,500 ions/cm3 were measured while the number of bacterial
colonies dropped to an average of 110 per 10001. It follows from the results measured that the
density of air ions and the time of ionization affect the number of bacterial colonies in ionized
spaces. With an initial ion density of 10,500 ions/cm3 and an ionization duration of 25 minutes,
a 60% drop in bacterial colonies was established in the living space. In the Faraday cage after 10
minutes of ionization, 9000 ions/cm3 and a 7.5% drop in bacterial colonies were established. The
higher drop in the number of bacterial colonies in the living space could have been caused by a
longer time of ionization. The measurement results show that ionization reduces the number of
bacterial colonies and fungi, which is very favourable to the health of people staying in such an
environment.
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Abstract— Active RC filters designed using non-cascade filter synthesis method exhibit some
advantages — namely low sensitivities. However these parameters are paid on the other hand
due to the necessity to use more complicated building blocks which should be able to realize a
circuit simulation of required ideal RLC ladder prototype elements (e.g., ideal inductors). That
fact unfortunately brings higher filter sensitivities to real parasitic properties of active function
blocks.

Usage of new modern active elements (operational amplifiers with high GBW) and possibilities
of goal-directed lossy RLC ladder prototypes enables to design optimized ARC filter realizations
with simple and economic active building blocks. These simple grounded active selective blocks
working only with one active element enable in present time to design active filters with optimized
parameters and minimized influence of real active elements for frequency range up 1MHz. In
paper here are some parameters of simple and economic building selective blocks with modern
active elements at higher frequencies discussed and briefly new possibilities of ARC lowpass filter
optimization in some practical examples presented.

1. INTRODUCTION

In the active filter design based on RLC ladder prototypes many different active selective building
blocks are used. By the lowpass (LP) filter design there is used very often the Bruton’s transfor-
mation, where RLC filter structure is transformed to RCD filter structure. Here are used as basic
building blocks active elements named as FDNR (frequency depended negative resistor).

In the present time a new modern active elements working successfully at higher frequency range
(voltage OAs with GBW about 1 GHz or CFA amplifiers with high frequency performance) and
using the synthesis method based on goal-lossy RLC ladder prototypes [2, 4] enable to design ARC
filters for frequency range up 1MHz with simple and economic selective building blocks (FDNR)
working successfully only with one active element (OA).

 (a) (b)

Figure 1: Real FDNR building blocks and their transfer voltage ratio, (a) circuit with parallel lossy element,
(b) circuit with serial lossy element.
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2. A SIMPLE ECONOMIC GROUNDED FDNR BUILDING BLOCKS

By LP filter design using Bruton’s transformation method there are used a real active building
blocks FDNR, which simulate impedance Z(jω), or admittance Y (jω):

Z(jω) =
1

jωCS
− 1

ω2DS
(1)

Y(jω) = jωCP − ω2DP (2)

It means that the real active block of FDNR can be modelled as serial or parallel connection of
ideal FDNR (with parameter D) and lossy kapacitor (with parameter C) how it is seen from Fig. 1.

From figure are also seen the transfer ratios of equivalent lowpass RLC and RDC circuits. The
comparison between both types of connections declare advantages of parallel circuits, the serial
circuits exhibit some decreasing of transfer slope in stop band which is depending on equivalent Q
factor value of circuit. The second effect common for both connections, which is seen from curves,

Table 1: Some practical FDNR circuit connections.
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is some shift of resonant frequency of transfer function by small value of Q to smaller frequency.
This fact must be kept to filter design account in case of small value of Q factor (To the Q = 10
the resonant frequency shift is negligible, by Q = 2 is about 6%).

Some practical connections of single grounded FDNR blocks working with minimum number
of passive elements and only with one active element (e.g., OA) witch are useful by non-cascade
active filter design method were analyzed. Using circuit analysis were derived basic parameters of
all FDNR building blocks (C, D, ωw, Q) and these were ordered into Table 1 too.

Presented types of FDNR building blocks can be divided to two groups. How it is seen from
Table 1, the circuit connections labelled as FDNR I–III types exhibit equivalent serial lossy elements
(Cs), while the types labelled as FDNR IV, V exhibit equivalent parallel lossy elements (Cp).

3. ARC LOWPASS FILTERS DESIGNED USING ECONOMIC FDNR BUILDING
BLOCKS

By classical RLC ladder filter design there are usually single or double-sided termination RLC filter
prototypes used. In many catalogues are these standard LC ladder prototypes which are using ideal
lossless reactive L and C elements wide tabled.

Table 2: The prototypes of Tschebyschev and Butterworth single terminated RLC ladder filter (Fig. 5(b)),
normalized to ω = 1 with terminal resistor r = 1Ω — serial losses Rs.

Type o Rs l1 c1 l2 c2 l3 c3 l4

Butterworth

5

- 1,5443 1,6936 1,3813 0,8940 0,3089 - -

0,05 1.3487 1,7132 1.4194 0,9068 0.3355 - -

0,10 1,1284 1,7808 1.4705 0,9247 0.3651 - -

7

- 1,5571 1,7982 1,6583 1,3967 1,0546 0,6557 0,2224

0,05 1,2676 1,8322 1,6896 1,4187 1,0953 0,6709 0,2439

0,10 0,8987 2,0297 1,7600 1,4588 1,1472 0,6915 0,2685

Tschebyshev

5

- 2,1489 1,3016 2,6224 1,2502 1,7406 - -

0,025 1,8980 1,2964 2,6500 1,2908 1,8893 - -

0,050 1,5203 1,3316 2,7802 1,3656 2,0765 - -

7

- 2,1828 1,3281 2,7143 1,3613 2,6752 1,2665 1,7593

0,025 1,7158 1,3066 2,7485 1,4008 2,7863 1,3409 1,9799

0,035 1,1636 1,4291 2,9934 1,4907 2,9220 1,4003 2,1028

Table 3: The prototypes of Tschebyschev and Butterworth single terminated RLC ladder filter (Fig. 5(a)),
normalized to ω = 1 with terminal resistor r = 1Ω — parallel losses Rp.

Type o Rp l1 c1 l2 c2 l3 c3 l4

Butterworth

5

- 1,5443 1,6936 1,3813 0,8940 0,3089 - -

6 1.1040 2.1440 1.2400 1.0290 0.3336 - -

4 0.9630 2.3700 1.1590 1.0980 0.3450 - -

2 0.6928 3.0570 0.9805 1.2820 0.3726 - -

7

- 1,5571 1,7982 1,6583 1,3967 1,0546 0,6557 0,2224

6 0.9751 2.5700 1.2700 1.1800 0.9382 0.7628 0.2422

4 0.8167 2.9500 1.1400 2.0100 0.8876 0.8132 0.2507

2 0.5438 4.1200 0.8605 2.6100 0.7593 0.9585 0.2725

Tschebyshev

5

- 2,1489 1,3016 2,6224 1,2502 1,7406 - -

6 0.8225 2.0080 2.3880 1.5428 2.6329 - -

4 0.5053 2.8621 2.2035 1.6660 3.0700 - -

7

- 2,1828 1,3281 2,7143 1,3613 2,6752 1,2665 1,7593

6 0.3768 3.5100 2.0600 2.0600 2.5300 1.4700 3.0600

4 0.2207 5.7500 1.5700 2.3800 2.2200 1.5900 3.8100
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In [2] was described a new method how to optimize resulting active filter structures based on
classical ladder prototypes using goal-lossy filter prototype design, where the losses are dispersed
to the required place of RLC ladder structure.

As an example here are presented resulting normalized parameters of Tchebyshev and But-
terworth types LP filters of 5th and 9th filter order with serial (Table 2) and parallel (Table 3)
lossy resistors which have been calculated using developed programs based on iterative numerical
methods.

Using this goal-directed lossy prototypes can be ARC filters (after Burton’s transformation to
RCD filter structure) above presented (parallel or serial lossy) FDNR building blocks with very
small required resulting Q factor value designed. This method of filter synthesis enables to design
ARC filters, which exhibit transfer responses very near to ideal.

4. SOME EXAMPLE OF ARC LOWPASS FILTERS DESIGNED USING ECONOMIC
FDNR BUILDING BLOCKS

As the example a lowpass Butterworth filter of 5th order with active building block FDNR V
type with parallel lossy (with cutoff frequency fc = 1 MHz, terminal resistor RL = 1000 Ω, and
operational amplifier of AD 8045 (GBW = 1 GHz) and OPA 656 (GBW = 400 MHz) has been
designed. In Fig. 2(a) is shown the basic lossy RLC prototype, in Fig. 2(b) resulting ARC structure
is seen. In Fig. 3, the calculated and measured magnitude responses of resulting filter from Fig. 2(b)
are presented. From figure is seen, that in case of higher GBW calculated and measured magnitude
responses are very closely to ideal. In case of smaller GBW the bigger slope of filter can be obtained.
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Figure 2: LP filter of Butterworth type with FDNR V blocks (paralell losses), (a) RLC prototype structure,
(b) ARC filter structure.
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using (parallel losses) FDNR V type building blocks.
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5. CONCLUSION

In this contribution are presented the simple grounded connections of selective building FDNR
blocks which enable to realize simple economic active lowpass filters. Performance of presented
FDNR blocks at higher frequencies and their parameters required to filter design is widely discussed.
One example of LP Butterworth filter type for cutoff frequency f0 = 1 MHz with parallel lossy
FDNR blocks and its performance and resulting responses with modern operational amplifiers is
here presented. Here described method of filter design based on goal-directed lossy filter RLC
prototypes enable to construct economic lowpass filters with minimum number of passive as well
of active elements. Thus the described simple economic FDNR blocks can be successfully used in
area of filter design and optimization.
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1. Hájek, K. and J. Sedláček, “Kmitočtové filtry,” Vydavatelstv́ı BEN Praha, 2002.
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Abstract— The article describes the basic study of broadband noise signal application in the
investigation of materials. The aim is find a metrology method utilizable for the research on
metamaterials in the frequency range of about 100MHz to 10GHz. The instrumental equipment
and other requirements are presented. This research report provides an overview of the current
potentialities in the described field and summarizes the aspects necessary for noise spectroscopy.

1. INTRODUCTION

In the complex investigation of material structures for the micro-wave application (tensor and
composite character), the properties of materials are studied by means of the classic single-frequency
methods, which bring about certain difficulties in the process [1]. In boundary changes with a size
close to the wave-length there can occur wrong information concerning the examined objects [2, 3].
One of the possible ways of suppressing the negative sources of signals consists in the use of wide-
band signals like white noise, and in researching into the problem of absorption in the examined
material [4]. These methods require a source of noise, a receiving and a transmitting antenna,
and A/D conversion featuring a large bandwidth; for our puproses, the bandwidth ranged between
0Hz and 10 GHz. Until recently it had not been possible to realize an A/D converter of the
described speed, or devices with the above-mentioned bandwidth. Currently, high-end oscilloscopes
are available with a sampling frequency of tens of GSa/s.

2. NOISE SOURCE

For UWB systems, several methods of the generation of short pulses with large bandwidth have
been developed to date [5]. However, these singly-iterative processes are not applicable for noise
spectroscopy; in this respect, there is a need of a continuous source of noise signal (ideally of white
noise) with the given bandwidth. The type of source referred to is currently being produced by
certain manufacturers specialized in this field. Importantly, for the noise spectroscopy application
we require a comparatively large output power of up to 0 dB/mW; the assumed bandwidth char-
acteristics range up to 10 GHz. Nevertheless, at this point it is appropriate to mention the fact
that there occurs the fundamental problem of finding active devices capable of performing signal
amplification at this kind of high frequencies. As a matter of fact, our requirements are thus limited
by the current status of technology used in the production of commercially available devices; the
highest-ranking solution for the bandwidth of up to 10GHz can be found only up to the maximum
of 0 dB/mW.

Our response to the above-discussed problem consisted in an attempt to produce a noise gener-
ator in laboratory conditions as, in principle, this type of generator can be considered as sufficient
for testing and basic measurement. In view of the price and availability of noise diodes we decided
to apply thermal noise on electrical resistance as the basic source of noise. The specific connection
is shown in Fig. 1. The first transistor is in the CC configuration, where we require mainly a high
input impedance of the amplifier. The thermal noise at the input is given by its input parameters.
The generator could operate even without a resistor at the transistor input, yet the unconnected
input would cause a substantial deterioration of the stability. The second and the third transis-
tors form a cascade voltage amplifier in the CE configuration. The output impedance of the third
amplifier is 50 Ω for its matching to coaxial line.

Figure 2 shows the realization of the tested noise generator; the BFP620 vf transistors were
applied. This type of transistor features the characteristic of ft = 65 GHz and the maximum stable
amplification of 11 dB at the frequency of 6 GHz. The overall amplification of the two CE amplifiers
in cascade for the output power of 0 dB/mW would have to approximate the value of 10000, and
there is no hf transistor available for this kind of stable amplification. Therefore, for the stable
noise generator we have to accept a lower output power.
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Figure 1: The noise generator configuration diagram. Figure 2: The noise generator realization.

Figure 3 shows the waveforms and the output voltage spectrum of the noise generator for
three different working points. Figs. 3(a) and 3(b) display the generator output voltage waveform
and spectrum for the situation when no large oscillations are yet measurable that normally cause
the transistor closing and the subsequent transient process. There occur moderate oscillations,
which are visible in the spectrum; their amplitude and frequency are subject to chaotic shifitng
and the output voltage can be considered as stochastic. However, we can not label this as white
noise. Figs. 3(c) and 3(d) show a situation when, owing to large amplification, there already occur
oscillations causing the transistor closing that is well noticeable in the waveform in the time of 2µs.
This type of pulses are randomly repeated within the time range of 10 to 30µs. In the spectrum,
they will upgrade the frequency range in the field of 20 MHz. In applying the low-pass filter we
would obtain a signal that could be regarded as stochastic.

The last one of the described situations is given in Figs. 3(e) and 3(f), this situation is related
to the operating field with the maximum amplification adjustable for the transistor safe operation
region. The third transistor already randomly passes between the conditions of “closed” and “open”
and the linear operating region. The closing interval ranges from units of ns to several tens of ns.
No matter how stochastic this type of signal may be, still it rather models extreme shot noise
combined with coloured noise. Its spectrum is the densest and importantly, the most stable of all
the situations. For all measurement, spectrum analyzers noise background was −60 dB/mW.

3. ANTENNA

The purpose of the transmitting antenna connected to the noise generator output is to form an
electromagnetic wave. As a matter of fact, in the field of noise we indeed have to consider a whole
spectrum of electromagnetic waves, and it is not possible to define the antenna proximity area.
In addition to this, most principles or rules related to the configuration of antennas have to be
regarded as void here. The electromagnetic wave is let to impinge on the investigated material
and the reflected or partially absorbed wave is then received through the receiving antenna, to the
output of which an oscilloscope has been connected. This type of measurement configuration can
be seen in Fig. 4.

Both antennas ought to feature a large bandwidth with, if possible, constant amplitude and
defined radiaton pattern. In this respect, let us mention the fact that there exist approaches to the
design of antennas that come close to the broadband requirements of noise spectroscopy. Suitable
solutions include, for example, the spiral fractal antenna or the planar log-periodic antenna. The
designed planar log-periodic antenna is applicable for transmission within the frequency range of
between 100 MHz and 10 GHz; its real characteristics or qualities depend heavily on the quality
of the design practical implementation. Fig. 5(a) shows the realization of a planar log-periodic
antenna. The numerical design was performed for currently available materials and its evaluation
exhibited the undulating module frequency characteristics. The antenna realization experiments
using the PCB showed, above all, troubled transmission at higher frequencies from 2 GHz and
problematic modification of the feeder. Other antenna designs are directed towards applying the
fractal spiral version.

The experiments and spectroscopy tests will be performed in an anechoic laboratory. We have
selected a system of compelementing the Faraday cage shielding with absorbers of electromagnetic
waves. The absorbers were designed for the range of 100MHz–10 GHz with dampening below
35 dB. Thanks to the shielded and separated chamber, the external environment should not affect
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Figure 3: The waveform and spectrum of the noise generator output for three different working points.

the internal part of measurement, and the complemented absorbers will enable us to lower foreign
signals to a level of below −60 dB/mW. Thus, the measurement will not be affected by the outside
environment of external electromagnetic sources like mobile phone and WiFi network signals or
stationary waves and reflection within the Faraday cage.

4. DIGITAL RECIVER

The process of sensing (scanning) has to be necessarily supported by a costly high-end digital
oscilloscope featuring a bandwidth of about 10 GHz. Here, the limiting factor is clearly represented
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Figure 4: The experiment configuration.
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Figure 5: (a) Planar log-periodic antenna, (b) Faraday cage.

by the final price, unfortunately, it is not possible to realize this type of fast A/D converter using
the researchers’ own means and facilities. In the assessment of spectral properties of materials,
the use of a spectral analyzer is normally a fully sufficient and financially effective method. This
method, however, can not be utilized for the assessment of a system via the input-output technique,
for the correlation analysis, or for other techniques utilizing the measured signal waveform.

5. CONCLUSION

The research paper provides an elementary overview and description of laboratory equipment for
the realization of noise spectroscopy measurement. In the text, it is generally noted that the
search of an applicable source of noise will be markedly problematic in terms of the output power,
which is normally low for broadband applications. Yet it is also noted that, for the laboratory
tasks, considerably lower values of transmission power are sufficient for broadband systems in
comparison with their “narrowband” counterparts. The designing of a broadband antenna is, to a
great extent, an uneasy-to-solve problem, and the requirements placed on the width of the antenna
transmitted band are very intensive. Another parameter to be mentioned in this respect is the linear
transmission characteristics depending on the frequency. Noise spectroscopy for the frequency band
of between 100 MHz and 10GHz is realizable using the current means of technology.
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Abstract— The eigenvalue problems for generalized natural modes of an inhomogeneous di-
electric waveguide without a sharp boundary and a step-index dielectric waveguide with smooth
boundary of cross-section are formulated as problems for the set of time-harmonic Maxwell equa-
tions with partial radiation conditions (Sveshnikov radiation conditions) at infinity in the cross-
sectional plane. The original problems by integral equations method are reduced to nonlinear
spectral problems with Fredholm integral operators. Theorems on spectrum localization are
proved, and then it is proved that the sets of all eigenvalues of the original problems can only
be some sets of isolated points on the Reimann surface, ant it also proved that each eigenvalue
depends continuously on the frequency and dielectric permittivity and can appear and disappear
only at the boundary of the Reimann surface. The Galerkin method for numerical calculations of
the generalized natural modes are proposed, and the convergence of the method is proved. Some
results of numerical experiments are discussed.

1. INTRODUCTION

Optical fibers are dielectric waveguides (DWs), i.e., regular dielectric rods, having various cross
sectional shapes, and where generally the dielectric permittivity may vary in the waveguide’s cross
section [1]. Although existing technologies often result in a dielectric permittivity that is anisotropic,
frequently it is possible to assume that the fiber is isotropic [2], which is the case investigated in this
work. The study of the source-free electromagnetic fields, called natural modes, that can propagate
on DWs necessitates that longitudinally the rod extend to infinity. Since often DWs are not shielded,
the medium surrounding the waveguide transversely forms an unbounded domain, typically taken
to be free space. This fact plays an extremely important role in the mathematical analysis of natural
waveguide modes, and brings into consideration a variety of possible formulations. Each different
formulation can be cast as an eigenvalue problem for the set of time-harmonic Maxwell equations,
but they differ in the form of the condition imposed at infinity in the cross-sectional plane, and hence
in the functional class of the natural-mode field. This also restricts the localization of the eigenvalues
in the complex plane of the eigenparameter [3]. All of the known natural-mode solutions (i.e.,
surface guided modes, leaky modes, and complex modes) satisfy the partial radiation conditions
at infinity (see, for example, [4]), which firstly were originally introduced by A. G. Sveshnikov [5]
for a scattering problem. The partial radiation conditions in waveguiding problems are connected
with the fact that propagation constants β may be complex and may be generally considered on
the appropriate logarithmic Reimann surface [6, 7]. For real propagation constants on the principal
(“proper”) sheet of this Reimann surface, one can reduce the partial radiation conditions to either
the Sommerfeld radiation condition or to the condition of exponential decay. The partial radiation
conditions may be considered as a generalization of the Sommerfeld radiation condition and can
be applied for complex propagation constants. This conditions may also be considered as the
continuation of the Sommerfeld radiation condition from a part of the real axis of the complex
parameter β to the appropriate logarithmic Reimann surface [8].

2. GENERALIZED NATURAL MODES OF A STEP-INDEX DIELECTRIC WAVEGUIDE

Let the three-dimensional space be occupied by an isotropic source-free medium, and let the di-
electric permittivity be prescribed as a positive real-valued function ε = ε(x) independent of the
longitudinal coordinate and equal to a constant ε∞ > 0 outside a cylinder. In this section we con-
sider the generalized natural modes of an step-index optical fiber and suppose that the dielectric
permittivity is equal to a constant ε+ > ε∞ inside the cylinder. The axis of the cylinder is parallel
to the longitudinal coordinate, and its cross section is a bounded domain Ωi with a twice continu-
ously differentiable boundary γ (see Fig. 1). The domain Ωi is a subset of a circle with radius R0.
Denote by Ωe the unbounded domain Ωe = R2 \Ωi. Denote by U the space of complex-valued con-
tinuous and continuously differentiable in Ωi and Ωe, twice continuously differentiable in Ωi and Ωe

functions. Denote by Λ the Riemann surface of the function lnχ∞(β), where χ∞ =
√

k2ε∞ − β2.
Here k2 = ω2ε0µ0, ω is a given radian frequency; ε0, µ0 are the free-space dielectric and magnetic
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constants, respectively. Denote by Λ0 the principal (“proper”) sheet of this Riemann surface, which
is specified by the condition Imχ∞(β) ≥ 0.

Figure 1: A schematic waveguide’s cross-section.

A nonzero vector {E, H} ∈ U6 is referred to as generalized eigenvector (or eigenmode) of the
problem corresponding to an eigenvalue β ∈ Λ if the following relations are valid [9]:

rotβE = iωµ0H, rotβH = −iωε0εE, x ∈ R2 \ γ, (1)
ν × E+ = ν × E−, x ∈ γ, (2)
ν ×H+ = ν ×H−, x ∈ γ, (3)

[
E
H

]
=

∞∑

l=−∞

[
Al

Bl

]
H

(1)
l (χ∞r) exp (ilϕ) , r ≥ R0. (4)

Here differential operator rotβ is obtained from usual operator by replacing generating waveguide
line derivative with iβ multiplication; and H

(1)
l (z) is the Hankel function of the first kind and index

l. The conditions (4) are the the partial radiation conditions.
Theorem 1 (see [9]). The imaginary axis I and the real axis R of the sheet Λ0 except the

set G =
{
β ∈ R : k2ε∞ < β2 < k2ε+

}
are free of the eigenvalues of the problem (1)–(4). Surface

and complex eigenmodes correspond to real eigenvalues β ∈ G and complex eigenvalues β ∈ Λ0,
respectively. Leaky eigenmodes correspond to complex eigenvalues β belonging to an “improper”
sheet of Λ for which Imχ∞(β) < 0.

The results of the theorem 1 generalize the well known results on the spectrum localization of
the step-index circular dielectric waveguide, which were obtained by separation of variables method
(see, for example, [10]).

We use the representation of the eigenvectors of problem (1)–(4) in the form of the single-layer
potentials u and v:

E1 =
i

k2ε− β2

(
µ0ω

∂v

∂x2
+ β

∂u

∂x1

)
, E2 =

−i

k2ε− β2

(
µ0ω

∂v

∂x1
− β

∂u

∂x2

)
, E3 = u, (5)

H1 =
i

k2ε− β2

(
β

∂v

∂x1
− ε0εω

∂u

∂x2

)
, H2 =

i

k2ε− β2

(
β

∂v

∂x2
+ ε0εω

∂u

∂x1

)
, H3 = v, (6)

[
u(x)
v(x)

]
=

i

4

∫

γ

H
(1)
0

(√
k2ε+/∞ − β2 |x− y|

)[
f+/∞(y)
g+/∞(y)

]
dl(y), x ∈ Ωi/e, (7)

where unknown densities f+/∞ and g+/∞ belong to the space of Hölder continuous functions C0,α.
The original problem (1)–(4) by single-layer potential representation (5)–(7) is reduced [9] to a
nonlinear eigenvalue problem for a set of singular integral equations at the boundary γ. This
problem has the operator form

A(β)w ≡ (I + B(β))w = 0, (8)
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where I is the identical operator in the Banach space W = (C0,α)4 and B(β) : W → W is a
compact operator consists particularly of the following boundary singular integral operators:

Lp = − 1
2π

2π∫

0

ln | sin t− τ

2
|p(τ)dτ, t ∈ [0, 2π], L : C0,α → C1,α, (9)

Sp =
1
2π

2π∫

0

ctg
τ − t

2
p(τ)dτ +

i

2π

2π∫

0

p(τ)dτ, t ∈ [0, 2π], S : C0,α → C0,α. (10)

The original problem (1)–(4) is spectrally equivalent [9] to the problem (8). Namely, suppose that
w ∈ W is an eigenvector of the operator-valued function A(β) corresponding to an eigenvalue β ∈
Λ0 \D, D = {β ∈ I}⋃{β ∈ R : β2 < k2ε∞}. Then using this vector we can construct the densities
of the single-layer potential representation (5)–(7) of an eigenmode {E,H} ∈ U6 of the problem (1)–
(4), corresponding to the same eigenvalue β. For other side, any eigenmode of the problem (1)–(4),
corresponding to an eigenvalue β ∈ Λ0 \D can be represented in the form of single-layer potentials.
The densities of this potentials construct an eigenvector w ∈ W of the operator-valued function
A(β) corresponding to the same eigenvalue β.

Theorem 2 (see [9]). For each β ∈ {β ∈ R : β2 ≥ k2ε+} the operator A(β) has the bounded
inverse operator. The set of all eigenvalues β of the operator-valued function A(β) can be only a
set of isolated points on Λ. Each eigenvalue β depends continuously on ω > 0, ε+ > 0, and ε∞ > 0
and can appear and disappear only at the boundary of Λ, i.e., at β = ±k

√
ε∞ and at infinity.

The results of the theorem 2 generalize the well known results on the dependence of the propaga-
tion constants β of the step-index circular dielectric waveguide on the wave number k and dielectric
permittivity ε (see, for example, [10]).

3. GENERALIZED NATURAL MODES OF AN INHOMOGENEOUS WAVEGUIDE

In this section we consider the generalized natural modes of an inhomogeneous optical fiber without
a sharp boundary. Let the dielectric permittivity ε belongs to the space C2(R2) of twice continuously
differentiable in R2 functions. Denote by ε+ the maximum of the function ε in the domain Ωi,
let ε+ > ε∞ > 0. A nonzero complex vector {E, H} ∈ (C2(R2))6 is referred to as generalized
eigenvector (or eigenmode) of the problem corresponding to an eigenvalue β ∈ Λ if the following
relations are valid [3]:

rotβE = iωµ0H, rotβH = −iωε0εE, x ∈ R2, (11)
[
E
H

]
=

∞∑

l=−∞

[
Al

Bl

]
H

(1)
l (χ∞r) exp (ilϕ) , r ≥ R0. (12)

Theorem 3 (see [3]). The imaginary axis I and the real axis R of the sheet Λ0 except the set
G =

{
β ∈ R : k2ε∞ < β2 < k2ε+

}
are free of the eigenvalues of the problem (11), (12). Surface

and complex eigenmodes correspond to real eigenvalues β ∈ G and complex eigenvalues β ∈ Λ0,
respectively. Leaky eigenmodes correspond to complex eigenvalues β belonging to an “improper”
sheet of Λ for which Imχ∞(β) < 0.

If vector {E, H} ∈ (C2(R2))6 is an eigenvector of problem (11), (12) corresponding to an eigen-
value β ∈ Λ, then (see [3])

E(x) = k2

∫

Ωi

(ε(y)−ε∞)Φ(β; x, y)E(y)dy+gradβ

∫

Ωi

(
E, ε−1gradε

)
(y)Φ(β;x, y)dy, x ∈ R2, (13)

H(x) = −iωε0rotβ

∫

Ωi

(ε(y)− ε∞)Φ(β; x, y)E(y)dy, x ∈ R2. (14)

Using the integral representation (13) for x ∈ Ωi we obtain a nonlinear eigenvalue problem for
integral equation on the domain Ωi. This problem has the operator form

A(β)F ≡ (I −B(β))F = 0, (15)
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where the operator B(β) : (L2(Ωi))3 → (L2(Ωi))3 satisfies the right side of the integral representa-
tion (13) for x ∈ Ωi. For any β ∈ Λ the operator B(β) is compact [3].

It was proved in the paper [3] that the original problem (11), (12) is spectrally equivalent to
problem (15). Namely, suppose that {E,H} ∈ (C2(R2))6 is an eigenmode of problem (11), (12)
corresponding to an eigenvalue β ∈ Λ. Then F = E ∈ [L2(Ωi)]3 is an eigenvector of the operator-
valued function A(β) corresponding to the same eigenvalue β. Suppose that F ∈ [L2(Ωi)]3 is an
eigenvector of the operator-valued function A(β) corresponding to an eigenvalue β ∈ Λ, and also
suppose that the same number β is not an eigenvalue of the following problem:[

∆ +
(
k2ε− β2

)]
u = 0, x ∈ R2, u ∈ C2(R2), (16)

u =
∞∑

l=−∞
alH

(1)
l (χ∞r) exp (ilϕ) , r ≥ R0. (17)

Let E = B(β)F and H = (iωµ0)−1rotβE for x ∈ R2. Then {E, H} ∈ (C2(R2))6, and {E, H} is an
eigenvector of the original problem (11), (12) corresponding to the same eigenvalue β.

Theorem 4 (see [3]). For each β ∈ {β ∈ R : β2 ≥ k2ε+} the operator A(β) has the bounded
inverse operator. The set of all eigenvalues β of the operator-valued function A(β) can be only a
set of isolated points on Λ. Each eigenvalue β depends continuously on ω > 0, ε+ > 0, and ε∞ > 0
and can appear and disappear only at the boundary of Λ, i.e., at β = ±k

√
ε∞ and at infinity.

4. NUMERICAL METHOD

Describe a projection method for numerical solution of the problem (8). Denote by N the set of
integers. We use the representation of the approximate eigenvector of the operator-valued function
A(β) in the form

wn = (w(j)
n )4j=1, w(j)

n (t) =
n∑

k=−n

α
(j)
k exp(ikt), n ∈ N, j = 1, 2, 3, 4.

We look for unknown coefficients α
(j)
k by Galerkin method

2π∫

0

(Awn)(j)(t) exp (−ikt)dt = 0, k = −n, . . . , n, j = 1, 2, 3, 4.

The trigonometric functions exp(ikt) are the orthogonal eigenfunctions of the singular integral
operators L : C0,α → C1,α and S : C0,α → C0,α, corresponding to the following eigenvalues:

λ(L)
m = {ln 2 if m = 0, (2|m|)−1 if m 6= 0},

λ(S)
m = {i if m = 0, i sign(m) if m 6= 0}

for the operators L and S respectively. Hence, the action of the main (singular) parts of the integral
operators in (8) on the basis functions is expressed in the explicit form.

Denote by W T
n the set of all trigonometric polynomials of the orders up to n. Denote by Wn ⊂ W

the space of the elements wn = (w(j)
n )4j=1, where w

(j)
n ∈ W T

n . Using the Galerkin method for
numerical solution of the problem (8), we get finite-dimensional nonlinear spectral problem

An(β)wn = 0, An : Wn → Wn. (18)

Theorem 5 (see [11]). If β0 belongs to the spectrum σ(A) of the operator-valued function A(β),
then there exists some sequence {βn}n∈N with βn ∈ σ(An), that βn → β0, n ∈ N . If {βn}n∈N is a
sequence such that βn ∈ σ(An) and βn → β0 ∈ Λ, then β0 ∈ σ(A). If βn ∈ σ(An), An(βn)wn = 0,
and βn → β0 ∈ Λ, wn → w0, n ∈ N , ‖wn‖ = 1 then β0 ∈ σ(A) and A(β0)w0 = 0, ‖w0‖ = 1.

Figure 2 shows the dispersion curves for the complex modes (on the left) and for the surface
guided modes (on the right) of the step-index waveguides of circular and square cross-section. The
numerical results obtained by Galerkin method marked by circles and by squares on the left of the
Fig. 2. The dispersion curves for circular waveguide are plotted here by solid line, β̃ = β/(k

√
ε∞)

and V = kR
√

ε+ − ε∞. The right side of the Fig. 2 compares the experimental data [12] for surface
waves of square waveguide (marked by squares) with our numerical results (solid lines). Here a is
a half of the square’s side.
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Figure 2: The dispersion curves for the complex modes (on the left) and surface guided modes (on the right)
of the step-index waveguides of circular and square cross-section.
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Exact Nonlocal Boundary Conditions in the Theory of Dielectric
Waveguides

R. Z. Dautov and E. M. Karchevskiy
Kazan State University, Russia

Abstract— The original problem in an unbounded domain is reduced to a linear parametric
eigenvalue problem in a circle, which is convenient for numerical solution. The examination of
the solvability of this problem is based on the spectral theory of compact self-adjoint operators.
The existence of surface guided waves is proved, and properties of the dispersion curves are
investigated. An algorithm for the numerical solution of the problem based on the finite element
method is proposed. The convergence of the numerical method is proved. Numerical results are
discussed.

1. INTRODUCTION

Optical waveguides are dielectric cylindrical structures that can conduct electromagnetic energy in
the visible and infrared parts of the spectrum. The waveguides used in optical communication are
flexible fibers made of transparent dielectrics. The cross section of a waveguide usually consists of
three regions: the central region (core) is surrounded by a cladding which, in turn, is surrounded
by a protective coating. The dielectric permittivity ε of the core can be constant or can vary over
the cross section; the dielectric permittivity of the cladding is usually positive constant (denote it
by ε∞). The coating is optically isolated from the core; for this reason, it is usually neglected in
mathematical models, and it is assumed that the cladding is unbounded from the outside.

We use the classical model (see [1]), in which the waveguide is assumed to be unbounded and
linearly isotropic. A mathematical analysis of surface waves based on the theory of unbounded self-
adjoint operators can be found in [2]. In that paper, the original problem is considered as a problem
of the form A(β)H = k2H with respect to the spectral parameter k2, and the dependence k = k(β)
is studied (H is the magnetic vector amplitude, k is the wavenumber, β is the propagation constant).
In [3], a similar technique is used to extend the results obtained in [2] to the case of waveguides
with a variable magnetic permeability.

The results obtained in [2, 3] give a complete understanding of the qualitative properties of
the spectrum of surface guided waves; however, in order to calculate the spectral characteristics
of waveguides, numerical methods are needed (see survey [4]). The formulations of the problems
used in [2, 3] are not quite convenient for obtaining numerical solutions. This is due to two specific
features of those statements.

1. The problems are formulated for the entire plane R2. For a numerical solution, special
measures must be taken to restrict the integration domain and to formulate additional boundary
conditions.

2. Spectral problems (except for a point spectrum) have a continuous part of the spectrum.
Although the location of this part is known exactly, a numerical solution requires that false ap-
proximate solutions be detected and discarded.

Statements of problems suggested in [5, 6] are free of those drawbacks. In those papers, exact
nonlocal boundary conditions (see [7, 8]) are used to reduce the problems that were originally
formulated for the entire plane R2 to equivalent problems in a circle. In [5, 6] the spectral problems
are formulated in a circle Ω which includes waveguide’s cross-section domain Ωi (see Fig. 1); these
problems have no continuous spectrum. Moreover, their spectrum is identical to the point part
of the spectrum of the original problem. These statements are convenient for the finite element
method. The cost of this advantage is that the spectral parameter appears in the equation in a
nonlinear fashion; more precisely, the problems have the form A(β, λ)H = λH, where A is a compact
self-adjoint operator. The solution of such problems requires the use of special iterative methods.

In this paper, we use a new formulation of the problem proposed in [9]. The original problem by
exact nonlocal boundary conditions method is reduced to an equivalent linear self-adjoint eigenvalue
problem A(p)H = β2B(p)H in the circle Ω. Here, the parameter p is the transverse wave number
p =

√
β2 − k2ε∞; for each p ≥ 0 the operators A(p) and B(p) are bounded and B(p) is compact;

vector H = (H1, H2) represents the first two components of the intensity vector H. We examine
the solvability of the problem and investigate some properties of the dispersion curves. Then we
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Figure 1: A schematic waveguide’s cross-section (on the left) and the dispersion curves for 1.5×1 rectangular
waveguide, ε(x) = 2.08, x ∈ Ωi, ε∞ = 1 (on the right).

propose an algorithm for the numerical solution of the problem based on the finite element method.
We prove the convergence of the numerical method and discuss some numerical results.

2. SOLVABILITY OF THE PROBLEM

First, we recall the statement of the problem given in [2]. Let H be the complex conjugate of H.
For the complex-valued vector fields H = (H1, . . . ,Hl) and H′ = (H′1, . . . ,H

′
l) (l ≥ 1), we define

H ·H′ = H1H′1 + . . . + HlH′l, |H|2 = H ·H, ∇H = (∇H1, . . . ,∇Hl),
∇H · ∇H′ = ∇H1 · ∇H′1 + . . . +∇Hl · ∇H′l, |∇H|2 = ∇H · ∇H.

Let V (D) = H1(D) be the Sobolev space of complex-valued scalar functions defined on the do-
main D ⊆ R2, and V l(D) = [H1(D)]l be the corresponding space of l-dimensional vector-functions.
The scalar product and norm in Hilbert space V l(D) are defined in the conventional way:

(H, H′) =
∫

D

(∇H · ∇H′ + H ·H′) dx, ‖H‖1,D = (H, H)1/2.

Consider a weak formulation of the original problem [2]: Find nonzero vectors H ∈ V 3(R2) and all
pairs (β, k) ∈ Λ = {(β, k) : β/

√
ε+ < k < β/

√
ε∞, β > 0} such that

∫

R2

(
1
ε
rotβH · rotβH′ +

1
ε∞

divβH divβH′
)

dx = k2

∫

R2

H ·H′ dx, (1)

for any H′ ∈ V 3(R2). Here differential operators divβ and rotβ are obtained from usual operators
by replacing generating waveguide line derivative with iβ multiplication; ε+ is the maximum of the
function ε. We suppose that ε ≥ ε∞, x ∈ R2.

Definition 1. The vector-function H ∈ V l(R2) is called metaharmonic in D ⊂ R2 if

−4H + p2H = 0, x ∈ D, p 6= 0.

The vector-function Hp ∈ V l(R2) is called metaharmonic extension of H ∈ V l(Ω) to Ω∞ = R2 \ Ω
if Hp is metaharmonic in Ω∞ and Hp

∣∣
Ω

= H.
The dielectric permittivity ε is equal to ε∞ in the domain Ω∞. Therefore, if a vector-function H

satisfies (1) then it is metaharmonic [2]. This fact let us to obtain (see [9] for technical details) a
new formulation of the original problem: For each p > 0 find all parameters β > 0 and nonzero
vectors H = (H, iH3) ∈ V 3(Ω), where Hl, l = 1, 2, 3, are real-valued functions, such that the
following relations are valid:

A(p)H = β2B(p)H, H3 = βT (p)H. (2)
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Here B(p) = D + C∗L−1(p)C and T (p) = L−1(p)C; by C∗ denote the adjoint operator. The linear
operators C : V 2(Ω) → V (Ω), D : V 2(Ω) → V 2(Ω), and L : V (Ω) → V (Ω) are defined by the
following relations:

(A(p)H,H′) =
∫

Ω

(1
ε
rotH rotH′ + 1

ε∞
divH divH′ + p2

ε∞
H · H′

)
dx

+
2π

ε∞

∞∑
n=−∞

Kn(Rp) an(H) · an(H′) +
1

ε∞

2π∫

0

(∂H1

∂ϕ
H′2 −

∂H2

∂ϕ
H′1

)∣∣∣
r=R

dϕ,

(DH,H′) =
∫

Ω

σH · H′ dx, (CH,H ′) =
∫

Ω

σH · ∇H ′ dx, σ = ε−1
∞ − ε−1,

(L(p)H, H ′) =
∫

Ω

(1
ε
∇H · ∇H ′ +

p2

ε∞
HH ′

)
dx +

2π

ε∞

∞∑
n=−∞

Kn(Rp) an(H) an(H ′).

Kn(z) = −zK ′
n(z)/Kn(z), an(H) =

1
2π

2π∫

0

H|r=R e−inϕ dϕ.

Here rotH = ∂H2/∂x1 − ∂H1/∂x2, divH = ∂H1/∂x1 + ∂H2/∂x2, R is the radius of the circle Ω,
and Kn(z) is the modified Bessel function of order n. The following theorem states some important
properties of the operators of the problem (2).

Theorem 1 (see (9)). For each p > 0 the operator A(p) is self-adjoint and positive definite;
for p = 0 this operator is self-adjoint and nonnegative. The operator-function A(p) is continuously
differentiable and increasing for p > 0. For each p ≥ 0 the operator B(p) is self-adjoint, nonnegative
and compact. The operator-function B(p) is continuously differentiable and nonincreasing for p > 0.
For each p > 0 the operator T (p) is compact. For each p > 0 the operator L(p) is continuously
invertible. All operators mentioned above are real.

The original problem (1) and problem (2) are equivalent in the sense of the following theorem.
Theorem 2 (see [9]). Suppose that (β, p, H) is a solution of the problem (2). Then (β, p) ∈ K,

where K = {(β, p) : p > 0, β > p
√

ε+/(ε+ − ε∞)}. Let Hp be the metaharmonic extension of H
to Ω∞, and let k =

√
(β2 − p2)/ε∞. Then (β, k, Hp) is the solution of the problem (1). Conversely.

Suppose that (β, k,H) is a solution of the problem (1). Let p =
√

β2 − k2ε∞. Then (β, p,H|Ω) is
the solution of the problem (2) with (β, p) ∈ K.

The existence and qualitative properties of the spectrum of surface guided waves were investi-
gated in the book [10] using new formulation (2) of the problem.

Theorem 3 (see [10]). For each p > 0 the set of all existing solutions of the problem (2) can be
represented as {βl(p), Hl(p), l = 1, 2, . . .}. Moreover, the following assertions hold:

(a) β1(p) ≤ . . . ≤ βl(p) ≤ . . ., βl(p) →∞ as l →∞; any βl(p) has a finite multiplicity (i.e., βl(p)
can coincide only with a finite number of βj(p), j ≥ 1).

(b) (A(p)Hl,Hj) = δl,j .
(c) The functions p → βl(p), l = 1, 2, . . ., are increasing and have the local Lipschitz property.
(d) βl(p)/p → k0 =

√
ε+/(ε+ − ε∞) as p →∞, l ≥ 1.

(e) β1(p) → +0, β2(p) → +0 as p → +0; βl(0) > 0, l ≥ 3.

The dispersion curves β = βl(p) for a homogeneous waveguide with a rectangular cross section are
shown in Fig. 1 on the right. Setting p = 0 in the first Equation (2), we obtain the cut-off equation
for finding the squares of the cut-off points βl(0).

3. APPROXIMATE SOLUTION OF THE PROBLEM

For discretization of the problem (2) we use finite element method with numerical integration.
Approximation Vh of the real Sobolev space H1(Ω) is based on usual conformal Lagrange finite
elements of the order m. Thus we obtain the real matrices AN

h (p), Dh, Ch, and LN
h (p) which are

discrete analogs of the operators A(p), D, C, and L(p), respectively [10]. These approximations
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depend on two parameters: the real parameter h (the characteristic size of finite elements, h → 0)
and the integer parameter N , which specifies the number of the Fourier harmonics taken into
account (N → ∞). Since we assume that the circle Ω of radius R is fixed, we do not explicitly
indicate the dependence on the third parameter R of the problem here.

The finite-dimensional approximation of the first equation in (2) is naturally described as the
generalized algebraic linear eigenvalue problem regarding spectral parameter (βN

h )2:

AN
h (p)HN

h = (βN
h )2BN

h (p)HN
h , BN

h (p) = Dh + (Ch)T (LN
h (p))−1Ch. (3)

Here, AN
h (p), LN

h (p), and BN
h (p) are large symmetric and positive definite matrices for each p > 0;

matrices AN
h (p), LN

h (p)), and Ch are sparse; BN
h (p) is full and such that there is an efficient method

for multiplying this matrix by a vector (after an LLT factorization of the matrix LN
h (p)). For each

fixed p ≥ 0, we have to find all eigenvalues (βN
h )2 = (βN

h )2(p) of the problem (3) from the given
interval (p2/(1− ε∞/ε+), β2

max) and the corresponding eigenvectors HN
h = HN

h (p). There are many
methods that solve problem (3) subject to the constraints specified above. We used the Lanczos
method.

After solution of the problem (3) we can find HN
3,h = βN

h (LN
h (p))−1ChHN

h . The pair (βN
h ,HN

h ),
where HN

h = (HN
h , HN

3,h), is the discrete solution of the problem (2). A theorem analogous to the
theorem 3 on the existence of the discrete solutions for h small enough was proved in [10]. The
convergence of the numerical method is justified by the following theorem.

Theorem 4 (see [10]). Let for p ≥ 0 a pair (β(p), H(p)) be a solution of the problem (2) and
β(p) has the multiplicity is equal to one. Let (βN

h (p), HN
h (p)) be a corresponding solution of discrete

problem. Then for h small enough and N ≥ c0 ln(1/h), c0 = m/ ln(R/R0), the following assertions
hold:

‖H(p)−HN
h (p)‖1,Ω ≤ c(p)hm, |β(p)− βN

h (p)| ≤ c(p)h2m.
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Figure 2: The dispersion curves for the three-circle waveguide (on the left) and the level curves of the
function |H| = (H ·H)1/2 corresponding to β4 = 3.6532 and p = 0.2 (on the right).

Table 1: Calculation error e = h−2|β4 − βN
4,h|/|β4| against N and Nh, where β4 is the approximate value of

the propagation constant obtained with 6006 grid nodes.

N |Nh 78 335 1093
1 0.5 23.3 92.5
3 0.619 1.67 1.56
5 0.62 1.67 1.57
7 0.62 1.67 1.57
15 0.62 1.67 1.57
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Here R0 is the minimal radius of the circumscribed circle Γ (see Fig. 1 on the left).
An analogous result holds for β which has a finite multiplicity [10].
To demonstrate the universality of the proposed method, we numerically solved the problem

for the domain Ωi consisting of three circles of radius 0.4 tangent to each other. The center of the
domain Ωi coincided with the center of the circle Ω of radius 1.5. The dielectric permittivity within
Ωi was ε = 2, and ε∞ = 1. For each fixed p in the interval from 0 to 3, the first six (with account
for the multiplicity) eigenvalues β2 of problem (3) and the corresponding eigenvectors were found.
The calculations were based on the linear triangular finite elements (m = 1) and were performed
for the number Nh of the grid nodes in Ω in the range from 78 to 6006. Table 1 presents the results
for the forth eigenvalue β4 for p = 1. From this table we can conclude that it is enough to use only
five of the Fourier harmonics, N = 5, at that |β4 − βN

4,h|/|β4| ≈ 1.6h2.
The dispersion curves for the three-circle waveguide are shown in Fig. 2 on the left. There

are only four dispersion curves because the upper and the lower curves are multiple due to the
symmetry of the problem: β1 = β2 and β5 = β6. Fig. 2 on the right shows, for p = 0.2, the
level curves of the function |H| = (H · H)1/2 corresponding to β4 = 3.6532. The calculations were
performed with 3150 grid nodes within Ω.
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The Over-determined Boundary Value Problem Method in the
Electromagnetic Waves Propagation and Diffraction Theory

N. B. Pleshchinskii1, I. E. Pleshchinskaya2, and E. M. Karchevskiy1

1Kazan State University, Russia
2Kazan State Technological University, Russia

Abstract— The over-determined boundary value problems in the partial domains are proposed
to be used as the auxiliary problems to investigate the wave processes in the complex structures.
The necessary and sufficient conditions of solvability of the over-determined problem are the
dependencies between the boundary functions. These dependencies can be obtained in terms of
the Fourier transforms or Fourier coefficients of the boundary functions. The diffraction problems
for the electromagnetic waves on the conducting screens in the space and in the waveguides with
metallic walls are considered as the examples.

1. INTRODUCTION

The method of partial domains is widely used in the electromagnetic wave propagation and diffrac-
tion theory to solve the conjugation problems and boundary value problems with mixed boundary
conditions. In the case when the integral or summatorial representations of the field to be found are
obtained in some parts of the waveguide structure it is possible to get the integral or summatorial
equations equivalent to the initial problem.

It is convenient to consider the over-determined boundary value problems in the partial domains
as the auxiliary problems. By this we are to consider more boundary conditions on some pieces of
the domains boundaries than it is necessary to choose the unique solution. The review of articles
devoted to over-determined boundary value problem method for the partial differential equations
is given in the paper [1].

The necessary and sufficient conditions of solvability of the over-determined problems have the
form of the supplementary connections between the auxiliary boundary functions. These con-
nections together with the initial boundary conditions and the conjunction conditions form the
complete set of equations to determine the electromagnetic field. In many cases the conditions at
the infinity for the unbounded domains (the radiation conditions) can be formulated also as the
auxiliary conditions for the boundary functions in the over-determined problem.

2. TWO-DIMENSIONAL PROBLEMS IN THE PLANE WAVEGUIDE

Consider the diffraction problem for two-dimensional TE-wave in the plane waveguide on the in-
finitely thin ideally conducting screen (see Fig. 1).

The eigen TE-wave of the waveguide with potential function u0(x, z) is falling down on the
screen M . It is necessary to find the potential functions u∓(x, z) of the field being generated by
the diffraction of this wave.

Figure 1: Lateral screen in the plane waveguide.
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It is well known that the potential function u(x, z) of any of two possible polarizations of two-
dimensional electromagnetic field in the plane waveguide is to satisfy the Helmholtz equation

∂2u

∂x2
+

∂2u

∂z2
+ k2u = 0, (1)

here and further k being the real number. The function u(x, z) is to vanish on the walls of the
waveguide x = 0 and h = h for TE-waves.

Consider the auxiliary over-determined boundary value problem in the right-hand part z > 0 of
the waveguide structure. It is necessary to find the solution of the Equation (1) in the half-strip
0 < x < h, z > 0, satisfying the boundary conditions on the walls of the waveguide u(0, z) =
0, u(h, z) = 0 and the conditions u(x, 0 + 0) = u0(x), ∂u

∂z (x, 0 + 0) = u1(x) on its cross-section.
Besides, the solution to be found is not to contain the elementary harmonics transferring energy
from infinity or infinitely increasing by z → +∞.

It is easy to show that solution of such over-determined boundary value problem for the
Helmholtz equation exists and is unique if and only if the Fourier coefficients of the functions
u0(x) and u1(x) satisfy the conditions

u1n + iγnu0n = 0, n = 1, 2, . . . , (2)

where

γn =

√
k2 −

(πn

h

)2
, n = 1, 2, . . .

Let us determine these numbers in such way that either Re γn ≥ 0, or Im γn < 0. By this

u−(x, z) =
+∞∑

n=1

Anϕn(x) eiγnz, u+(x, z) =
+∞∑

n=1

Bnϕn(x) e−iγnz,

where

ϕm(x) =

√
2
h

sin
πmx

h
, m = 1, 2, . . .

In the same time functions u0(x) and u1(x) then and only then are traces on the cross z = 0 of
the solution of the Helmholtz equation in the half-strip satisfying the boundary conditions and the
condition at the infinity when

u0(x) =

h∫

0

u1(t) K1(t, x) dt, x ∈ (0, h), K1(t, x) =
+∞∑

m=1

1
γm

ϕm(t)ϕm(x). (3)

The same statements are valid for the left-hand half of the waveguide structure.
As it is shown in [2], by ε± = ε the diffraction problem for the electromagnetic wave on the

lateral screen in the plane waveguide is equivalent to the infinite set of linear algebraic equations

Ak −
+∞∑

n=1

Anγn

+∞∑

m=1

1
γm

InmJmk = −Cl Ilk, k = 1, 2, . . . (4)

or to integral equation

u−1 (x)−
∫

M

u−1 (t) L(t, x) dt = −iCl ψl(x), x ∈ M,

where Inm, Jmk are some constants, L(t, x), ψl(x) are some functions.
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3. THE CAUCHY PROBLEM FOR A HALF-SPACE

Consider the Maxwell equations set for complex amplitudes E and H of the electric and magnetic
vectors of the electromagnetic field harmonically dependent on time

rot H = iωε0εE, rot E = −iωµ0µH (5)

in the upper half-space R3
+ and in the lower half-space R3−, here ε = ε(z) = {z > 0 : ε+; z < 0 : ε−}

and µ are real numbers. Let the traces of tangent components E and H be given on the plane
z = 0 and

[z0, E](x, y, 0) = e(x, y), [z0,H](x, y, 0) = h(x, y). (6)

We call the solution E,H of Maxwell equations set in the domain R3
+ outgoing into a half-space

if each of its components is the distribution of slow growth not containing harmonics which transfer
the energy on infinity and the traces (6) are defined correctly.

Let k be a wave number, k2 = ω2µ0µε0ε. Denote by

γ(ξ, η) =
{

ξ2 + η2 ≥ k2 : i
√

ξ2 + η2 − k2; ξ2 + η2 ≤ k2 :
√

k2 − ξ2 − η2.
}

Vector-functions E, H are the solution of the Cauchy problem (5), (6) in the class of solutions
outgoing into the half-space if and only if, when [3] the equality for the Fourier transforms of traces
of their components on the plane z = 0

ωε0εγ(ξ, η)e(ξ, η) + P (ξ, η)h(ξ, η) = 0 or P (ξ, η)e(ξ, η)− ωµ0µγ(ξ, η)h(ξ, η) = 0 (7)

is fulfilled, where

P (ξ, η) =
(

ξη k2 − ξ2

η2 − k2 −ξη

)
, A =

( 1 0
0 1
0 0

)
, B(ξ, η) =

( 0 0
0 0
η −ξ

)
.

Formulas (7) follow one from another; they determine the dependence between the traces of
the tangent components of the field given on the boundary of the domain in terms of their Fourier
transforms. It follows from (7) that

e(x, y) = − 1
ωε0ε

∫∫
K(x1, y1; x, y) h(x1, y1) dx1 dy1,

h(x, y) =
1

ωµ0µ

∫∫
K(x1, y1; x, y) e(x1, y1) dx1 dy1,

(8)

where
K(x1, y1; x, y) =

1
(2π)2

∫∫
1

γ(ξ, η)
P (ξ, η) ei(x1 − x)ξ + i(y1 − y)η dξ dη.

In the case of analogues statements for the solutions of the Cauchy problem outgoing into the
lower half-space in R3− one should change a sign of the function γ(ξ, η) in above given formulas.

4. THE DIFFRACTION PROBLEM ON A PLANE SCREEN

Let M be a metallic screen placed in the plane z = 0 and N be its supplement up to the whole
plane. Let ε± = ε, µ± = µ and E0(x, y, z) be the electric field of a wave falling down on the screen.
It is necessary to seek the solutions of the Maxwell equations set outgoing from the plane z = 0
into half-spaces satisfying the boundary conditions

[z0, E± + E0](x, y) = 0, (x, y) ∈ M,

[z0, E+ − E−](x, y) = 0, [z0,H+ −H−](x, y) = 0, (x, y) ∈ N.

Let us write down the equalities of the form (8) for the traces of tangent components of the
vectors E±, H±. It follows from the boundary conditions that e+ = e− = −e0 on M and e+ = e−
on N . Denote by e = e+ = e−. Then h+ +h− = 0 everywhere on the plane z = 0, by this h+ = h−
on N . Thus

e(x, y) = ∓ 1
ωε0ε

∫∫

M

K(x1, y1;x, y) h±(x1, y1) dx1 dy1,
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h±(x, y) = ∓ 1
ωµ0µ

∫∫

M

K(x1, y1; x, y) e0(x1, y1) dx1 dy1 ± 1
ωµ0µ

∫∫

N

K(x1, y1;x, y) e(x1, y1) dx1 dy1.

It is proved in [3] that the diffraction problem on a plane screen is equivalent to the vector
integral equations

∓ 1
ωε0ε

∫∫

M

K(x1, y1; x, y) h±(x1, y1) dx1 dy1 = −e0(x, y);

e(x, y) +
∫∫

N

e(x1, y1)LM (x1, y1;x, y) dx1 dy1 =
∫∫

M

e0(x1, y1)LM (x1, y1; x, y) dx1 dy1,

LM (x1, y1; x, y) =
1
k2

∫∫

M

K(x1, y1; x2, y2)K(x2, y2; x, y) dx2 dy2;

h±(x, y)+
∫∫

M

h±(x1, y1)LN (x1, y1;x, y) dx1 dy1 =∓ 1
ωµ0µ

∫∫

M

K(x1, y1; x, y)e0(x1, y1)dx1dy1,

LN (x1, y1; x, y) =
1
k2

∫∫

N

K(x1, y1; x2, y2) K(x2, y2;x, y) dx2 dy2.

(9)

5. THE CLOSED WAVEGUIDE OF ARBITRARY SECTION

Let C be media interface in the waveguide with metallic walls placed along axis z, and S be a
lateral section on the waveguide (see Fig. 2). Let the function z = f(x, y), (x, y) ∈ S determine
the media interface C. We are to obtain the integral identities connecting on C the traces [n,E] =
e(x, y), [n,H] = h(x, y), (x, y) ∈ S of tangent components of the vectors E and H of the field from
the right-side on C.

As it is known, any solution of the Maxwell equations set for complex amplitudes in the case of
harmonic dependence on time can be represented as a superposition of fields of normal TE- and
TM-waves. For TE-waves we have

E = iωµ0µ rot Πm, H = grad div Πm + k2Πm,

for TM-waves we have

E = grad div Πe + k2Πe, H = −iωε0ε rot Πe,

where

Πm =

(
0, 0,

+∞∑

n=1

Bm
n eiγm

n zϕm
n (x, y)

)
, Πe =

(
0, 0,

+∞∑

n=1

Be
neiγe

nzϕe
n(x, y)

)
,

γm and ϕm(x, y) are the eigen values and eigen functions of the Laplace operator with homogeneous
Neumann conditions on the boundary S, γe and ϕe(x, y) are the eigen values and eigen functions of
the Laplace operator with homogeneous Dirichlet conditions. For the waves going in the direction
of the axis z the sign of γ is chosen so that Re γ ≥ 0 or Im γ > 0 by Re γ = 0. For the waves going
in the opposite direction in is suitable to assume that numbers γ have another sign and, more over,
the vector E for TE-waves and the vector H for TM-waves have the another direction.

Figure 2: Cross-section of the closed waveguide.
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Let us construct 2× 2-matrix K(ξ, η, x, y) of the elements of the form

+∞∑

r=0

+∞∑

s=0

krsϕr(ξ, η)ϕs(x, y)

so that
e(x, y) =

∫∫

S

K(ξ, η, x, y)h(ξ, η) dξS dηS , (x, y) ∈ S. (10)

By this the coefficients of all elements of the matrix K(ξ, η, x, y) are determined from the infinite
set of the linear algebraic equations in the form of the linear equation for the infinite matrices.
Formula (10) is the initial integral identity.

Let us transform the conditions of conjugation of fields on C in the diffraction problem

[n,E0] + [n,E−] = [n,E+], [n,H0] + [n,H−] = [n,H+]

by the following way: we apply the integral operator with the kernel K(ξ, η, x, y) to the left-hand
side of the second kind equation [4]. Having projected the new vector equation onto the set of
functions ϕm

m(x, y), ϕe
m(x, y), we obtain regular (i.e., with the properties of the operator equation

of the first kind) infinite set of linear algebraic equations for propagation constants of the field in
the left half of the waveguide. The reduction method can be applied to this set of equation.
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Eigenmodes of a Screened Slot Line

A. S. Il’inskiy and E. V. Chernokozhin
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Abstract— The problem of eigenmodes of a screened slot line is considered. The line consists
of two rectangular waveguides coupled through a slot in the common horizontal wall and is
characterized by the total width c, heights of the waveguides b1 and b2, and permittivities of
the waveguide fillings ε1 and ε2. The aim is to find solutions to the system of the homogeneous
Maxwell equations that correspond to traveling waves.

1. FORMULATION OF THE BOUNDARY VALUE PROBLEM

Consider the problem of eigenmodes of a screened slot line with a rectangular cross section. The
line consists of two rectangular waveguides coupled through a slot of width 2l in the common
horizontal wall (Fig. 1) and is characterized by the total width c, heights of the waveguides b1

and b2, and permittivities of the waveguide fillings ε1 and ε2. The aim is to find solutions to the
system of the homogeneous Maxwell equations that correspond to traveling waves. It is assumed
that the waveguides have infinitely thin perfectly conducting boundaries and that the media are
nonmagnetic. The problem is to find solutions (~E, ~H)T to the system of the homogeneous Maxwell
equations that correspond to traveling waves, i.e., can be represented in the form

(
~E
~H

)
=

(
~E(x, y)
~H(x, y)

)
ei(γz−ωt).

Let us denote the fields in the upper and lower waveguides by (~E1, ~H1)T and ( ~E2, ~H2)T , re-
spectively. All the components of the fields can be uniquely expressed in terms of the longitudinal
components Ei

z and H i
z.

Functions Ei
z and H i

z must satisfy the Helmholtz equations

∆Ei
z + k̃2

i E
i
z = 0

∆H i
z + k̃2

i H
i
z = 0

(1)

with the coefficients k̃2
i = k2

i − γ2, boundary conditions on metal

Ez|M = 0,
∂Hz

∂n

∣∣∣∣
M

= 0, (2)

matching conditions on the slot

[Ez]|S = 0, [Hz]|S = 0, (3)

ω

[
ε

k̃2

∂Ez

∂y

]∣∣∣∣
S

− γ

[
1
k̃2

∂Hz

∂x

]∣∣∣∣
S

= 0, γ

[
1
k̃2

∂Ez

∂x

]∣∣∣∣
S

+ ωµ

[
1
k̃2

∂Hz

∂y

]∣∣∣∣
S

= 0. (4)

and conditions of finiteness of energy [1].
It is necessary to determine complex numbers γ such that the boundary value problem (1)–(4)

has nontrivial solution and find this solution.

Figure 1.
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2. THE SYSTEM OF INTEGRAL EQUATIONS

Using the Green’s functions Gi
j of the first and second boundary value problems, we represent fields

Ei
z and H i

z by the formulas

H1
z (x, y) = −

p+l∫

p−l

G2
1(x, y, x0, 0)

∂H1
z

∂y0

∣∣∣∣
y0=+0

(x0)dx0, 0 < x < c, 0 < y < b1,

H2
z (x, y) =

p+l∫

p−l

G2
2(x, y, x0, 0)

∂H2
z

∂y0

∣∣∣∣
y0=−0

(x0)dx0, 0 < x < c, −b2 < y < 0,

(5)

E1
z (x, y) =

p+l∫

p−l

∂G1
1

∂y0

∣∣∣∣
y0=+0

(x, y, x0)E1
z (x0, 0)dx0, 0 < x < c, 0 < y < b1, (6)

E2
z (x, y) = −

p+l∫

p−l

∂G1
2

∂y0

∣∣∣∣
y0=−0

(x, y, x0)E2
z (x0, 0)dx0, 0 < x < c, −b2 < y < 0. (7)

Satisfying the matching conditions on the slot, we reduce the boundary value problem to the
homogeneous system of integral equations [2]

(
K11(γ) K12(γ)
K21(γ) K22(γ)

)(
ϕ
ψ

)
=

(
0
0

)
(8)

with respect to unknowns ϕ = 1
k̃2
2

∂H2
z

∂y

∣∣∣
y=0

and ψ = ω ∂E2
z

∂x0

∣∣∣
y=0

, with the additional condition

(ψ, 1) ≡
p+l∫

p−l

ψ(x)dx = 0.

Thus, it is necessary to determine complex numbers γ such that system (8) has nontrivial
solution and find this solution.

3. ANALYSIS OF THE SYSTEM OF INTEGRAL EQUATIONS

Operator K(γ) of system (8) can be represented in the form

K(γ) = X(γ) + M(γ),

where X(γ) is the characteristic part and M(γ) is the completely continuous part of the operator.
Here,

X(γ) =
(

a11L a12L
a21S a22S

)
, (9)

where aij are number coefficients and L and S are integral operators with the kernels 1
π ln 1

|x−x0|
and 1

π
1

x0−x , respectively.
Operator X(γ) can be explicitly inverted by the formulas

(X−1)11f =
a22

∆
S−1f ′ +

1
a11 ln 2

l

(
f(p)− (LS−1f ′)(p)

) 1
R(x)

− a12a21

a11∆π

(
S−1f ′, 1

) 1
R(x)

,

(X−1)12g = −a12

∆
S−1g +

a12

π∆
(
S−1g, 1

) 1
R(x)

,

(X−1)21f = −a21

∆
S−1f ′ +

a21

π∆
(
S−1f ′, 1

) 1
R(x)

, (X−1)22g =
a11

∆
S−1g − a11

π∆
(
S−1g, 1

) 1
R(x)

,

where R(x) =
√

(p + l − x)(x− p + l) and ∆ = a11a22 − a12a21.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1139

4. THE SPECTRUM OF OPERATOR FUNCTION K(γ)

Henceforward, quantity l is considered as a small parameter. The study of the spectrum of operator
function K(γ) is based on the possibility of representing it in the form

K(γ) = X(γ) + C(γ) + s(γ), (10)

where operator X(γ) is explicitly invertible, C(γ) is a one-dimensional operator, and operator s(γ)
is small in the sense that ‖s(γ)‖ → 0 as l → 0. Representation (10) follows from the analysis of
the kernels of the integral operators and takes place at any γ different from the poles of Green’s
functions G2

1, G2
2, G1

1, and G1
2 and the roots of equation

k2
1 + k2

2 − 2γ2 = 0. (11)

Theorem 1. For any point, γ different from the poles of Green’s functions G2
1, G2

2, G1
1, and

G1
2 and the roots of Equation (11), there exists l0 such that, for any l < l0, the continuous inverse

operator K−1(γ) exists.
In particular, Theorem 1 implies [2] that, for sufficiently small l, the points of the spectrum can

be located only near the roots of Equation (11) and poles of Green’s functions G2
1, G2

2, G1
1, and G1

2.
Taking into account the dependence on frequency, one can assign to each singular point a curve on
the plane (k1c, γ/k1).

Equation (11) can be written as

(γ/k1)
2 = (1 + ε)/2. (12)

It specifies a horizontal straight line.
The poles of functions G2

1, G2
2, G1

1, and G1
2 correspond to two families of curves

γ

kj
=

√
1− λ

(j)
nm, j = 1, 2 ; n, m = 0, 1, 2, . . . (13)

where λ
(j)
nm = π2

(
n2

c2 + m2

b2
j

)
.

A possible location of limit curves (12)–(13) is shown in Fig. 2. For sufficiently small values
of l, the dispersion curves (propagation constants versus frequency) should pass in the vicinity
of specific limit curves. For example, pole curves (13) correspond to TE - and TM -modes of the
upper or lower rectangular waveguide and are limit curves for dispersion curves of quasi-TE - and
quasi-TM -modes. The curve specified by Equation (12) is a limit curve for the slot mode. Since
some of the limit curves intersect with each other, mutual transformation of modes takes place
under frequency variation.
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1.8
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1.2

1

0.8
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0
1 2 3 4 5 6 7 8 9 k1c

Figure 2.
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Representation (10) allows one to approximately invert operator function K(γ) and obtain
dispersion equations that can be also approximately solved. Depending on the choice of a limit
curve, the following modes are obtained.

5. QUASI-TE-MODES

In a vicinity of curves (13) for j = 1 and even N , we obtain the following approximate solution to
the dispersion equation corresponding to the quasi-TE -modes:

γ

k1
=

√
ε− λ

(2)
NM

k2
1

+ β
λ

(2)
NM

k2
1

π

2b2ck2
1

1√
ε−λ

(2)
NM

k2
1

1

ε−1
2
−λ

(2)
NM

k2
1

+ O(β2), (14)

where β =
(
ln 2

l

)−1.
The qualitative behavior of the dispersion curves is shown in Fig. 3(a). For γ/k1 <

√
(ε + 1)/2,

the dispersion curve lies below the limit pole curve, and, for γ/k1 >
√

(ε + 1)/2, it lies above the
limit pole curve.

Under the same conditions but odd N , we obtain the following solution to the dispersion equa-
tion:

γ

k1
=

√
ε−λ

(2)
NM/k2

1 −
l2√

ε−λ
(2)
NM/k2

1

π3N2

4λ
(2)
NMb2c3

(
2ε

ε+1
λ

(2)
NM

k2
1

+
ε−1
ε+1

(
ε−λ

(2)
NM

k2
1

))
+ O(l4 ln l). (15)

The qualitative behavior of the real dispersion curves is shown in Fig. 3(b). For any γ > 0, the
dispersion curve lies below the limit pole curve.

6. SLOT MODE

In a vicinity of straight line (11), we obtain the following approximate solution to the dispersion
equation corresponding to the slot mode:

γ2 =
k2

1 + k2
2

2
+ βπ

k2
2 − k2

1

2

(
C2

(√
k2

1 + k2
2

2

)
− C1

(√
k2

1 + k2
2

2

))
+ O(β2),

where C1 and C2 are known analytic functions.
For the slot line type under consideration, a slot mode always has a cutoff frequency, because

the solution to the dispersion equation does not exist in a certain vicinity of zero frequency.

(a) (b)

Figure 3.

1

2

3

4

Figure 4.
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7. MUTUAL TRANSFORMATION OF SLOT AND QUASI-TE-MODES UNDER
VARIATION OF FREQUENCY

The behavior of dispersion curves in the vicinity of the intersection point of lines γ =
√(

k2
1 + k2

2

)
/2

and γ =
√

k2
2 − λ

(2)
NM is approximately described by the equation

γ

k1
=

√
ε + 1

2
±
√

β

4
ε− 1√
ε + 1

√
2

b2c
+ O(β), β → 0,

which gives the following qualitative pattern (Fig. 4): As the distance from the intersection point
increases, the dispersion curves approach either curve (12) or curve (13). Thus, it is seen that, as
frequency varies, a slot mode is transformed into a quasi-TE -mode and vice versa.

8. QUASI-TM-MODES

For the slot line type under consideration, pole curves (13) that correspond to TM -modes of closed
rectangular waveguides simultaneously correspond to the TE -modes of these waveguides. Hence,
pole curves (13) with N > 0 and M > 0 are limit curves for the quasi-TE - and quasi-TM -mode
simultaneously.

In the vicinity of curves (13), for j = 1, odd N , and M > 0, two dispersion curves are located:
One of them lies below the limit curve and may be associated with a quasi-TE-mode and the other
one lies above the limit curve and may be associated with a quasi-TM -mode. Both the curves lie
apart from the pole curve at a distance of O(l2).

Under the same condition but even N , we obtain two curves. The curve corresponding to a
quasi-TE-mode is described by formula (14) and lies apart from the pole curve at a distance of
O(β); the curve corresponding to a quasi-TM-mode lies apart from the pole curve at a distance of
O(l4). The qualitative behavior of this curve is shown in Fig. 5.

9. QUASI-TE- AND QUASI-TM-MODES CORRESPONDING TO TE- AND TM-MODES
OF THE UPPER WAVEGUIDE

For even N , the dispersion curves of the quasi-TE -mode are described by the formula

γ

k1
=

√
1− λ

(1)
NM

k2
1

− β
λ

(1)
NM

k2
1

πδNδM

b1ck2
1

1√
1− λ

(1)
NM

k2
1

1

ε−1
2

+
λ

(1)
NM

k2
1

+ O(β2) (16)

Figure 5. Figure 6.
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and, for odd N , by the formula

γ

k1
=

√
1− λ

(1)
NM/k2

1−
1

b1c

l2π2N2

√
1− λ

(1)
NM/k2

1λ
(1)
NMc2

π

(1+ε)

(
λ

(1)
NM

k2
1

(ε+1)
4

+
(1−ε)

4

)
+O(l4 ln l). (17)

In this case, dispersion curves of quasi-TE -mode lie below their limit curves.
Pole curves (13) corresponding to TE - and TM -modes of the upper waveguide do not intersect

line (12) and, therefore, the corresponding quasi-TE - and quasi-TM -modes of the slot line are
never transformed into a slot mode. However, pole curves corresponding to TE - and TM -modes
of the upper and lower waveguides intersect.

Intersection of two limit curves (13) does not result in intersection of the corresponding dispersion
curves. Their qualitative behavior in this case is shown in Fig. 6.
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The Radiotransparent Windows Formed of Waveguides with
Complex Cross Sections

A. S. Ilinskiy1 and Yu. Ya. Kharlanov2

1Moscow State University, Russia
216th Central Research Institute, Russia

Abstract— Radiotransparent windows with plane surfaces that are periodic structures are
considered. The periodic structures are based on dual-polarization and wideband waveguides of
a complex section with minimal intercenter distances between waveguides. The aperture efficiency
for such windows is simulated.

1. INTRODUCTION

The use of radiotransparent waveguide windows (frequency-selective surfaces) is a promising line in
the development of highly durable and vibrostable centimeter- and millimeter-wave antennas. One
of the main requirements of radiotransparent waveguide windows is good matching of their aperture
surfaces with free space. Reflections from a window are determined to a considerable extent by
reflections from the apertures of its waveguide elements. Available structures of waveguide windows
contain square, circular, and rectangular waveguides whose open ends are poorly matched with free
space. In addition, windows based on square and circular waveguides cannot be applied in a wide
frequency band when frequency-coverage coefficient Kf equal to the ratio of the upper and lower
frequencies of a waveguide window exceeds ∼ 1.2 . . . 1.3. The use of waveguides with a complex
shape of the cross section can improve the characteristics of radiotransparent windows [1–4]. A
change in the parameters of sections can govern the internal and external characteristics of radiators
and radiotransparent windows based on such waveguides.

In our investigations, we used the mathematical model of an infinite array antenna (AA) formed
of waveguides with an arbitrary section. The model involves solution of the exterior problem by
means of the field-joining projection method and solution of the interior problem by means of the
finite element method [5]. Propagation of electromagnetic waves through both surfaces of a window
is taken into account. The walls of waveguides are assumed infinitely thin.

2. APERTURE EFFICIENCY OF ARRAYS

When the operating frequency band is relatively narrow (Kf < 1.3 . . . 1.4), square, hexahedral,
cross-shaped, and square four-ridge waveguides are of the most practical interest for designing
waveguide windows ensuring operation with the rotating field polarization (Fig. 1). Such waveguides
form dense cellular packages without parasitic zones in the aperture that are not related with the
waveguide channels of the window.

Simulation and optimization of the characteristics of AAs based on the aforementioned dual-
polarization waveguides with the minimal intercenter distances between elements have shown that
the minimal reflection coefficient is attained when the waveguides in the AA aperture are arranged
on a triangular grid and when their dimensions are chosen such that the upper frequency of a
waveguide’s single-mode regime coincides with the upper frequency of the AA operating band [3].
For AAs formed of cross-shaped and four-ridge waveguides, there are optimal parameters of waveg-
uides’ sections. The best matching within scanning sector 2θ extending to ±28◦ is ensured by

Figure 1: Radiating aperture.
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AE

deg

Figure 2: Aperture efficiency. Figure 3: Aperture of cross-shaped waveguides.

AAs formed of cross-shaped waveguides with the section parameter B/A = 0.25. When square
four-ridge waveguides are used, the minimal reflection coefficient is attained at the relative height
of a ridge h/A ≈ 0.14 (W/A = 0.1).

The comparison of the AEs of various types of waveguide windows has shown that the maximal
AE is attained with the use of cross-shaped waveguides (Figs. 2 and 3). In this situation, the AE
is no less than 0.5 within the angular sector 2θ = 63◦, while 2θ = 54◦ for square waveguides. The
application of square four-ridge waveguides ensures a substantially wider effective scanning sector,
2θ = 86◦, the AE being no worse than 0.5.

3. DOUBLE-BAND ARRAYS

Certain prospective radar and radio communications systems and systems that are being developed
use several frequency bands simultaneously. In this case, wideband waveguides with a complex
shape of the cross section (Fig. 4) that cover the necessary frequency band in the single-mode
regime or combined structures based on single- or dual-polarization waveguides can be applied as
radiators in waveguide windows or AAs.

The AEs of radiotransparent windows based on H-shaped and modified cocoon-shaped waveg-
uides operating in the same frequency band (Fig. 5) are estimated and compared. When H-shaped
waveguides are used, the acceptable AE values are attained within several frequency bands (AE
≈ 0.32 . . . 0.59 within a band of 3.4 . . . 8.4GHz). In this situation, the AE is substantially larger
than that for cocoon-shaped waveguides (AE ≈ 0.14 . . . 0.46). The AE of radiotransparent win-
dows can still be increased through using dielectric coatings of the aperture or introducing dielectric
insertions into waveguide channels.

Figure 4: Cross sections of waveguides. Figure 5: Comparison of AEs.
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Figure 6: Double-band radiating aperture.

4. CHARACTERISTICS OF RADIATORS

The design of radiotransparent windows that are based on wideband radiating elements and operate
within a sufficiently wide frequency band is impeded by the necessity to provide for the required
patterns and matching quality within a frequency band and within a preassigned scanning angular
sector.

When neighboring frequency bands are considerably spaced, a more effective method involves
the use of combined structures, each operating in one of the frequency bands [6, 7]. However, when
rectangular and circular waveguides are applied for this purpose, one may encounter problems in
providing for required distances between the centers of radiators operating in one band. Therefore,
it is necessary to use waveguides with a dielectric filling so as to decrease the dimensions of the
structure or to use more complex configurations of radiators. The application of waveguides with
a complex shape of the cross section makes it possible to considerably reduce these difficulties,
because the appropriate choice of the shape of the cross section can ensure an acceptable trade-off
between the requirements on the electric characteristics of radiators and their arrangement in the
aperture.

Some variants of double-band combined radiating apertures are considered. These apertures
are based on cross-shaped and four-ridge (circular and square) waveguides whose dimensions are
smaller than those of standard (circular and square) waveguides operating in the same frequency
band (Fig. 6).

In the upper frequency band, the maximum dimension of the waveguide’s section is determined
in these cases by the shape and dimensions of the lower frequency (base) waveguide. It is also
possible to realize a combined radiator configuration such that closely spaced bands are covered by
wideband radiators and more distant frequency bands are covered by separate radiating structures
located together with the wideband radiators in one aperture.

When a cross-shaped waveguide is employed as a base one, rather closely spaced bands can
be combined. When a four-ridge waveguide is employed as a base one, bands spaced by several
octaves can be combined. The frequency band of the embedded waveguide with a square section is
unambiguously determined by the dimensions of the base waveguide. When embedded waveguides
with a cross-shaped and four-ridge sections are used, a change in the parameters of the sections
provides for an additional degree of freedom in choosing frequency bands. In particular, the use of
a four-ridge waveguide makes it possible to combine even frequency bands adjoining each other.

The internal and external characteristics of radiators that are open ends of waveguides are
studied numerically and experimentally, and the mutual influence of closely located waveguides
operating in different bands is experimentally assessed [1, 2]. It is shown that, when waveguides
with optimal or close to optimal parameters of the sections are employed, necessary frequency
bands can be combined through choosing the type of waveguides and using operating frequency
bands located in the single-mode regions of these waveguides.



1146 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

5. ARRAY WITH COMBINED RADIATORS

When elements radiating in different frequency bands are combined within one aperture, the ra-
diators may noticeably interact because of diffraction effects on their surfaces and leakage of the
electromagnetic energy of one band into the elements of another band.

In this situation, the influence of the high-frequency subarray on the low-frequency one is more
substantial, because the field produced by the high-frequency radiator is transmitted into the
channel of the low-frequency radiator and leads to excitation and propagation of the fundamental
and higher order modes, while the high-frequency radiator is evanescent for the low-frequency band.
This influence can be reduced through polarization decoupling. When it is necessary to provide for
independent dual-polarization operation in each frequency band, the mutual influence of elements
should be minimized and the effect of this influence on the amplitude–phase field distribution over
the aperture should be taken into account.

An effective method for elimination of the mutual influence of the subarrays of a combined
double-band structutre without deterioration of the Q factor of the antenna system is the use of
open ends of diaphradmic waveguides as radiators of the low-frequency subarray. In the high-
frequency band, such waveguides have stopbands for all modes propagating in them [8]. The
dimensions of the section, the depth of grooves, and the period of the structure are chosen such
that the single- or multimode regime is realized in the low-frequency band and stopbands are
provided for all modes propagating in the high-frequency band. Diaphragms may have different
shapes-rectangular, sinusoidal, etc. — That are determined from the design philosophy.

The schematic of a structure containing cross-shaped and circular diaphragmic waveguides is
displayed in Fig. 7. The results of the experimental investigation of the dispersion characteristics
of a circular diaphragmic waveguide used for the low-frequency subarray are presented in Fig. 8.
The shaded strips in the figure are the operating bands of the combined structure. It is seen

  

Diaphragmic 

  waveguide 

Figure 7: Schematic of a double-band aperture.
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Figure 8: Dispersion characteristics.
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that stopband ∆fs (which is common to all propagating modes) of the low-frequency radiator
corresponds to the upper operating frequency band. Hence, when the high-frequency subarray is
excited in this band, no modes propagate in the low-frequency radiators and, practically, there is
no influence of subarrays.

Note that the method proposed for aperture decoupling is most efficient when the operating
frequency bands are closely spaced, i.e., in the case most important for practice. As an example, a
frequency band of 7/8GHz is considered. In the frequency band 7.25. . . 7.75 GHz, the dimensions
of the diaphragmic radiator are R = 23.8mm, h = 10.9mm, T = 15.5mm, and b = 4.6mm. In the
frequency band 7.9. . . 8.4 GHz, the dimensions of the cross-shaped radiator are A = 21.6mm and
B = 4.9 mm. Diaphragmic waveguides with various (in particular, cross-shaped) sections can be
used in the structures considered above.

6. CONCLUSION

The obtained results show that waveguides with complex sections should be preferred for con-
structing radiotransparent waveguide windows (frequency-selective structures) and can be used for
designing antennas with radiotransparent windows and AAs.
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The Investigation of Properties of Periodic System of X-ray
Waveguides
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Abstract— The approximate decision of the scalar Helmholtz equation for periodic structure
of dielectric has been performed. This decision is applied for research of electromagnetic waves
propagation in the x-ray waveguides and 2-D photonic crystals.

It’s well-known, that development of X-ray optics faces difficulties, significantly different from
infrared and visible range optics. This is due to very low reflectance at big angles of incidence of
X-ray from surfaces of all known substances. One of the ways to overcome this difficulty is the
use of grazing incidence optics, which is based on the phenomenon of total X-ray reflection (TXR)
which occurs at the condition of total external reflection holds when incident photons impinge on
a surface at a glancing angle. For x-rays, a solid medium is optically less dense than a vacuum,
and thus total external reflection occurs. This phenomenon is due to the dielectric constant of
almost all materials for X-ray is less than one (n ≈ 1− δ). Because 0 < δ ¿ 1, the vacuum in this
frequency range is optically more dense media than the material.

It’s well-known, that at high angles of incidence of electromagnetic waves on the boundary
between mediums of quite close values of refractive coefficients, coefficients of refraction of waves of
two orthogonal polarizations are close. This allows to calculate dielectric waveguides (DW), which
have close refractive coefficients of waveguiding region and surrounding media. The examples of
such DWs are optical fibers, especially single-mode, and X-ray waveguides.

Let’s consider in scalar approximation the propagation of eigenwaves in bi-dimensionally periodic
system of dielectric waveguides. DWs are infinite in z-direction. Refractive indices of DW and
surrounding space are equal to, correspondingly, n1, n2, periods of grating in x, y-axis are dx, y.
Let’s write down the Helmholtz equation for y-th component of electric field strength:

[
∂2

∂x2
+

∂2

∂y2
− γ2 + (kn2)

2 + k2δ (x, y)
]

E (x, y) = 0, (1)

where γ — propagation constant of the wave in z-direction, k — wavenumber in a vacuum,

δ (x, y) = n2
1 (x, y)− n2

2.

Let’s disintegrate the solution of Equation (1) and the function δ (x, y) in double Fourier series

E (x, y) =
1

a d

∞∑
m=−∞

∞∑
n=−∞

Em,n exp [i (αmx + βmny)], (2)

δ (x, y) =
1

a d

∞∑
m=−∞

∞∑
n=−∞

δm,n exp [−i (αmx + βmny)], (3)
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where αm = 2mπ
d , βmn = 2nπ

d − αmctgΩ, d = b sinΩ. (???????????) (?????????????)
Substituting (2), (3) into (1) and setting equal the members with identical numbers of spatial

harmonics. As a result we obtain the system of linear algebraic equations (SLAE) in unknowns
Em,n [

−α2
m − β2

mn − γ2 + (kn2)
2
]
Em,n + k2 1

dx dy

∞∑
p=−∞

∞∑
q=−∞

Ep,qδp−m,q−n = 0, (4)

m = 0,±1,±2 . . . , n = 0,±1,±2 . . .

The equality to zero of determinant of SLAE (4) is the dispersion equation in γ.
The performed transformations are accurate only for the case of continuity of refractive index

n1 and its normal (to the DW’s boundary) derivative. For the case:

n1 − n2

n1
¿ 1 (5)

both conditions are satisfied approximately.
SLAE (5) is solved by reduction method — discarding unknowns and equations with the numbers

|m| > Mx, |n| > My. The number of unknowns is decreasing, if DW’s have planes of symmetry. If
DWs are symmetric with respect to plane x = 0, then E−m,n = ±Em,n. The sign is determined by
parity of field with respect of symmetry plane. Analogous for the case of symmetry of DW with
the respect of plane y = 0.

Let’s transform SLAE (5) for circular DWs, using normalized frequency F = kR
√

n2
1 − n2

2 and

normalized moderating ratio B =
√

(γ/k)2−n2
2

n2
1−n2

2
:

−
[(

ρR
m, n

)2
+ (F B)2

]
Em,n + F 2 1

dx dy

∞∑
p=−∞

∞∑
q=−∞

Ep,q δ̄p−m,q−n = 0 (6)

m = 0,±1,±2 . . . , n = 0,±1,±2 . . .

ρm,n =
√

α2
m

+ β2
mn

Further transformation of SLAE (6), which consider the field’s symmetry, are elementary and
not listed here.

For the case of propagation of electromagnetic waves in two-celled photonic crystal (bi-dimensionally
periodic system of dielectric cylinders) listed above solution of Helmholz equation will be accurate
at any n1, 2, if:

• magnetic permeabilities of cylinders and surrounding media are equal to one;

• the wave propagates perpendicularly to the cylinders;

• electric field is polarized along cylinders.

In this case in (4) we have to set γ = 0, besides, in (2), (4) a substitution has to be made:

αm → ᾱm =
2mπ

dx
+ kx, βmn → β̄mn =

2nπ

dy
+ ky,

where kx = k cosϕ, ky = k sinϕ, ϕ — angle between wave vector and x-axis. Expression (3) and
expressions for δ̄m,n will not change. In dispersion equation the unknown will be wavenumber k.

To validate obtained solution and estimate the limits of its possible application the comparison
of obtain results with the results of calculation by accurate method [1] was performed. It is shown,
that relative inaccuracy of the solution is not higher than n1−n2

2n2
.

On the Fig. 1 dispersion curves for the fundamental mode of waveguide at different values of
ratio dx/2R at dx = dy, Ω = 0 are presented.

If the normalized moderating ratio B > 0.8, B is almost independent on dx, otherwise, propaga-
tion constants of periodic and single DW are close. Moderating ratio weakly depends on Ω (Fig. 2,
dx = dy, R/dx = 0.4, the ordinate-axis is the relative variation of normalized moderating ration
δB).
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Thereby, obtained approximate solution of scalar Helmholz equation allows to solve quite wide
range of boundary problems of applied electrodynamics, including problems of propagation of
X-ray waves in waveguides. It’s shown, that in practically used microcapillary structures (in bi-
dimensional periodic X-ray waveguides) propagation constants of periodic and single DWs are
close. The problem of wave’s propagation in photonic crystals (bi-dimensionally periodic system of
dielectric cylinders) have been solved, the influence of cylinders’ parameters on location and sizes
of opacity window have been investigated.
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Mathematical Modeling of Waveguiding Systems Based on Photonic
Crystals
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Abstract— In this paper we present mathematical model and numerical algorithm allowing
to investigate two-dimensional and three-dimensional photonic crystals and waveguiding systems
based on photonic crystals. We demonstrate spectral characteristic of photonic crystals and
systems based on them.

1. INTRODUCTION

Photonic crystals have been considered as composite structures made up of two lossless isotropic
media with different refractive indices n1 and n2. In photonic crystals the propagation of elec-
tromagnetic waves is forbidden for a certain frequency range. This property provides a promising
tool to control the flow of light in integrated optical devices. In the last several years, there is a
great deal of interest in developing photonic crystal based components such as waveguides, lasers,
splitters, fibers, optical circuits, and ultrafast optical switches.

2. NUMERICAL ALGORITHM

We construct numerical algorithm allowing to calculate propagation of electromagnetic waves
across systems based on photonic crystals. Using this algorithm we calculated spectral charac-
teristics of photonic crystals and waveguiding systems based on them. The algorithm consists
of finite-difference time-domain method (FDTD), perfectly matched layer technique (PML) and
total-field/scattered-field formulation (TF/SF).

The FDTD method gives the easy way to construct numerical algorithms for calculation of
electromagnetic wave propagation in different waveguiding systems. Main disadvantage of this
method is high computational cost, it can be overcome by using computer clusters.

Maxwell’s equations can be written as

ε0ε
∂Ey

∂t
=

∂Hx

∂z
− ∂Hz

∂x
(1)

µ0µ
∂Hx

∂t
=

∂Ey

∂z
(2)

µ0µ
∂Hz

∂t
= −∂Ey

∂x
(3)

We define the grid as ωh = {xi = ihx, zj = jhz, i = 0, 1, . . . , Nx, j = 0, 1, . . . , Nz}. Any function
of space and time is written as F s

i,j = F (ihx, jhz, sτ). The spatial and temporal derivatives of F
are written using central finite difference approximations as

∂F s
i,j

∂x
≈

F s
i+ 1

2
,j
− F s

i− 1
2
,j

hx
(4)

∂F s
i,j

∂t
≈ F

s+ 1
2

i,j − F
s− 1

2
i,j

τ
(5)

These equations are applied to the Maxwell’s equations resulting in finite difference equations

ε0εi,j

(Ey)
s+1
i,j − (Ey)

s
i,j

τ
=

(Hx)s+1/2
i,j+1/2 − (Hx)s+1/2

i,j−1/2
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s
i,j

hx
(8)



1152 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

In all of the finite difference equations the components of ~E and ~H are located within a single
unit cell in the three-dimensional lattice depicted in Fig. 1. ~E and ~Hare evaluated at alternate half
time steps using Equations (6)–(8), such that all field component are calculated in each time step.

(Ey)
s+1
i,j = (Ey)

s
i,j +

τ

ε0εi,jhz

[
(Hx)s+1/2

i,j+1/2 − (Hx)s+1/2
i,j−1/2

]
− τ

ε0εi,jhx

[
(Hz)

s+1/2
i+1/2,j − (Hz)

s+1/2
i−1/2,j

]
(9)

(Hx)s+1/2
i,j+1/2 = (Hx)s−1/2

i,j+1/2 +
τ

µ0µi,jhz

[
(Ey)

s
i,j+1 − (Ey)

s
i,j

]
(10)

(Hz)
s+1/2
i+1/2,j = (Hz)

s−1/2
i+1/2,j −

τ

µ0µi,jhx

[
(Ey)

s
i+1,j − (Ey)

s
i,j

]
(11)

The total-field/scattered-field (TF/SF) formulation has been used to model infinite plane wave
excitation in two-dimensional (2-D) and three-dimensional (3-D) finite-difference time-domain (FDTD)
grids.

The computational grid is divided into two regions. The scattered field region where only the
scattered field components are stored, lies outside of the scattering object, and the total field region
fills the remainder of the grid. At the border between the two regions, special connecting condition
are required where the incident field is either added or subtracted from the total field quantities.
Since the incident field can be specified analytically and is only required on the connecting surface,
computer storage is minimized.

The perfectly matched layer is a technique of free-space simulation developed for solving un-
bounded electromagnetic problems with the finite-difference time-domain method. Referred to as
PML, this technique is based on the use of a layer especially designed to absorb the electromagnetic
waves without reflection from the vacuum-layer interfaces.

In the PML medium, each component of the electromagnetic field is split into two parts. For
example, in two-dimensional case Maxwell equations are replaced by equations:

ε0ε
∂Eyz

∂t
+ σzEyz =

∂Hx

∂z
(12)

ε0ε
∂Eyx

∂t
+ σxEyx = −∂Hz

∂x
(13)

µ0µ
∂Hx

∂t
+ σ∗zHx =

∂(Eyz + Eyx)
∂z

(14)

µ0µ
∂Hz

∂t
+ σ∗xHz = −∂(Eyz + Eyx)

∂x
(15)

3. RESULTS

Using this algorithm we calculated spectral characteristics of two-dimensional and three-dimensional
photonic crystals and waveguiding systems based on them. We obtain spectral characteristic of

Figure 1.
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Figure 2.

 

Figure 3.

Figure 4. Figure 5.

various configurations of photonic crystals, for example, straight waveguides, bends, T-waveguides
(see Fig. 2). Also we obtain spectral characteristic of photonic crystals with various refractive
indices (see Fig. 3).
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Using the finite difference time domain method, we calculated light propagation characteristics in
a two dimensional photonic crystal, which is composed of lattice airholes in a third-order nonlinear
medium. In this medium ~D = ε0ε ~E + ε0χ| ~E|2 ~E. The results showed the characteristic change of
the transmission.

It is obvious from the above equation that odd higher order nonlinear waves, i.e., 3f , 5f etc., are
excited by the nonlinearity. Figs. 4 and 5 show examples of simulated field profiles and spectrum
of light.

We considered bistable photonic crystal configuration consisting of a waveguide sided coupled
to a single-mode cavity with Kerr nonlinearity. The results showed the characteristic change of the
transmission spectrum resulting in the strong saturation of the response, and the sufficiently low
transmission loss with the help of projection-type airholes at input and output interfaces.

4. CONCLUSIONS

Calculation results show that photonic crystals allow to decrease size of optical devices and they are
a promising tool to control the flow of light in integrated optical devices. Our recent investigations
concern modeling various waveguiding systems using three-dimensional algorithm.
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Abstract— Making use of the fact that the characteristic equation that results from application
of the moment method, is an algebraic equation for closed and lossless guides filled with inhomo-
geneous and/or gyrotropic media, we attempt to determine the degree of the discriminant of this
equation, assuming we have no explicit expression for the coefficients of this equation in terms
of frequency. This is achieved by successive numeric differentiation of the discriminant which we
know is a polynomial, and the number of such differentiations to yield a constant value will be the
degree of this polynomial. This information gives the number of branch points in the dispersion
curve of a lossless closed waveguide, without having to draw the dispersion curve over the full
frequency axis. Maxwell’s partial differential equations can be transformed into a linear algebraic
equation system whose coefficient matrix has squares of the propagation constant functions as
eigenvalues. It is also discussed that the discriminant of the algebraic equation is a polynomial
in the complex frequency p = σ + jω and that the zeroes of this polynomial correspond to singu-
lar points (branch points) of the square of the propagation constant function and this function
attains multiple values at these zeroes. In our problem, we assume that the coefficients of the
characteristic equation are not known analytically. Considering for instance a 20TE + 20TM
truncation of the coefficient matrix which has entries that are functions of p, it is pointed out in
the literature also that, it is cumbersome to compute these coefficients analytically as functions of
p. In our approach, we have chosen to use the numeric evaluation of these coefficients. Hence the
aim of this work is to determine the degree of the discriminant polynomial of the characteristic
equation when the coefficients of this equation are not known analytically. This degree will give
us the total number of multiple roots of the characteristic equation without having to draw the
dispersion curve along the full frequency axis. As an example, for a structure consisting in a
lossless closed circular guide loaded with a coaxial dielectric rod, we compute derivatives of the
discriminant with respect to p in the complex frequency plane numerically with a view to reach
a constant value after successive differentiations. The number of such differentiations will give
the sought after degree. This procedure is effected through obtaining contour-plots of the various
differentiations over a region of the complex frequency plane in the neighborhood of the origin.
Then the same procedure is repeated yet for another region of the complex frequency plane. The
set of results in both regions confirm each other by yielding the same degree for the discriminant.

1. INTRODUCTION

It has been established in [1, 2] and [3] that after applying Galerkin’s version of moment method on
Maxwell’s equations, the characteristic equation of the resulting coefficient matrix of the linear al-
gebraic system is an algebraic equation, for closed, lossless guides filled with inhomogeneous and/or
gyrotropic media. Consequently in [2, 3] elementary algebraic function concepts were applied to this
resulting algebraic equation whose roots are the squares of the approximate propagation constant
functions when the above matrix is truncated, and the exact propagation constant functions when it
is not truncated. In [4–6], this approach has been advanced to exact analysis in infinite dimensions.
It is also discussed in [2, 3] that as stated in [7], the discriminant of the algebraic equation is a
polynomial in the complex frequency p = σ + jω and that the zeroes of this polynomial correspond
to singular points (branch points) of the propagation constant function and this function attains
multiple values at these zeroes. Similar problems have been addressed in the literature [8]. In our
problem, we assume that the coefficients of the characteristic equation are not known analytically.
Considering for instance a 20TE + 20TM truncation of the coefficient matrix which has entries
that are functions of p, it is cumbersome to compute these coefficients analytically as functions of
p [9]. In our approach, we have chosen to use the numeric evaluation of these coefficients.
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The aim of this work is to determine the degree of the discriminant polynomial of the charac-
teristic equation when the coefficients of this equation are not known analytically. This degree will
give us the total number of multiple roots of the characteristic equation without having to draw
the dispersion curve along the full frequency axis. This is achieved using for the discriminant, the
definition,

D =
N∏

i<j

(ri − rj)2 (1)

where D is the discriminant, ri, rj are the roots of the algebraic function for which D is the
discriminant, N is the order of truncation of the coefficient matrix. Next we compute derivatives
of D with respect to p in the complex plane numerically with a view to reach a constant value after
successive differentiations. The number of such differentiations will give the degree of D in p. This
procedure can be carried out in any region of the complex plane since D is a polynomial.

We chose examination of a closed guide with a lossless coaxial rod as the guiding structure (inset
of Figure 1(a)). Exact solution of this problem is known vis-à-vis the dispersion relation [10].

(a) (b)

Figure 1: (a) Exact and moment method attenuation constant variation with frequency. Inset: Investigated
guiding structure cross-section. (b) Exact and moment method phase constant variation with frequency.

(a) (b)

Figure 2: (a) Discriminant variation with frequency. (b) Discriminant variation with frequency at higher
frequencies.

Parameter values are ε1 = 15ε0, r1 = 0.25′′, r0 = 0.67r1. We defined a normalized complex
frequency as p̄ = (σ + jω)

√
ε0µ0r1 = σ̄ + jω̄. We have used 20TE and 20TM modes as expansion
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functions in applying the moment method. Comparison of this method with exact dispersion
curve is depicted in Figures 1(a) (real part) and 1(b) (imaginary part). The interval between the
normalized frequencies ω̄ = 0.4146 and ω̄ = 0.9425 on the exact curve corresponds to a complex
wave mode.

Using (1) and using only the imaginary part ω̄, of the complex frequency p̄ = σ̄ + jω̄, we end
up with Figure 2(a) as the variation of the discriminant with frequency. Notice that D is an even
function in ω̄ because for the structure considered ZY = Ap2 + B form is valid for the coefficient
matrix derived by moment method from Maxwell’s equations [1], where A and B are constant
matrices making the propagation constant function, a function of ω̄2 when σ̄ = 0. This plot is
obtained again by 20TE + 20TM modes in the moment method. The zeroes of the curve clearly
correspond to the above critical frequencies (0.4141 and 0.942) which are the onset and ending
points of the complex wave mode interval. These are the branch points of the propagation constant
function. Figure 2(b) on the other is an extended plot of the discriminant vs. frequency over a
wider band.

While implementing the Matlab program for all of the runs in the paper, ZY was divided by
107.517 and the contour-plotted functions were multiplied by 10230. These operations have no effect
on the results, since division of ZY does not change the location of the multiple roots on the
complex plane, because all of the eigenvalues of ZY will have been multiplied by the same constant
and this will not affect the zeroes of the discriminant (see definition in (1)). On the other hand,
multiplication of the contour-plotted functions by a constant is a matter of scaling, which does not
affect contour plots.

2. DETERMINATION OF THE DEGREE OF THE DISCRIMINANT IN A
NEIGHBORHOOD OF THE ORIGIN OF THE COMPLEX PLANE

The idea of this section is that the discriminant is a polynomial in p, and its successive differentiation
with respect to p ought to yield the degree of the discriminant. Indeed such differentiations will
terminate at a number equal to the degree, when one has a constant over the entire complex plane.
One could plot D over a limited region of the complex plane and try to find the number of zeroes.
But this could be misleading as zeroes might exist in another region of the complex plane and these
would not appear in the plot. To circumvent this problem we propose to take successive derivatives
in any region and find when one ends up with a constant value over the region.

If there ever is a singular point corresponding to a multiple root, it must be one of a pair,
since such points represent the onset and terminal points of a complex wave mode interval [2, 3].
Because of the mentioned p2 dependence, we must have at least four critical points, taking into
account negative frequencies as well (Figure 3(a)). The poles in the figure are located at (0±j0.94)
and (0 ± j0.415) in terms of normalized frequency. These are also the positions of the branch
points mentioned above. Figure 3(b) is the contour plot of reciprocal of the absolute value of
the first derivative of the discriminant. In successive differentiations we have used the forward

(a) (b)

Figure 3: Contour-plots (a) for reciprocal of the absolute value of the discriminant, (b) for reciprocal of the
absolute value of the derivative of the discriminant.
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difference formulas df
dp̄ = f(σ̄+∆σ̄,jω̄)−f(σ̄,jω̄)

∆σ̄
and df

dp̄ = f(σ̄,j[ω̄+∆ω̄])−f(σ̄,jω̄)
j∆ω̄

. In the limits ∆σ̄ → 0 and
∆ω̄ → 0, the two formulas are equivalent because f is a polynomial, hence analytic and therefore
Cauchy-Riemann equations hold for it [7]. We have used an increment of ∆σ̄ = ∆ω̄ = 0.02 in the
computations of Figure 3(a) through 5(e). Figure 3(b) points out the poles at (0 ± j0.66) and
(0 + j0). Figure 4(a) is the absolute value of the second derivative of the discriminant. The zeroes
are at (0± j0.34). Figure 4(b) is the absolute value of the third derivative of the discriminant. The
zero is at the origin. Figure 4(c) is the absolute value of the fourth derivative of the discriminant
and practically no variations are visible indicating that this result corresponds to a constant value
over the complex plane, i.e., the discriminant has a degree four.

3. DETERMINATION OF THE DEGREE OF THE DISCRIMINANT IN A REGION
WHERE THE DISCRIMINANT APPROACHES INFINITY

Since the discriminant is a polynomial, its absolute value will approach infinity as p̄ →∞. Such a
region is common to all polynomials that are not a constant and hence to any such discriminant as
well. Consider Figure 2(b) and notice that around a normalized frequency of 5, the discriminant
rises sharply, approaching infinity. In the neighborhood of this point, we will test the procedure
of Section 2. In Figure 5, reciprocals of the absolute values of the discriminant, its first, second,
third and fourth derivatives are plotted, using the same difference formulas as in Section 2 for the
derivatives. It is seen that in the first four plots, we have maxima at the point j3, whereas in the
fifth plot almost no curves are visible indicating a constant value achieved over the region of interest
in the complex plane. Hence in this region, our test has yielded the same result; a fourth degree

(a) (b)

(c)

Figure 4: Contour-plots (a) for the absolute value of the second derivative of the discriminant, (b) for the
absolute value of the third derivative of the discriminant, (c) for the absolute value of the fourth derivative
of the discriminant.
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discriminant. It must be remarked that in Figure 5(e), the very small area of non-constant values,
compared with the size of maxima in the preceding four figures can be neglected as a constant value
area.

(a) (b)

(c) (d)

(e)

Figure 5: Contour-plots in the high frequency range for various quantities regarding the discriminant, (a) for
the reciprocal of the absolute value, (b) for the absolute value of the first derivative, (c) for the reciprocal of
the absolute value of the second derivative, (d) for the reciprocal of the absolute value of the third derivative,
(e) for the reciprocal of the absolute value of the fourth derivative.
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Peculiarities of Intelligence Optimization of a Microstrip Filter on
Folded Dual-mode Resonators
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Abstract— This paper presents a generalization of the intelligence optimization method of
a microwave filter in case of dual-mode resonators. A priori knowledge about the resonators’
couplings and resonant frequencies effects on filter frequency response in the passband is used.
The correction operations, eliminating distortions of filter frequency response, are built in terms of
structural parameter variations for the two-resonator four-pole microwave filter on folded stepped-
impedance microstrip resonators. The intelligence optimization method successfully passed an
examination in a computer program for a filter design.

1. INTRODUCTION

An intelligence optimization method is successfully used in microstrip filter design in more ten
years [1–3]. This method is based on application a priori knowledge about bandpass filters composed
of microwave resonators [4, 5].

Heretofore application of the method was constrained the case of single-mode resonators. The
most difficulty arises when two modes of dual-mode resonator are not degenerated and their fields
have the same polarization and similar space distribution.

In this paper, the regulations of intelligence optimization method are generalized for the case
of dual-mode resonators. Their application for the case of two-resonator four-pole microstrip filter
on folded stepped-impedance dual-mode resonators is demonstrated.

2. GENERAL REGULATIONS OF OPTIMIZATION

The aim of intelligence optimization is to form a specified frequency response in a passband, using
minimum number of structural parameters for adjustment. The other parameters are constants
during the optimization. They may be used, for example, for a possible subsequent optimization
of the frequency response in a stopband.

Usually a current frequency response in a passband for n-pole filter is described with n + 1
parameters. They are passband center frequency F , bandwidth ∆F , and return loss maximums
Lri (i = 1 . . . n − 1), located in the passband between n attenuation poles. In an adjusted filter,
the frequency response parameters must satisfy the conditions

F = F0, ∆F = ∆F0, Lr i = Lr max (i = 1 . . . n− 1), (1)

where F0, ∆F0, and Lr max are specified parameters.
In intelligence optimization, it is convenient to use a deflection vector D, characterizing distor-

tions of frequency response in the passband. This vector has n + 1 components. When all the
components turn into zero, all Equations (1) are valid. Therefore, deflection vector D may be
considered as vector goal function.

The first distortion is characterized by the component

D1 = (F − F0)/F0. (2)

The correction operation, eliminating the first distortion, is obvious. It is a synchronous tuning all
resonant frequencies.

The second distortion is characterized by the component

D2 = (∆F −∆F0)/∆F0. (3)

This distortion, according to Cohn-Matthaei approximate direct synthesis formulas [6, 7], is elimi-
nated by means of proportional changing all the couplings in the filter.

The third distortion is characterized by the component

D3 =
1

n− 1

n−1∑

i=1

Lri − Lr max. (4)
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The correction operation, eliminating the third distortion, includes the synchronous adjustment of
the input and output couplings above other couplings [4, 5].

The definition of other deflection vector components varies depending on the pole number n.
Hereinafter we suppose n = 4. Then the deflection vector has five components. Two last compo-
nents are

D4 = Lr1 − Lr3, (5)

D5 = Lr2 − 1
2

(Lr1 + Lr3) . (6)

In a single-mode case, the forth distortion is eliminated by means of adjustment of the res-
onant frequency difference for external and internal resonators. Whereas the fifth distortion is
eliminated by means of adjustment of the coupling difference for central and side pairs of adjacent
resonators [4, 5].

These regulations may be applied to a dual-mode case, if every resonator of the dual-mode filter
were compared with a proper imagine pair of coupled single-mode resonators. For such imagine
pair, the resonant frequencies of coupled oscillations must coincide with resonant frequencies of
dual-mode resonator.

The intelligence optimization process is successive executing of the correction operations, elim-
inating the distortion with maximum |Di|. This process converges due to all the correction opera-
tions, conjugated to the normal distortions, are quasi-orthogonal. That means the absolute value of
the eliminated old distortion much greater than absolute values of all new arisen distortions. The
only exception is the operation, eliminating the third distortion characterized by D3. However, this
defect is easy overcome with other operations.

3. CORRECTION OPERATIONS FOR 2-RESONATOR 4-MODE FILTER

Figure 1 shows the metallization pattern of the microstrip filter [8, 9]. As adjustable structural
parameters, we use the resonator length lr, the tapping length lc, the strip widths w1, w2, and the
strip spacings S1, S2.

Two correction operations are obvious. The first distortion is eliminated by adjustment lr.
When D1 > 0 the resonator length lr is to be increased.

The third distortion elimination needs in increasing lc, when D3 > 0.
The stating of the other correction operations needs in considering resonant frequency depen-

dencies of structural parameters in the folded dual-mode resonator. Fig. 2 shows the ratio of two
first resonant frequencies versus the strip width ratio (w1 + w2 = const) for three spacing values.

It is seen that the frequency ratio F2/F1 depends on both the ratio w1/w2 and the spacing
S1. Since the ratio F2/F1 is also a property of imagine coupled resonators, the coupling between
imagine resonators may be varied with variation of w1/w2 or S1. A test of the whole filter shows
that the coupling is an increasing function of S1. Whereas the coupling between real dual-mode
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Figure 1: Two-resonator four-pole microstrip filter.
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resonators is a decreasing function of S2. These two behaviors allow stating two next correction
operations.

The fifth distortion is eliminated by simultaneous synphase variation of S1 and S2. When
D5 > 0, the product S2S1 is to be increased.

The second distortion is eliminated by simultaneous antiphase variation of S1 and S2. When
D2 > 0, the ratio S2/S1 is to be increased. An alternative operation, eliminating the second
distortion, is a simultaneous antiphase variation of w1 and w2. When D2 > 0, the ratio w1/w2 is
to be increased. These alternative operations allow avoiding extremely narrow spacing or width.

The forth distortion is eliminated by simultaneous synthase variation of w1 and w2. When
D4 > 0, the product w1w2 is to be increased.

4. CONCLUSIONS

The intelligence optimization method, using a priori knowledge, is applied for the first time for
dual-mode resonator filters. Handling of an imagine pair of coupled single-mode resonators allows
the known general regulations of optimization to be applied for dual-mode case optimization.

The optimization operations, stated in structural parameter changes, are built for the two-
resonator four-pole microstrip filter on folded stepped-impedance dual-mode resonators. This in-
telligence optimization method, realized in the form of computer program, successfully passed an
examination.
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Numerical Investigation of Rectangular Dielectric Resonator
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1Electrical Department, Sistan and Baluchestan University, Iran
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Abstract— In this paper Rectangular Dielectric Resonator Antennas (RDRA) fed by Dielectric
Image Line (DIL) which is excited through a narrow slot on the ground plane is numerically
investigated. The antenna structure is studied based on the Finite Element Method (FEM)
using High Frequency Structure Simulation (HFSS) package. The effects of the slot size are
considered on the radiation performance of the antenna. Results show that the optimum length
and width of the slot, for 7 dB gain at 10GHz, are 3.7 mm and 0.144mm respectively. The return
loss and radiation patterns of the antenna are also provided for a specific DRA.

1. INTRODUCTION

Dielectric Resonators (DRs) made of high dielectric constant and low loss material have been used
as a tuning elements in microwave filters and oscillators. DRs are small in size, low in cost and
light in weight offering high temperature stability [1, 2]. Due to these specific performances, they
have been replaced metal waveguide cavities especially in MICs and MMICs. In recent years, the
subject of open DRs as an electromagnetic radiator has been increased in literature because of no
inherent conductor loss leading to high radiation efficiency. It has been reported that cylindrical,
hemispherical, cylindrical rings and rectangular shaped DRs could operate as an efficient antennas.
Another advantage of DRAs is compatibility with all types of transmission line such as coaxial
probe, microstrip line, microstrip-slot coupled and coplanar waveguide [1–3].

The radiation efficiency of the communication system is reduced at high frequencies due to skin
effect and high conductive loss of microstrip lines. Dielectric transmission lines such as Dielectric
Image Line (DIL) have lower losses at microwave frequencies compare to conventional transmission
line [1, 3]. Rectangular DRAs fed by DIL can be excited at their resonant frequency through a
narrow slot on the ground plane.

In this paper a RDRA fed by DIL which is excited through a narrow slot on the ground plane
is numerically investigated. The antenna structure is studied based on the Finite Element Method
(FEM) using High Frequency Structure Simulation (HFSS) package. The effects of the slot size
on the radiation performance of the antenna are studied. The optimum length and width of the
narrow slot, for 7 dB gain at 10 GHz is obtained. Return loss, radiation patterns and the variation
of the RDRA gain versus frequency are presented.

2. ANTENNA STRUCTURE

The geometry of the antenna structure is shown in Fig. 1. A rectangular DRA of length a, width b,
height c with the relative permittivity of εd is placed on the ground plane. A slot of length L and
width W is etched at the center of the metal plane to excite the resonator at the dominant mode.
DIL, as the transmission media, comprise a rectangular dielectric slab of relative permittivity εr

with a length of 3λ at 10 GHz placed under the ground plane. The dimensions of the DIL transverse
plane are 2ad and bd shown in Fig. 1 and all dimensions are summarized in Table 1. The most
important feature of this structure is placing the feed network of the RDRA at the backside of the
ground plane, isolating the radiating parts from spurious radiation provides by the DIL especially
at high frequencies [6, 7]. The slot width is chosen smaller than the wavelength of guided wave by
the DIL. For a strong coupling between DIL and the RDRA, the slot should be placed in a region
of strong magnetic fields [4, 5].

3. ANTENNA SIMULATION

The RDRA structure is numerically investigated using HFSS [8]. To excite the DIL, a standard
metal waveguide is used at the input and output of the transmission media. Three sections of
waveguide using a proper tapering provide transition from TE10 mode of the metal rectangular
waveguide to dominant mode of the DIL. Rectangular dielectric waveguides support TMy

mn, TM z
mn
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Figure 1: The geometry of the DRA fed by DIL
through a narrow slot.

a 6.2mm
b 6mm
c 6.1mm
ad 4.25mm
bd 4.03mm
εd 10.2
εr 10.2

DIL Length = 3λ 66.67mm

Table 1: Dimensions of the antenna structure.

modes. The presence of ground plane lead to propagating only TM z
mn mode [5]. The dimension of

the DIL is chosen in such a way that only the principal mode of operation, TM z
11 is excited over

a considerable range of frequency around 10 GHz. This structure has two ports as show in Fig. 2.
Port one is defined as the input to excite the TE10 mode of metal waveguide. The second port
at the output is terminated to a matched load so; a travelling wave is propagated in DIL which
efficiently excites the RDRA at the resonance frequency. For simplicity, all simulations are carried
out for infinite ground. The slot on the ground plane upon which the RDRA is located determines
the amount of power coupled from the DIL to the resonator. The slot operates as a magnetic
current in parallel to the resonator length exciting the RDRA at the principal TE111 mode of the
operation [4, 7].

Figure 2: (a) Feed structure of the RDRA, (b) side view of the feed port, (c) top view of the feed port.

(a) (b)

Figure 3: (a) Return loss and (b) transmission coefficient of the antenna structure for only DIL without slot
and RDRA.
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4. RESULTS

Return loss of the simulated DIL is shown in Fig. 3(a). it can be seen a good matching condition is
obtained at input port. Fig. 3(b) shows the transmission coefficient of the DIL, while port 2 is also
considered as an exciting port. It can be seen that over the frequency range of 9GHz to 11 GHz,
insertion loss of less than 0.3 dB is obtained that providing well propagation at the operation mode.

The simulated return loss and transmission coefficient of the whole structure, including DIL,
slot and RDRA, is shown in Figs. 4(a) and 4(b). It can be seen that a good matching at input
port, while about at 10.1 GHz most of the input power is radiated by RDRA and a part of power
is delivered to the matched load.

Figure 5(a) shows the effect of the slot on the antenna gain. Fig. 5(b) shows the antenna gain
versus frequency for different slot length and constant slot width of W = 0.144 mm. From both
figures can be seen that maximum gain of 7 dB is obtained for the optimum slot length and width
of L = 3.7mm and W = 0.144mm respectively. In Fig. 6 the return loss is shown for the optimum
slot size which is similar to Fig. 3(a). Co polarization and cross polarization radiation patterns of
the RDRA for the optimum slot size and infinite ground plane are shown in Fig. 7(a) and Fig. 7(b)
respectively. Radiation patterns of the structure are broadside perpendicular to the ground plane.
It can be seen that the RDRA radiates a linear polarized wave where the cross polarized level is at
least 30 dB lower than the co-polarized in E- and H-Plane patterns.

(a) (b)

Figure 4: (a) Return loss and (b) transmission coefficient of the antenna structure including DIL, slot and
RDRA.

(a) (b)

Figure 5: (a) Peak gain of RDRA versus slot length for two values of width, (b) RDRA gain versus frequency
for different slot length and constant width of W = 0.144mm.
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Figure 6: Return loss for optimum slot.

(a) (b)

Figure 7: Radiation pattern at optimum dimension of slot for (a) co polarization, (b) cross polarization.

5. CONCLUSION

In this paper the slot coupled RDRA fed by a Dielectric Image Line (DIL) was investigated nu-
merically using HFSS package for an infinite ground plane. For a specific dielectric resonator a
parametric study for the slot size was carried out and optimum slot was obtained at the resonance
frequency of 10GHz. A good return loss and a linear polarized broadside radiation patterns was
obtained. Results show 7 dB gain at the resonance frequency of the resonator while the cross polar-
ization level is at least 30 dB lower than the co polarization patterns. However, further investigation
is needed to consider the effect of finite ground plane on the radiation performance of the antenna
structure.
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UWB Antenna with Band-stop Filter
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Abstract— We propose a new band-stop antenna for ultra-wideband application. The proposed
antenna consists of two spiral radiating elements, a microstrip fed line, and ground plane with
two circular slots for wideband performance. To achieve band-stop filtering characteristic, two
open stubs are attached to the microstrip feed line. The developed antenna features wideband
performance, omni-directional radiation patterns and flat gain variation.

1. INTRODUCTION

Ultra-wideband (UWB) communication systems give engineers difficult tasks of designing an an-
tenna covering wide bandwidth 3.1 GHz to 10.6GHz released by the Federal Communications Com-
mission [1]. Recently, many types of UWB antennas have been investigated in literatures [2, 3].
These antennas have good impedance performances, radiation patterns and flat gain variations.
However, due to the possible interference between UWB system and existing wireless local area
network (WLAN; 5.15 GHz to 5.825GHz), UWB antenna is required to have band-stop character-
istic. To realize the band-stop function, planar monopole antennas with various techniques have
been used [4, 5].

In this paper, we propose novel UWB antenna with band-stop characteristic. The antenna is
formed by a spiral radiating element for wideband performance. The L-shaped stubs attached to the
microstrip line act as a band-stop filter at the stop-band. The measured return loss characteristics,
radiation patterns, and gain performance of the constructed prototype are presented.

2. ANTENNA DESIGN AND RESULTS

The proposed antenna is composed of two spiral elements, 50Ω microstrip feed line, ground plane
with two circular slots, and two open stubs as shown in Figure 1. The antenna was fabricated on
a 1.6mm FR4 epoxy substrate with dielectric constant of 4.4. The antenna has total dimension of
30mm× 40mm× 1.6 mm. HFSS [6] was used to optimize the antenna performance and the design
parameters are shown in Figure 1.

(a) (b)

Figure 1: Geometry of the proposed antenna (a) top view, (b) side view.

To widen the antenna impedance bandwidth, two spiral elements are used. One can enhance
the operating bandwidth by adjusting the parameters of spiral structure. To achieve the band-stop
filtering property at the WLAN band, two L-shaped stubs are attached to both sides of a microstrip



1170 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

R
e
tu

rn
 l
o

s
s
 [

d
B

]
-40

-30

-20

-10

0

3 4 5 6 7 8 9 10 11

Frequency [GHz]

Without stubs

With stubs

Figure 2: Measured return loss characteristics with and without L-shaped stubs.
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Figure 3: Measured radiation patterns: (a) 4GHz, (b) 8 GHz.

line. Figure 2 shows the measured return loss characteristics with and without L-shaped stubs. The
fabricated antenna has stop-band from 5.14 GHz to 5.96 GHz while satisfying the 10 dB return loss
requirement from 3.17 GHz to more than 11GHz. The measured radiation patterns of the antenna
are shown in Figure 3 for different frequencies. The radiation patterns are near omni-directional in
yz plane and bidirectional patterns in the xy plane, respectively. As shown in Figure 4, the gain
of designed antenna is greater than 2 dBi with the gain variation of less than 3 dB over the whole
UWB band except for the stop band.
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3. CONCLUSION

A simple microstrip fed antenna with band-stop characteristic at 5 GHz WLAN band is presented.
The spiral structure is used to achieve the wide impedance bandwidth over the UWB frequency
band. To provide the band-stop performance, two L-shaped stubs are attached to a microstrip
line. Measured resutls show that the proposed antenna not only has good impedance bandwidth
but also has good radiation patterns with flat gain variation. The proposed antenna can be a good
candidate for UWB system.
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Design of an Orthomode Transducer for Use in Multi-band Antenna
Feeds
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Abstract— In this paper, we present the design of an Orthomode Transducer (OMT) to be used
in multi-band antenna feeds. The OMT is realized in the form of a tapered square waveguide,
where two side ports of 18–20 GHz are placed in the taper region, while 30–45GHz ports are
placed in line with the waveguide axis. Each port is designed that the return coefficient is less
than −20 dB and the isolation between ports is lower than 15 dB. Thin septum are inserted in
side ports to reduce the effect of side ports on the return loss of the in-line port. The commercial
software HFSS R© is used to design the whole structure.

1. INTRODUCTION

An Orthomode Transducer (OMT) is important for implementing antenna feeds in satellite commu-
nication as a system separating two electromagnetic wave components polarized orthogonally [1–5].
Recently, a several kinds of transducer have used in earnest. Especially, the use of Orthomode
Transducer has increased according to the growth of artificial satellite. In addition to, it is nec-
essary to share the same frequency by changing polarization due to the rapid growth of radio
communication. As a satellite broadcast is generalized, Orthomode Transducer is used as antenna
feeds where one reflector is used to receive several satellite broadcasts [6–8].

In this paper, Orthomode Transducer for feeds in multi-band (K, Ka, Q-band) is designed by
using commercial software HFSS R© and the result of the design is represented.

2. SUBJECT

Figure 1 shows OMT designed in this paper. This OMT operates in four band (18.1–19.1 GHz,
20.2–21.2GHz, 30.0–31.0 GHz, 43.5–45.5GHz). If a suitable wideband polarizer is connected to
transceiver port of OMT, linear polarized signal can be converted to circular polarized signal.

The OMT is consisted of, as shown in Fig. 1, a) square waveguide of port 1 (sector size C ×C),
b) square waveguide of port 2 (sector size R × R), c) transition of port 1 and port 2 (length G2),
d) coupling slot of ports 3 and 4 (long × wide = a× b), e) waveguide of ports 3 and 4 (long × wide
= A × B), and f) septum of ports 3 and 4 (thickness = t, length L1, L2). The design method of
each components is followed.

2.1. Design of Square Waveguide of Ports 1 and 2
A square waveguide is designed cut-off frequency to be 0.7 ∼ 0.9 times of operating frequency and
its size is decided by considering the one of other waveguides connected ports 1 and 2. In case
port 1, C = 10 mm and cut-off frequency is 15 GHz which is 0.83 times of 18.1 GHz. In case port 2,
R = 6mm and cut-off frequency is 22.73 GHz which is 0.76 times of 30.0 GHz.

2.2. Transition Design of Ports 1 and 2
Transition which is a device to connect between 10× 10mm and 6 × 6mm waveguide is designed
to lower return loss in 30.0–45.5 GHz. In this paper, simple linear figure is used as a shape of
transition, instead of exponential, Klopfenstein, step, etc [1]. The length of transition is minimum
value in which return loss is under given value. Because, bandwidth of side ports (ports 3 and 4)
is narrower, as the length of transition is longer. In this paper, the length of transition part, G2 is
13mm.

2.3. Design of Coupling Slot of Side Ports (Ports 3 and 4)
The size of wave-guide of side port is usually the same as standard waveguide (in this paper, WR-
42, A = 10.67 mm, B = 4.32mm). If other size is needed inevitably for impedance matching, it
is transformed to desirable size by using taper. After design of side port waveguide, coupling slot
is designed as next step. The design is the most difficult work. Usually, the appropriate value to
implement is selected for a thickness, size (a× b) and position G4.

In this paper, the thickness of coupling slot is 1.3 mm, G4 = 0, and appropriate a and b
are selected by exchanging them alternately in 18.1–21.2 GHz. In general, it is optimum when
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(a)

(b) (c)

Figure 1: Orthomode Transducer for multi-band antenna feeds. (a) Structure, (b) a side view, (c) a front
view.

WR-42

slot
WR-42

slot
t

L1    L2

(a) (b)

septum

septum

Figure 2: The shape inserted of septum in side port. (a) A front view, (b) a side view.

a is around 0.8A, and an init value of a is 0.78A in this paper. Since b doesn’t change return
characteristic sensitively, the value is given in range of 0.3–0.6 times of a properly. However, since
the mutual combination between ports decreases as the value of b is small, the minimum value
which satisfies return loss should be chosen. In this paper, b is chosen to 2.3 mm from tuning test
of several times.

After deciding a size of the slot, as next step, we find the best case of return loss while changing
the position of slot, G4. The values of a and b are controlled in detail with change of G4 to be
optimum return loss. By simulation of several times, a = 7.8mm, b = 2.3mm, and G4 = 1.4 mm is
obtained. Fig. 4 shows return loss of side port to position of slot.
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2.4. Design of Septum of Side Port

The coupling slot of side port increases return loss of 30.0–31.0GHz and 43.5–45.5 GHz signal
in port 2. To solve this problem, the diaphragm is organized in the coupling slot of side port.
Consequently, the interference on signal of port 2 can be minimum without effecting to return loss

(a) (b)

Figure 3: Coupling slot of a side port. (a) Return loss to length, (b) return loss to width.

Figure 4: Return loss of side port to position of slot.

(a) (b)
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(c)

Figure 5: Return loss characteristic to septum.

(a) (b)

(c)

Figure 6: Return loss and coupling coefficient characteristic in each bands. (a) K-band, (b) Ka-band, (c)
Q-band.

of side port. Though the shape of diaphragm maximizing return loss of port 2 is straight septum,
the return loss of side port gets worse relatively. In this case, it is possible to improve return loss
characteristic of side port as well as port 2 when the tapered diaphragm is organized to side port
as Fig. 2. In this paper, we insert a septum to side port by using a method implemented to Fig. 2.
A several of simulations gives the best results when t = 0.5mm, L1 = 1.3 mm, and L2 = 5mm.
Fig. 5 is to compare return loss in case of use and no use of the diaphragm. As seen in Fig. 7, the
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use of the diaphragm improves return loss of port 2 to be less than −18 dB. Waveguide length (G1,
G3, R2) of each ports is decided the value which degrades high order mode sufficiently. Usually it
is the maximum value between long and wide of waveguide section. In this paper, they are given
by that G1 = 20 mm, G3 = 5 mm, and R2 = 10 mm.

3. ORTHOMODE TRANSDUCER DESIGN RESULT

Applying the above process, we finally analyze designed OMT by using HFSS R©. The simulation
result is represented in Fig. 6.

From the Fig. 6, it is observed to pass horizontal polarization in 18.1–19.1GHz in case of port 3,
vertical polarization in 20.2–21.2 GHz in case of port 4, and horizontal polarization in 30.0–31.0 GHz
and vertical polarization in 43.5–45.5 GHz in case of port 2.

4. CONCLUSION

In this paper, we designed Orthomode Transducer for multi-band antenna feeds. Square waveguide
was used as common port (pass bands of 18.1–19.1 GHz, 20.2–21.2 GHz, 30.0–31.0GHz and 43.5–
45.5GHz). It was designed to pass vertical polarization of 20.2–21.2GHz in the other side (port 4)
and horizontal polarization of 18.1–19.1GHz in one side (port 3) of two side ports concatenated.
And it was designed to pass horizontal polarization of 30.0–31.0GHz and vertical polarization of
43.5–45.5GHz in port 2. Especially, a triangular tapered diaphragm was organized to a slot of
side port to improve return loss characteristic. As a result, the return loss of port 2 was less than
−18 dB.

By computer simulation, we obtained return loss less than −18 dB in all ports and isolation less
than −15 dB.
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Wideband Microstrip Array Antenna Using Aperture Coupled
Elements
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Abstract— A 1 × 4 microstrip array antenna by using aperture coupled feed elements is pre-
sented in this paper for wideband applications in S and C bands. The antenna array has more
than 60% impedance bandwidth and the gain of the structure is more than 12 dB from 2.8GHz
to 4.6 GHz (48%).

1. INTRODUCTION

Microstrip antennas have been used in many various categories; specially in mobile communication
because of their benefits like low cost, small size and easy of application; but they have some
disadvantages like low gain and narrow bandwidth. There is some technique to overcome these
drawbacks such as: Using multilayer structure, material with low dielectric constant, and air-gap
between layers [1, 2].

Array structure can be used to obtain high gain; but to yield to a wideband microstrip array
antenna, a wideband antenna, and a wideband microstrip feed network should have been used [3–6].
An aperture coupled microstrip antenna with a rectangular patch, non-symmetric U-shaped feed
line, and two slots on the ground plane has been reported recently [7, 8]. This paper presents a new
wideband feed network, to obtain a 1 × 2 and a 1 × 4 high gain microstrip array antenna. Both
structures have more than 60% impedance bandwidth. The 1 × 2 array antenna has more than
10 dB gain from 2.8 GHz to 4.5 GHz, and gain of the 1× 4 array antenna is more than 12 dB from
2.8 to 4.6 GHz (46%).

2. ARRAY STRUCTURE

The array structure has three dielectric layers, the bottom and top layers are made from a material
with the relative permittivity of 2.2 and the thickness of 1.6 mm; these two layers are separated
with an air gap with the thickness of 6mm. Under the air gap there is a ground plane and patches
are placed upper the top dielectric layer (Fig. 1).

Each antenna element consist of a 50 Ω feed line which has been divided to, two 100 Ω feed lines;
and a rectangular patch which has been fed throw two slots on the ground plane [7].

Patch

Ground Plane

Dielectric

Dielectric

Air Gap

Feed Line

1.6 mm

1.6 mm

6 mm

Figure 1: Side view of the structure.

12 mm
1.4 mm

4.8 mm

104 mm

4.8 mm

2.85 mm12 mm

12 mm

Figure 2: Top view of the 1× 2 antenna array and its dimensions.
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The feed network is under the first dielectric layer, that have a single 50 Ω main feed line which
has been divided into two 100 Ω line. Top view of the 1 × 2 and 1 × 4 array structures, and all
dimensions of their feed networks are shown in Fig. 2 and Fig. 3 respectively.

VSWR and gain of the one element [7], 1× 2 and 1× 4 array antenna are shown in Fig. 4 and
Fig. 5. Both structures have more than 60% impedance bandwidth. The 1× 2 array antenna has
more than 10 dB gain from 2.8GHz to 4.5 GHz, and gain of the 1× 4 array antenna is more than
12 dB from 2.8 to 4.6 GHz (46%). The 1 × 2 and 1 × 4 array antennas have maximum gain of

Figure 3: Top view of the 1× 4 antenna array and its dimensions.
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Figure 4: VSWR of one element [7], 1× 2 and 1× 4 antenna array.
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Figure 5: Gain of one element [7], 1× 2 and 1× 4 antenna array.
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(a) (b)

Figure 6: Radiation patterns of the (a) 1× 2 and (b) 1× 4 antenna array at 14GHz.

12.5 dB and 15.2 dB respectively at 3.8GHz. Fig. 6 shows the radiation pattern of the 1 × 2 and
1× 4 array antennas at 14GHz.

3. CONCLUSION

This paper presents a wideband feed network for aperture coupled microstrip array antenna. By
using this feed network a 1× 2 and a 1× 4 array antenna have been presented to obtain high gain
for wideband applications in S and C bands. The 1 × 2 and 1 × 4 array antennas has more than
10 dB and 12 dB gain respectively in 47% of their bandwidth.
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Design of a Miniaturized Broadband Tag Antenna for UHF RFID
System

Xingyu Zhang and Anping Zhao
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Abstract— In order to achieve the characteristics of miniature, low cost and broad bandwidth
for RFID tag antennas, a novel passive UHF planar tag antenna is proposed in this paper.
The proposed antenna is designed in the form of inductively coupled and comprised of a long
folded dipole and a modified double T-matching network. It was constructed with a thin copper
layer printed on a 0.24 mm-thick PET substrate for low cost production. The presented antenna
provides a fairly wide bandwidth, which is much larger than those of the existing antennas
with similar structures and satisfies the bandwidth requirements of the worldwide UHF RFID
systems. Besides, the main radiation pattern of the reported antenna tends to the orientation that
is perpendicular to the antenna surface which helps to identify the target objects. Furthermore,
the gain of the antenna meets the demands of UHF RFID systems. All the features above make
the proposed antenna applicable in use for UHF RFID systems.

1. INTRODUCTION

Radio frequency identification (RFID) that just began its explosive development in the last decade
is actually with a long history of more than half a century [1]. It has lately attracted more and
more attention for use in efficiently tracking and identifying objects in various supply chains from
security and control point of view. An RFID system basically consists of a transponder (a tag),
a reader antenna and a computer connected to the reader. Data is transferred between the tag
and the read/write device by means of electromagnetic waves at the allocated frequency bands of
125 kHz, 13.56 MHz, 840–845 MHz, 869 MHz, 902–928 MHz, 955 MHz, 2.45 GHz and 5.8GHz [2].
Antennas are fundamental elements in RFID communication systems. Also, the design of RFID
tag antenna becomes more complicated and critical when the operating frequency rises to the
microwave band region. A tag antenna should be small size, low profile and simple structure for
low cost in production and convenient in use. Various kinds of RFID tag antennas have been
reported in the open literatures. A compact slotted PIFA-type RFID tag antenna was studied
in [3]. A tag antenna using the cavity for long reading range was presented in [4]. Two inductively
coupled RFID antennas in two different structures, namely arc-shape and dual-body configurations,
were designed in [5]. A dipole-type printed RFID antenna operating at UHF band (from 868 to
965MHz) was reported in [6, 7]. However, these tag antennas are neither small in size and low in
profile nor broad in bandwidth for practical applications.

In this paper, a compact planar RFID tag antenna with low profile and fairly wide bandwidth is
proposed. The antenna is inductively coupled in order to easily implement the impedance conjugate-
matching between the tag antenna and the microchip, for the reactance of the microchip is rather
large because of the production process. The presented antenna is comprised of a folded dipole and
a modified double T-matching network. It was fabricated by printing a thin copper layer on a PET
substrate the profile of which is 0.24 mm. The designed antenna with a volume of 40× 50× 0.28mm3

is smaller than those antennas mentioned above. Besides, the operational bandwidth of the designed
antenna when conjugate-matched to the microchip satisfies the bandwidth requirements of the
RFID systems in all UHF bands, which helps to the world-wide circulation of the RFID merchandise.

2. ANTENNA DESIGN AND RESULTS ANALYSIS

The configuration of the proposed RFID tag antenna is shown in Fig. 1. The antenna has a simple
and symmetrical structure by printing it on one side of a PET (dielectric constant εr = 3.6 and loss
tan δ = 0.003) substrate with size of 40× 50mm2 and thickness of 0.24 mm. The antenna consists
of a long folded dipole that is used to reduce the size of the antenna. A double T-matching network
is used to adjust the power transmission coefficient between the tag antenna and the microchip (i.e.,
to implement the impedance conjugate-matching between the tag antenna and the microchip). The
uniform width of the meandered stripline is 2 mm and a 2 mm length slot in the center is reserved
for the feeding position (i.e., the place for attaching the microchip).
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Figure 1: Geometry of the proposed RFID tag an-
tenna.

 

Figure 2: Impedance characteristics of the proposed
antenna.

 
Figure 3: Equivalent model of the feeding structure of the tag antenna.

 

Figure 4: Impedance variations of the studied
RFID tag antenna.

Figure 5: Return loss of the presented antenna when
conjugate-matched to the microchip impedance.

Figure 2 depicts the simulated impedance characteristics of the proposed antenna. It can be
clearly seen from Fig. 2 that the impedance of the designed antenna is 11.2+j132 at 915 MHz. The
input impedance of the microchip (ALN-9338-R) specified in this study is 6.2− j127 Ω at 915MHz
which indicates that this antenna design meets the requirement of the impedance conjugate-
matching between the tag antenna and the microchip. Besides, the feeding structure of the tag
antenna in the center can be clearly explained by the transmission line theory. Fig. 3 shows the
equivalent model of the feeding structure. The input impedance of the transmission line in ideal
situation can be described as formula (1):

Z(x) = jZ0 tan
(

2πx

λ

)
(1)

when x satisfies the condition of 0 < x < λ/4, tan(2πx/λ) > 0 can be achieved. In this case,
Z(x) acts as an inductor and the reactance becomes larger with the increase of x. While x satisfies
the condition of x > λ/4, tan(2πx/λ) < 0 can be observed. Z(x) then acts as a capacitor and
the reactance becomes smaller with the increase of x. Hence, the impedance of the tag antenna
can be simply adjusted by changing the distance (described by d in Fig. 1) between the feeding
and the shorting striplines. Meanwhile, the impedance of the tag antenna can also be changed
by adjusting the stripline width of the dipole and double T-matching network, and the separation
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between the meandered strplines of the dipole (which is fixed at 6 mm in this study). Fig. 4 portrays
the impedance characteristics of the studied RFID tag antenna with variation of the parameter d.
It can be seen from Fig. 4 that the impedance conjugate-matching is optimized while d is 17mm.

Figure 5 denotes the computed return loss of the presented antenna when conjugate-matched to
the impedance of the microchip. One can see from Fig. 5 that the return loss of the antenna is lower
than −10 dB when the frequency ranges from 0.8 to 1 GHz, which satisfies the bandwidth need of
the worldwide RFID system in UHF bands. In particular, compared to the existing antennas with
the same structures, much bigger operational bandwidth is achieved for the proposed antenna. This
also helps to the circulation and practical applications of the RFID merchandise in the world.

The far-field radiation patterns of the designed tag antenna at 915 MHz are plotted in Fig. 6. It
can be noted that, due to the symmetrical structure, the main radiation direction of the presented
antenna tends to the orientation that is perpendicular to the antenna surface, which helps to the
identification of the target objects for the RFID tag antenna.

The calculated gain of the proposed RFID tag antenna at the operational frequency band is
exhibited in Fig. 7. One can conclude from Fig. 7 that the gain is between −0.5 and 2.11 dBi when
the operating frequency ranges from 0.8 to 1 GHz. It can also be illustrated that the gain of the
antenna doesn’t decrease much although fold and coupling of the long dipole exist in the antenna
design.

(a) E-plane (b) H-plane

Figure 6: Radiation patterns of the proposed tag antenna at 915MHz.

 

Figure 7: Gain of the proposed RFID tag antenna at the operational frequency band.
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3. CONCLUSIONS

A compact and low profile passive RFID tag antenna with broadband characteristics has been
designed in this paper. It realizes a fairly broad bandwidth (S11 < −10 dB between 0.8 GHz and
1GHz) and achievable gain (from −0.5 to 2.11 dBi) with acceptable radiation patterns, although its
volume is only 40× 50× 0.28mm3 based on a long folded dipole. The antenna can be fabricated by
simply printing a copper layer on one side of the PET substrate. The impedance of the tag antenna
can be simply adjusted by changing the width and distance of the copper stripline that helps to the
impedance conjugate matching between the tag antenna and the microchip. Moreover, this antenna
can be easily mounted and has good compatibility with other microwave circuit components.
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Abstract— This article describes the design of new planar transmit-arrays at 10 GHz with
1-bit and 2-bit phase quantization and specific unit-cell designs in each case. The influence of the
main design parameters are investigated numerically. The simulated directivity/gain values equal
26/23 dBi for the 1-bit design, and 31/28 dBi for the 2-bit design, respectively. In particular, the
influence of the phase quantization is highlighted. Both designs are built on a two-layer printed
circuit board assembly and operate in linear polarization in source focal side. In free space side,
the 1-bit design operates in linear polarization and 2-bit design operates in circular polarization.
Beam-steering characteristics up to ±30◦ are investigated and compared by tilting the feed source
and by changing the phase distribution across the array.

1. INTRODUCTION

At millimeter-wave frequencies, antenna arrays are generally implemented as lens-arrays or reflect-
arrays with free-space feeding schemes to minimize the inherent loss and parasitic radiation of
the feed network. Transmit-arrays (double-array discrete lenses) are low-profile and low-cost pla-
nar alternatives to dielectric lens antennas [1, 2] for millimeter-wave applications like automotive
radars, high data rate wireless communication systems, imaging systems, and quasi-optical power
combiners [3–7].

They typically consist of two planar arrays of printed antennas, whose elements are intercon-
nected or coupled with a specific transmission phase in order to generate a uniform or linear phase
distribution across the array (Fig. 1).

Figure 1: General description of a transmit-array.

Transmit-arrays are based on similar concepts as for reflect-arrays except that they operate in
a transmission mode rather than in reflection [8]. In contrast to reflect-arrays, such configurations
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offer several advantages, such as reduction of blockage effects due to the focal array, and easier
integration and mounting onto various platforms. On the other hand, transmit-arrays are more
complex to design and optimize.

This paper is organized as follows. Section 2 presents several numerical results on the gen-
eral performance of transmit-arrays as a function of element spacing, phase quantization and feed
position. Then two different designs with 1-bit and 2-bit phase quantization are proposed and
compared in Sections 3 and 4. The capabilities of both solutions for beam steering are investigated
in Section 5. Conclusions are drawn in Section 6.

These prototypes are designed after a first 2-bit design [9] in order to improve his directivity,
gain and efficiency. The elementary cell of the first 2-bit design consists of two patch antennas
connected by a coplanar (CPW) transmission line. Both patches are coupled to the CPW line
through a rectangular slot loop etched in the ground plane. The phase delay induced by each cell
is proportional to the t-line length.

2. TRANSMIT-ARRAY DESIGN

An in-house CAD tool has been developed to design and compute the performance of transmit-
arrays, starting from the electromagnetic characteristics of the elementary cell and the focal source.
The radiation pattern of the feed is first used to determine the electric field distribution illuminating
the first antenna array. The radiation patterns and S-parameters of each elementary cell are then
used to compute the radiation pattern, gain and directivity of the transmit-array.

A preliminary study has been performed to investigate the influence of the main design pa-
rameters on the antenna performance. This study is done at 10GHz and is based on a generic
elementary cell with a gain of 5 dBi, which is a typical value for patch antennas. The total array
area is fixed at 300 × 300mm2, corresponding to a maximum directivity of 31 dBi. The feed is a
10-dBi horn antenna with 3-dB beamwidths of 52◦ and 49◦ in E- and H-planes, respectively. This
feed is placed at 260 mm away from the array, which results in 1.8-dB spill-over loss.

The influence of the element spacing on the array directivity and gain is represented in Fig. 2
when varying the element spacing in the E-plane direction and keeping it fixed at λ0/2 in the other
one. As expected, minimizing the element spacing is desirable so as to collect the radiation from
the feed source with maximum efficiency. Since we are limited by the patch antenna size, a typical
element spacing of λ0/2 will be considered in the following.

The main challenge in designing transmit-arrays is the ability to generate the appropriate phase-
shift for each cell in order to transform the incoming spherical wave radiated by the focal source
into a plane wave on the free-space side, i.e., to produce a nearly-flat phase distribution with a
given phase gradient depending on the main beam direction. Since this phase compensation cannot
be ideal, we have investigated the effect of phase quantization on the directivity and gain of the
array (Table 1). A constant difference of 3.1 dB between directivity and gain is due to spill-over
and reflection loss on the transmit-array. Insertion losses are very low. It is seen that a 1-bit
(180◦ phase steps) or 2-bit (90◦ phase steps) design result in 4.3 dB and 0.8 dB loss, respectively,
as compared to the ideal case (Table 1).

Finally, the best location of the feed horn for maximum gain was found to be at 7.6×λ0 (228 mm)
from the array (Fig. 3). While the gain decreases slowly for longer focal lengths, the directivity

Figure 2: Impact of the element spacing in the gain
and directivity with ideal phase compensation.

Figure 3: Impact of the feed position with ideal
phase compensation.
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Table 1: Impact of the phase quantization.

Bit resolution 0-bit 1-bit 2-bit 3-bit ideal
Directivity (dB) 15.4 26.1 29.6 30.2 30.4

Gain (dB) 12.5 23.3 26.8 27.3 27.5

increases and the side-lobe level decreases because of the ‘more uniform illumination’ of the array.
Based on these results, two designs of transmit-arrays are proposed and compared in the follow-

ing, with 1-bit (Section 3.1) and 2-bit (Section 3.2) phase quantization.

3. ELEMENTARY CELL DESIGN

3.1. 1-bit Design
The elementary cell is represented in Fig. 4. It consists of a single ground plane, two substrate
layers (Rogers RO4003, εr = 3.38, h = 1.524mm) and two patch antennas connected by a via hole.
The two transmission phase values with a 180◦ phase difference (1-bit) are obtained by flipping one
of the patches with respect to the via connection. The patch and cell sizes equal 7.4× 7.6 mm2 and
15× 15mm2 (λ0/2× λ0/2), respectively.

(a)

(b)
Cell no. 1 (Φ  =0  )1

ο
Cell no. 2 (Φ  =180  )2

ο

Figure 4: Elementary cell for the 1-bit design, (a) side view, (b) front view.
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Figure 5: S-parameters of the elementary cell (1-bit design).

This unit-cell was simulated with Ansoft-HFSS using periodic boundary conditions and Floquet
port excitations [10, 11]. The −10 dB return loss bandwidth is 850 MHz (8.8%) (Fig. 5). The
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maximum directivity and gain are 5 dBi and 4.8 dBi in the broadside direction, respectively. The
patches on both sides of the array are rotated by 90◦, providing a natural polarization decoupling
between the feed radiation and the array radiation.

3.2. 2-bit Design

The elementary cell of the 2-bit design is almost the same as the elementary cell of 1-bit design,
in terms of dimensions and materials. For against in this case, we have 4 different elementary cells
(Fig. 6), instead of 2 elementary cells, for achieve 2-bit phase quantization.

The 4 elementary cells have designed to reach 0◦, 90◦, 180◦ and 270◦ of transmission phase
between the input and output signal of the array antennas.

The different transmission phase values are obtained by turning the patch in the free space side
at 90◦ against the other patch with respect to the via connection.

3.3. Discussion

An important advantage of these two designs is their simplicity with only two dielectric substrates
and three metal layers. The two designs benefit from a small size, thus allowing a cell spacing of
λ0/2 in both directions. The 2-bit design, in contrast to the 1-bit design, permits an improved
phase quantization.

Cell no. 1 (Φ  = 0  )1
ο

Cell no. 2 (Φ  = 90  )2
ο

Cell no. 3 (Φ  =180  )1
ο

Cell no. 4 (Φ  = 270  )2
ο

Figure 6: Elementary cell for the 2-bit design, front view.

-90 -40 0 45 90
-40

-35

-30

-25

-20

-15

-10

-5

0

N
o
rm

a
liz

e
d
 g

a
in

, 
d
B

Angle θ, deg

E-plane

H-plane

Figure 7: Radiation pattern simulated at 10 GHz for the 1-bit design.
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4. PERFORMANCE OF THE TRANSMIT-ARRAYS

4.1. 1-bit Design
The 1-bit design transmit-array comprises 20×20 cells. The feed horn is placed at 260mm (8.7×λ0),
which corresponds to an acceptable trade-off between the taper efficiency (7.5 dB) and spill-over
efficiency (1.8 dB).

The simulated radiation patterns at 10GHz show a directivity and gain of 26 dBi and 23 dBi,
respectively, with side-lobe levels lower than −15 dB (Fig. 7).

4.2. 2-bit Design
The 2-bit design is designed like the 1-bit design; the only difference is that the quantization phase
is more important.

The simulated radiation patterns at 10 GHz show a directivity and gain of 31.2 dBi and 28 dBi,
respectively, with side-lobe levels lower than −15 dB (Fig. 8).

5. BEAM-STEERING

Beam-steering or beam-switching can be achieved via two methods. The first one relies on the feed
horn that can be tilted at a specific angle from the main axis of the array. The second method
consists in changing the phase-shift distribution across the array to produce a desired phase gradient
to steer the beam, as done classically for antenna arrays. This second method is investigated here
only for fixed-beam passive arrays. It is expected that tunable phase-shifter may be used in the
future to achieve fully reconfigurable transmit-arrays [12].

5.1. Beam-steering by Tilting the Feed Horn
This method has been studied experimentally for the first 2-bit prototype with steering angles up
to ±30◦ [9]. A gain reduction of 2.8 dB was obtained experimentally for the maximum scan angle,
which is due both to the increase of the spill-over loss and to the limited beamwidth of elementary
cells.

The simulated radiation patterns for the 1-bit design are represented in Fig. 9 for 10◦- and
30◦-scan angles. The corresponding gain values equal to 22.6 dBi and 18.7 dBi, respectively.
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Figure 8: Radiation pattern measured at 10 GHz for the 2-bit design.
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Figure 10: 1-bit design with optimized phase gradient. Simulated radiation patterns at 10GHz for two scan
angles (10◦ and 30◦).

5.2. Beam-steering by Modifying the Phase-shift Distribution
Here the feed horn is placed along the main axis, and the phase gradient is tuned to steer the main
beam at 30◦ (Fig. 10). Compared to the previous method, this strategy provides better performance
in terms of gain reduction and side-lobe level (−14 dB). The gain values are 23.5 dBi and 20.3 dBi
at 10◦ and 30◦, respectively.

6. CONCLUSION

Passive transmit-arrays operating at X-band have been investigated numerically and experimen-
tally. The numerical study has highlighted the impact of cell spacing, phase quantization and focal
length upon the gain and directivity of the array. Two designs have been proposed, with 1-bit and
2-bit phase quantization. The first design provides a 23 dBi-gain, and the gain of the second one is
equal to 28 dBi due to the phase quantization. The beam-steering capabilities of the 1-bit design
have been studied for scan angles up to 30◦.
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Amplification of Space Charge Waves of Millimeter Wave Range in
Transversely Nonuniform n-GaN Films

V. Grimalsky, S. Koshevaya, M. Tecpoyotl-T., and J. Escobedo-A.
CIICAp, Autonomous University of Morelos (UAEM), Cuernavaca ZP 62209, Mor., Mexico

Abstract— Amplification of space charge waves (SCW) due to the negative differential conduc-
tivity in n-GaN films placed onto a semi-infinite substrate is investigated theoretically. A case
of transverse nonuniform film is considered. The diffusion-drift equations for volume electron
concentration were used jointly with the Poisson equation for the electric field. The transverse
nonuniformity results in a decrease of the electron mobility near the surfaces of the film and,
correspondingly, to some decrease of spatial increments. It is demonstrated that the nonuniform
doping can compensate an influence of the surfaces on the spatial increment of amplification.
It is possible to observe an amplification of SCW in n-GaN films of submicron thicknesses at
essentially higher frequencies f ≥ 100GHz, when compared with n-GaAs. High (∼ 10 kV/cm)
output electric fields of the short wave part of the millimeter wave range can be obtained.

1. INTRODUCTION

Amplification of traveling space charge waves (SCW) of the microwave range in n-GaAs films has
been under investigations for many years [1]. When bias electric fields are higher than the critical
value for observing negative differential conductivity (NDC), SCW are subject to amplification.
But the critical value of bias electric field in GaAs is Ec = 3.5 kV/cm that limits the maximum
values of the microwave electric field of SCW. Also, the frequency range of amplification of SCW in
GaAs films is f < 50GHz. At frequencies f > 50GHz, it is better to use new materials possessing
NDC at higher frequencies f = 100 . . . 500GHz, like gallium nitride GaN [2–5]. The properties of
GaN are: a high critical bias field Ec ∼ 100 kV/cm; extended frequency range for observing NDC
f ≤ 500 GHz; high temperature stability, and NDC at higher values of doping ≤ 1018 cm−3.

In thin films of submicron thicknesses, an influence of film surfaces of electron mobility can be
essential. Namely, the mobility near the surfaces is lower than in the center of the film. Therefore,
the transverse nonuniformity of the film should be taken into account properly. In the present paper
the spatial increments of amplification of SCW due to NDC in nonuniform n-GaN films have been
calculated. An amplification of SCW is possible up to the frequencies f ∼ 200 . . . 300GHz. An
influence of the nonuniformity can be compensated by inhomogeneous doping. The output electric
field of SCW in a linear regime of amplification can achieve the values ≥ 10 kV/cm.

2. BASIC EQUATIONS

Consider n-GaN film of a sub-micron thickness placed onto a semi-infinite dielectric substrate, see
Fig. 1. The GaN of cubic symmetry (zinc blende structure) is considered. The bias electric field is
directed along z-axis, the SCW are excited by an input antenna I and propagate in z-direction.

Figure 1: Geometry of the problem. The n-GaN film occupies the region 0 < x < 2l, x > 2l is vacuum,
x < 0 is a semi-infinite substrate. I is an input antenna, II is output one.

The dynamics of SCW is described by the equations of motion of electrons jointly with the
Poisson equation. At frequencies f ≤ 200 GHz, the simplest hydrodynamic diffusion-drift equation
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for the electron fluid is used:

∂n

∂t
+ div(~v(E)n−D(x)∇n) = 0, ~v = µ(|E|, x) ~E;

div(ε0ε(x)∇ϕ̃) = −e(n− n0(x)), ~E = −∇ϕ̃ + ~ezE0 + ~exEx0

(1)

Here n is the electron concentration, ϕ̃ is the electric potential of the alternative field, v is the
electron velocity, n0 is the equilibrium electron concentration, D is the diffusion coefficient, µ(E)
is the electron mobility, E0 is the bias electric field. The data for GaN are taken from [5, 6]. The
coordinate frame is aligned along the crystalline axes. The lower indices 1, 2 relate to the substrate
and the film, correspondingly. The dielectric permittivities of the substrate and the film are ε1 and
ε2. The dependence of the electron velocity on the electric field for bulk GaN is given in Fig. 2 [6].

(a) (b)

Figure 2: Dependencies of the drift velocity on the electric field for wurtzite (curve 1) and zinc blende (curve
2) n-GaN (part a); dependencies of the average energy on the electric field for wurtzite (curve 1) and zinc
blende (curve 2) n-GaN (part b) [6].

Linear amplification of SCW is investigated below. The following boundary conditions for the
density of electric current j at the boundaries of the film are used:

jx(x = 0) = 0, jx(x = 2l) = 0; where ~j = e(~v(E)n−Dn∇n) (2)

These boundary conditions are equivalent to an absence of surface density of charge at the bound-
aries of the film [1]. The linearized set of Eq. (1) takes the form:

∂ñ

∂t
+

∂

∂x
(v0xñ)− ∂

∂x

(
n0µ

∂ϕ̃

∂x

)
+v0

∂ñ

∂z
−µdn0

∂2ϕ̃

∂z2
− ∂

∂x

(
D

∂ñ

∂x

)
−D

∂2ñ

∂z2
= 0, 0<x<2l;

div (ε0ε(x)∇ϕ̃) = −eñ, ~̃E = −∇ϕ̃, ṽx = µẼx; µd ≡ dvz

dE
;

ṽxn0 −D
∂ñ

∂x
|x=0 = ṽxn0 −D

∂ñ

∂x
|x=2l = 0

(3)

Here n = n0 + ñ (|ñ| << n0); ñ, ϕ̃ are alternative parts of electron concentration and electric
potential; E0 is a bias electric field within the film, v0(x) = µ(x,E0)E0 is the steady state part of
the electron drift velocity; µ = µ(x,E0) = v0/E0. For a sake of simplicity, we consider the motion
of positive charge, so µ > 0.

The following simple model of transverse nonuniformity of the film is considered:

µ(x) = µ0 − (µ0 − µf )F (x), µd(x) = µd0 − (µd0 − µdf )F (x);

F (x) = exp
(−x2/x2

0

)
+ exp

(−(2l − x)2/x2
0

) (4)

Namely, it is assumed that in the center of the film x = l the value of electron mobility is maximal:
µ = µ0 and the differential mobility µd is negative. At the surfaces the electron mobility takes
a smaller value µf < µ0 whereas the differential mobility is negative or positive there: µd =
µdf . The scale of the inhomogeneity is x0 < l. The diffusion coefficient is proportional to the
electron mobility: 4D(x) = µ(x)(kBTe/e), where Te is the electron temperature. The electron
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temperature has been calculated from the relation: kBTe ≈ (2/3)w(E0), where w is the average
electron energy [4, 5]. In the case of NDC, Te ∼ 5× 103 K.

Also the inhomogeneous doping of the film by donors is taken into account:

Nd(x) = Nd0 exp
(−(x− l)2/x2

d

)
(5)

Here Nd0 is the donor concentration in the center of the film, xd is the scale of the inhomogeneous
doping. The steady distribution of the electric potential of the transverse electric field ϕ0(x) and the
steady electron concentration n0 ≡ n0(x) should be calculated from the following Poisson equation:

d2ϕ0(x)
dx2

= − e

ε0ε2
(n0(x)−Nd(x)), n0(x) = C × exp

(
−eϕ0(x)

kBTe

)
, C =

2l∫
0

Nd(x)dx

2l∫
0

exp
(
− eϕ0(x)

kBTe

)
dx

(6)

From the symmetry, the transverse electric potential has the same values at the surfaces of the
film: ϕ0(0) = ϕ0(2l) = 0. The steady state component of the transverse electric field and electron
velocity at the surfaces are also equal to zero. The constant C is determined from the condition of
the steady electric neutrality.

The solution for alternative parts ñ, ϕ̃ is searched as a traveling wave: ∼ exp(i(ωt− kz)). The
equations for ñ within the film 0 < x < 2l and for the electric potential are:

∂

∂x

(
D

∂ñ

∂x

)
− ∂

∂x
(v0xñ)− (

i(ω − kv0) + ωM + Dk2
)
ñ +

∂

∂x
(µn0)

∂ϕ̃

∂x
+ n0k

2(µ− µd)ϕ̃ = 0,

d2ϕ

dx2
− k2ϕ = − eñ

ε0ε2
, 0 < x < 2l;

d2ϕ

dx2
− k2ϕ = 0, ñ ≡ 0 for x < 0 and for x > 2l

(7)

Here ωM = en0µ/ε0ε2 is the Maxwellian relaxation frequency.
The problem of propagation of SCW in n-GaN films has been reduced to solving Eq. (7) for

ñ, ϕ̃ at 0 < x < 2l added by boundary conditions (2) and electrodynamic ones. The circular
frequency ω is assumed as real. Therefore, a problem of amplification (damping) of traveling SCW
is considered. Nontrivial solutions exist only for specific values of k = k(ω). Generally, the values
of the wave numbers k are complex: k = k′ + ik′′, k′ > 0. We are interested in the positive values
of k′′ > 0 that correspond to amplification of SCW in the case of NDC: µd0 ≡ dv/dE < 0 at x = l.
The Eq. (7) has been approximated by finite differences.

3. RESULTS OF SIMULATIONS

The following parameters of the bulk n-GaN are used: the electron concentration is n0 ≈ 1017 cm−3,
the bias electric field is E0 ≈ 150 kV/cm, the drift velocity is v0 ≈ 2 × 107 cm/s; the dielectric
permittivity is ε2 = 5.8. The thickness of the film is 2l = 0.05 . . . 0.2µm. The dielectric permittivity
of a dielectric substrate is ε1 = 10.

The dependencies of the spatial increment of SCW k′′ on frequency f = ω/2π for transversely
homogeneous n-GaN films are given in Fig. 3. An amplification of SCW in GaN film of a thickness
2l = 0.1µm occurs in a wide frequency range, and the maximum spatial increment is k′′ ∼ 103 cm−1

at the frequency f ≈ 150 GHz. When compared with a case of the n-GaAs film, it is possible to
observe an amplification of SCW in n-GaN films at essentially higher frequencies f ≥ 100GHz. To
obtain an amplification of SCW ≈ 20 dB, it is necessary to use the distance between the input and
output antennas of about 50µm. An amplification of SCW in GaN films should be realized in a
pulse regime (of a duration < 1µs), because of heating the GaN film. We do not consider here the
frequency range f > 300GHz, because an applicability of hydrodynamic equations for the electron
fluid is doubtful there [4]. Note that for n-GaN the hydrodynamic approximation is valid within
the wider frequency range, compared with n-GaAs [4].

An influence of transverse nonuniformity of electron mobility on amplification of SCW is pre-
sented in Fig. 4. It is seen that the surface scattering decreases essentially the frequency range
of amplification of SCW, compare the curve 1 (uniform film) and curves 2, 3 (decreased values
of electron mobility at the surfaces). Therefore, it is necessary to compensate this influence by
nonuniform doping.
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Figure 3: Spatial increments of instability k′′(f) of
SCW in a homogeneous zinc blende GaN film with
uniform doping. The curve 1 is for the bias field
E0 = 150 kV/cm, electron concentration is n0 =
1017 cm−3, the film thickness is 2l = 0.05 µm; the
curve 2 is for E0 = 150 kV/cm, n0 = 1017 cm−3,
2l = 0.1 µm; the curve 3 is for E0 = 150 kV/cm,
n0 = 2× 1017 cm−3, 2l = 0.1 µm; the curve 4 is for
E0 = 150 kV/cm, n0 = 2× 1017 cm−3, 2l = 0.2 µm.

Figure 4: Spatial increments of instability k′′(f) of
SCW in a zinc blende GaN film with uniform dop-
ing. The bias field is E0 = 150 kV/cm, the elec-
tron concentration is n0 = 1017 cm−3, the thick-
ness is 2l = 0.1 µm. The curve 1 is for the uniform
film, the curve 2 is for the transversely nonuniform
film where the scale is x0 = 0.025 µm, µf = 0.2µ0,
µdf = 0.2µd0; the curve 3 is for nonuniform film
where the scale is x0 = 0.025 µm, µf = 0.5µ0,
µdf = 0.5µd0.

(a) (b)

Figure 5: Part (a): Spatial increments k′′(f) for the film with uniform doping (curve 1) and with nonuniform
doping (curve 2). Part (b): nonuniform doping profile Nd(x) (curve 1) and steady state distribution of

electron concentration n0(x) (2). The thickness of the film is 2l = 0.2 µm, E0 = 150 kV/cm, 1
2l

2l∫
0

Nd(x)dx =

1017 cm−3.

In Fig. 5, the results of simulations of instability of SCW in the films with nonuniform doping are

given. The cases when the total integral doping charge is the same is considered: 1
2l

2l∫
0

Nd(x)dx =

const. One can see that in the films with nonuniform doping the surface scattering can be partially
compensated, and the frequency interval of amplification of SCW can be extended. This effect
is more expressed in the films of thicknesses 2l > 0.1µm. The built-in transverse electric field
Ex0 < 50 kV/cm is smaller than the longitudinal bias one E0 = 150 kV/cm.

Direct numerical simulations of Eq. (1) have confirmed pointed above results on linear increments
of SCW amplification. Also a possibility of nonlinear frequency doubling and mixing has been
demonstrated. To get the effective frequency doubling in the millimeter wave range, it is better to
use the films with uniform doping, as our simulations have been shown.

4. CONCLUSIONS

The calculations of spatial increments of instability of space charge waves in n-GaN films, possess-
ing negative differential conductivity, of submicron thicknesses have demonstrated a possibility of
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amplification of space charge waves up to the frequencies f ≤ 300GHz. To obtain an amplification
of about 20 dB, it is necessary to use the films of the lengths ≈ 50µm. Because the values of
the bias electric fields, which are necessary for observations of negative differential conductivity
in n-GaN films, are one order higher than for n-GaAs ones, it is possible to obtain the values of
electric fields in the millimeter wave range of about 104 V/cm.

ACKNOWLEDGMENT

This work was supported by CONACyT, Mexico (Project 48955).

REFERENCES

1. Royer, D. and E. Dieulessaint, Elastic Waves in Solids, Vol. 2, Springer, New York, 2000.
2. Pearton, S. J., J. C. Zolper, R. J. Shul, and F. Ren, “GaN: processing, defects, and devices,”

Journ. Appl. Phys., Vol. 86, No. 1, 1–79, 1999.
3. Jain, S. C., M. Willander, J. Narayan, and R. Van Overstraeten, “III-nitrides: Growth, char-

acterization, and properties,” Journ. Appl. Phys., Vol. 87, No. 3, 965–1006, 2000.
4. Gruzhinskis, V., P. Shiktorov, E. Starikov, and J. H. Zhao, “Comparative study of 200–300GHz

microwave power generation in GaN TEDs by the Monte Carlo technique,” Semicond. Sci.
Techn., Vol. 16, No. 8, 798–805, 2001.

5. Levinshtein, M. E., S. L. Rumyantsev, and M. S. Shur, Properties of Advanced Semiconductor
Materials: GaN, AlN, InN, Wiley-Interscience, New York, 2001.

6. Internet site: http://www.ioffe.ru/SVA/NSM/Semicond/GaN/.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1195

A Novel Microwave Absorbing Structure Using FSS Metamaterial
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State Key Laboratory of Electronic Thin Film Integrated Device

University of Electronic Science and Technology of China, Chengdu, China

Abstract— Artificially constructed electromagnetic metamaterials have attracted much in-
terest recently. A novel absorbing structure in microwave range with metamaterial frequency
selective surface (FSS) is presented in this paper. The absorber is a simple unit cell layer planar
structure based upon two metamaterial resonators that couple separately electric and magnetic
fields so as to absorb almost all incident fields. The resulting structure which consists of metallic
elements has superior absorbance characteristics compared to conventional passive absorbers of
corresponding thickness. Experimental results are presented and compared to obtained from a
finite difference time domain (FDTD) approach, demonstrates a peak absorbance greater than
87% at 12.8 GHz.

1. INTRODUCTION

Artificially constructed electromagnetic metamaterials have attracted much interest recently due to
the potential to produce exotic electromagnetic phenomena such as negative index of refraction [1, 2]
or the possibility to fabricate an invisible device such as an electromagnetic cloak [3]. The realiza-
tion of such properties lies in these materials which response to incident radiation have the opposite
direction between the group velocity, which characterizes the flow of energy, and the phase velocity,
which characterizes the movement of the wave fronts. The electromagnetic metamaterial structures
which are very freedom in geometrically have been widely used in every technologically relevant
frequency distribution range from radio to optical [4–8], due to their low loss, low cost and flexi-
bility in adjusting the frequency. Recently these exotic characteristics which the electromagnetic
metamaterial constructions have behaved demonstrate great presage for future application.

After the early work of Veselago [9], research enthusiasm about negative index materials has
been in a recession, because no naturally occurring material meet simultaneously with µ < 0 and
ε < 0 in a frequency band [10]. The situation changed in 2000, however, when a composite structure
based on split ring resonators (SSRs) was presented and demonstrated existing a frequency band
over which µ and ε were both negative. As such, the primary focus has been on the characteristic
impedance of the media for propagating electromagnetic wave defined as, where a metamaterial
can be impedance-matched to free space by matching µ and ε, minimizing reflectivity. As we know,
metamaterials can be regarded as effective media and characterized by a complex electric permit-
tivity and complex magnetic permeability. The electric loss and magnetic loss of metamaterial can
be respectively characterized by the ratio of the imaginary and real part of electric permittivity
tgδε = ε2/ε1, and the ratio of the imaginary and real part of magnetic permeability tgδµ = µ2/µ1,
the more its value, the higher the rate of absorption of the metamaterial. The loss componements of
the media constant (ε2 and µ2) have much potential for the creation of exotic and useful materials
as well. In this paper, a novel absorbing structure which shows a high absorbance and can be used
in some devices such as bolometric wave detector.

2. DESIGN

In order to know the characteristics of an infinite periodic structure, the unit cell can be studied by
using Periodic Boundary Condition (PBC). A single unit cell of absorber consists of two distinct
metallic elements: An electric four-legged loaded resonator (EFLL) and a split wire, as shown in
Figs. 1(a) and 1(b). Electric coupling was supplied by the electric four-legged loaded resonator
(EFLL) [11]. The element consisted of two standard split square loop staggered from one another
can be placed such that the metamaterial shapes are in the plane of the k-vector of the incident
wave or the shapes are perpendicular to the k-vector, shown in Fig. 1(c). Considering that the
magnetic coupling required a more complicated arrangement, and in order to couple to the incident
H-field, we prompt the response with a cut wire in a parallel plane separated by a substrate, shown
in Fig. 1(c). The magnetic component of spectral couples to both the electrical ring resonator and
the split wire, and its response can be tuned independently of the electrical resonator by changing
the geometry of the cut wire, the distance of the gap of the four-legged loaded resonator and the
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Figure 1: (a) Electric four-legged loaded resonator and (b) cut wire. Dimension notations are listed in (a)
and (b). The unit cell is shown in (c) with axes indicating the propagation direction.
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Figure 2: Simulated results of the absorbing structure. The reflection coefficient (R(ω)) and transmission
coefficient (T (ω)) are plotted on (a) and (b) respectively.

distance between the electrical four-legged loaded resonator and the split wire. Therefore it is
possible to match the impedance of the element to free space by tuning each of the resonators at s
specific frequency. When the element is impedance matched, the reflectivity will reach minimum,
at the same time, the high absorption can reach.

We performed computer simulations using the commercial finite-difference time domain (FDTD)
solver CST Microwave Studio TM 2008. The metamaterial depicted in Fig. 1 were modeled as loss
copper with a conductivity of σ = 5.80 × 107 s/m. The substrate was modeled as FR-4 with
a dielectric constant of 4.4. After determining the approximate size of the unit by theoretically
calculation, we will investigate the S-parameters of transmission (S21) and reflection (S11) of the
unit with perfect electric (yz-plane) and perfect magnetic (xz-plane) boundary conditions. The
absorbtivity was calculated using the equation A = 1 − |S21|2 − |S11|2, noted S11 and S21 were
converted from DB. Therefore, from the S parameter data, we can obtain the absorptivity. By
tuning the electric permittivity and magnetic permeability at resonant frequency, we may achieve
ε = µ, that is to say, 100% absorbance is theoretically possible. After repeatedly adjusting the
parameters of the unit by the simulative results, we finally decided that the absorbing structure unit
has the dimensions, in millimeters, of: Dx = Dy = 4.56, L1 = 4.36, L2 = 3.86, L3 = 1.2, L4 = 0.4,
W1 = 1.6, W2 = 4.36, the loaded Inductance is given 6 nH, and the metamaterials structure elements
were separated by 0.45 in the z direction. While performing the simulation, we must simultaneously
consider the minimum line widths available to us and other various fabrication tolerances. We
show the simulation results for the reflection coefficient (R(ω)) curves and transmission coefficient
(T (ω)) curves of the absorbing structure, as shown Fig. 2(a) and Fig. 2(b). R(ω) is large 0.4 dB
near the bounds of the plot, 11 GHz and 15GHz, but there is a minimum of a minimum of −36 dB
at ω0 = 12.6GHz. T (ω) will reach a minimum near ω0 and yields a value of −80 dB. Having the
results of the above, we attained the absorbance A(ω) = 99% with a FWHM of 3% compared to ω0.
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(a) (b)

Figure 3: Photographs of the both sides of the absorbing structure. (a) Top and (b) bottom.
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Figure 4: Measured results of the absorbing structure.

3. EXPERIMENTAL RESULTS

The absorbing structure shown Fig. 1 was fabricated using a standard optical lithography process,
and the period planar array structure (outer dimensions of 19 cm × 19 cm) of the as-fabricated
samples are showed Fig. 3. Each metallization was fabricated on a FR-4 substrate with a thickness
of 0.2 mm. The substrate consisted of a photosensitized FR-4 board with a 17µm copper thickness.
After fabricated, two boards were assembled together by an adhesive with 0.05mm thickness. The
final results were that the metamaterial elements were separated by 0.45mm in z direction.

The absorbing structure was measured using an HP 8510C network analyzer. The experimental
performances of the absorbing structure are presented in Fig. 4. The absorbing structure revealed a
minimum reflection of −9 dB and transmission of about −30 dB at ω0 = 12.8GHz. A small shift in
the resonant frequency is observed due to contributions from adhesive which have not been taken
into account in the simulation procedure. Then we can calculate that the absorbance is equally with
87% at ω0 = 12.8GHz. The experimental results compared well with the results of the simulation.

4. CONCLUSION

In summary, a novel absorbing structure with metamaterial FSS has been simulated and measured.
We have demonstrated that the absorbing structure can be highly absorptive over a narrow fre-
quency range. The metallic element plays a major role in achieving high absorbance. Moreover,
the material of the substrate is very important for attaining high absorbance and achieving an ap-
propriate resonant frequency. By merging a substrate with a highly consistent dielectric constant,
we will be able to optimize the design at the correct resonant frequency.

Certainly, because the polarization of the electromagnetic field in the designed structure is
sensitive and there exists manufacturing tolerance, it is necessary to further improve the currently
design method for many absorbers based on metamaterial FSS.
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Measurement of Dielectric Anisotropy of Microwave Substrates by
Two-resonator Method with Different Pairs of Resonators
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Abstract— The measurement of the dielectric constant and loss tangent anisotropy of the
planar RF substrates by the two-resonator method is considered in this paper. The principles of
the separate determination of these parameters parallel and perpendicular to the substrate surface
is discussed by three pairs of cavity measurement resonators, based on cylinder, reentrant, split
cylinder and split post dielectric resonators. Examples of the measured anisotropy of known
materials are presented.

1. INTRODUCTION

The measurement of the dielectric substrate parameters becomes one of the most important things
connected with the modern RF electronics, computer and communication hardware. The main
reason is the new modern manner of the electronic devices’ design, based on electromagnetic or
schematic simulators, where the knowledge of the accurate values of the substrate dielectric constant
and loss tangent has a decisive importance.

There are a variety of measurement methods for characterization of the dielectric parameters of
PWB (Printed Wire Board) substrates [1]. The most spread of them is the standardized IPC TM-
650 2.5.5.5 stripline-resonator method [2], widely used by the substrate producers. This method
gives only the near-to-perpendicular values of the dielectric constant εr and loss tangent tan δε.
This increasing problem for the modern RF design can be overcame, if the anisotropy of the
dielectric parameters has been determined (i.e., the different values of the parallel and normal
dielectric parameters; ε‖ 6= ε⊥; tan δε‖ 6= tan δε⊥ — Fig. 1). A modified IPC TM-650 method (by
Bereskin [3]) gives an opportunity to separate determine these parameters by “staking” of several
thin substrates into a thick bulk sample and measurements in the both directions, but this method
is rather inconvenient.

The main principle to determine of the substrate dielectric anisotropy is not new — to use a dual
or triple modes resonator with dominant electric-field distribution parallel or perpendicular to the
sample surface. The planar resonators are not very suitable for this purpose, because their modes
have both parallel and normal E-fields in an arbitrary mixture (for example — the microstrip linear
resonators). The cavity (bulk) resonators are more suitable for anisotropy measurements. Several
years ago we introduced the two-resonator method [4–6], which is based on two different ordinary
measurement cylinder resonators, marked as R1 and R2, supporting two suitable for anisotropy
measurement modes — TE011-mode in R1 (for determination of pure ε‖, tan δε‖) and TM010-mode
in R2 (for determination of pure ε⊥, tan δε⊥). The successes of this method depends on the accuracy
of the analytical relations between the measured resonance parameters, resonance frequency f0meas

and the unloaded quality factor Q0meas, and the substrate dielectric parameters [4]. In order
to increase the measurement accuracy, we developed the two-resonator method with application
of the 3D electromagnetic simulators as an assistance tools for the anisotropy measurements [7].

 

 

 

 

 

 

 

pressure

sample 

substrate 
wide stripline resonator  

(a) (b) (c)

Figure 1: (a) Planar substrate with uniaxial anisotropy; (b) IPC TM-650 2.5.5.5 test method [2]; (c) Bereskin
measurement fixture [3].
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This allows us to use measurement resonators with more complicated shape [8, 9]. In this paper
we systematize our experience to measure the dielectric anisotropy of planar substrates by the
two-resonator method, extended with new pairs of measurement resonators.

2. TWO-RESONATOR METHOD WITH PAIR OF ORDINARY CYLINDER
RESONATORS

Figures 2(a) and (b) presents two simplest cylindrical resonators with diameter D1,2 and height
H1,2. They are designed to support different modes in order to evaluate the sample anisotropy
by analytical method [4, 5]: TE011-mode resonator R1, which is suitable for measurement of the
longitudinal parameters ε‖ and tan δε‖, and TM010-mode resonator R2 — for measurement of the
normal parameters ε⊥ and tan δε⊥. The resonators need of disk samples with diameters, equal to
the resonator diameters. Similar ability as R1 resonator, but for samples with arbitrary shape, has
the split-cylinder resonator SC (Fig. 2(c)) [9]. A set of pairs of R1 and R2 resonators with different
diameters allows characterization of the dielectric anisotropy, ∆Aε and ∆Atan δε, in wide frequency
range — ∆Aε = 2(ε′‖ − ε′⊥)/(ε′‖ + ε′⊥) and ∆Atan δε = 2(tan δε‖ − tan δε⊥)/(tan δε‖ + tan δε⊥). The
measuring errors by this method are evaluated as small enough: < 1.5% for ε′‖, < 5% for ε⊥, < 7%
for tan δε‖ and < 15% for tan δε⊥ in the case of typical substrates with thickness 0.15–2.0 mm. This
relatively good accuracy is achieved mainly due to the use of equivalent parameters — equivalent
resonator diameters and equivalent wall conductivity [4].

The measurement errors (especially for thin substrates) can be decreased additionally by uti-
lization of 3D simulators for extraction of the dielectric parameters of the samples. The suitable 3D
models of R1, R2 and SC resonators are drawn in Fig. 3. We use 3 main rules to construct these
models for accurate and time-effective processing of the measured resonance parameters — styl-
ized drawing of the resonator body with equivalent diameters D1e or D2e, optimal number of line
segments (N = 72–180) for construction of the cylindrical surfaces and suitable for the operating
mode splitting (1/4 or 1/8), accompanying with the necessary boundary conditions.

The measurement procedure is as follows. First of all, we measure the resonance parameters
of the empty cavity and by simulation of its 3D model we determine the effective diameter D1,2e

and effective wall conductivity σ1,2e, for which the measured and calculated parameters coincides,
f0sim ∼ f0meas; Q0sim ∼ Q0meas. Then we measure the cavity with sample and after similar simu-
lations we determine the corresponding dielectric parameters (longitudinal for R1 or perpendicular

(a) (b)

D1 

H1 

D2 

H2 
h 

D1

h

H1/2 

(c)

R1 R2 R1 SC 

E field 

h 

sample

metal walls 

Figure 2: (a) TE011-mode cavity R1; (b) TM010-mode cavity R2; (c) TE011 split-cylinder cavity SC as R1
resonator.

R1 R2 

(1/8) R1 

1 

2 

3 

1 

2 

1 
SC

(1/8) SC
1(1/4) R2 

(a)

 

(b) (c)

4

Figure 3: Equivalent 3D models of the considered cavities and the boundary conditions BC (BC legend: 1 —
finite conductivity; 2 — E-field symmetry; 3 — H-field symmetry; 4 — perfect H-wall (natural BC between
two dielectrics); the BC over the metal bodies are 1.)
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Figure 4: Pair of tunable resonators: (a) split-coaxial cylinder cavity SCoaxR as R1; (b) Reentrant cavity
Re as R2.

for R2 — Figs. 5(a), (b), (c)). The accurate determination of the both effective parameters is
very important for the measurement error reduction and we always use this procedure for “daily”
actualization of their values. The problem of the considered pair of simple cylinder resonators is
the fixed frequencies of measurements, which depends mainly on the resonator diameter and the
dielectric constant of the sample. This can be particularly avoided, using another pair of tunable
resonators.

3. TWO-RESONATOR METHOD WITH DIFFERENT PAIRS OF RESONATORS

As a pair of tunable resonators for realization of the two-resonator method in wide frequency range
we utilize the split-coaxial resonator (SCoaxR), proposed in [9], as R1, and the reentrant resonator
Re [8] as R2 — see Figs. 4(a), (b). The SCoaxR is a variant of the split-cylinder resonator with a
pair of top and bottom cylindrical posts of height Hr and diameter Dr into the resonator body. The
tuning of the resonance frequency is possible by the height Hr of metal posts with more than one
octave below the resonance frequency of the hollow split-cylinder resonator. The reentrant resonator
is known low-frequency measurement structure. It has also an inner tuning cylinder of height Hr

and diameter Dr. The analytical solutions for the resonance parameters of these resonators do not
ensure the needed accuracy for measurement purposes. Therefore, we use only 3D simulators as
assistant tools during the anisotropy measurements. We follow the same principles to construct
the 3D models of these complicated resonance structures — see Figs. 5(d), (f). The only problem
is the determination of a new equivalent parameter — the height of the post cylinder Hre. The
measurement procedure is similar, but have an additional step: 1) measurement of the resonator
without inner post (to determine the outer equivalent diameter De); 2) measurement of resonator
without sample (to determine the equivalent height Hre and the effective wall conductivity σe);
and 3) measurement of the resonator with sample (final extraction of the dielectric parameters).
The last two steps should be repeated at each fixed height Hr.

A problem of the measurement reentrant and split-coaxial resonators is the lower unloaded Q
factors (200–1500) compared with these of the original cylinder resonators (3000–15000). In order
to overcome this problem for measurements at low frequency, we propose a new pair of measurement
resonators: split-post dielectric resonators SPDR of electric or magnetic type of splitting [1] —
Figs. 6, 7. The main novelty of this pair is the inserted high-Q dielectric resonator DR, which set
the operating frequency. We use DR’s from high-quality materials (sapphire, alumina, quartz, etc.)
and this allows achieving of unloaded Q factors about 5000–20000. The modeling and measurement
principles of this pair of resonators are very similar. Here the knowledge of the actual parameters
of the used DR’s is very important for the successful utilization of the method. The measurement
procedure consists of 4 steps: 1) measurement of the empty resonator (to determine the equivalent

 

 

 

 

 

 
1/8 R1 1/4 R2 1/4 Re (R2) 1/8 SCoaxR (R1)1/8 SC (R1)

Figure 5: Calculated electric field distribution (scalar and vector) in the considered pairs of measurement
resonators (as R1 or R2).
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Figure 6: Pair of split-post dielectric resonator SPDR: (a) TE010-mode cavity SPDR(e); (b) magnetically-
splitted SPDR(m).
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Figure 7: Calculated electric field distribution (scalar and vector) in the considered SPDR (as R1 or R2) (in
fact, a unsplitted version for R2 is presented here).

diameter De and effective wall conductivity σe); 2) measurement of resonator with foam support
for the DR (if exists) (to determine the its parameters); 3) measurement of the resonator with DR
and foam support (to extract the actual DR parameters) and 4) measurement of the resonator with
DR and sample (extraction of the sample parameters). The variation of the frequency is achieved
by DR replacement. We use DR’s with different shapes: cylinder, rectangular and ring. The DR’s
dielectric constant should be not very high to ensure good accuracy.

4. TEST RESULTS FOR THE MEASURED ANISOTROPY OF TWO SAMPLES

It is very important to know the ability of the considered pair of resonators to measure “pure”
longitudinal or “pure” transversal parameters of the samples and therefore, to evaluate the dielectric
anisotropy ∆Aε and ∆Atan δε, Fig. 8 presents the numerical results for the ratios (f, Q)anisotropic/(f,
Q)isotropic versus the anisotropy ∆Aε, ∆Atan δε at a fixed sample height (∼ 1.53mm). If this ratio
is small, the corresponding resonator has ability to measure the “pure” dielectric parameters. The
cylindrical resonators (R1, R2), the reentrant resonator Re and the split-coaxial resonator SCoaxR
meet these requirements (error less than ±0.2% for the dielectric constant εr and less than ±1% for
the loss tangent tan δε, when the anisotropy is changed with ±10%). Only the pure split-cylinder
resonator SC has bigger error: ±2.5% for εr and ±10% for tan δε.

Finally, the measured dielectric anisotropy for two known materials are given as illustration
in Fig. 9. The first material is pure isotropic — 0.51-mm thick transparent polycarbonate. The
measured “anisotropy” of this material is less than 3% for ∆Aε and less than 11% for ∆Atan δε

in wide frequency range 2–18 GHz. These data should be considered as a limit for ability of the
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Figure 8: Dependencies of the normalized resonance frequency and Q-factors of the resonance modes for
isotropic and anisotropic samples versus the dielectric anisotropy ∆Aε and ∆Atan δε.
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Figure 9: Measured dielectric parameters (ε‖, ε⊥, tan δε‖, tan δε⊥) of two materials with equal thickness:
isotropic polycarbonate and anisotropic RO4003 substrate by different pairs of resonators.

two-resonator method to evaluate the practical isotropy. The second example is for the popular
microwave non-PTFE reinforced substrate RO4003 (h = 0.51mm). The mean measured anisotropy
of the substrate in wide frequency range 2–18GHz is ∼8.7% for ∆Aε and ∼48% for ∆Atan δε (or
∼8.4% for ∆Aε and ∼35% for ∆Atan δε at 12 GHz). These data are fully acceptable, nevertheless
the catalogue data are εr = 3.38 and tan δε = 0.0027 at 10 GHz.

5. CONCLUSIONS

The investigations show that the two-resonator method is fully acceptable for determination of the
substrate dielectric anisotropy by the help of 3D simulators with error less than 3% for the dielectric
constant and less than 10% for the dielectric loss tangent in wide frequency range by different pairs
of measurement resonators.

ACKNOWLEDGMENT

The authors thank to the Scientific Research Found of the University of Sofia for the financial
support.

REFERENCES

1. Baker-Jarvis, J., B. Ridldle, and M. D. Janezic, “Dielectric and magnetic properties of printed
wiring boards and other substrate materials,” National Institute of Standards and Technology,
Technical Note 1512, Boulder, CO, USA, Mar. 1999.

2. IPC TM-650 2.5.5.5, Test Methods Manual, “Stripline test for permittivity and loss tangent
at X-band,” Mar. 1998.

3. Bereskin, A. B., “Microwave test fixture for determining the dielectric properties of the mate-
rial,” US Patent 50083088, Jan. 1992.

4. Dankov, P. I., “Two-resonator method for measurement of dielectric anisotropy in multi-layer
samples,” IEEE Transaction on Microwave Theory and Technique, Vol. 54, No. 4, 1534–1544,
Apr. 2006,

5. Levcheva, V. N., B. N. Hadjistamov, and P. I. Dankov, “Two-resonator method for character-
ization of dielectric substrate anisotropy,” Bulg. J. Phys., Vol. 35, 33–52, 2008.

6. Dankov, P. I., V. P. Levcheva, and I. I. Arestova, “Two-resonator method for characteriza-
tion of high-permittivity dielectric and ferrite substrate,” Proc. ICMF’2007, 27–30, Budapest,
Hungary, May 20–21, 2007.

7. Dankov, P. I., V. P. Levcheva, and V. N. Peshlov, “Utilization of 3D simulators for charac-
terization of dielectric properties of anisotropic materials,” Proc. 35th European Microwave
Conference EuMW’2005, 515–519, Paris, France, Oct. 2005.

8. Hadjistamov, B. N., V. P. Levcheva, and P. I. Dankov, “Dielectric substrate characterization
with Re-entrant resonators,” Proc. Vth Mediterranean Microwave Symposium (MMS’2007),
183–186, Budapest, Hungary, May 14–16, 2007.

9. Dankov, P. I. and B. N. Hadjistamov, “Characterization of microwave substrates with split-
cylinder and split-coaxial-cylinder resonators,” Proc. 37th European Microwave Conference,
933–936, Munich, Germany, Oct. 2007.



1204 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

A Study on the Coupled Image Guide Structures

I. I. Arestova, P. I. Dankov, and V. P. Levcheva
Department of Radio Physics and Electronics, Faculty of Physics

University of Sofia “St. Kliment Ohridski”, Bulgaria

Abstract— This work includes both experimental and numerical analysis of coupled image
guide structures (CIGSs) at millimeter wavelengths. The experimental measurement of the elec-
tric field components has been performed using electric probes. The experimental research has
been complemented by a numerical simulation of the CIGSs using a finite element method (FEM).
The results can be used for a computer aided design (CAD) of components on the base of the
image guide (IG). In addition some conclusions are made about the features of the electric probes.

1. INTRODUCTION

The IG structures have been traditionally considered as a perspective for millimeter wavelengths [1],
in particular for design of nonreciprocal components — isolators and circulators [2–4]. There have
been proposed various configurations of nonreciprocal CIGSs containing ferrite IG sections with
different magnetization — longitudinal, transverse or mixed one. There have been investigated
two-port [2, 4] and four-port [3] configurations, the former representing a prototype of an isolator
and the lather — of a circulator.

The difficulties in the design and optimization of nonreciprocal devices on the base of CIGSs
arise not only from the complexity of the wave propagation in a magnetized ferrite IG and its
coupling to the dielectric IG, but also from the processes emerging because of the finite length of
the ferrite sample. Its open ends represent strong irregularities that may produce undesirable and
hardly controlled radiation, reflection etc. In an earlier investigation of a nonreciprocal CIGS with
non-homogeneously magnetized ferrite [4] we had measured with the help of the electric probes the
distributions of both transverse components of the electric field — Ey and Ex. That investigation
had shown the usefulness of the electric probes and also the complexity of the processes taking
place.

In an attempt to clear up the operating mechanism of such complex CIGSs, we have examined
in this work two CIGS that contain only isotropic dielectric materials. The first one represents
two identical alumina IGs and the second — primary alumina IG coupled to the secondary IG
fabricated from magnesium titanate. This time we have measured using electric probes not only
the transverse components of the electric field, but also the longitudinal component Ez. Next, in
order to improve the understanding of the processes taking place at these CIGSs, we have included
the CAD approach and have simulated numerically both of the CIGSs by the FEM.

The top view of the CIGS under investigation is shown in Figure 1. The primary IG 1 is
coupled to the secondary IG 2 by a separation distance d and a coupling length l. There are two
transitions 3 on both ends of the primary IG that perform a conversion of the dominant mode
H10 in the rectangular waveguide (RWG) to the mode Ey

11 in the rectangular IG. The transitions

3
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3

4

5

4

d

l

Figure 1: Top view of the CIGS. 1 — primary IG;
2 — secondary IG; 3 — RWG-IG transition; 4 —
absorbing plates; 5 — metal plate.

2.2mm2.2mm

2mm 
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2

2
3

1

Figure 2: Electric probes for Ey component (left)
and Ex and Ez components (right). 1 — semi-rigid
coaxial cable; 2 — inner conductor; 3 — absorbing
coating.
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are performed by a symmetrical H-plane tapering of the dielectric core and thereafter putting the
tapers into RWG sections of the same length. The whole length of the test CIGS was 80mm
including the two 15 mm transitions. The transverse surfaces of the transitions were coated with
absorbing plates 4 to minimize undesirable reflections.

2. EXSPERIMENTAL INVESTIGATION

The electric probe represents a section of a 50Ohm semi-rigid coaxial cable, which has its outer
conductor removed at both ends on the length of about a quarter of a wavelength. One of the
ends of the coaxial cable was inserted into a hole in the broad wall of a RWG section with one of
its ports shorted at about a quarter of a wavelength. The second port of the RWG section was
connected with a waveguide detector.

The geometry of the second end of the coaxial section is shown in Figure 2. The electric probe
for Ey component (Figure 2(a)) contains a straight vertical section of the inner conductor, while
the electric probe for Ex and Ez — a 90◦ bend section (Figure 2(b)). The probe for the Ex and Ez

components inevitably contains a small vertical section that arises in some extent a registration of
the Ey component as well.

The diagram of the experimental setup is shown in Figure 3. The scalar network analyzer 1
contains the generator 2 (26–38 GHz) and the indicator 3. It includes RWG components with a
cross section 7.2 × 3.4mm2. The directional couplers 4 with the build-in detectors 5 permit a
separation of the incident and the transmitted wave to and out of the CIGS 6. The electric probe 7
was mounted on a vernier 3-axis mechanism.

µV

1 

2 4 4 

5 3 8 9 

6 10

5 

7 

Figure 3: Experimental setup. 1 — Scalar network analyzer; 2 — generator; 3 — indicator; 4 — directional
couplers; 5 — detectors; 6 — CIGS; 7 — electric probe; 8 — detector; 9 — microvoltmeter; 10 — matched
load.

(a) (b)

Figure 4: Measured distributions of the Ex (a) and Ez (b) components in the Al203 CIGS.

The primary IG in both CIGSs and the secondary IG of the second CIGS have been made
from alumina (εr = 9.6, tgδε = 10−4) with a cross section 2× 0.97mm2. The secondary IG of the
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second CIGS was made from magnesium titanate (εr = 15.5, tgδε = 7.10−4) with a cross section
2 × 0.92 mm2. The first CIGS had parameters d = 0.4mm and l = 14.65mm and the second —
d = 0.3mm and l = 17 mm (Figure 1). The electric probes were kept at a height of 0.5mm above
the dielectric cores at all measurements.

The distributions of the Ex and Ez components in the first CIGS are shown in Figure 4. The
origin of the x-axis is at the middle of the primary IG. The distribution of the Ey component is
not shown here because it is almost identical to that of the Ex component, but at a much greater
level. The reason for this is that the Ex component is much smaller than the Ey component and
because of the aforementioned imperfections of the electric probe for Ex and Ez components, it also
registers the Ey component. In other words, the electric probe for the Ex and Ez components works
appropriately when these components are comparable to the Ey component. The distribution of the
Ez component, shown in Figure 4(b), differs from the distributions of the Ex and Ey components
due to its large value in the CIGS. The maximum of the Ey component along the secondary IG
was at z = 9.85 mm, which is equal to the period of the power transfer L [5]. In Table 1 are shown
the measured periods of the power transfer at different frequencies and for two different separation
distances d. The values of the coupling coefficient C, where CL = π [5], have been also calculated
and presented in Table 1. As it could be seen, the coupling length L increases with the increment
of the frequency and the separation distance while the coupling coefficient C — decreases. The
distribution of the Ey component in the second CIGS is shown in Figure 5. Because of the greater
permittivity of the secondary IG made from magnesium titanate, the field decays quicker out of the
dielectric core. That is why the maximum of the Ey component in the secondary IG at z = 7.45mm
is hardly remarkable in Figure 5. The period of the power transfer in this case is smaller than in
the case with two identical IGs, which is in agreement with the theory [5].

Table 1: Measured period of the power transfer L and the coupling coefficient C in the Al203 CIGS.

Frequency
[GHz]

d = 0.4mm d = 0.6 mm
L [mm] C [mm−1] L [mm] C [mm−1]

31 7.80 0.40 8.50 0.37
32 8.65 0.36 10.00 0.31
33 9.85 0.32 11.00 0.29
34 10.15 0.31 12.20 0.26
35 12.75 0.25 12.95 0.24
36 13.20 0.24 15.45 0.20

Figure 5: Measured distribution of the Ey component in the Al203-MgTiO3 CIGS.
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3. NUMERICAL ANALYSIS

The numerical simulation has been done using the software product Ansoft HFSS (High Frequency
Structure Simulator) that performs the FEM analysis of the structures. The structures with the
same parameters as in the experimental investigation have been simulated. The simulated fields at
both CIGSs are shown in Figures 6 and 7. The magnitude of the electric field intensity is shown
only in the volumes of the dielectric cores. The distribution of the field out of the dielectric cores
has been omitted in these figures in order to have more evident images. It would be appropriate
to note that the simulation has shown that the fields are strongly bound to the dielectric cores and
decrease rapidly out of the cores. The sizes of the airbox have been picked large enough not to
disturb the fields. All faces of the airbox except the bottom one have been defined as radiating
surfaces while the bottom one — as a perfect conducting (ground) plane.

Primary image guide Secondary image guide

Ground (xz) plane

Airbox

Figure 6: Numerical simulation of the electromagnetic field in the Al203 CIGS.

Airbox

Ground (xz) plane

Primary image guide Secondary image guide

Figure 7: Numerical simulation of the electromagnetic field in the Al203-MgTiO3 CIGS.
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In Figure 6 is shown the magnitude of the electric field intensity together with three vector
diagrams that present the vector E at three cutplanes — z = 0, z = L = 9.85mm and z = l =
14.65mm. The middle cutplane is situated where the maximum power transfer had been observed
during the electric probe measurements. Similarly, in Figure 7 are shown the vector diagrams
at the following cutplanes — z = 0, z = L = 7.45mm and z = l = 17 mm. The main difference
observed between both CIGSs is in the significant value of the Ex component at the middle cutplane
in the second CIGS compared with the first CIGS. This could be treated as a coupling between
modes with a principal component Ey in the first case and a coupling between modes with principal
components Ex and Ey in the second case. Apparently, a good agreement between the measured
and the simulated results takes place.

4. CONCLUSION

The performed investigation has shown that the electric probes no matter all their imperfections
can be used as a testing instrument in the design procedure of open structure devices. The results
of both approaches — the electric probe measurements and the CAD are believed to ease the design
of nonreciprocal components for millimeter wavelengths in the future.
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Abstract— Impedance transformer is an essential part of a system which allows two different
loads to be perfectly connected without any loss due to reflections. This paper presents investiga-
tions performed on a microstrip exponential taper impedance, ETLI, transformer. Mathematical
computations were performed using MathCAD software. The reflection coefficient and return
loss responses are in good agreement with theory. Broadband characteristics have been observed.
To further investigate the performance of the taper, the ETLI transformer is simulated. Four
different load impedances have been considered and various lengths of ETLI were investigated.
It was found that as the frequency increases, the number of optimum lengths has also increased
with a smaller difference between the optimum lengths. The same pattern occurs with any load
impedance, from 70 to 100Ohm. In addition, the behaviour of ETLI transformer with variation
of loads at a particular frequency showed that 80 Ohm load appeared to be the most matched.
As the frequency increases, higher loads are matched with longer ETLI. Different loads are well-
matched with longer ETLI transformers at higher frequencies from 6GHz.

1. INTRODUCTION

Several studies have been reported on the design and use of impedance transformers [1–7]. Impedance
transformer is an essential part of a system which allows two different loads to be perfectly con-
nected without any loss due to reflections of incident signals back to the input. Hence, there will be
lost of power that can be delivered from the input or source to the load or other parts of the system.
Consequently, this could damage and overheat the transmitter which dissipates the reflected power.
Thus, an impedance matching network is needed between a source and load as shown in Fig. 1. A
simple impedance transformer is the quarter wavelength transformer which is suitable for matching
two real impedances. However, the transformer is suitable for single frequency application, unless
several cascades of such transformers are designed. This is undesirable since the overall size of the
circuit or system will increase. Impedance transformers in the form of tapers allow for impedance
matching of such loads, however it is for broadband application. Hence, the study of the behaviour
of such transformers is important from the engineering education point of view, as well as using it
for any microwave application due to its broadband feature.

This paper presents investigations of an impedance matching technique that has broadband
feature. The chosen configuration is the exponential taper designed on microstrip technology.
The top view is shown in Fig. 2. Other taper configurations are triangular and Klopfenstein.
Mathematical computations were performed using MathCAD software [8]. The reflection coefficient
and return loss, RL, responses of the exponential taper line impedance, ETLI, transformer are
analysed and compared with theory. Further investigations have been carried out with four different
load impedances and various lengths of ETLI transformer, using numerical simulation [9].

Z
Mathing

network
Load Z

L 0

Figure 1: Concept of impedance matching net-
work [1].

Figure 2: Exponential taper configuration [1].

2. DESIGN CONSIDERATIONS

The design is focused on mathematical approach, whereby the performances of the circuit are
investigated with plottings of relevant characteristics. The impedance and reflection coefficient
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variations over length and with varying lengths, respectively, are depicted in Figs. 3 and 4. The
important parameter is the reflection coefficient which can be presented as power quantity of return
loss in dB. The design specifications are return loss of less than −10 dB, variable values of load
impedances to be matched, 50 Ohm input impedance and broad bandwidth. MathCAD is used for
further simulation of varying impedance values and ETLI lengths.

3. MATH COMPUTATIONS USING MATHCAD

The math formulae are available in the literature [1]. The characteristic impedance variation for
the ETLI transformer over the range 0 ≤ z ≤ L is given as Z(z) = Z0e

az. As indicated in Fig. 3,
at z = 0, Z(0) = Z0 as desired. At z = L, it is important to have Z(L) = ZL = Z0e

aL, which
determines the constant a as:

a =
1
L

ln
(

ZL

Z0

)
(1)

Γ(θ) is found by using the equation:

Γ =
1
2

L∫

0

e−j2βz d

dz
ln (eaz) dz =

ln
(

ZL
Z0

)

2e−jβL

sinβL

βL
(2)

The derivation assumes that β, the propagation constant of the tapered line, is not a function of
z. The assumption is generally valid for TEM lines. In Fig. 4, peaks of |Γ| decrease with increasing
length, while the length should be greater than λ/2 (or βL > π) to minimise the mismatch at low
frequencies.

The simulation work starts with the MathCAD computation of the impedance curve for each
ETLI transformer. The loads are varied from 70 Ohm to 100Ohm with 10 Ohm intervals, with
fixed input impedance of 50 Ohm. An exponential impedance curve computed using MathCAD is
shown in Fig. 5 for 80 Ohm load. The corresponding impedance plot is given in Fig. 6. Each ETLI
transformer has similar shape to the corresponding layout drawn for numerical simulations, which
are in agreement with the literature.

Figure 3: Variation of impedance over length of
ETLI [1].

Figure 4: Variation of reflection coefficient for ETLI
with varying length [1].

Figure 5: MathCAD computation for an impedance
variation.

Figure 6: Exponential impedance curve when load
is 80 Ohm.
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Next, the reflection coefficients were computed in magnitude and decibel or RL forms. These
can then be compared with numerical simulations. MathCAD computations are depicted in Figs. 7
and 8, for a chosen combination of 50 Ohm input and 80 Ohm load impedances.

4. NUMERICAL INVESTIGATIONS AND DISCUSSION

The ETLI transformers were then numerically simulated. Variations of lengths were implemented
to study the performance of each taper with length. For each load impedance, there were nine
different lengths. Hence, there were a total of 36 configurations being considered. The simulated
RL of the ETLI transformer of varying lengths with 80Ohm load are shown in Fig. 9. It depicted
the broadband nature of the ETLI transformer. However, when L = 15mm, ripples appeared
while the broadband characteristic is maintained with good RL values below −10 dB. Within the
length from 25mm to 45 mm, poor RLs were observed. The first frequency where the poor RL
occurred depends on the length. When L increases, RL worsens at lower frequencies and number
of ripples increases. It can be concluded that as the impedance difference increases, the earlier is
the occurrences of the frequency where the first poor RL occurred.

From the simulations performed, there are important characteristics observed on the ETLI
transformer. The behaviour of RL against L can be further investigated at each frequency within
the simulated frequency range for ETLI configuration with different load impedance. The relation-
ships are plotted in MathCAD as four responses; RL versus L, RL versus load impedance, |S11|
versus L and |S11| versus load impedance, at a certain frequency from 1 GHz to 9 GHz. The overall
performance is then tabulated for comparison. An example at 7 GHz is shown in Fig. 10. It can
be seen how the ETLI transformer works with variation of lengths at a particular frequency. It
can be inferred that as the frequency increases, the number of optimum lengths has also increased
with a smaller difference between the optimum lengths. The same pattern occurs with each con-
sidered load. The reflection coefficient behaviours show similar patterns since both parameters are
interrelated.

The relationships of RL against ZL at a particular frequency, for each transformer length were

Figure 7: MathCAD computation for a reflection
coefficient variation.

Figure 8: RL response in MathCAD for 80 Ohm
load.

Figure 9: Simulated RL of ETLI transformer with
varying lengths. Load = 80 Ω.

Figure 10: RL of different loads vs ETLI lengths, at
1 GHz.
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Figure 11: RL of different loads vs ETLI lengths, at
5GHz.

Figure 12: RL of different loads vs ETLI lengths, at
7 GHz.

(a) (b) (c)

Figure 13: Numerical simulation showing RL variations for 80 Ohm load for ETLI lengths of (a) L = 20 mm,
(b) L = 30mm, (c) L = 45mm.

plotted in MathCAD. Examples are given for 1 GHz and 7 GHz in Figs. 11 and 12. Theoretically,
ETLI transformer should be well matched over all lengths and over the whole range of frequencies.
However, 80Ohm load appeared to be the most matched. It can be observed that as the frequency
increases, higher loads are matched with longer ETLI. Different loads are matched with longer
ETLI transformers at higher frequencies from 6 GHz. Similar behaviours were observed for the
reflection coefficient responses due to their interrelated properties. Fig. 13 showed RL variation of
80Ohm optimum load for three selected lengths.

5. CONCLUSION

The mathematical modelling of the broadband exponential taper line impedance transformer has
been successfully developed in MathCAD. It was found to be in good agreement with the theory
presented in the literature. The results are then further analysed. Numerical simulations were also
performed. ETLI transformer is observed to be able to match with the shortest matching section
compared to other taper configurations.
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Abstract— A new defected microstrip structure (DMS) unit lattice is proposed in order to
perform a bandpass filter (BPF). The proposed DMS provides the good cutoff and passband
characteristics. Also in this paper we extract the model of BPF. In order to show the improved
the parameters, several circuits were designed and simulated. The BPF has a bandwidth more
than 39%.

1. INTRODUCTION

Recently, the defected ground plane structures (DGS) and defected microstrip structures (DMS)
have been proposed for suppression of spurious response in the microstrip filters [1–4]. However,
the existing DGS and DMS configurations provide only the bandstop characteristic. In this paper,
we report a new DMS bandpass filter in a defected microstrip line. We also report its circuit model.
The desired and tuned frequency resonance can be obtained by changing the T-cell dimensions and
by the gap space at the beginning and end of structure.

2. BANDPASS DMS CIRCUIT AND EQUAIVALENT CIRCUIT EXTRACTION

The bandstop DMS with its parallel resonance equivalent circuit is reported in [1]. It behaves as
a lumped inductor at frequency below the parallel resonance frequency. The proposed bandpass
DMS configuration, shown in Fig. 1 is created by a coupling gap (g1) on a microstrip line. The
proposed structures are designed on a substrate with relative permittivity εr = 2.33 and thickness
h = 0.787mm.

The parallel and series-parallel combined circuit models for bandstop and bandpass DMS con-
figuration are shown in Figs. 2–3.

At frequency below the series resonance, the bandpass DMS configuration behaves as a capacitor.
The bandpass configuration shows both the series and parallel resonance. According to [4] we can
obtain the capacitance Cp in pF, the inductance Lp in nH and the resistance RP in ohm of the
equivalent circuit of a bandstop DMS shown in Fig. 2:

C =
fc

200π(f2
0 − f2

c )
(1)

Once the capacitance value of the equivalent circuit is extracted, the series equivalent inductance

h

Substrate

g1

50 ohm microstrip line

g1

g

T-cell section

Figure 1: Bandpass DMS configuration.
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Figure 2: Bandstop DMS configuration and related equivalent circuit.

Figure 3: Bandpass DMS configuration and related Equivalent circuit.

and resistance for the given DMS bandstop unit section can be calculated as:

L =
1

4π2f2
0 C

(2)

Y =
1
Z

=
1

R(ω)
+ j

(
ωC − 1

ωL

)
(3)

zin = z + z0 (4)

S11 =
zin − z0

zin + z0
=

1
1 + 2z0y

(5)

R(ω) =
1

1
2z0

√
1

(s11(ω))2 + (2z0( 1
ωL − ωC))2 − 1

(6)

where f0 and fC are the resonant frequency and 3-dB cutoff frequency, respectively. However in
resonance phenomena role of RP is important but in the lower and upper of this phenomena roles
of inductor and capacitor are important. For simplicity we ignore the frequency dependence of RP

and use a constant value for RP obtained for ω = ω0. Using

S21 =
2z0

2z0 + z
, (7)

for ω = ω0, z = RP and then RP is given as

RP = 2z0
1− S21(ω0)

S21(ω0)
(8)
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To validate the circuit model, this model has been simulated using Ansoft Designer v3 (a circuit
simulator). The extracted RP , LP , and CP values from aforementioned equations are 3.0949 kΩ,
0.81297 nH, and 0.10471 pF, where fC and f0 from Fig. 4 are 11.25 and 17.25 GHz, respectively,
and S21(ω0) = 0.0313. However these models are very simple but the error is acceptable. Fig. 4
shows good agreement of results of the circuit model with results of the Ansoft HFSS simulator.

In case of a bandpass DMS configuration, the equivalent inductance and coupling capacitance
form a series resonance circuit. However, when the gap spaces are used in the bandpass structure,
its pole fP frequency is changed by a small amount. We assume that its 3-dB cutoff frequency, fC

for the bandstopt DMS is also 11.25 GHz.
The bandpass structure has series resonance fS = 7.4GHz and parallel resonance fP = 18.1GHz.

They provided CP = 0.089 pF, LP = 0.868 nH and Cg1 = 0.532 pF for the circuit model. We have
assumed that the 3-dB cutoff frequency, for the bandpass case is also 6.12 GHz. Fig. 4 shows
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Figure 4: Magnitude frequency response due to circuit modeling and full wave analysis with a = 2.2756 mm,
b = 0.5728mm, c = 1.3572mm, g = 0.2mm, g1 = 0.01mm and W = 2.33mm. (a) Bandstop DMS frequency
response. (b) Bandpass DMS frequency response.
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satisfactory agreement of results. Also this figure shows that the bandwidth of BPF is more than
39%.

3. TUNING OF BANDPASS DMS FILTER

The responses for several values of g1 are shown in Fig. 5. As can be seen in this figure, by
decreasing the gap spaces, the resonance response goes to the lower frequencies, insertion loss is
improved and pass band become wider.

Addition to change of gap spaces for more tuning of resonance frequency of bandpass DMS filter,
we can displacement this frequency by changing the T-cell dimensions. As can be seen in Fig. 6,
by increasing a and decreasing g the resonance frequency tend to be lower frequency and then this
frequency can be tuned.

4. CONCLUSION

We have introduced a new DMS bandpass component. By using the bandpass DMS components,
we have developed a compact BPF of superior performance.
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Abstract— There has been much interest recently in developing reflectarray antennas due
to the combination of some of the best features between the parabolic reflector and phased
array antennas. This paper presents the study of the relationship between phasing distribu-
tion characteristics and the bandwidth of different resonant reflectarray elements. The gradient
characteristics of different elements of patch, dipole and ring, printed on a grounded dielectric
substrate have been investigated at X-band frequency range using the commercial CST computer
model. The preliminary simulated results generated from the computer model demonstrate that
ring elements contribute the highest reflection loss performance of about 1.74 dB compared to
the other two elements of dipoles and patches. The attainable static linear phase range of 177◦
for ring elements is shown to offer a trade-off between the static phase range and the bandwidth
of the reflectarray elements. Results of CST simulations made show that the ring element also
contribute the highest reflection loss performance of 2.95 dB compared to the other two elements.

1. INTRODUCTION

A microstrip reflectarray antenna consists of a flat array of microstrip patches or dipoles printed
on a thin dielectric substrate [1]. Simillarly as its conventional counter part, it uses a primary
feed and a reflecting surface. However, in microstrip antenna, the latter component is planar and
forms by many microstrip antenna element. When the incident signals illuminating from a feed
antenna to the array elements and scatter the incident field with the proper phase required forming
a planar phase. Many types of resonant elements can be used in printed reflectarray antennas
depending on the required applications such as dual frequency [7] and solar panel reflectarray [5].
Examples of reflectarray antenna elements are the variable size patch elements [2, 3], spiral patch
elements [4], cross dipole elements [5, 6], and ring elements [7, 8]. The focus in this paper is on the
range and slope of phase characteristics of a unit cell of a reflectarray formed by different types
of elements: Patch, dipole and ring. In the reflectarray design, the obtained phase characteristics
are used to work out the sizes of the individual elements in the reflectarray to compensate for the
phase differences. There are two main parameters that are important in the phase compensation
process, the range and the slope. The phasing range needs to be 360◦ at a given frequency of
operation, in the way to provide suitable compensation. Meanwhile, the phase slope oversees the
manufacturing tolerances and the operational bandwidth of the element. As the slope are slower,
its offers smaller manufacturing errors and provide larger operational bandwidth. In this paper, the
phasing distribution characteristics was analyzed using different resonant elements. The operating
frequency of operation is in the X-band frequency range (8–12 GHz).

2. BACKGROUND

2.1. Reflectarray Antennas
A reflectarray combines the feature of both a reflector and an array. As the introduction of the print-
able microstrip antennas, the technologies of combining the reflectarray and microstrip radiators
were investigated [9]. A feed antenna illuminates the array whose individual elements are designed
to scatter the incident field with the proper phase required to form a planar phase surface in front
of the aperture, The bandwidth performance of a reflectarrray is shown to be narrower compared
to a parabolic reflector. For a printed microstrip reflectarray, its bandwidth is primarily limited by
two factors that are narrow bandwidth of the microstrip patch elements on the reflectarray surface
and the differential spatial phase delay [10]. The path length from the feed to all patch elements
is all different. This leads to different phase delays. In order to compensate for the different path
lengths, the elements must have corresponding method to overcome the problem. The reflection
loss, S11 of a reflectarray antenna should be 0 dB at resonance in order to get a maximum reflected
energy. Minimum reflection loss can be achieved when the signal energy reflection is the same as
when signal energy is illuminated.
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Figure 1: Geometry of the microstrip reflectarray.

2.2. S-shaped Phase Curve Plots

The slope of the phase versus frequency is a measure of the bandwidth of reflectarray as a curve
with a smaller phase slope will lead to less phase error [1]. It has been reported by Pozar that
there is a trade-off between phase range and the bandwidth [1]. This is indicated by the gradient
of the S-shaped phase curve. To provide a suitable compensation for all the elements in array, the
phasing range needs to be close to 360◦ at a given frequency [11]. Resonance occurs at 180◦ phase
difference, where the maximum reflection of the signal occurs.

3. METHODOLOGY

The considerations start with a microstrip reflectarray operating in the X-band with the center
frequency of 10GHz. The reflectarray is assumed to be formed by elements printed on a substrate
of dielectric constant and thickness and arranged in a square lattice. In the built model simulator,
the elements are assumed to have symmetry with respect to the X and Y axis. In order to work out
the phase characteristics, only the case of a vertically polarized (in Y -axis) TEM plane wave that
is normally incident on an infinite periodic array is considered. These considerations based on the
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Phase 

(Degree)

fo

Resonant 

Frequency.

360°

180°

Figure 2: Reflection phase versus frequency.
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fact that TEM provides a good approximation to the phase range and slope. In order to identify
phase distribution characteristics, different types of elements are used. By using the equivalent
waveguide approach, the phase of the reflected wave at each element is determined as the phase
of the scattering parameter for the waveguide one-port containing these elements. The structure
was modeled using the commercial full-wave electromagnetic software CST Microwave Studio. The
reflection loss performance and the phase characteristic of unit cells with different type of resonant
element were generated. The parameters such as S11 and S-shaped phase curves obtained from
commercially available CST computer model have been investigated. Current distributions of
resonant elements of dipole, patch and ring have been studied to observe the effect on the reflection
loss and static linear phase range performance.

4. RESULTS AND DISCUSSIONS

This section reports on simulated results for the phase characteristic of different type of resonant
reflectarray element as obtained with CST Microwave Studio. The relationship between the static
linear phase range and the bandwidth is investigated in order to find the best element which suits
the criteria for greater phase range and low loss performance of reflectarray elements.

Resonant patch elements of dipole, patch and ring have been analyzed using the commercially
available CST computer model. The simulated results shown in Figure 3 show that ring element
has higher loss compared to dipole element and rectangular patch element, −1.7 dB, −1.4 dB,
and −1 dB respectively. This is significantly due to the surface area of ring element as shown in
surface color contour distribution in Figure 3(c) which has smaller area compared to dipole element
and rectangular patch element that allows more current distribution to be concentrated in that
particular region. Because of the area of the resonant elements, ring element has a higher loss
due to the reflection properties from the elements and hence less bandwidth compared to dipole
element and rectangular patch element [1]. This is clearly shown by the surface current distribution
generated from the CST computer model. The red color represents the areas which have the highest
concentration of current ddistributions. Figure 4 below shows static phase range generated from
the CST computer models for three different types of resonant elements of ring, dipole and patch.

As shown in Figure 4, the ring element shows a greater static linear phase range compared to
the other two elements. However the increase in the static phase range has to be traded off with the
bandwidth and the reflection loss performance of the reflectarray. Although the bandwidth of the
reflectarray elements is shown to be very narrow, it can be increased by suitable choosing suitable
ratios of the outer and inner radius ratio [7].

Figure of Merit (FoM) as defined in (1) can be used as an indicator to describe phasing dis-
tribution of the static linear phase range. It is defined as the phase range where the static phase
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Figure 3: Combination of ring, dipole and rectangular patch element in S11 (dB) parameter. (a) Dipole, (b)
patch, (c) ring.
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Table 1: Figure of merit (FoM).

Case Elements
Linear Phase Range

(◦)
Figure of Merit
(FoM) (◦/GHz)

1 Ring 177 1967
2 Dipole 171 1710
3 Rectangular Patch 150 1250

range occurs at a certain frequency range.

Figure of Merit = Static Linear Phase Range / Frequency Range

FoM =
∆Φ
∆f

=
(Φ1 − Φ2)
(f1 − f2)

(1)

Table 1 summarizes the static linear phase range and figure of Merit for three resonant elements
of dipole, ring and patch. It is clearly shown that both the linear phase range and larger figure of
Merit are contributed by ring element but however it has to be traded off between narrow bandwidth
and greater linear phase range.

5. CONCLUSION

In conclusion, the trend of the S-shaped phase curves of the reflectarray antenna has been inves-
tigated using different resonant elements. Analysis of the phase distribution of resonant elements
were carried out using CST computer model demonstrate that there is a trade off between the static
phase range and the reflection loss of the elements. Predicted results generated from commercially
available CST computer model demonstrate that ring elements offer a greater static phase range
compared to the elements of dipole and patch. The figure of Merit has been defined in order to give
an indicator of the performance between the static phase range and the reflection loss of different
resonant elements of reflectarray. Waveguide simulator measurements will be performed in order to
see the reliability of the predicted results obtained from the commercially available CST computer
model.
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Abstract— In this work, Folded Meander Line Antennas (MLAs) have been designed to oper-
ate in WLAN b/g band. Two prototypes were tested: The first antenna is shaped like a fish-bone
(Fish Bone MLA), while the second design has a structure of a folded meander line looped back to
its starting position (Folded MLA). Both design are either fabricated on FR-4 or RO3010 boards.
Two broadbanding techniques are investigated in this work, by adding vias and implementing
the proximity coupling technique, using CST software. Investigation is aimed to determine and
compare the effectiveness between the two techniques on these new antenna structures. Investi-
gation have found that prototype 2 fed using the proximity coupling technique has produced the
widest bandwidth with a value of 939.5 MHz.

1. INTRODUCTION

Wireless local area network (WLAN) technology, is extensively used to connect the internet had
been widely, applied in modern electronic communication and communication devices such as per-
sonal computer, notebook, and access point (AP), etc. Factors such as wide bandwidth and small in
size are most reason why such characteristics of antennas have always been favored in many indoor
wireless communication systems, particularly when limited space is available for the installation of
the antenna [1].

Meander line formations allow smaller volume and provide wideband expansion [2]. As a meaning
on increasing number of meander turn, these models provide reasonable approximation of the
relative changes in resonant frequency [3]. This antenna is an interesting class of resonant antennas
and is extensively studied in order to reduce the size of the radiating element similarly to the wired
antennas such as monopole, dipole and also folded dipole type antennas [4]. The desired resonant
frequency is harder to be tuned if more turns are added in folded meander line antenna. Therefore,
in order to prevent this, the whole antenna composition must always be optimized. A good S11

when simulating any type of antenna will have a response dip at the desired frequency with at least
−10 dB lines [5].

2. ANTENNA DESIGN AND PARAMETRIC STUDY

The antenna has been designed using CST software which will then be fabricated on FR-4 and
RO3010 boards based on wet etching technique. Such reign is a norm in comparing between
measured and simulated results by seeking the change of resonant frequency, return loss and also
bandwidth [6]. The folded meander itself would be able to employ multi-band function owing the
three or four turns it was experimented on a single FR-4 board (ε = 5.4). Fig. 1 below presents 10
samples concluded from various heights (v) performed onto the whole meander line. The narrow
bandwidth is still a problem, but the first broadbanding technique, which is the proximity coupled
design started with v = 19.44mm at 2.419GHz. Length of feeding and width-to-line ratio patch
used at the second layer (same substrate) can be used to control matching and this leads to a
broader bandwidth obtained [7], as illustrated in Fig. 2. As many as 18 samples manipulated width
(cond2 w) was prepared, with 11.1053 mm fitting the purpose of making available bandwidth greater
than 100MHz. As the patch width plays a major role in attaining targeted bandwidth proved
previously, a thinner substrate with an epsilon of 10.2 and thickness of 0.635mm was exploited
acting as first layer above the FR-4 patch which leads to an uneven thickness and epsilon value
used [8]. Fig. 3 was an initial discovery maneuvering dissimilar distance of both left and right
meander line. As observed, each sample swept gave an expression that the closer the gap is, a
worse return loss is produced. Fortunately, all samples did present an appropriate starting point
in between 2.4 GHz and 2.48GHz in executing proximity coupling marked as (A).
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Figure 3: Distance between two folded meander line (u) was studied gave multiple return loss.

3. RESULT AND DISCUSSION

Figure 4 displays a top view of the folded meander line design. This larger new design is anticipated
to have a higher directivity and gain due to the larger conductor surface made available. Contin-
uing with FR-4 (ε = 5.4) thickness of 1.6mm, the folds were reduced to three turns whereas the
waveguide port is situated on the lower right. Trailing from this simulation, Fig. 5 provided narrow
band return loss −26.47 dB at 2.419 GHz. From the observation, the folded meander formation can
produce multiple band in which can be configured to a single band operation. FMLA frequencies
are reallocated by changing the copper width by formula (1).

weff = w + t
1 +

1
εr

2π
ln




4e√√√√√√
(

t

h

)2

+


 1

π

1
w

t
+

11
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2




(1)

εr = dielectric constant of substrate, w = width of strip, h = thickness (‘height’) of substrate,
t = thickness of strip metallization. The proximity coupling technique is applied into practice
by adding the second layer (ε = 5.4) below the folded meander, structure as shown in Fig. 7.
Upon modification, broadening of bandwidth occurred to a nearly 200MHz starting at 2.39GHz
ending at 2.59 GHz. The second layer etched copper is shaped as a regular radiator, centered on
top of the folded meander. A balanced dimension must be ensured to enable current flow in TM
mode, resulting in radiation perpendicular to the formation surface [8]. Comparison of these two
techniques is found in Table 1.

Next, the prototype in Fig. 9 was enhanced to four turns. Unlike before, the first upper layer
retain the same formation except using RO3010 (ε = 10.2) with different thickness of 0.635 mm.
The higher dielectric value used the produced a narrow return loss as seen in Fig. 10 in contrast
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Figure 4: General view of folded meander line an-
tenna.
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Figure 5: Return loss obtained at 2.419 GHz,
−26.47 dB.

Figure 6: First upper layer of the FMLA. Figure 7: Same substrate used as proximity cou-
pling.

Table 1: Bandwidth improvement through application of proximity coupling technique.

Antenna Proximity Coupling Bandwidth (MHz)
FMLA-00 NO 20.0
FMLA-01 YES 200.0

Table 2: Bandwidth improvement through proximity coupling and EBG method.

Antenna Proximity Coupling Bandwidth (MHz)
FMLA-03 NO 5.0
FMLA-04 YES 80.0

FMLA-05
YES — Including rectangular EBG and

high impedance surface (HIS) at the ground plane
939.5

to Fig. 8. Figure 9 was then repeated to Fig. 11 with an FR-4 board placed underneath. This
board also brought about the similar idea — a lengthened rectangular etched copper, in order to
widen the bandwidth. This modification did boost up bandwidth initiated from 2.40GHz onwards
to 2.48GHz generating a 80 MHz bandwidth showed in Fig. 12. From here and beyond, another
technique was attempted and proven its capability in broading up bandwidth significantly. This
prototype was designed using RO3010 as the first layer (1), followed by FR-4 (2) and finally an
ohmic sheet valued at 400Ω above the ground plane (3) as demonstrated in Fig. 13 and Fig. 14.
Interestingly, modification was also done to the ground plane where rectangular dual loops are cut
out to utilize Electromagnetic Band Gap (EBG) concept. EBG occupy only the lower half segment
of the ground plane as shown in Fig. 15. While it is valid that the proximity coupling technique
greatly provided bandwidth enhancement, an even greater improvement is provided by adding a
EBG structure to the design. The EBG structure has provided a good amount of electromagnetic
coupling between the two layers, by producing up to 940MHz of bandwidth, whereas without it, a
relatively small bandwidth of about 80 MHz is produced.
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Figure 9: FMLA experimented with 4
turns.

S-Parameter Magnitude in dB

2 2.2 2.4 2.6 2.8 3
Frequency / GHz

−10

−20

−30

-40

0

Figure 10: Return loss obtained at 2.418 GHz, −33.45 dB.

Figure 11: FR-4 board placed as the second
layer applying proximity coupling method.
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Figure 12: Significant changes to the return loss.

Figure 13: Using prior de-
sign, two more material was
added whereas ground plane
was altered.

Figure 14: RO3010 as the first layer followed
by FR-4 then ohmic sheet.

Figure 15: Half portion
of the ground plane had
been altered with rectangu-
lar EBG.
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Figure 16: Bandwidth increase to nearly 940 MHz.

4. CONCLUSION

To widen a bandwidth, proximity coupling feed method can be applied onto the FML. From the
investigation also, we found out that using same substrates may provide larger bandwidth than a
design where different substrates are placed together to form a multiple-layered antenna.
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Abstract— The main physical properties of microwave corona breakdown in gases in the pres-
ence of inhomogeneous electric fields are investigated using numerical calculations of the conti-
nuity equation for the density of free electrons. In particular, the interplay between diffusion
and attachment in redistributing electrons from high field regions to low field regions and the
concomitant effect on the breakdown threshold is studied for different examples of the varia-
tion of the electric field strength. The results give a clear physical picture of the dependence of
breakdown electric field on pressure with two complementary limits; a high pressure limit with a
localized breakdown plasma confined to the high field region and a low pressure limit determined
by the properties of the low field region only and a breakdown plasma extending over the entire
volume of the rf device. A comparison between results for the critical microwave breakdown field
as obtained by numerical calculations and experimental results in a microwave cavity show very
good agreement.

1. INTRODUCTION

Corona breakdown is a potentially serious failure mechanism in many gas-filled microwave devices
like antennas, wave guides etc. since the technological development tends to constantly increase
the power in the system and there are natural limitations to the electrical field intensity a system
can withstand before failing. The basic physics involved in the corona breakdown process — the
avalanche-like growth of the free electron density which creates a conducting (plasma) region in or
around the rf system under the ionizing action of high energy electrons created by the microwave
field — is rather well understood for homogeneous microwave fields, [1]. However, many rf com-
ponents involve inhomogeneous fields due to mode structure and/or to the presence of e.g., tuning
screws or other details introduced for constructive purposes (e.g., impedance matching) or simply
defects in the device. When the electric field in a gas-filled microwave device is inhomogeneous in
space, the interplay between the concomitant inhomogeneous ionization, which tends to create free
electrons, and the diffusion and attachment mechanisms, which tend to decrease the free electron
density, becomes complicated and depends significantly on the geometry of the device and on the
gas pressure. In cases with locally enhanced ionization, the breakdown threshold is determined as
an interplay between diffusion and attachment where diffusion transfers free electrons out of the
localized region with high field into regions with weaker fields where attachment operates as a sink
for the free electrons. For small pressures, diffusion is a strong electron redistributing effect and the
influence of the high field region is small, but for large pressures, diffusion is weak and the break-
down threshold is set by attachment balancing the locally high ionization, which may significantly
lower the breakdown threshold as compared to the corresponding homogeneous situation. Thus, in
the case of inhomogeneous field profiles, the pressure becomes an important factor in determining
the size and location of the conducting region.

Corona breakdown in gas filled rf devices has been analyzed for a number of different designs
and microwave mode structures, including situations involving field singularities e.g., sharp corners
or edges where the electric field strength (and the ionization) becomes locally very high. For in-
homogeneous electric fields, the corresponding breakdown threshold can be calculated analytically
only in a few special cases and usually resort must be taken to approximate and numerical meth-
ods, c.f. [2, 3]. However, many different and technically important situations still lack a complete
understanding of the breakdown conditions.

In the present work we will illustrate the coupling between diffusion, attachment, and the
inhomogeneous ionization by considering two specific situations where the inhomogeneity of the
field plays an important role in determining the breakdown threshold; a rectangular resonant cavity
excited in the TE110 mode, and a small high field region adjacent to a conducting surface surrounded
by a low field region.
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2. THE GENERAL PROCEDURE

The determination of the microwave breakdown threshold involves two steps: (i) determination
of the electric field strength in the device (while neglecting plasma effects) and (ii) solving the
equation for the plasma dynamics in this electric field, i.e., solving the continuity equation for the
electron density, viz.

∂n(r̄, t)
∂t

= D∇2n(r̄, t) + νin(r̄, t)− νan(r̄, t) (1)

where n(r̄, t) is the plasma (electron) density, D is the diffusion coefficient, νi is the ionization
frequency, and νa is the attachment frequency. These parameters depend on the type of gas, gas
pressure (p), and electric field strength. Whereas D and νa depends primarily on pressure (scaling
as D ∝ 1/p, νa ∝ p), the ionization frequency in addition also depends strongly on the electric
field strength and an often used empirical approximation is νi ∝ pEβ

eff where e.g., β = 5.33 for air.
Here the effective electric field, Eeff, is defined by E2

eff = E2
rms/(1 + ω2/ν2

c ) where Erms denotes the
rms electric field, ω is the microwave angular frequency, and νc is the collision frequency between
electrons and gas particles. The breakdown threshold is determined by the condition that the
losses of electrons through diffusion and attachment is balanced by ionization, i.e., ∂n(r̄, t)/∂t = 0.
Eq. (1) can then be formulated as the eigenvalue problem

∇2n(r̄, t) + (λs(r̄)− q)n(r̄) = 0 (2)

where n(r̄) must vanish on the boundary of the considered volume, λ = max νi/D, q = νa/D, and
s(r̄) = (E(r̄)/maxE(r̄))β. The eigenvalue, λ, determines the breakdown electric field as a function
of the physical parameters of the gas and the geometry of the device.

3. BREAKDOWN IN A RESONANT CAVITY

Resonant cavities play an important role in many microwave applications. One relevant config-
uration is the rectangular resonant cavity in which the field (excited in its E110 mode) is given
by

~E = E0 sin
(πx

a

)
sin

(πy

b

)
ẑ (3)

where a and b are the dimensions in the x and y directions. When this field is inserted into
the eigenvalue equation, the z-dependence of the plasma density can be separated out by writing
n(r̄) = Z(z)n(x, y), where Z(z) = sin (πz/L), and L is the height of the cavity. The remaining
equation for the function n(x, y) then becomes

∇2
⊥n(x, y) + (λs(x, y)− q̃)n = 0 (4)

where q̃ = q + π2/L2 accounts for the losses due to attachment and diffusion in the ẑ direction
and s(x, y) = sinβ(x/a) sinβ(y/b). Eq. (4) is not tractable for exact analytical analysis, but a
powerful and convenient approximate approach is to use direct variational methods based on the
Ritz optimization procedure as demonstrated in [4].

An interesting aspect of breakdown plasma behavior, characteristic of situations involving in-
homogeneous electric fields, is the interplay between attachment and diffusion in determining the
electron losses and its dependence on pressure. As noted above, diffusion decreases with increasing
pressure whereas attachment increases. Thus, the length an electron diffuses before it is lost by
attachment is significantly smaller than the cavity dimensions at high pressures, and the breakdown
plasma tends to become localized in the region where the ionization is larger than the attachment
frequency. This means that as the pressure inside the cavity increases, the region occupied by
the plasma becomes successively smaller. This is illustrated in a succinct way in Fig. 1 below.
The plasma profile to the left in Fig. 1 is dominated by diffusion to the walls, it varies almost
sinusoidally, extends over the entire cavity area, and smoothly approaches zero at the edges. This
situation corresponds to low pressure and a breakdown plasma extending over the entire volume.
On the other hand, the plasma density profile to the right in Fig. 1 has contracted into a needle-like
profile due to the high pressure which decreases the diffusion out of the over-critical region in the
center where ionization is larger than the attachment losses.

The breakdown plasma density will also have an extension in the z-direction according to the
sinusoidal variation determined by the function Z(z), but in the x, y-plane the curves of constant
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Figure 1: Illustration of the effect of pressure on the extension of the breakdown plasma. Left, low pressure.
Right, high pressure.

density describes concentric circles. In the figures shown above, a and b has been chosen equal. If
the relative size of the cavity sides is changed, the density curves will describe concentric ellipses
in the x, y-plane.

4. BREAKDOWN AROUND A HEMISPHERICAL BOSS

Another important situation is the one where there is a small region of local field enhancement in
an otherwise homogeneous field. We have investigated several different models for the ionization
profile; a step-like profile, an exponential profile, and a profile corresponding to the field around
a small hemispherical boss on an infinite conducting plane. The variation of the field profile was
seen to play an important role for the size of the plasma region in the high pressure regime.

In the case of the hemispherical boss, the electric field around the boss is known in explicit form,
and is given by

E(r, θ) = E0

√(
1 +

2a3

r3

)2

cos2 θ +
(

1 +
a3

r3

)2

sin2 θ. (5)

where r and θ are spherical coordinates and the profile is rotationally symmetric. The main features
of this field are that E → E0 as r →∞, and E → 3E0 as r → a.

We have performed simulations of this problem in a cylindrical coordinate system. The boundary
conditions were n(r = R) = 0 and n(z = 0)(z = H) = 0, where R and H were taken as different
multiples of a. For very low pressures, the effect of the field enhancement around the boss was found
to be negligible, and the continuity equation, Eq. (2), can be solved using n(x, y, z) = N(r)Z(z),
where Z(z) = sin (zπ/H) and N(r) = J0(r) with J0(r) being the zero order Bessel function. The
eigenvalue can then be evaluated exactly as λ = q + π2/H2 + j2

0/R2, where j0 ≈ 2.4 is the first
zero of J0(r). In the pressure regime where this formula is valid, the breakdown plasma will fill the
entire volume. However, when the pressure increases, the influence of the boss becomes stronger
and eventually the electric field strength necessary to initiate breakdown becomes smaller than
that without the field enhancement. The plasma also starts to contract and to become localized
around the boss. For even higher pressures, the breakdown threshold will become determined by
the balance of attachment and ionization in the very close vicinity of the boss surface. In the purely
mathematical limit when the pressure becomes infinite, the plasma region will become infinitely
small, and the breakdown threshold is given by the equality νi(r = a) = νa. These qualitative
considerations are illustrated in Fig. 2 below, which shows the shrinking of the plasma region
as the pressure increases. The left figure shows the plasma filling the entire chamber, and the
influence of the boss is relatively small, a situation corresponding to low pressures. Only half the
plasma section is shown, corresponding to r ∈ [0, R] and z ∈ [0,H], the system being symmetric
round the z-axis. The right figure shows the breakdown plasma for a higher pressure. Now the
situation is completely dominated by the field around the boss, and the plasma region is very small
and localized to the vicinity of the boss surface. The numerically obtained predictions for the
breakdown thresholds in the rectangular cavity and for the hemispherical boss have been compared
with experiments reported in [5] and show excellent agreement, see Fig. 3.
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Figure 2: Illustration of the influence of pressure on the extension of the breakdown plasma around a
hemispherical boss. Left, low pressure. Right, high pressure.
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Figure 3: Comparison between experimental results (taken from [5]) and theoretical predictions for the
rectangular cavity (left figure — taken from [4]) and for the hemispherical boss for two different boss radii
(right figure).

5. CONCLUSION

The two systems analyzed above are very different, but have the common feature of involving
inhomogeneous profiles of the electric field strength. In both cases, this makes the quasi-steady
plasma region, described by the solution of the continuity equation, change size with changing
pressure. With increasing pressure the plasma generally tend to contract around the region with
highest electric field. An important implication of this behaviour for rf systems in general should
be emphasized: At high pressures in combination with strongly inhomogeneous electric fields, the
concomitant small plasma region does not necessarily have an important deleterious effect on the
operation characteristics of the rf device. On the other hand, the creation of such a local quasi-
steady plasma may lead to significant local absorption of rf power, which heats the surrounding gas
and on a longer time scale may lead to important effects on the device, either by causing local melt-
ing of surrounding material or by lowering the global threshold so that full scale breakdown occurs.
Thus, the stability and power absorbtion of the quasi-steady plasma should also be investigated
before any general prediction about the breakdown threshold can be made.
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Abstract— This paper presents an analysis and a methodology for Differential Radar Cross
Section (∆RCS) measurement.

1. INTRODUCTION

To modulate the backscattered signal, the RFID chip switches its input impedance between two
states, which can be seen as an amplitude modulation. In order to improve the reading range,
the tag’s antenna is generally matched to the impedance of the chip. The matching is performed
in special conditions, i.e., at a given frequency and usually for tag placed in free space. However,
we know that the impedance of the chip is a function of frequency and received power and the
impedance of the antenna is highly dependent on the support on which the tag is placed [1]. There
are numerous papers on the RCS [2–5] but only few works are related to the analysis of the ∆RCS
and its importance on the determination of the tag performances [6, 7]. The ∆RCS is an important
parameter in the tag performance determination when the distance of communication is dependent
on the quality of backscattered signal by the tag. This is the case of semipassive tags and in some
conditions when a passive tag is no longer in the expected configuration of use, for example when
it is mounted on a disruptive, or it is physically deformed, or the reader operates at a frequency
other than the tag’s resonance.

2. PROTOCOL

For the ∆RCS measurement, we reform the “transmitter-tag-receiver” link (Fig. 1).
The Agilent MXG-N5182A vector signal generator sends a query command. The tag response

is received on the Tektronix RSA3408A real-time spectrum analyzer in the form of I/Q baseband
signals as shown on the Fig. 2.

Calibration of the measurement system is necessary in order to remove systematic errors due
to the input port mismatch and internal reflections inside the anechoic chamber. To calculate
backscattered signal by the tag, we subtract the reference measurement for empty anechoic chamber
without tag from the measured value in the presence of the tag.

Receiver

Transmitter

Reference antenna

R

DUT

Figure 1: Experimental setup to measure the ∆RCS of the tag in the mono-static configuration.
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QUERY request Tag response

Figure 2: Query request and tag response received on the RSA3408A in the form of I/Q baseband signals.
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Figure 3: Measurement result of the ∆RCS of a tag as a function of the transmitter output power at a
frequency of 868 MHz.

Finally, the ∆RCS can be determined from the difference between the low and high levels of
the backscattered power as

∆RCS =
∆PR

PT

(4π)3R4

G2
ref λ

2
(1)

where PT is the transmitted power at the antenna port, Gref is the reference antenna gain and R
is the distance between the reference antenna and the tag.

3. RESULTS

The Fig. 3 shows the ∆RCS of a commercialized tag as a function of the reader output power for
a frequency set at 868 MHz.

As specified in the ISO 18000-6 standard, the ∆RCS is greater than 50 cm2 when output power
is equal to 1.2 times the threshold power. Furthermore, it decreases when the power increases, in
this manner the depth of modulation seen by the reader remains constant.

4. CONCLUSION

In this paper, we have developed a useful methodology for Differential Radar Cross Section (∆RCS)
measurement. The ∆RCS is expressed as a function of the ratio of power sent by the transmitter
and the power reflected from the tag. Measurement results are those we expected. In the near
future, we will carry out other measurement, explore the ways of measuring the ∆RCS as a function
of frequency.
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We expect these research results to enable the characterization of UHF RFID tags.
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Abstract— Beamforming has been introduced in Wireless Sensor Networks (WSNs) in order
to increase the transmission range of individual sensor nodes. One approach of optimizing node
coordination is by implementing the theory of linear array for beamforming method. The ap-
proach is presented in this paper. The linear sensor node array (LSNA) is constructed within
random sensor node deployment. The LSNA is optimized as a conventional uniform linear ar-
ray (ULA) to minimize the position errors which will improve the beamforming performance in
terms of gain, transmission range and characteristics. A simulation model is implemented to
study the adaptive LSNA. Several scenarios were evaluated by comparing with the theoretical
results of conventional ULA. The performance of the constructed adaptive LSNA demonstrated
an excellent agreement compared to the conventional ULA.

1. INTRODUCTION

Wireless sensor networks (WSNs) have been extensively researched and analyzed in the communi-
cation research community. One significant issue that exists in WSN applications is the requirement
to transmit data over long distance using individual power-constrained sensor node. By using a
limited power source, these sensor nodes in WSNs have very limited lifetime thus contribute to the
issues of restricted communication and computing capabilities [2]. Nevertheless, the transmission
range of sensor nodes can be improved based on the beamforming theoretical [3, 4]. In WSN envi-
ronment, the sensor nodes can be deployed in the form of clusters within the random deployment.
In these clusters, the sensor nodes act collaboratively as a set of small non-directional antennas to
simulate a large directional antenna. Each sensor node will share the data with other sensor nodes
in the cluster before synchronously transmitting it to the receiver. The nodes can cooperate to
coordinate their radiated transmission into a narrow beam that increases the transmission range.
Thus, it can concentrate the radiation power in the desired direction whilst decrease the power loss
in other directions.

Recently, there has been increased attention in using advanced beamforming technologies in
WSNs. Implementation of beamforming algorithms in WSNs environment made use of signal
processing techniques [5, 6]. Most of the reported work analyzes the performance of beamforming
using the theory of random arrays. The random topology condition will generate phase errors
thus affecting the performance of the antenna array. Hence, resulting in degraded beamformer
performance, compared to that of an array of equally spaced fixed elements. Works on the linear
array have been proposed [7, 8] to overcome such random deployment issues. In this paper, the work
of [9, 10] are referred. Earlier work reported in [11] is extended which includes the sensor nodes
coordination that utilizes an adaptive linear sensor node array (LSNA). Each sensor node is assumed
with identified location and equipped with isotropic antennas which in random deployment. The
normalized power gain characteristics derived in the case of the adaptive LSNA are compared with
the conventional uniform linear array (ULA).

2. SYSTEM MODEL AND RADIATION PATTERN OF THE ANTENNA ARRAY

The geometrical configuration of the randomly distributed sensor nodes and the target point are
illustrated in Fig. 1. All the sensor nodes are assumed to be located on the x-y plane. Each sensor
node is denoted in Cartesian coordinate (xk, yk) while the location of the target point is given in
spherical coordinates, Rx(R,φ0, θα0). The angle φ ∈ [−π, π] represents the azimuth direction and
θ ∈ [0, π] represents the elevation angle. In the system modeling, the following assumptions are
made:

(i) Sensor nodes are plotted in random distribution inside the region of interest of 100 m2.
(ii) Each sensor node is modeled as isotropic antenna element and mutualcoupling between nodes

is excluded.
(iii) There is no multipath fading or shadowing.
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After deployment, the sensor nodes intelligently organize themselves into clusters. Each cluster
has a centre node (CN) designated as the head which manages and organizes a subset of its sensor
nodes into a LSNA. A linear array of qk isotropic elements as shown in Fig. 2 is constructed as a
ULA. The CN also acts as the centre of the ULA. If dk is the distance between the kth node and
the reference node at the origin, then the signal s(t) arrives tk seconds earlier at the kth element,
with respect to the reference sensor node [9] as given by:

tk =
dk cos θα0

c
(1)

where c is the speed of light and dk is the distance of the kth element.
Each array element is weighted by a complex weight wk

wk = Ike
jωtmθα0 (2)

for k = 0, 1, 2, . . . , K − 1, K which multiplies the incoming signal.
The amplitude of each element response, Ik, is assumed to be unity. The summation of all the

elements’ weighted inputs equals the radiation pattern (the spatial response) of the array or the
array factor [9], F (θα). By using Eq. (1) and the wave number β = 2π/λ, this is written as:

F (θα) =
K∑

k=1

w∗ke
jβdk cos θα (3)

The maximum value of F (θα) at θα = θαo is the main lobe of the radiation pattern pointing towards
θαo. The normalized power gain G is given by

G(θα) =
|F (θα)|2

max |Fθα(θα)|2 (4)

3. NODE COORDINATION

Initially, 150 sensor nodes are randomly plotted. Each sensor node will communicate with nearby
neighbor nodes which are located within the communication radius. The algorithm starts by
selecting the CN which has the most neighbor nodes within its communication radius. Then, the
active cluster is determined by referring to the CN as the centre of a cluster. A linear array of
nodes is then constructed in the randomly deployed sensor nodes with internode spacing of λ/2.
For case-study, a linear array of 9-nodes was constructed.

The development of the algorithm is aimed at determining the optimum sensor nodes coordina-
tion for beamforming. The radiation beampattern from the optimum LSNA has to be comparable
to that of the ULA. Instead of exploiting all the sensor nodes in the active cluster, the algorithm is
designed to choose only one set of sensor nodes in the linear node coordination that approximates
the ULA. ULA is assumed with internode spacing of λ/2, isotropic antenna elements, and the CN
represents the centre element as shown in Fig. 2.

A virtual line that passes through the CN is first constructed using the line equation

f(x) = m2x + m1 (5)

Figure 1: Definition of notations.

  

dk

Figure 2: LSNA of equally spaced isotropic ele-
ments.
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where m2 is a virtual line slope and m1 represents the offset of the origin. The CN is located at
the centre point of the virtual line. By constructing the virtual line, selection of the sensor nodes is
realizable. The ideal coordinate for the node’s location is then identified by referring to the virtual
line to demonstrate the ULA.

q(xk+1, yk+1)− q(xk, yk) = λ/2 (6)

where k = 1, 2, . . . , 9 ∼= number of elements, and q(xk, yk) is the coordinate of the kth element.
Fig. 3 shows the virtual line being constructed in MATLAB environment that passes through the
CN.

Consequently, the algorithm intelligently optimizes the sensor node coordination in order to
form an optimum LSNA. Two simulation scenarios in MATLAB environment are shown in Figs. 3
and 4. It is observed that from the random deployment of sensor nodes, the active cluster has
been selected with reference to the chosen CN. The optimization of the LSNA has been successfully
accomplished for 20 iterations. The process was repeated in different angles for optimum LSNA.

4. COMPARISON OF NODE COORDINATIONS

Performance comparisons of the optimized 9-element LSNA with 9-element conventional ULA are
possible with the incorporation of beampattern analysis feature in the simulation environment.
Figs. 3 and 4 show the first and second iterations of node coordination with different angles, while
Figs. 5 and 6 illustrate the beampattern analysis of the node coordination, respectively.

From Figs. 5 and 6, it can be observed that the normalized array factor or normalized gain
demonstrates maximum gain at the desired angle of 45◦. It can be inferred that by using adaptive
LSNA, the radiation power can be concentrated only to the desired angle or direction while sup-
pressing the radiation powers at other angles. The optimized LSNA causes severe impact on the

Figure 3: 1st iteration of sensor node coordina-
tion. Blue star and magenta circle denotes ULA
and LSNA, respectively.

Figure 4: 2nd iteration of sensor node coordina-
tion. Blue star and magenta circle denotes ULA
and LSNA, respectively.

Figure 5: Normalized array factors of 1st iteration. Figure 6: Normalized array factors of 2nd iteration.
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increment of the sidelobe levels but only minimal reduction for the main lobe gain. However, by
using Least Square (LS) method, the beampattern analysis of LSNA demonstrates excellent agree-
ment with the performance of ULA. The maximum normalized power gain remains unchanged
although in the presence of position errors in the LSNA coordination. In addition, the gain of the
first sidelobe level also shows a promising performance and also only a slight decrements of the
other lobes.

The simulated results also demonstrate the different effect on the beampattern performance
with the alteration of the node coordination. Fig. 5 illustrates a wider 3-dB beamwidth compared
to the 3-dB beamwidth of Fig. 6. The desired beampattern performance can be selected by using
the beampattern analysis in order to meet the desired transmission signal.

5. CONCLUSION

The combination of the transmission of multiple sensor nodes is proven to provide greater trans-
mission distances. The array geometry that has been considered is LSNA. The node coordination
is optimized to identify the most excellent node coordination to participate in the LSNA. Simula-
tion results illustrate that the construction of the adaptive-LSNA from random deployment offer
superior performance to closely approximate conventional ULA.
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Abstract— The types of fog and the existing methods of calculation of the electromagnetic
waves attenuation due to fog are reviewed. The meteorological data, which was measured in the
localities of Lithuania, has been analyzed. According to this data, the specific attenuation due
to fog has been computed under the Lithuanian climatic conditions. The models that have been
used in calculations of fog attenuation are based on the liquid water content and optical visibility.

1. INTRODUCTION

Moist fog frequently appears over the localities of Lithuania. The influence of fog on the attenuation
of the electromagnetic waves can lead to the perturbation of the wireless communication. In [1], it
was mentioned that fog may be one of dominant factors in determining the reliability of millimeter
wave systems, especially in coastal areas where dense moist fog with high liquid water content hap-
pen frequently. Fog results from the condensation of atmospheric water vapor into water droplets
that remain suspended in air [2]. Fog can be characterized by water content, optical visibility, drop
size distribution and temperature [1, 3]. Several meteorological mechanisms will determine whether
fog will form and degree of its intensity. There were observed a strong influence of wind, turbulence,
radiation, surface configuration and wetness on the fog formation. The physical mechanism of the
formation of the fog can be reduced to three processes: cooling, moistening, and vertical mixing of
air parcels with different temperatures and humidity; all three processes can occur, although one
meteorological mechanism may dominate [4]. This circumstance leads to the different types of the
fog. There are several types of fog. The main types of fog are the advection fog and the radiation
one [3, 5]. Both types of fog differ in the location and in the methods of formation. In [6], the fog
is classified in four types: strong advection fog, light advection fog, strong radiation fog, and light
radiation fog. Radiation fog forms when the ground becomes cold at night and cools the adjacent
air mass until it becomes supersaturated. Advection fog forms when warm moist air moves across a
cooler surface [5, 7]. The influence of the local factors in the formation of radiation fog was studied
in [3, 5]. In [7], it was mentioned that average drop size of an advection fog is usually larger than
that of a radiation fog. The advection fog is coastal fog, and the radiation fog is inland fog. The
advection fog may cover the hundred thousands of kilometers. The advection fog has no cleared
away even by day. The water vapor content of fog varies from less than 0.4 up to as much as 1 g/m3;
typical liquid water content values for the fog vary from 0.1 to 0.2 g/m3 [2].

There are many foggy days in a year in Lithuania. In the year 1958, there were 100–122 foggy
days in the North and in the East Lithuania, and there were 130–141 foggy days in Samogitian
Hill. There were 107–113 foggy days in Samogitian Hill in the year 1964. There were 20 foggy
days in July of 1977 year in Vilnius. This month was the foggiest month from the year 1875 in
Vilnius. The visibility was only 100 meters on 15–17 October 1991. Even on 18 hours the moist
fog covers Varena in 2–3 November 1984. On 15 hours the moist fog covers the Airport of Vilnius
in 9–10 March 1994. In light of these facts, it is necessary to analyze the influence of the fog
on the attenuation of electromagnetic waves when the telecommunication systems are planning in
Lithuania.

In [8], the values of the electromagnetic waves attenuation due to the rain and clouds have
been determined by using the meteorological data measured at the ground level in the localities
of Lithuania. However, the influence of fog on the propagation properties of the electromagnetic
waves at the Lithuanian climatic conditions as far, as we know, has been no examined yet.
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The main goals of the paper were to analyze the fog events in Lithuania, to review the methods
for determining fog attenuation, and to apply them for the calculation of the fog attenuation under
the Lithuanian climatic conditions.

2. CALCULATION METHODS FOR DETERMINING OF FOG ATTENUATION

The calculation methods for determining of fog attenuation are frequently used. In [9], a one-
dimensional radiation fog model, which includes a detail description of the interaction between
atmospheric radiative transfer and the microphysical structure of the fog was presented. In [10]
model, attenuation due to clouds and fog was expressed in terms of the water content, and was
mentioned that microstructure of the fog can be ignored for fog consisting entirely of small droplets
at frequencies below 200 GHz. The parameters of gamma drop size distribution model of fog and
clouds are derived based on the liquid water content and optical visibility in [6] and [10]. The prop-
agation properties for microwave and millimeter-wave frequencies at the foggy air conditions were
examined in [11]. The values of the specific attenuation were derived from a complex refractivity
based on the Rayleigh absorption approximation of Mie’s scattering theory. In [11], the particle
mass content and permittivity, which depends on the frequency and the temperature, were key
variables.

Attenuation due to fog is a complex function of the density, extent, index of refraction, and
wavelength. Normalized fog attenuation directly, given only the wavelength and fog temperature
is presented in [7]:

A = −1.347 + 0.0372λ + 18.0/λ− 0.022t (1)

where A is attenuation in (dB/km)/(g/m3), λ is wavelength in mm, t is temperature in ◦C. The
relation (1) is valid only if 3 mm < λ < 3 cm and −8◦C < T < 25◦C.

It was mentioned in [7], that the total fog attenuation could be obtained by multiplying the
normalized attenuation by the fog density in g/m3 and the fog extent in km.

Fog is often characterized by the visibility. The visibility is defined as the greatest distance
at which it is just possible for an observer to see a prominent dark object against the sky at the
horizon in [7]. In [3], the visibility is defined as that distance from an observer at which a minimum
contract ratio C between a black target and a bright background is equal to C = 0.02. It was
noted in [12], that within each fog classification the liquid water content decreases as the visibility
increases. The relation of visibility V (km) and optical attenuation α (dB/km) was presented in [3]:

V = 4.343/α ln |1/C| = 16.99/α (2)

In [7], the empirical formula for fog visibility as a function of fog density was derived:

V = 0.024M−0.65 (3)

where V is the visibility in km and M is the liquid water content in g/m3.
It was mentioned in [7], that the empirical formula (3) is valid for drop diameter between 0.3µ

and 10µ. For the case of dense haze or other special type fogs, the coefficient 0.024 recommends
be replaced by 0.017 in [11]. If the visibility data are available, but the fog density data are not
available, the following expression may be used for fog [7, 12]:

M = (0.024/V )1.54 (4)

In [1, 6], and [10] based on the Rayleigh approximation, the specific attenuation due to the fog αfog

has been written as:
αfog = KM (dB/km) (5)

where K is specific attenuation coefficient expressed in dB/km/g/m3:

K = 6.0826 · 10−4f−1.8963θγ (6)

where γ = (7.8087 − 0.01565 · f − 3.0730 · 10−4f2), θ = 300/T , f is frequency (GHz), and T is
temperature (K).
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3. RESULTS AND DISCUSSION

Analysis of meteorological data measured in Lithuanian weather stations show, that the climate of
Lithuania is variable and contrasting. Depending on the relief of locality, there are differences in
the distribution of the foggy days. In average, there are 90–105 foggy days a year in the west slant
of Samogitian Hill and there are 60–80 ones in the west slant of Baltic Hill [5]. Only 38–51 foggy
days a year were registered in Lowland of Lithuania Mid. In Lithuania, November–March are the
foggiest months in a year. March–May are the foggiest months in a year in Seacoast of Lithuania.
However, there are least of all foggy days in May–July in the other part of territory. In average,
there are 350–650 foggy hours a year in Lithuania (most of them were observed in Samogitian Hill
and in East of Lithuania) [5].

According to the data measured in Lithuanian weather stations, in average, there are 41–105
foggy days a year in Lithuania. 4–6 hours is the average duration of a fog event. However, the
maximum duration of the fog event is several days. In Lithuania, according to the data of Lithuanian
Hydrometeorological Service, the advection fog events consist 50–60% of all the fog events and the
radiation ones consist 20–30% of all the fog events.

By using (4) we determined M values in the cases when the values of visibility V (the data of
visibility was taken from the website http://www.rp5.ru) were starting from 0.1 km up to 1 km (see
Table 1). It is seen, that the M values various from 0.003 g/m3 up to 0.111 g/m3 in the localities
of Lithuania.

In March 2008 and February 2009, the Values of Visibility V Varied from 0.5 km up to 10 km
in Klaipeda.

Table 1: The values of fog water
content M .

V , km M (g/m3)
0.1 0.111
0.2 0.038
0.3 0.020
0.5 0.010
1.0 0.003

Table 2: The duration τ of the pe-
riods with the different V in Febru-
ary 2009 in Klaipeda.

V , km τ , hr %
0.5 27 4.0
2.0 3 0.5
4.0 222 33.0
10.0 351 52.3

Table 3: The duration τ of the
periods with different V in March
2008 in Klaipeda.

V , km τ , hr %
0.5 24 3.5
2.0 30 4.5
4.0 87 12.0
10.0 593 80.0

It is worth to mention, that the fog events with the visibility V ≤ 1 km were observed in
afternoon and night in most cases in the localities of Lithuania.

The values of visibility V on the 8th of October 2008 in Kaunas, Klaipeda, and Laukuva
(Laukuva is the dampest locality of Lithuania; the average annual amount of precipitation is
820mm) are presented in Table 4. It is clearly seen the difference in these values. The data
of visibility observed in Lithuanian weather stations in that day show, that the strong fog (with
the visibility of V = 0.1 km) was in Kaunas, Lazdijai, and in the vicinities of Vilnius. Almost all
the territory of Lithuania swims in fog in most part of the night on 8th of October 2008. The
visibility of 1 km or above was only over the Seacoasts and over the pinewood of Dzukija. The ideal
conditions for formation of fog (high pressure, anticyclone (Indian summer) the bright sky at days,
and high humidity) there were at days. When the sun was down, the water vapour condensed into
the water drops. Such type of fog is a radiation one.

The fog event with V = 0.5 km was observed in Laukuva on the 16th–18th of November 2006.
The duration of this fog event was 45 hours (6.25% of the month time). Almost all the time the
humidity was about 100% in this period. The average temperature of the period mentioned above
was 6.2◦C.

There is the Geographical Centre of Europe near the city of Lithuania Vilnius and it was interest-
ing to analyse the conditions of radio wave propagation in this locality. Analysis of meteorological
data measured in Vilnius shows, that there were 267 foggy hours in the year 2008 (approximately
3% of the year time) when the visibilities V were of 0.3–1 km. The middle fog (the values of vis-
ibility were of 0.3–0.5 km) hovers over Vilnius 147 hours in the year 2008 (approximately 1.7% of
the year time). February was the foggiest month in 2008 in Vilnius (63 hours). There were no
foggy days in June of 2008 in Vilnius. Only 3 foggy hours were in March and August. The foggiest
months were October–February. It corresponds to the general tendency of weather in Lithuania.
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Table 4: The values of visibility V on 8th October 2008 in Kaunas, Klaipeda, and Laukuva.

           Locality

Time 

Kaunas 

V, km

Klaipeda 

V, km

Laukuva

V, km

21.00   0.2 10.0 10.0 

18.00 20.0 10.0 10.0 

15.00 10.0 10.0 10.0 

12.00  0.2 10.0 10.0 

09.00  0.2  4.0 10.0 

06.00  0.1  4.0 0.5 

03.00  0.5  4.0 0.5 

00.00  0.5  4.0 4.0 

Even 60–63 foggy hours there were in January, February, and November in Vilnius. There were
often the foggy days a year with visibilities of 1–10 km in Vilnius (7173 hours); even 735 hours with
visibilities from the range mentioned above were in December.

In the morning of the 7th of November 2006, the moist fog covers Kaunas. The visibility V was
only 0.2 km. The value of M = 0.038 g/m3 was determined by using Eq. (4).

As already was mentioned above, the data of visibility V varies in location. In Laukuva, there
were 99 foggy hours in December 2008 when V = 0.5 km (13.3% of month time) and 3 hours when
V = 1.0 km (in the other time, the visibility was above the value of V = 1.0 km).

As already was mentioned above, the visibility varies in time. The data of visibility measured in
December of 2008 in Siauliai confirms this proposition. The duration of the events with V = 20 km
was 426 hours in this month. However, there were 15 hours with V = 0.5 km and even 27 hours
with V = 0.2 km.

On the 6th of December 2008, there was fog event with visibility of V = 0.2 km in Siauliai. The
duration of this event was 18 hours except 3 hours within this period when the visibility value was
of V = 0.5 km.

Table 5: The number of hours with visibilities of V = 0.5 km in Laukuva.

Year Jan Feb Mar April May Jun Jul Aug Sep Oct Nov Dec
2006 42 30 27 39 12 18 6 24 18 33 105 36
2007 6 9 132 12 9 9 12 – 24 24 147 60
2008 33 66 30 27 6 12 12 3 18 30 27 99

The visibility data shows that the visibility of V ≤ 0.5 km was on 366 hours a year (4.2% of
time) in Laukuva and on 150 hours per year (1.7% of time) hours in Vilnius in 2008. The duration
of fog events with visibilities V ≤ 1 km was of 273 hours (3.1% of year time) and total duration fog
and mist events with V ≤ 10 km was of 507 hours (5.8% of year time) in the year 2008 in Vilnius.

As far as we have been collected and analysed the visibility data in different localities of Lithua-
nia, the least value of the visibility V = 0.1 km has been observed. The value M = 0.111,g/m3

was obtained by using the relationship (4). By using relationship (1) and the meteorological data
measured on 8th of October 2008 in Kaunas, we determined normalized fog attenuation A. The
value of A = 5.31 dB/km/g/m3 was obtained when f = 90 GHz and t = −0.5◦C. Since the visibility
V = 0.1 km was in that night, we by using the value of A = 5.31 dB/km/g/m3 and the value of
M = 0.111 (g/m3) determined the specific fog attenuation As. The value of As = 0.589 dB/km
was obtained and it is the highest As-value determined by using the visibility — data analysed
here. The least value of water content within fog is M = 0.003 g/m3 and the minimum value
As = 0.0159 dB/km has been determined.

Fog is a cloudbank that is in contact with the ground [13]. Therefore, we determined the water
content M at the height h = 5 m by using the semi–empirical cloud attenuation model presented
in [14, 15] and relationships proposed in [2]. We consider the fog event on 8th October 2008 in
Kaunas (t = −0.5◦C, H = 100%, V = 0.1 km). The value of M = 0.051 g/m3 has been determined
and it is lower than one determined using relationship (4). However, it is more near the value
of 0.065 g/m3 determined when the coefficient 0.024 in (4) was replaced by coefficient 0.017. It
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is worth to mention, that value of M = 0.051 g/m3 was determined in that case when the height
above the ground was 5 m and this value may be lower than one at the ground surface.

4. CONCLUSIONS

The meteorological data measured in the localities of Lithuania have been analyzed. It was obtained,
that the values of visibility varied starting from 0.1 km up to 1 km when fog has been formed under
the localities of Lithuania. The differences in the values of visibility have been observed both in
the locations and time. The total duration of strong and middle fog events with visibilities of
V ≤ 0.5 km was 366 hours a year (4.2% of time) in 2008 in Laukuva and 150 hours a year (1.7%
of time) in Vilnius. In Vilnius, the total duration of fog events with visibilities V ≤ 1 km was of
507 hours (5.8% of time). The least value of water content is M = 0.003 g/m3 and the maximum
one is 0.111 g/m3. The highest As-value determined by using the visibility — data analysed here
is As = 0.589 dB/km. The least value of water content is M = 0.003 g/m3 and the minimum value
As = 0.0159 dB/km has been determined. The value of the coefficient in relationship (4) will be
specifying according the Lithuanian climate conditions when more meteorological data would be
collected.
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Abstract— Orthogonal Frequency Division Multiplexing (OFDM) is a promising technique
for the broadband wireless multimedia communication systems. This system is very sensitive to
the carrier frequency offset that destroys the orthogonal properties of OFDM sub-carriers and
introduces inter-carrier interference (ICI) which degrades the bit error rate (BER) performance.
In this paper, we have proposed a novel bandwidth efficient technique which have bit error rate
comparable to that of conjugate cancellation method. We also discussed carrier-tointerference
ratio (CIR) and compared with the other reported literature.

1. INTRODUCTION

Future wireless communication systems are expected to offer extremely high data rates with ap-
propriate link quality over poor transmission environments. One efficient way to achieve this is
by using OFDM technique because of its sufficient handling of radio channel impairments. Its
bandwidth efficiency is due to overlapping of the orthogonal sub-carriers. Despite its benefits, its
major problem is its sensitivity to frequency offset. The frequency offset can result from a Doppler
shift due to a mobile environment, as well as from carrier frequency synchronization error. Such
frequency offset causes the loss of carrier’s orthogonality and hence ICI will occur. Various schemes
have been proposed in literature [1–4] for mitigating the ICI. The scheme proposed in [1] requires to
modulate one data symbol on to the next sub-carrier with predefined inversed weighting coefficients
“−1”. This concept of predefined weighting coefficients makes the ICI component in the received
signal to cancel among themselves. The scheme proposed in [2] requires data to be sent on two
paths. The first path employs a regular OFDM algorithm and the second path uses the conjugate
transmission of the first path. However, the above schemes in [1–4] have bandwidth efficiency equal
to half that of standard OFDM.

In this paper, we have proposed a new bandwidth efficient technique and compared its per-
formance against existing techniques [1–4] for different values of frequency offsets. The model of
transmitter and receiver of regular OFDM system is explained in Section 2. Section 3 presents
the proposed scheme and the corresponding sequential and parallel architectures. The simulation
results are discussed in Section 4 and finally, Section 5 concludes the works.

2. OFDM SYSTEM MODEL

In an OFDM system, the input bit stream is multiplexed into N symbol streams, each with symbol
period T , and each symbol stream is used to modulate parallel, synchronous sub-carriers. The
sub-carriers are spaced by 1/NTs in frequency, thus they are orthogonal over the interval (0, T s).
A typical discrete-time baseband OFDM transceiver system is shown in Fig. 1. First, a serial-to-
parallel (S/P) converter groups the stream of input bits from the source encoder into groups of
log2 M bits, where M is the alphabet of size of the digital modulation scheme employed on each
sub-carrier A total of N such symbols, Xl, are created. Then, the N symbols are mapped to
bins of an inverse fast Fourier transform (IFFT). These IFFT bins correspond to the orthogonal
sub-carriers in the OFDM symbol.

Therefore, the OFDM symbol can be written as:

x(n) =
1
N

N−1∑

l=0

Xle
j 2πnl

N (1)

where the Xl’s are the baseband symbols on each sub-carrier. The digital-to-analog (D/A) converter
then creates an analog time-domain signal which is transmitted through the channel. At the
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Figure 1: Block diagram of standard OFDM system.

receiver, the signal is converted back to a discrete N point sequence y(l), corresponding to each
sub-carrier. This discrete signal is demodulated using an N -point fast Fourier transform (FFT)
operation at the receiver. The demodulated symbol stream is given by:

Y (l) =
N−1∑

l=0

y(n)e
−2πnl

N + Wl (2)

where, W (m) corresponds to the FFT of the samples of w(n), which is the Additive White Gaussian
Noise (AWGN) introduced in the channel.

3. PROPOSED SCHEME

In this scheme a two path algorithm is used to send the data as shown in Fig. 2. The first path sends
a specially modulated data symbols which results from weighted subtraction of an even numbered
BPSK symbol and its consecutive symbol. The second path uses the conjugate of a similar type
of specially modulated data symbols which results from weighted addition of an even numbered
BPSK symbol and its consecutive symbol.

3.1. Modulation
Assume a0, a1, . . . , a2N−1 be the first 2N BPSK symbols as in [5]. On the first path the transmitted
symbols Xl are constrained so that X0 = a0 − a1, X1 = a2 − a3, . . . , XN−1 = a2N−2 − a2N−1.
Similarly, on the second path the transmitted symbols X ′

l are constrained so that X0 = a0 + a1,
X1 = a2 + a3, . . . , XN−1 = a2N−2 + a2N−1. Here the predefined weighting coefficients for BPSK
symbols is “1”. N -point IFFT of the modulated data symbols from first and second path is

Figure 2: Simulation block diagram of proposed system model.
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performed separately. Data symbols from the first path is as it is converted from digital to analog
and transmitted whereas data symbols from the second path is conjugated, converted to analog
and then transmitted on successive Time Division Multiplexing (TDM) frame. Data signal sent on
first path is:

x(n) =
1
N

N−1∑

l=0

Xle
j 2πnl

N where Xl = a2l − a2l+1 (3)

Similarly, data signal sent on second path is:

x′(n) =
1
N

N−1∑

l=0

(X ′
l) ∗ e−j 2πnl

N where X ′
l = a2l + a2l+1 (4)

3.2. Demodulation
On being received and converted into digital form these signals look like

y(n) =
1
N

N−1∑

l=0

Xle
j 2πn(l+ε)

N + wn (5)

y′(n) =
1
N

N−1∑

l=0

(X ′
l)∗e−j 2πn(l−ε)

N + w′n (6)

After conjugating the signal from the second path, leaving the signal from first path as it is, and
thereafter performing N -point FFT of these signals separately, they look like

Y (k) =
N−1∑

l=0

XlS(l − k) + wl (7)

Y ′(k) =
N−1∑

l=0

XlT (l − k) + w′l (8)

where k = 0, 1, 2, . . . , N − 1. The S(l−k) and T (l−k) is defined as ICI coefficient between lth and
kth sub carriers which can be expressed as:

S (l − k) =
sin (π (l + ε− k))

N sin
(

π
N (l + ε− k)

) · exp
(

jπ

(
1− 1

N

)
(l + ε− k)

)
(9)

T (l − k) =
sin (π (l − ε− k))

N sin
(

π
N (l − ε− k)

) · exp
(

jπ

(
1− 1

N

)
(l − ε− k)

)
(10)

For receiving the even numbered BPSK symbols (i.e., a0, a1, . . . , a2l−2) Y (k) is added to Y ′(k) and
further divided by 2. Similarly, for receiving the odd numbered BPSK symbols (i.e., a1, a3, . . . , a2l−1)
Y (k) is subtracted from Y ′(k) and further divided by 2.

4. SIMULATION RESULTS AND DISCUSSION

For simulation, modulation is BPSK with N = 64 and guard interval 7. In Fig. 3, CIR of proposed
scheme is compared to the conjugate cancellation scheme and it is observed that for frequency
offset, ε = 0.25 to 0.5 proposed scheme is better than conjugate cancellation. Figs. 4, 5, and 6 show
the comparison of BER amongst self cancellation method, conjugate cancellation and proposed
scheme for normalized frequency offset 0.05, 0.1 and 0.15, respectively. For frequency offset 0.05,
by using self cancellation scheme, at SNR = 10 dB, BER is just greater than 10−1 and by using
proposed scheme, at SNR = 10dB, BER is just less than 10−1 For frequency offset 0.15, by using
self cancellation scheme, at SNR = 10dB, BER is greater than 10−1 and by using proposed scheme,
at SNR= 10 dB, BER is just greater than 10−1. Also the bandwidth efficiency of proposed scheme
is double that of self cancellation. So, the proposed scheme is better than the self cancellation
scheme.

The BER for both, the conjugate cancellation scheme as well as proposed scheme is comparable
at SNR =10 dB, for offset values 0.05 and 0.15. Here also the bandwidth efficiency of proposed
scheme is double that of conjugate cancellation scheme. So the proposed scheme is better than the
conjugate cancellation scheme.
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Figure 6: BER comparison in AWGN channel
(BPSK) N = 64, ε = 0.15.

5. CONCLUSION

In this paper, we proposed a novel technique for OFDM systems which has double bandwidth
efficiency than existing schemes as discussed in [1–4, 6]. The proposed scheme has better BER
than self-cancellation for frequency offsets 0.05, 0.1, and 0.15. The BER of proposed scheme
is comparable to conjugate cancellation for frequency offsets 0.05 and 0.1. For frequency offset
greater than 0.15 conjugate cancellation performs better. Moreover, for frequency offsets 0.25–0.5
CIR of proposed scheme is better than that of conjugate cancellation.
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Abstract— In this paper, we have presented the bit error rate (BER) analysis of the orthogonal
frequency division multiplexing (OFDM) communication systems for space-time trellis code and
space-time turbo codes. In the first part of our work, an effort has been made to illustrate the
mathematical derivation for BER of the OFDM system for various space-time coding techniques.
Later simulation results for various forward error-correction coding techniques are shown. The
space-time turbo coding with OFDM system is seen to provide maximum coding and diversity
gain.

1. INTRODUCTION

Recently, orthogonal frequency-division multiplexing (OFDM) is becoming more popular in broad-
band wireless communication areas [1]. In an OFDM scheme, a large number of orthogonal, over
lapping sub-carriers are transmitted in parallel which divide the available transmission bandwidth
and data can be recovered at the receiver by exploiting the orthogonality among the sub-carriers.
The result of OFDM using a large number of narrowband sub-carriers is that each sub-carrier
suffers from flat fading because the sub-carriers are subject to flat fading [1]. The attraction of
OFDM is mainly due to how the system handles the multi-path interference at the receiver [2]. The
orthogonal properties among sub-carriers of OFDM lead to high spectral efficiency, strong robust-
ness to frequency-selective fading, and simple equalizer implementation. Due to these advantages,
OFDM has become the physical layer of choice for many wireless and mobile communication stan-
dards, such as digital audio and video broadcasting (DAB/DVB), wireless local access networks
(WLANs) and wireless metropolitan area networks (WMANs) [2]. Multi-path generates two ef-
fects such as frequency selective fading and inter-symbol interference (ISI). Using powerful error
correcting codes together with time and frequency interleaving yields robustness against frequency
selective fading [2]. Recently, various space time trellis coding (STTC) in OFDM systems, referred
to as STTC-OFDMs, have been investigated [3, 4].

It is shown that space-time coding can be used to achieve high data rates at low signal-to-noise
ratios (SNRs) over different channels with different multi-path delay profiles. Space-time coded
OFDM system provide both coding gain and diversity gain. Space-time turbo coding (STTuC)
technique for OFDM system has been proposed to achieve maximum diversity and coding gains in
multi-input multi-output (MIMO) fading channels. STTC technique can also be used to achieve
both the diversity and coding gains in MIMO fading channels in an OFDM system [5, 6]. Also
various codes like turbo codes [7] and trellis codes which provide only coding gain are compared.

2. THE SYSTEM MODEL

Figure 1 shows a typical discrete-time base-band equivalent model of a coded OFDM system.
2.1. Space Time Trellis Coded OFDM System
We consider a multiple antenna wireless communication system which is equipped with nT transmit
and nR receive antennas. In practice, the number of transmit and receive antennas is constrained
by the cost.

Input = (C0, C1, . . . Ct, . . .) where Ct =
(
C1

t , C2
t , . . . Cm

t

)
(1)

x = (X0, X1, . . . , Xt, . . .) where xt =
(
X1

t , X2
t , . . . , XnT

t

)
(2)

where nT = number of transmitting antennas and m = number of shift registers as given by [5]

xi
t =

m∑

k=1

vk∑

j=0

gk
j,ic

k
t−j , v =

m∑

k=1

vk, vk =
[
v + k − 1
log2 M

]
(3)
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Figure 1: System model for OFDM communication systems.

where xi
t is the output of encoder at time t for ith antenna, g is the generator sequence, v is total

memory order of encoder and vk is memory order of kth branch of encoder. Now these bits are
modulated using QPSK scheme and output of this block is Xi(k) for ith antenna at kth carrier.
Taking FFT [2]

xi
n =

1
N

N∑

k=0

xi(k) exp(2πjnk/N) where N = number of subcarriers (4)

After FFT signal Yn(k) for nth receive antenna for kth OFDM subcarrier becomes

Yn(k) =
1√
Nt

Nt−1∑

m=0

s0hmn(k)xm(k)+
1
Nt

Nt−1∑

m=0




N−1∑

l=0,l 6=k

sl−khmn(l)xm(l)


+wn(k) as given in [8] (5)

for 0 ≤ n ≤ Nr − 1 and 0 ≤ k ≤ N − 1, xm(k) is the transmitted data symbol from mth transmit
antenna on kth subcarrier

Yn(k) =
1
Nt

Nt−1∑

m=0

s0hmn(k)xm(k) + zn(k) (6)

where

zn(k)=
1√
Nt

Nt−1∑

m=0

N−1∑

l=0,l 6=k

sl−khmn(l)xm(l)+wn(k) and sk =
sinπ(k+ε)

Nsin π
N (k+ε)

exp
[
jπ

(
1− 1

N

)
(k+ε)

]
(7)

2.2. Space Time Turbo Codes
In this section, we present turbo code design and decoding algorithm [9].

 

Figure 2: Space time turbo code encoder for two transmit antenna system.

Encoder Design: The encoder has k parallel branches of register where k = log2 M . At each time
slot t, k bit information is applied to each branch in parallel. Let ith branch contain vi register.
Then the memory of encoder is the sum of the number of register of each branch

v =
k∑

i=1

vi (8)
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The parity symbol output and polynomial coefficients are related by following equation

ci(t) =
k∑

j=1

vj∑

k=0

xj(t− k)gj
k,i mod M (9)

where 2 ≤ i ≤ nt and ci(t) is the parity symbol, and gj
k,i is feed forward polynomial coefficient.

The value of gj
k,i is the integer from 0 to M − 1 as given by [9].

xj(t) = Ij (t) +
vj∑

k=1

xj(t− k)qj
k mod 2 (10)

where qj
k is binary feedback polynomial coefficient.

3. PERFORMANCE ANALYSIS OF SPACE TIME TRELLIS CODED OFDM SYSTEM

Now using maximum likelihood decoding algorithm (MLD) [3],

c∧ = arg min
m∑

j=1

N−1∑

k=0

∣∣∣∣∣Yn(k)−
n∑

i=1

hmn(k)ci(k)

∣∣∣∣∣

2

(11)

B
(
c− c∧

)
= c− c∧ =




c1
1 − c∧1

1 . . . c1
N − c∧1

N
...

...
cnT
1 − c∧nT

1 . . . cnT
N − c∧nT

N


 (12)

A
(
c, c∧

)
= B

(
c, c∧

)
BH

(
c, c∧

)
(13)

Assuming ideal channel state information, the probability of transmitting c and deciding in favour
of c∧ at the decoder is as following given by [6]:

P
(
c, c∧/hi,ji = 1, 2, . . . nT , j = 1, 2, . . . nR

)
= Q

(√
Es

2N0
d2

(
c, c∧

))
(14)

P
(
c → c∧/hi,ji = 1, 2, . . . nT , j = 1, 2, . . . nR

) ≤ exp
(−d2

(
c, c∧

)
Es/4N0

)
(15)

where N0/2 is the noise variance per dimension and

d2
(
c, c∧

)
=

nR∑

j=1

l∑

t=1

∣∣∣∣∣
nT∑

i=1

hi,j

(
ci
t − c∧l

t

)∣∣∣∣∣
2

is the Euclidian distance. (16)
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Figure 3: BER versus SNR (dB) (Transmitting antenna = 3, Receiving antenna = 1).
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4. RESULTS AND DISCUSSIONS

For simulation modulation used is QPSK and N = 128, Fig. 3 shows comparison of BER for
various coding schemes like space time turbo coding, space time trellis coding, turbo coding and
trellis coding using OFDM modulation technique for frequency offset 0.1.

In this frequency offset of 0.1 by using space time trellis coding (Transmitting antenna = 3,
Receiving antenna = 1) method BER is found to be greater than 10−1 at SNR = 0 dB and
BER less than 10−5 at SNR = 10 dB and for space time turbo coding using OFDM system
(Transmitting antenna = 3, Receiving antenna = 1) BER is greater than 10−2 for 0 dB SNR
and BER is less than 10−5 for SNR as low as 4 dB. Fig. 4 shows various forward error cor-
rection coding techniques with OFDM modulation at normalized frequency offset of 0.1 where
transmitting antenna = 3 and receiving antenna = 2. Clearly response is better than for 1 receiv-
ing antenna.
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Figure 4: BER versus SNR (dB) (Transmitting antenna = 3, Receiving antenna = 2).

5. CONCLUSION

We have shown that for three transmitting antenna and one or two receiving antenna the bit error
rate (BER) is clearly low for space time turbo coded (STTuC) OFDM system [9] than space time
trellis coded (STTC) OFDM system [5]. As the number of receiving antenna increases from one to
two, BER decreases for both STTC and STTuC. Also BER for space time coded OFDM system is
found to be better than BER for coded OFDM system as space time codes provide diversity gain
as well as coding gain.
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Abstract— we are developing a 15 kW-250 rpm synchronous motor with a superconducting
winding as the armature winding. The excitation superconducting winding is located in the
cover in cake-type, and rotor doesn’t have any excitation winding. The stator has iron metrical
and the HTS (High Temperature Superconducting) coils locate in the stator slot. This structure
can ensure the HTS coils can afford larger current because the magnetic field around the HTS
coil is smaller in the same temperature. So we plan to use the liquid nitrogen to cool the HTS
coils. In this paper, we analyze the electromagnetic field characteristic of the novel structure
HTS motor and the magnetic field around the HTS coils in the stator slot and uses simulation
result to prove this structure is effective.

1. INTRODUCTION

HTS motors have great advantages in weigh, power density and efficiency in comparison to con-
ventional motors [1–3]. Recently, we are developing the large power HTS motor system. The novel
HTS motor’s structure is different from the conventional synchronous motor and superconducting
motor. Compared with the conventional synchronous motor, the novel HTS motor’s rotor doesn’t
have any excitation winding and the rotor’s structure only has attract and allot the flux which
is produced by the cover’s HTS coils. Compared with conventional HTS motor and LTS motor,
the HTS motor’s excitation magnetic field is produced by cover’s HTS coils, and the excitation
magnetic field through the rotor into the air gap; the armature winding are also used by HTS
coils, and located in the stator iron slot. We analyze the novel HTS motor’s electromagnetic field
characteristics and design a 15 kW-250 rpm HTS motor with copper coils.

2. ELECTROMAGNETIC FIELD ANALYSIS

The HTS motor the paper presents is composed of the covers, HTS excitation coils, the magnetic
out claws, the magnetic inner claws, rotor, shaft, stator, the armature HTS coils, as shown in the
Fig. 1.

Because we cancel structure that the excitation coils in the rotor, using the cover’s HTS coils
and the permanent magnet produce the magnetic field. In the Fig. 2, we showed the HTS motor’s
sectional view. As the figure shown, the rotor has permanent magnets to increase the direct axis
reactance, because the superconducting armature reaction is larger.

The HTS motor’s parameter is as shown in the Table 1.
In the HTS motor, we use the hyper dispersion air gap to improve the motor performance. Using

the Ansoft 2D software to simulate the motor model, the result is as shown:

Figure 1: HTS synchronous motor structure. Figure 2: HTS motor sectional view.
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Table 1: Main design result of the motor.

Voltage [V] 380 Wingding style Y style
Speed [r/min] 250 Shaft diameter [mm] 30
Air gap [mm] 0.5 Frequency [Hz] 50

Rotor diameter [mm] 139 Current [A] 30
Max air gap [mm] 2 Density [T] 0.7

Figure 3: The back EMF with no-load. Figure 4: The air gap flux density with no-load.

Because the motor has two magnetic source, one is the permanent magnet, and the other is the
superconducting coil in the cover. So the motor has two working style. Firstly, The performance
without electrical excitation is shown as shown:

Figure 5: The back EMF with load.
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Figure 6: Back EMF FFT transformation result.
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Figure 7: The torque vs. current.

When the armature current is 30A, the electrical excitation coil is flowed DC current. The
result is as shown:
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Figure 8: The torque vs. ampere-turn. Figure 9: Back EMF with 3000 ampere-turn.

Form Fig. 8 and Fig. 9, we can see that the electrical excitation can decrease the motor’s d-
axis reactance and decrease the motor armature reaction. So the electrical excitation is the most
important part because it can decrease the armature reaction which is product by the stator iron.
This effect will make this structure HTS motor easily be implemented.

3. ELECTROMAGNETIC FIELD AROUND HTS COILS

The value of electromagnetic field around the HTS coils can decide the critical current of the HTS
coils, so the electromagnetic field in the stator slot and the terminal of the coils is needed to analyze.
This structure makes the stator iron around the HTS coils. The stator iron will attract flux until it
is saturation that will ensure the HTS coils has better electromagnetic performance. Fig. 10 shows
the stator slot magnetic field distribution with load.

Figure 10: The stator slot magnetic field distribution with 30 A armature current.

Form the Fig. 10, the stator slot magnetic field max flux density position is slot edge. The
magnetic field in the center of the slot is 0.2 T–0.3T. So the less magnetic distribution let the HTS
coils get better performance.

4. CONCLUSION

This paper presents a novel HTS motor with axial flux, and analyze the motor’s electromagnetic
characteristic, and point the weak point of this structure and the solve method. The simulation
result proves this method is effective and let this HTS motor get better performance. Finally, the
paper analyzes the magnetic field distribution around the HTS coils. The simulation shows the
magnetic field around is less and this can ensure the HTS coils get better performance. Those
results will help us study HTS motor performance and supply basic research data.
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Abstract— The paper presents the results of a research regarding new applications of amor-
phous microwires in the realisation of some new composite textile material and the possibility to
use it in electromagnetic shielding and protection equipment manufacturing. The textile material
and the technical problems raised by its manufacturing technology are described, and its shield-
ing, reflection and polarization properties are evaluated. A biocompatibility study was carried
out to highlight certain of its possible allergic effects. The material was subjected to sanitation
action by washing with liquid solution of water and domestic detergents. After this, it apparently
preserved its mechanical characteristics, suffered no distortion through manual squeezing, and
registered no shrinking. The measurement of the attenuation coefficient before and after washing
was carried out with the same installation within the frequency range of (900–1800)MHz. No
modifications were found out after washing A protective equipment was experimented, made of
a coupon of material, lined with a neuter material from the electromagnetic point of view. The
equipment was previously evaluated from the standpoint of its electromagnetic shielding capaci-
ties, and it was found out that the values measured under laboratory conditions had not changed.
The equipment was used daily, two hours a day, for two weeks, under various conditions of tem-
perature and humidity, both indoor and outdoor, and in environments with different degrees of
electromagnetic pollution. The equipment was used such that to ensure mechanical protection,
to perform the shielding function in electromagnetically polluted environments.

1. INTRODUCTION

The composite textile materials represent a group of multi-functional materials with special proper-
ties conferred by imbedding structures with electromagnetic properties within the textile material.
These structures can be of various types and compositions: metallic or metal coated wires, metallic
particles, but the properties of these materials also depend of the manner in which the metallic
particles and wires were incorporated, namely by weaving or thin layer deposition. The composite
textile materials with antistatic action and electromagnetic shielding properties are used in differ-
ent industrial and military applications, in the protection against electromagnetic environment, etc.
Taking into account the ever increasing market demand for these materials due to the intensification
of the concern with respect to the health conditions of the people working in environments with
high electromagnetic pollution and not only, they became the object of intense studies meant to
improve their qualities. The biological effects of the electromagnetic radiations have been detected
from the very beginning of the production and utilization of these forms of energy. The effects of
the electromagnetic field on the living organisms are well known [1]. There are various sources of
electromagnetic field, both in our inhabited spaces (domestic appliances, microwave ovens, mobile
phones, etc), and in the spaces where various activities are performed (industrial equipment and
installations, high voltage cables, computers, etc). Yet, recently these effects have been more in-
tensely and deeply studied, so that one can know and quantify exactly the affections produced by
them. Given the alarming increase of the number of affections, some of them very severe, produced
by the exposure to electromagnetic fields, especially within the microwave range, the appearance
of these materials on the market was more than welcome. On the other hand, the static electricity
represents a real hazard, the highest risk being in the environments where the electrostatic fields
and electric discharges can cause explosions or fires. In this connection, the materials mostly used
in shielding have a high conductivity and magnetic permeability. With this purpose in view, the
manufacturing companies have used composite structures shaped as absorbing or reflecting panels
consisting of: materials which contain metallic wires or non-ferromagnetic metallic alloys (Cu, Ag,
Ni, Au) which show certain shortcomings: they are heavy, easy to break, get oxidized in atmosphere
and can not be used in corrosive environments [2]; graphite plated plastic materials, with a low
screening coefficient and ferrite type ferromagnetic nano-particle powders [3].

In order to increase the coefficient of electromagnetic shielding, one can also use amorphous
magnetic materials which show the following advantages: stability of the electric and magnetic
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parameters to mechanic strength and resistance to the action of oxidizing chemical agents. From
these, one can produce textile and nontextile materials with a wide utilization in electromagnetic
screening: wall coating (total screening), door and window coating, manufacturing of protection
clothes or suits for the personnel who works in highly electromagnetic environments. The elec-
tromagnetic screening can also be executed by means of composite textile materials (amorphous
ferromagnetic wire coated with a glass sheath and twisted with cotton yarn).

2. DESCRIPTION OF THE MATERIAL

The studied material has a composite structure, being made of amorphous ferromagnetic wires
coated with glass and twisted with cotton or synthetic yarns. The cloth has special electromagnetic
properties since the amorphous wire has a high magnetic permeability within a wide frequency
range. The amorphous wire was obtained by drawing and water jet cooling. The composition of
the amorphous wire is as follows: Co68Mn7B15Si10 [4]. The amorphous wire with the diameter of
10µm is coated with a glass sheath and twisted together with cotton yarns [5].

The utilized microwires have the inner diameter ranging between 10µm and 13µm, while the
outer diameter of the glass insulation is between 15µm and 20µm. The values of the anisotropy
field range between 18 A/m and 150 A/m, while the coercive force ranges between 18A/m and
70A/m, and the ratio Br/Bs is about 0.9. The amorphous magnetic microwires were obtained by a
well known technology, namely water jet fast cooling of the ferromagnetic alloy which is introduced
into a glass tube; the material heating and melting is carried out by high frequency induction
currents. The microwire and the glass sheath are rapidly drawn through a water jet and then
wound on metallic bobbin, the length of a wire sample being of about 1500 m. The research team
has tried more technological solutions on classical weaving machines, adjusted such that the wire
is not broken and one can realize a textile material structure. The material was woven according
to a conventional technology using classical machines, but with the precautions with respect to
the weaving rate, given the presence of the amorphous wire. In order to avoid the breaking of
the amorphous wire, this was first twisted with cotton yarn and then introduced in the weaving
machine. Several types of textile materials were tested, the best results being obtained with kapron
and cotton yarns. The textile material was woven in several versions: ACAC. . . , ACCA. . . , (A —
amorphous wire; C — cotton yarn); the image of the textile is presented in Figure 1.

Figure 1: Microscopic image of different texture types.

The measured parameters were both of physical and chemical nature, those of physical nature
being mechanical, thermal and electromagnetic parameters. In order to be used as absorbing or
reflecting material, or to refract the electromagnetic radiation to other absorbing materials, it
is necessary for the dielectric materials used as additions to the textile fibres to satisfy certain
mechanical conditions. These physical parameters are:

- mechanical stability: important for some materials used in composite structures;
- shape preservation: minimum distortions during utilization;
- high thermal conductivity: the possibility of heat energy leaking toward the heat energy

dissipative elements.
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- long term stability to the environmental parameters: temperature variations, various storing
temperatures, humidity, noxious industrial gases;

- thermal expansion similar to that of the associated elements in the composite structures, in
order to avoid the generation of mechanical strengths which could modify the properties;

- small variations of the geometric dimensions:
The obtained textile prototype was subjected to various conditions and it preserved its me-

chanical properties, remaining undistorted during the utilization, and was not degraded due to the
storing or wearing conditions.

3. PARAMETERS OF ELECTROMAGNETIC SHIELDING

The measurements have been carried out at the laboratory; a square sample of (1, 000 mm ×
1, 000)mm was cut from each assortment. The installation for testing the shielding coefficients
consists of a receiver coupled to a guide that has the lighting aperture with the diameter of 150mm
for the frequency of 1800MHz and 250 mm for 1200 MHz, as well as a microwave transmitter. The
polarization plane E is vertical. The cloth stretched on a wooden frame was placed equidistantly
between the aerial lighting apertures. The cloth is oriented according to two directions (with the
yarn parallel and respectively perpendicular to the polarization plane). The attenuation coefficients
varied between 7 dB and 32 dB, within the frequency range (900–1300)MHz, Figure 2.

The polarizing properties, Malus law at higher frequencies of (8–10) GHz, are presented in
Figure 3.

Figure 2: Attenuation in (900–1300)MHz range.

Figure 3: Polarization Malus law.

4. BIOCOMPATIBILITY

The equipment was subjected to a sanitation action by washing with a liquid solution of water and
domestic detergents. After this, it apparently preserved its mechanical characteristics, suffered no
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distortion by manual squeezing, and registered no shrinking (no size diminution). The measurement
of the attenuation coefficient before and after washing was carried out with the same installation
within the frequency range of (900–1800)MHz. No modifications were found after washing. The
results of the measurements are presented in Figure 4.

A protective equipment was experimented, consisting of a sample of material sized (500 ×
500)mm and lined with a neuter material from the electromagnetic point of view. The equipment
was previously evaluated from the standpoint of its electromagnetic shield ing capacities, and it was
found out that the values measured under laboratory conditions had not changed. The equipment
was used daily, two hours a day, for two weeks, under various conditions of temperature and
humidity, both indoor and outdoor, and in environments with different degrees of electromagnetic
pollution.

The study had in view the occurrence of some allergic reactions or other objective signs indicating
the appearance of a disease. The synthesis of the manifestations is presented in the table.

Figure 4: Variation of the attenuation coefficient after washing.

Type of manifestation %
Cutaneous 12
Respiratory 12

Cardio-vascular 8
Nervous 8

5. CONCLUSIONS

The textile materials with composite structure (amorphous ferromagnetic wire covered with glass
and wound with cotton wires) can be used with good results for electromagnetic shielding in a
relatively large frequency range. The clinical manifestations were cutaneous, respiratory and cardio-
vascular. The subjects who had previously a cutaneous pathology determined by the contact with
allergens from the hospital environment complained of the recrudescence of these manifestations
when wearing the protection equipment, and another patient presented a slight irritation which
disappeared after removing the protection equipment. The subjects with cardio-vascular pathology
complained of an increased fatigue at stress and sudden increases of arterial pressure values. At 3
subjects the respiratory effort was higher and a slight, dry coughing accompanied by clogged nose
was reported. Part of the subjects suffered from a slightly nervous condition and cephalalgia, with
increased sensitivity to odors and tobacco. No manifestations of ocular or auditory pathology were
recorded.
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Abstract— A novel principle of transformer protection, which is radically immune to the non-
linear core saturation, also to the self-induction and the mutual-induction exists at both sides of
transformer, is proposed in this paper. Based on the transformer flux linkage banlance equation,
the system parameters will be estimated precisely online utilizing variable window parameter
estimating method. Then, by means of Gaussian elimination method, the corresponding protec-
tion criterion will be constructed. Through selecting suitable window width, variable window
least square parameter estimation method will be adopted, which realizes reasonable electrical
datum collection, including transient information and steady information. The ATP simulations
showed that the principle is correct and efficient, it can reflect interior faults and exterior faults
accurately.

1. INTRODUCTION

The power transformers, which are applied widely in different voltage grades of network, play
an important role in distribution system. Due to the inrush current, the protection will mal-
operate which causes the power system unstable [1, 2]. At present, the action time is still not
perfect for both the inrush current is attenuate and the process is terdious, several methods [3, 4]
have been proposed to deal with these drawbacks. Papers [5–7] present a principle to distinguish
fault types through both excitation characteristic curves and the magnetic flow-difference current
curves, which is easier to realize by computer and overcome the limitation of the second harmonics
principle. While, the criterion is only suitable to the single-phase transformer for the complexity of
flux linkage balance equation. Literature [8] brings forward a transformer protection scheme based
on sequence impedance, which is not affected by CT saturation and change disagreement. That is
to say, the positive sequence impedance and the negative sequence impedance of transformer are
not in the same quadrant when the fault happens. Literature [9] explains the identification criterion
of excitation inrush current by improving the quadrant area division. But the sequence impedance
principle is sensitive to current rush, which decreases action dependability. Article [10] expatiates
that the active power of transformer is low under the healthy situation, whilst, the active power will
greatly increase due to the arc discharging radiation when the insulation of transformer is broken.
Hence, the transformer can judge the inner fault through checking the quantity of consuming active
power. The principle based on the law of conservation of energy can reflect the real circulation
status of transformer and it is also immune to the current rush. While this method has some
disadvantages, such as the copper loss is difficult to calculate and the criterion must avoid the first
period of charge process. The copper loss cannot obtain for the inner current of ∆ side winding to
the Y/∆ connecting transformer is uncertain.

2. THE DEDUCTION OF TRANSFORMER MAGNETIC LINKAGE ACTION
EQUATION

2.1. The Magnetic Action Equation of Single-phase Transformer

Figure 1 is single phase transformer with two windings. The foundation of the transformer pro-
tection principle based on magnetic linkage balance equation is magnetic linkage balance equation.
Then, 




u1 = i1R1 + Lσ1
di1
dt

+ N1
dΦm

dt

u2 = i2R2 + Lσ2
di2
dt

+ N2
dΦm

dt

(1)
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Figure 1: The model of single-phase transformer.

In the Equation (1), dΦm/dt contain the nonlinear relation of B-H curved, which was difficult
to obtain. By means of Gaussian Elimination, dΦm/dt will be counteract. Suppose k = N1/N2,
then Equation (1) will be reorganized:

u1 − ku2 − (i1R1 − ki2R2)−
(

Lσ1
di1
dt

− kLσ2
di2
dt

)
= 0 (2)

Owing to the changing circuit structure, Kzd varied when the transformer inner fault happened.

2.2. The Magnetic Action Equation of Three-phase Transformer

Through the deduction of the magnetic action equation of single-phase transformer, the magnetic
action equation of three-phase Y/Y connection transformer with two windings will be got. (Fig. 2)





Kdz1 =
(

uA − rAiA − LσA
diA
dt

)
− nB

(
ua − raia − Lσa

dia
dt

)

Kdz2 =
(

uB − rBiB − LσB
diB
dt

)
− nB

(
ub − rbib − Lσb

dib
dt

)

Kdz3 =
(

uC − rCiC − LσC
diC
dt

)
− nB

(
uc − rcic − Lσc

dic
dt

)
(3)

And for the transformer with Y0/∆ connection (Fig. 3),
And suppose that {

LσA = LσB = LσC = L1σ

Lσa = Lσb = Lσc = L2σ
(4)

The equation of transformer magnetic linkage balance is built up at the voltage and current of
winding. The principle utilizes the line current to realize the protection criterion for the current
of ∆-side winding is unknown. The current of ∆-side winding is calculated by the “Angle to Star”
method. As to the winding of ∆-side, for the winding current donot contain zero sequence current,
the current of Y0-side winding will be employed to work out the zero sequence current.

Figure 2: Three-phase transformer model with Y/Y connection.
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Figure 3: Three-phase transformer model with Y0/∆ connection.

The action equation of transformer with Y0/connection is shown as followed.
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+
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(5)

3. TRANSFORMER PROTECTION PRINCIPLE BASED ON VARIABLE WINDOWS
PARAMETER ESTIMATE

Through transformer magnetic linkage action equation, we can judge the circulate state of trans-
former by the size of Kzd. The crucial technique of this principle lies in the parameter (R and Lσ)
of transformer winding. But the calculated parameter by nameplate unable to reflect the change
of winding parameter, such as working state, working environment, etc.

System identification is an effective tool for power system analysis, which contains the Least
Square, the Kallman Filtering and so on. The Least Square is widely used in the parameter
estimation for power system.

3.1. Parameter Estimate Based on Least Square
For the nonlinear model,

Y (t) = φ (t) θ +
∑

E (t) (6)

The Least Square principle is utilize to search the estimated value θ′ for the unknown parameter
vector θ. Then, the performance index J will be:

J = [Y (t)− φ (t) θ]T [Y (t)− φ (t) θ] (7)

Supposed that ∂J/∂θ = 0, then,

− 2φT (t)[Y (t)− φ(t)θ] = 0 (8)

Through deduction,
φT (t)φ(t)θ = φT (t)Y (t) (9)
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The Least Square estimation value of θ will be calculated:

θ(t) =
[
φT (t)φ(t

)
]−1φT (t)Y (t) (10)

3.2. Variable Windows Parameter Estimate
The Least Square parameters estimation assure that the mean square deviation of estimating
is least. The estimation process of matrix θ′ requires to calculate the inverse of a matrix of
θT (t)θ(t)(n × n). The quantity of calculation becomes complex with the increase of coefficient
matrix dimension.

The process, which varied from steady state to another steady state, is continuous when the
state of power system changed. And the initial transient state of this process makes no difference
to steady state. The improvement that maintain the quantity of dimension calculation satisfies
the real-time window estimation. The parameter estimation of the least squares, which based on
variable time window, is able to avoid the problem of large calculation quantities and long-time
computation exists in the least square. Therefore, the parameter estimation is widely used in
real-time online parameter estimation for the electrical equipment. The steps of the parameter
estimation base on variable time window is listed as followed:

(1) Determine the parameter n, which is to be estimated. The parameter estimation of least
squares is employed to solve equations. While the relationship between the number m of the
equations and the number n of the unknown parameters will determine the existence of the solution.

(2) According to the voltage and current signals, the coefficient matrix Φ of the parameter
estimation will be real-time calculated. When the dimension m of the coefficient matrix Φ is equal
to the number n of the parameters, the transformer winding parameters will be estimated, until
the matrix dimension m beyond the fixed time window W .

(3) When m > W , m will be restricted within W in order to guarantee the speed of calculation.
Therefore, m will increase with the time change.

4. SIMULATIN VALIDATION

The simulation model of transformer shown in Fig. 4 is built up by ATPDraw. Transformer T
is a three phase transformer with Y/Y connection. The parameter of transformer is shown as
following: Rating capacitance (2 kVA); Rating Voltage (U1/U2 = 1000V/220V); No-load current
(1.2% ); Open circuit losses (0.9% ); Short-circuit voltage (13.6% ); Short-circuit losses (1% ). Ts =
2E − 6. Set Kzd = 4 as the threshold value of protection action.
4.1. The Simulation Validate of Transformer with Various Degrees Turn-to-turn Faults
Table 1 shows the action value Kzd curve when turn-to-turn fault happened. From the table, the
action value of turn-to-turn fault is bigger than normal and external fault.
4.2. The Influence of Fault Types to Protection Principle
Figures 5 and 6 and Table 2 show the action values curve when three-phase fault happened. When
the interior fault happened, the principle can identify fault types in 10 ms.

Figure 4: Drawing of system simulation.

Table 1: The curve of action value Kzd with turn-to turn fault.

Degree of
Turn-to-turn Fault

Action Value Action Time (ms) Protection Acting

5% 7.877 2 Trip
20% 6.536 6 Trip
50% 14.91 5 Trip
95% 7.139 7 Trip
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Figure 5: The curve of acting value when phase a
short to earth.

Figure 6: The curve of acting value when interphase
fault happened.

Table 2: The influence of varied fault types to the protection.

Fault Type Action Value A/B/C Acting Time (ms) Protection Acting
Phase A Short 25.34/3.035/1.48 10 Trip

Interphase Short 0.3088/17.89/63.58 10 Trip
Triphase Short 25.34/17.89/63.58 10 Trip

4.3. The Influence of the System Close Angle to the Principle

The transformer protection is effected by system closing angle for its electromagnetism character-
istic. Table 3 shows the action value curve with various angles. From the table, when the system
close at 0◦, when the current rush happened, the action value curve is larger than other situation.
At that time, the protection principle would not trip. Hence, the principle will not be affected by
system close angle.

4.4. The Influence of Transition Resistance

The influence of transition resistance is the norm of protection dependability because that the
principle is building at the voltage and current of transformer. Table 4 shows the action value
when single phase fault happened with 0.05 Ω–500 Ω transition resistance.

Table 3: The act value under varied close angle of system.

System Angle Action Value Protection Acting
0 3.385 No Trip
10 0.1427 No Trip
30 0.1254 No Trip
60 0.1175 No Trip
90 0.08281 No Trip

Table 4: The act value of short fault with transition resistance.

Transition Resistance (Ω) Action Value Protection Acting
0.05 3.007 No Trip
5 2.647 No Trip
50 2.641 No Trip
200 2.641 No Trip
500 2.639 No Trip
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5. CONCLUSIONS

Through the transformer model study, A novel protection principle based on variable window
parameter estimate is proposed in this paper. And the characteristic of protection are shown as
following:

(1) The protection principle is not affected by current rush for the criterion clears away the
influence of mutual inductance magnetic flux. Hence, it will improve the right action rate of
transformer protection.

(2) The Least Square principle assures the accuracy of parameter estimate. Due to the large
computation quantity and long time calculation, it difficult to realize real-time algorithm. Param-
eter Estimating with variable windows reduces the quantity and time which suitable to real-time
calculation.

(3) By means of the simulation validation, this principle can identify various fault types accu-
rately (contains 5% turn-to-turn fault). And the protection principle is not sensitive to exterior
transition resistance fault and system close angle.
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Abstract— Modern electronic circuits are of importance for the function of communication,
traffic systems and security systems. An intentional threat to these systems could be of big casu-
alties and economic disasters. This paper examined damage effect of microcontroller device with
coupling caused by UWB-HPEM (Ultra Wideband-High Power Electromagnetic). The UWB
measurements were done at an Anechoic Chamber using a RADAN UWB voltage source, which
can generate a transient impulse of about 180 kV. The susceptibility level for microcontroller
has been assessed by field strength. The failure modes were observed in microcontroller. The
A type of malfunction is returned to original functions by external rest at lower field strengths
(9.1 kV/m). The B type of malfunction is recovered to original functions by power supply on/off
when the amplitude of the electromagnetic pulse increases by about 4 times. Further increase of
the amplitude leads to destruction. Based on the results, susceptibility of microcontroller can be
applied to database to elucidate the effects of microwaves on electronic equipment.

1. INTRODUCTION

The interest in HPEM (High Power Electromagnetic) technology has been widely increased in recent
decades [1]. Today’s HPEM generators (HPEM: High Power Microwaves (HPM), Ultra Wideband
(UWB)) can generate the electromagnetic waves of gigawatts level at short pulse. Then the main
frequencies are 1–10 GHz and other frequencies can be made up to the maximum 30 GHz. The
HPEM generators being developed in the United States, Britain, Russia and several other countries
have studied mainly for the purposes of military. Its electromagnetic pulse is not the purpose of
killing people and inflicts permanent damage to semiconductor because the internal circuit of the
semiconductor is molten by strong IEMI (Intentional Electromagnetic Interference) around weapon
and electronic equipment. Also, the motion of semiconductor is paralyzed by electromagnetic pulse
for a certain time because of bringing logical error. Main targets of electromagnetic pulse are power
plant, aircraft, high-speed railroad, fighter, main electronic equipment, etc, and its pulse brings not
only power production but also the electrical ignition of cars and aircraft to stand. But modern
societies are sued for the purposes of military as well as for the threat of terrorism. Therefore
massive damage to attack major industrial facilities (medical, communications, traffic control,
financial, security, etc.) to social, economic could happen. Also, because it can not be freedom
from electromagnetic pulse, the IEMI countermeasure study for major industrial facilities and
military equipment is necessary. Actually, semiconductor devices have been studied to experience
serious failures and malfunction because of thermal secondary breakdown caused by high power
electromagnetic, as devices are mostly comprised of integrated circuits and electronic component,
which are sensitive to electromagnetic pulse. This is caused by over current when the reverse voltage
is biased to the PN junction region [2]. Consequently, study of the effects of electromagnetic pulse
on information instruments is needed. This research examines the destruction and malfunction of
microcontroller caused by ultra wideband-high power electromagnetic.

2. SECTION 1

2.1. Experimental Details
Figure 1 shows the experimental equipment set up to analyzer date on destruction and malfunction
of microcontroller device by the impact UWB-HPEM and the UWB measurement were done at
an anechoic chamber using RADAN UWB voltage source, which can generate a transient impulse
of about 180 kV (Peak to Peak). The waveform for the UWB-HPEM pulse is a bipolar transient
with a pulse width of approximately 1ns and a rise time of about 200 ps (Fig. 2). D-dot probe
(model AD-80 from Prodyn Technologies) has measured the electric field derivative at DUT. An
oscilloscope (Tektronix TDS 7404 digital) was used to sample the pulse signals. The D-dot sensor
was placed at the DUT and was connected to the oscilloscope by way of a shielded cable.
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(a) UWB-HPEM experimental setup (b) EUT test setup 

Figure 1: The schematic of experimental setup.
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Figure 2: The time domain and frequency domain of UWB-HPEM.

Figure 3 defines the malfunction and destruction to microcontroller by wideband-high power
electromagnetic [3]. In this case, malfunction does not mean physical damage. After resetting (self-,
external- or power reset), the original functions of the system can be recovered. The Malfunction
Failure Rate (MFR) is defined as the number of malfunctions of the system divided by the total
number of tested devices to the system. Destruction refers to physical damage of the system. Here,
the system can not be restored to function again. The Destruction Failure Rate (DFR) is defined
as the number of destructions divided by the total number of tested devices. Four quantities (MT;
Malfunction Threshold, MR; Malfunction Range, DT; Destruction Threshold, DR; Destruction
Range) were defined parameters for the description of the susceptibility of a system [3]. The
features of the microcontroller (AT89C51) are:

· High-speed CMOS technology
· Fully Static Operation: 0 Hz to 24 MHz
· Flash Programmable and Erasable Read Only, Memory (PEROM)
· 128× 8-Bit Internal RAM
· 32 Programmable I/O Lines

2.2. Results and Discussion

Figure 2 shows the malfunction characteristic of microcontroller system by impact of UWB-HPEM.
The malfunction may be classified into two types. The A type of malfunction is returned original
level of functioning by external rest at lower field strengths (9.1 kV/m). The B type of malfunction is
recovered to original functions by power supply on/off when the amplitude of the electromagnetic
pulse increases by about 4 times. Further increase of the amplitude leads to destruction. This
effect can be explained by the parasitic thyrister near the N and P type channel transistors inside
the microcontroller. Such damage to microcontroller was corresponded with previous experiment
results [4]. Also the output voltage/current of IC component because of coupling current can be
maintained to normal state from noise margin and static power dissipation fluctuation [5]. Therefore
microcontroller system has considered that malfunction has occurred by bit error.
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Figure 3: The definition of malfunction and destruction.
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Figure 4: The malfunction and destruction failure rate of microcontroller by impact of UWB-HPEM.

The DT of the microcontroller is 97.5 kV/m and the DR of microcontroller is in a range of
97.5 kV/m to 107 kV/m. Also, the MT of the microcontroller is about 6.5 kV/m and 26.5 kV/m
respectively, and the MR of the microcontroller is in a range of 6.5 kV/m to 9.1 kV/m and 26.5 kV/m
to 37 kV/m respectively. Based on results of the experiment, breakdown of microcontroller was
occurred as follows. If the MFR is smaller than 1, it is impossible to predict whether malfunction
will be produced by high power microwave. In this case, malfunction affecting the microcontroller
is irregular. Malfunction of microcontroller occurs when certain critical field strength is exceeded.
The critical value of the field strength has depended on many factors. First, there are constant
influencing factors such as chip fabrication technology and chip layout of the IC. Also, there are
variable factors such as switching states of the transistor. Because of these uncertain outcomes,
the critical value of field strength varies randomly [6]. Therefore, the effects on semiconductors in
terms of malfunction and destruction could be more concretely identified by defining the failure
rate in accordance with the field strength.

Figure 5 shows the change in power supply current and coupling current of the microcontroller
upon malfunction of the semiconductor as a result of an ultra wideband-high power electromagnetic.
As shown in the figure, the power supply current of malfunction A type has been charged irregularly
and the power supply current of malfunction B type rapidly has increased from 47.5mA to 86.1 mA
rapidly when the field strength reaches approximately 31 kV/m and leveled off. The power supply
current has been increased about 2 times in the case of the microcontroller relative to a normal
current. The result was considered to be caused by a latch-up phenomenon due to parasitic bipolar
components near the N and P type channel transistors in the CMOS device [7].
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Figure 5: The coupling current and the power supply current of microcontroller by impact of UWB-HPEM.

3. CONCLUSIONS

The investigation of the susceptibility of microcontroller to ultra wideband-high power electro-
magnetic pulse has shown, that the malfunction and destruction range are influenced by the field
strength. The A type of malfunction is returned original level of functioning by external rest at
lower field strengths (9.1 kV/m). The B type of malfunction is recovered to original functions by
power supply on/off when the amplitude of the electromagnetic pulse increases by about 4 times.
Further increase of the amplitude leads to destruction. The result was considered to be caused
by a latch-up phenomenon due to parasitic bipolar components near the N and P type channel
transistors in the CMOS device. Also, the output voltage/current of IC component because of
coupling current can be maintained to normal state from noise margins and static power dissipa-
tion fluctuation. This investigation can be applied to database to elucidate microwave effects of
electronic equipment.
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2. Bäckström, M. G., “Susceptibility of electronic systems to high power microwaves: Summary
of test experience,” IEEE Transactions on Electromagnetic Compatibility, Vol. 46, No. 3, 2004.

3. Hwang, S. M., J. I. Hong, and C. S. Huh, “Characterization of the susceptibility of integrated
circuits with induction caused by high power microwaves,” Progress In Electromagnetics Re-
search, PIER 81, 61–72, 2008.

4. Camp, M., H. Garbe, and D. Nitsch, “Influence of the technology on the destruction effects of
semiconductors by impact of EMP and UWB pulses,” IEEE Trans. on EMC, Vol. 1, 87–92,
2002.

5. Kim, K., “Critical upsets of CMOS inverters in static operation due to high-power microwave
interference” IEEE Trans. on EMC, Vol. 49, No. 4, 2007.

6. Camp, M., H. Gerth, H. Garbe, and H. Haase, “Predicting the breakdown behavior of micro-
controllers under EMP/UWB impact using a statistical analysis,” IEEE Trans. on Electro-
magnetic Compatibility, Vol. 46, 368–79, 2004

7. “JESD78 latch-up testing standard,” Electronic Industry Association JEDEC standards, Ar-
lington, VA.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1273

Characterisation and Testing Shielding Fabrics
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Abstract— In connection with rapidly increasing progress in the radio communication ser-
vices and other technical branches, which influence electromagnetic environment, the problems
connected with electromagnetic compatibility occur. Because of the electromagnetic interference
minimization it is necessary to ensure the shielding of sensitive devices, buildings and also per-
sons. The suitable alternative to the classical shielding materials can be special shielding-fabrics.
The main advantages of these fabrics are their low weight, flexibility and their easy processability.
Shielding is a very popular method of ensuring electromagnetic compatibility and of protecting
electronic and electrical equipment and human beings against radiated electromagnetic energy.
The knowledge of shielding effects of different types of material represents a basic prerequisite for
further development and implementation of shielding devices. This paper presents an analysis of
the measuring methods and a comparison of different materials in terms of their specific shield-
ing effects. The absorption properties of the various submitted samples were measured using
both a Crawford chamber and the Insertion loss method. In the samples, the capacity to absorb
electromagnetic waves was determined with the help of a spectral analyzer.

1. INTRODUCTION

Shielding is a very popular method to ensure the electromagnetic compatibility, protection of elec-
tronic equipments and human beings against radiated electromagnetic energy. Decrease of radiation
disturbances and increase of immunity to electromagnetic fields is obtained with grounded shield-
ing eventually in combination with other suppression components. The shielding is also used to
isolate some places from the external source of electromagnetic interference or to prevent radiation
electromagnetic disturbance from the internal shielded source. There were used metallic materials
with well known electromagnetic qualities for the shielding.

There are more and more used plastic materials for shielding with a conductive coating or with
embedded conductors which ensure the shielding flexibility. Recently the researchers’ attention is
focused on even lighter and more flexible materials which are fabrics coated with absorptive film.
These materials due to their flexibility and low cost price are promising candidates for instruments
and human protection against unwanted electromagnetic radiation effect.

Measuring shielding and absorption qualities of fabrics and plastic materials is relatively difficult.
There were developed many measuring methods that are used in various laboratories to solve these
problems. A lot of producers who develop this type of fabrics are searching for relatively simple,
not time-consuming and reliable measuring methods to measure shielding and absorption qualities
which operate in a wide frequency range.

2. ELECTROMAGNETIC WAVE ABSORBTION

Electromagnetic wave attenuation is caused by absorption or reflection on particular material which
is inserted between the source and the electromagnetic wave receiver. Depending on the applied
attenuation measurement method the material properties can be defined variously, for example by
the shielding effectiveness or by the insertion loss.

2.1. The Insertion Loss Method

The insertion loss is evaluated as the loss (attenuation) of the emitted signal facilitated by the
material under testing

A =
U0

U1
(1)

expressed in dB,

AdB = 20 · log
U0

U1
(2)

where U0 is the output voltage without the tested sample, U1 is the same signal with the tested
material.
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measuring [1].

Figure 3: Miniature TEM cell (Crawford chamber). Figure 4: Block diagram of measuring device with
Crawford chamber.

The measured task (Figure 1) implemented with the help of a symmetrical line can be presented
diagrammatically using an equivalent diagram with concentrated parameters. The equivalent dia-
gram with concentrated parameters is shown in Figure 2. The obtained results can be interpreted
on the basis of this equivalent model of loss measuring. The parameters Z, C, R are eliminated
during the task calibrating, and the insertion loss is represented by the ZP element.

2.2. Shielding Effectiveness
The shielding effectiveness (SE ) is defined as a ratio of electromagnetic field measured without
(H0) and with (H1) tested material which separates the source from the receiver.

SE =
H0

H1
(3)

expressed in dB,

SEdB = 20 · log
H0

H1
[dB] (4)

There are used TEM cell (Crawford chamber) for this type of measurement — Figure 3.

3. PROJECT AND REALIZATION

The measuring place set consisted of an Agilent spectral analyzer and a Crawford chamber. This
chamber had been designed for measuring with a 50Ω line and for measuring samples with maximum
dimensions of 80× 100× 30 mm. For generating electromagnetic field and analyzing the resulting
signal we used a spectral analyser Agilent CSA Spectrum Analyzer N1996A-506 (from 100 kHz to
6GHz). The apparatus incorporates both the signal generator and the spectrum analyzer.
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The second realized method for measuring shielding fabrics quality is based on the measuring
insertion loss. In this method we used the above mentioned theoretical descriptions. In the labo-
ratory of DTEEE was made insertion loss measure device. This device consists of two cylindrical
electrodes which are matched to 50 Ω transmission line. To generate and measure the insertion
loss the spectral analyzer N1996A-506 from Agilent was used. Before the measuring the device
was calibrated to eliminate the device insertion loss and unwanted signals. The calibration set the
device insertion loss to zero. After the sample was inserted between the measuring electrodes on
spectral analyzer, the level of insertion loss changed. This change was interpreted as a measured
sample insertion loss.

4. EXPERIMENT RESULTS

The following figures (Figures 5–8) show the measurement results of the shielding effectiveness
and the insertion loss measurement of various shielding fabrics which were measured by the above
described methods. The Figure 5 illustrates shielding effectiveness for the woven fabric — FlecTron
with the surface conductance 0.1 Ω/m2. This fabric reaches its highest attenuation level in range
from 1 to 1.5GHz which is at average 20 dB. There was also measured the insertion loss for this
fabric material. Its measured characteristic is illustrated in Figure 7. The maximum of insertion
loss is about 50 dB in range from 0.5 to 2.5 GHz. If we compare these measurement results with a
non-woven fabric made from carbon fibers with a surface conductance of 10Ω/m2 then the FlecTron
type fabric has slightly worse shielding qualities. The shielding effectiveness of fabric made from
carbon fibers is in average 20 dB in range from 0.5 to 2GHz. The insertion loss reaches its maximum
in interval to 0.5 GHz, approximately 40 dB, from 0.5–1.5GHz it is about 35 dB and above 1.5 GHz
the insertion loss decreases to the 30 dB (Figure 8).
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Figure 5: Shielding effectiveness for FlecTron fabric.
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ric from carbon fibers.
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Figure 7: Insertion loss for FlecTron fabric type.
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5. CONCLUSION

This article analyzed problems with measurement shielding qualities of modern absorption fabrics.
There were proposed two different methods to describe and measure the absorption fabrics quality.
To verify the functionality of these methods there was made an experimental measurement on two
different types of samples. The results of these experiments were demonstrated on graphic diagrams
and described.
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Abstract— The aim of this paper is to investigate the damage effects of TTL AND and
NAND logic devices manufactured using five different technologies under narrow-band high power
electromagnetic (NB-HPEM) waves by magnetron. The output of the magnetron was controlled
from 0 to 1 kW and the operating frequency was narrow-band at 2460 ± 50 MHz. NB-HPEM
waves were propagated into a closed-ended standard rectangular waveguide (WR-340) for 1 s. NB-
HPEM waves were coupled with a directional coupler probe and the device under tests (DUTs)
were placed under the probe. DUTs for the malfunction and destruction test setup were used for
a light-emitting diode (LED) circuit and LEDs were used as loads to observe the operating states
of the device. The TTL logic devices showed two types of damage i) malfunction, which means
that no physical damage occurred in the device and after a self-reset or power-reset, the device
returned to normal function, and ii) destruction, which means that the device incurred physical
damage, and operation could not be recovered without replace by a new device. When the
devices were damaged, the logic output of the TTL gate was connected to ground voltage (pulled
down). The surfaces of the destroyed TTL logic devices were removed and the chip conditions
were investigated with a microscope. The microscopic analysis of the damaged devices showed
component, onchipwire and bondwire destruction such as breakthroughs and melting due to
thermal effects.

1. INTRODUCTON

The rapid development of digital and semiconductor technology made it possible to produce the
miniaturized electronic apparatus and equipment with composite, high speed, and low voltage
features based on the advanced and complicated circuit technology [1–3]. Modern electronic devices
have come into family, industry, and military use widely However, malfunction of such electronic
devices in one of these areas could lead to casualties and economic disasters. The electromagnetic
environment can disturb electronic devices to object operate rightly. As such, the susceptibility
of electronic devices to electromagnetic environment such as electromagnetic pulse (EMP), ultra
wideband (UWB) high power microwave (HPM) and high power electromagnetic waves (HPEM)
is a topic that has warranted much attention [1–7].

The damage of electronic devices is determined by the amount of energy that is transferred while
the electronic devices are coupled by electromagnetic environment. Coupling is a kind of mechanism
whereby electromagnetic energy is delivered to device under test (DUT) through a circuit line
or lead frame on the devices directly. Coupled voltage and current can cause a malfunction or
destruction of electronic devices. For such cases, the analysis of electromagnetic environment is
therefore necessary. The goal of this investigation is to analyze the influence of digital IC devices
on the damage effects by high power electromagnetic waves.

2. EXPERIMENTAL

It is very difficult and dangerous to investigate the damage effects of electronic devices by high
power and high frequency. The magnetron was the high power and high frequency electromagnetic
waves oscillator which was used initially in early radar systems. We used a magnetron as an
intentional high power electromagnetic waves source, because it is easy to control the output and
it can generate high frequency and high output power [2–5]. The output of the magnetron was
controlled from 0 to 1 kW and the operating frequency was narrow-band at 2460±50MHz. Narrow-
band high power electromagnetic (NB-HPEM) waves were propagated into a closed-ended standard
rectangular waveguide (WR-340) for 1 s as shown in Fig. 1(a). NB-HPEM waves were coupled with
a directional coupler probe and the devices under tests (DUTs) were placed under the probe During
the investigations five different TTL technologies (schottky, low power schottky, advanced schottky,
advanced low power schottky, and Fairchild advanced schottky) were tested as shown in Table 1.
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DUTs for the malfunction and destruction test setup were used for the LED circuit. LEDs were
used as loads to observe the operating states of the device as shown in Fig. 1(b). The DUTs contain
quadruple 2-input AND or NAND gates, as shown in Fig. 1(c).

To describe peak electric field in the WR-340 waveguide and the different failure effects two
quantities have been defined [2, 3, 6, 7]. The malfunction failure rate (MFR) and destruction failure
rate (DFR) behaves in principle as shown in Fig. 2. The electrical characteristics before and after
NB-HPEM waves expose such as input and output voltage of the gates respectively, and supply
current were measured. Destructed digital IC devices were removed these surface (decapsulation)
and a chip conditions were analyzed by an optical microscope.

3. TEST RESULTS

The TTL logic devices showed two types of damage by NB-HPEM waves. One is malfunction,
which means that no physical damage occurred in the device and after a self-reset or power-
reset, the device returned to normal function, and the other is destruction, which means that the
device incurred physical damage, and operation could not be recovered without replace by a new
device. When the devices were damaged, the logic output of the TTL gate was connected to
ground voltage (pulled down). Fig. 3 shows the MFRs and DFRs of TTL IC devices built using

Figure 1: Damage effects of digital IC devices by NB-HPEM waves test setup: (a) NB-HPEM system setup;
(b) LED circuit; and (c) logic diagram.

Table 1: Tested TTL logic devices built using three different technologies.

IC

Processing 

Technology 

TTL

Technology Manufacturer Package Logic Type Part code

Schottky (S)

Texas 

Instruments
DIP

AND

SN74S08N

Low Power Schottky (LS) SN74LS08N

Advanced Schottky (AS) SN74AS08N

Advanced Low Power Schottky (ALS) SN74ALS08N

Fairchild Advanced Schottky (F) SN74F08N

Schottky (S) 

NAND

SN74S00N

SN74LS00N

SN74AS00N

SN74ALS00N

SN74F00N

Low Power Schottky (LS)

Advanced Schottky (AS)

Advanced Low Power Schottky (ALS)

Fairchild Advanced Schottky (F) 



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1279

five different technologies. Each point is an average value for 10 times tested at the electric field
strength respectively. By increasing the electric fields, the F, S, and ALS series of TTL AND and
S, LS, and ALS series of TTL NAND devices underwent reversible malfunctions, which could be
reversed by switching the power off and on or by self reset. However, only the AS and LS series of
TTL AND and F, S, and AS series of TTL NAND devices underwent reversible malfunctions and
experienced permanent destruction at much higher fields.

(a) (b)

Figure 2: Principle behavior of malfunction failure rate and destruction failure rate: (a) Malfunction failure
rate; (b) Destruction failure rate.
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Figure 3: Malfunction and destruction failure rate of TTL logic devices under NB-HPEM waves by mag-
netron.

Destructed TTL logic devices were removed their surface and a chip conditions were analyzed
by a microscope as shown in Fig. 4. Destructed devices generally show three different damaging
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effects [2, 3, 6, 7]. At lower field strengths only electronic components like diodes or transistors
on the chip, mostly as a result of flashover effects. If the amplitude of field strengths increases,
additional onchipwire destructions and multiple component destructions occurred. Further increase
of the amplitude leads to additional bondwire destructions and multiple component and onchipwire
destruction. The coupling NB-HPEM waves are converted into a current, which rapidly flows into
the chip. Consequently, the current causes thermal damages, such as onchipwire and bondwire
melting, and as a result the devices undergo immediate destruction.

(a) Before component destruction (b) After component destruction (c) Before onchipwire destruction

(d) After onchipwire destruction (e) Before bondwire destruction (f) After bondwire destruction

Figure 4: Destructive effects of before and after NB-HPEM waves exposure on chip level: (a) and (b)
SN74S08N; (c) and (d) SN74ALS08N; (e) and (f) SN74F00N.

4. CONCLUSION

The main goal of this study was to examine the susceptibility levels of digital IC devices, the
process of malfunction, and the effects of damage. Investigation of the susceptibility of TTL IC
AND and NAND devices to NB-HPEM waves by magnetron showed that the susceptibility of
TTL IC devices varies between different technologies (S-TTL, LS-TTL, AS-TTL, ALS-TTL, and
F-TTL). The microscopic analysis of the destroyed devices generally shows three different damaging
effects (multiple electronic component, onchipwire, bondwire and bond-pad destructions) due to an
increase in the current flow at a particular point in the junction in order to accommodate additional
stress on the device. The tested results will be applied to the fundamental data which interprets the
combination mechanism of digital IC devices from electromagnetic environment and are expected
to the data which understand electromagnetic wave effects of electronic devices.
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Abstract— In this paper, we proposed the evaluation method of the interference between the
microwave oven noise and the signal of the IEEE802.11b by using the GTEM Cell. We used
microwave oven noise, unintentional noise in time domain realized by combining signals from an
AM(Amplitude Modulation) modulator and a FM (Frequency Modulation) modulator to evaluate
the interference effects on IEEE802.11b. Finally we analyzed the effect of microwave oven noise
to the throughput of IEEE802.11b by using APD (Amplitude Probability Distribution) of the
interfering noise.

1. INTRODUCTION

Recently the enlargement and convergence of various radio communication services require the large
usage of the spectrum in small area and then yield the large spectrum density. Especially radio
communication services such as Bluetooth and IEEE 802.11b, Wireless LAN are being widely used
in the industry fields. The frequency bands of the systems are assigned within ISM (Industrial,
Scientific and Medical) bands such as 2.4GHz. The communication performance of radio commu-
nication services is critically decreased because the equipment such as microwave oven generates
the electromagnetic noise within 2.4GHz bands. Therefore, it is important to study on the mod-
eling for the interference noise generated by microwave oven to evaluate the interference effects
on the communication performance, and these studies are being actively progressed in the various
fields [1, 2]. Especially Middleton has suggested the test method that evaluate the communica-
tion performance with BER (Bit Error Rate) for the radio link by modeling the microwave oven
noises as the impulse noise with the statistical methods using the APD (Amplitude Probability
Distribution) [3]. The statistical modeling has been expressed as the statistical parameter of APD.
There is no information for the noise wave in time domain, so it is difficult to evaluate the BER
performance with the small amount of sampled data. In addition, this modeling method has a
problem that the statistical parameter for the hopping frequency channel has to be obtained to
evaluate the performance for the interference of the FHSS (Frequency Hopped Spread Spectrum)
system because the noise signal of microwave oven has experienced the frequency changes in time
domain. In Japan, according to the recent paper, the microwave oven noise has been measured
in time domain and this has been embodied as the modeled noise in time domain by combining
the amplitude modulation and the frequency modulation [4]. In this paper, the modeled noise of
microwave oven in time domain is embodied for the purpose of using the unintentional noise, the
interference signal in 2.4GHz.

Also the evaluation environment is required to evaluate the communication performance, and
it is generally achieved by embodying the radio communication system such as wireless LAN in
the non-echo chamber [5]. This kind of method is embodied by putting both EUT (Equipment
Under Test) and the antenna in the non-echo chamber extended by cable from communication AP
(Access Point) outside of the non-echo chamber. But, this is difficult for the realization as well as
the expensive cost. According to the recent research, it is introduced the measurement environment
using PW cell (Parallel Wired cell) to possibly communicate with each other between EUT and
AP [6]. Although this is basically the same theory as TEM cell, this is different in structure by
eliminating the side of TEM cell. Additionally, the effect for the noise from many other sources
can’t be totally excluded in yielding the measurement results because the side of PW cell is opened.
The GTEM cell with the totally closed structure is used in this research in other to improve the
problem in the case PW cell and increase the reliability for the performance evaluation of radio
communication from many other noise sources.

This paper is intended to evaluate the interference effect of unintentional noise on the perfor-
mance of the wireless communication service. For this, the modeled noise of the microwave oven is
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used as the unintentional noise in time domain. The reliability is ensured by using GTEM cell as
the interference effect assessment environment, and the objective and general assessment analysis
method is suggested for the interference effect.

2. THE SIMULATION AND REALIZATION OF MICROWAVE OVEN NOISE

Microwave oven is the equipment radiating RF energy in 2.45 GHz frequency band and largely
used in each house and office. According to the difference of high voltage power used to drive the
magnetron, the general RF energy generator, the microwave oven is divided into two kinds of types,
transformer and switching. The frequency of AC power line uses 50 ∼ 60Hz and 30 ∼ 50 kHz for
two types each other [7]. The transformer type is used in this paper. The basic presumption for
the model of microwave oven noise is as follows [4]:

1) The width of noise pulse in time domain is the same as width of the time gap of driving power
(V (t)) exceeding the threshold power (V0).

2) The instantaneous amplitude of the pulse envelop curve is linearly changed for the driving
power (AM).

3) Also the instantaneous frequency is linearly changed for the driving power (FM).

It is expressed as the Eq. (1).

I(t) = I0U(V (t)) exp
[
2πi

(
f0t + fmax

∫ t

−∞
V (ζ)dζ

)]
(1)

where f0 is carrier frequency (∼= 2.45GHz), fmax is the maximum shift frequency of FM, V (t) is
the normalized driving voltage and I0 is the maximum amplitude and phase of the noise as the
complex parameter. It is presumed that the phase has the uniform distribution in [0, 2π]. U(V ) is
driven by the threshold voltage of the amplitude modulation, V0 given in the Eq. (2).

U(V ) =
{

V for V ≥ V0

0 for V < V0
(2)

Also, V (t) driven in magnetron can be represented as the Eq. (3), in case of the transformer type.

V (t) = cos (2πfvt) (3)

where fv is the frequency of the A.C. power.

Table 1: Noise parameter of the microwave oven.

AC mains frequency: fv 50Hz
Threshold voltage: V0 0.3
Carrier frequency: f0 2.42GHz

Frequency deviation: fmax 43 MHz
Amplitude: I0 28.7mV

Figure 1: Model of the microwave oven noise.
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The Fig. 1 shows modeling of the noise generated by combining both FM modulation signal and
AM modulation signal in order to consider the operation of microwave oven as above mentioned.
This can be simply realized using the signal generator. Generally, in case of microwave oven of the
transformer type, the above mentioned parameter is presented as the Table 1 [4]. Fig. 2(a) shows
the signal in the time domain when span equals 0 at 2.45 GHz and Fig. 2(b) shows the envelope
amplitude in the frequency domain when spectrum analyzer is set with maximum hold mode.

3. INTERFERENCE EFFECT ANALYSIS

The Fig. 3 is the test outline diagram for the mutual effect analysis between the microwave oven
noise and IEEE 802.11b. The signal generator is used as the input signal of GTEM cell generating
the modeled microwave oven noise and is connected by the wireless putting the wireless notebook
and AP inside GTEM cell to minimize the outside interference. Also, the AP in GTEM cell is
connected to the outside notebook using LAN cable. We transmits data using 802.11b wireless
link, measures the throughput transmitted from EUT inside GTEM cell and seeks the APD curve
from this. The APD curve means the probability distribution that will be bigger than the specific
thresholds.

The Fig. 4 shows both the frequency bands of IEEE 802.11b and the occupied frequency dis-
tribution of microwave oven noise [8]. Channel 1, 2 and 3 of wireless LAN are not shared by oven
noise bandwidth from 2.434GHz to 2.466GHz, but channel 8 and 9 are totally co-shared by oven
noise spectrum. The rest of channels are partially overlapped.

The Fig. 5 is the results that measure the envelope amplitude of microwave oven noise in time
domain on each center frequencies of IEEE802.11b channels partially or totally shared by microwave
oven noise. It shows that the time occupied rate and amplitude size of microwave oven noise is
different according to the center frequency of the channel. Table 2 shows the occupied bandwidth
in the frequency domain, time-occupied rate in time domain and maximum value of the interference
noise of microwave oven based on each IEEE 802.11b channels.

The Fig. 6 shows the result presenting the interference effect on each channels of 802.11b as the
probability distribution when microwave oven noise is inputted into the GTEM cell.

(a) (b)

Figure 2: Measured values of microwave oven noise modeled. (a) Time domain (at 2.45 GHz), (b) Frequency
domain.

Figure 3: The setup for interference measurement
of microwave oven noise and IEEE802.11b.

Figure 4: The frequency bands of the microwave
oven noise and IEEE802.11b.
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Figure 5: The waveform of microwave oven noise in time domain.

Table 2: Parameter of microwave oven noise interference to wireless LAN channels.

Channel Occupied bandwidth(%) Time occupied (ms) Max (dBµV )
Ch 6 64 7.11 72.72
Ch 7 86 7.06 74.24
Ch 8 100 2.9 75.71
Ch 9 100 2.9 77.13
Ch 10 86 3.38 78.11
Ch 11 64 8.37 79.13

Figure 6: APD of the measured interference between microwave oven noise and IEEE802.b.

According to the analysis of the result, the probability for channel 1, 2 and 3 that throughput
will be over 5.5Mbps recommended in IEEE standards is 90%. That means the bandwidth doesn’t
have the shared bandwidth at all, so it presents there is no mutual interference between two systems.
Also, the wider frequency bandwidth of LAN channel means the larger shared bandwidth and the
lower throughput generally, except for channel 8 and 9. The reason is that the above cases for
channel 8 and 9 are resulted from the relatively short occupied time, about 2.9 ms when compared
with the other IEEE802.11b channels.

In this paper, the result shows that the microwave oven noise is generated according to the change
of the amplitude and the frequency with time. Therefore when analyzing the mutual interference
effect with wireless LAN, the performance of communication is assessed by the amplitude and time
occupied rate in time domain as well as the mutually shared bandwidth in frequency domain.

4. CONCLUSION

This paper modeled the noise by combining both the amplitude modulation and the frequency
modulation as the theory of microwave oven noise to analyze the mutual effect between microwave
oven noise and IEEE802.11b. Also, GTEM cell was used to realize the environment for the eval-
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uation of interference between two systems. The analysis for the effect of microwave oven noise
on each channels of IEEE 802.11b has been done by monitoring the transmission throughput on
Wireless LAN channels using the amplitude probability distribution.

As a result of the measurement, all of channel 1, 2 and 3 doesn’t have the sharing bandwidth
with microwave oven noise in frequency domain at all, and the probability that throughput will
be represented over 5.5 Mbps is over 90% in this case. But for the other channel, the more the
bandwidth of the microwave oven noise and LAN channels is overlapped, the higher the probability
is, and the lower throughput is. Although the sharing bandwidth of channel 8 and 9 is wider than
channel 7, 10 and 11, throughput of channel 8 and 9 is higher than over 1 Mbps when compared with
channel 7, 10 and 11. The reason is due to the relatively short occupied rate in the time domain of
microwave oven noise. It means that interference effect for the throughput is more critical in time
domain from the viewpoint of occupied time rate than in the frequency domain from the viewpoint
of the shared bandwidth.
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Abstract— Agricultural waste bears huge potential to be applied as an alternative and bene-
ficial invention for various applications. One of the identified is as an effective microwave signal
absorbers for anechoic chamber. In this work, a type of agricultural waste, which is the rice
husk, a by-product of paddy, is used in the design of a pyramidal microwave absorber which will
be able to operate effectively in the microwave frequencies, from 1 GHz to 20 GHz. In order to
test its feasibility, the best type of bonding resin must first be identified. Two types of resin,
Urea Formaldehyde (UF) and Phenol Formaldehyde (PF) are mixed with the rice husk in order
to investigate the dielectric property resulting from this blending process. Both materials are
compared using three different percentage of binder content, which are 10%, 20% and 30%. Free
Space Measurement Method is chosen to measure the dielectric constant of the different blends
of rice husk. These microwave absorber are also simulated in CST Microwave Studio using the
values that are obtained from the Free Space Measurement Method, in order to determine and
compare the reflectivity performance in terms of S11 result. Observation of the results showed
that different blends will give the different dielectric constant, and as a result, a different mi-
crowave absorber reflectivity. It also proved that with increasing binder percentage, reflectivity
of the pyramidal microwave absorber is also improved. Thus, an alternative material, which is
also used to be a less useful agricultural waste, is also proven potentially suitable for application
as a microwave absorber.

1. INTRODUCTION

Agricultural waste or residue is made up of organic compounds from organic sources such as rice
straw, oil palm empty fruit bunch, sugar cane bagasse, coconut shell, and others. Rice husk from
paddy (Oryza sativa) is one example of alternative material that can be potentially applied for
microwave absorber fabrication. Microwave absorbers are one of the main components in an ane-
choic chamber used to eliminate reflected signals. In recent years, there is a growing demand of
anechoic chambers, due to its importance in qualifying the performance of many RF and microwave
products such as antennas and front end devices. The readily available microwave absorbers are
typically made of plastic foamed-based materials like polystyrene or polyurethane. Among the
shapes that are commonly employed as microwave absorbers are pyramidal, wedge, walkway, con-
voluted, oblique incident, and etc. However, pyramidal-shaped absorbers are the most popular
among them. Parameters of this absorber type that must be taken into careful consideration dur-
ing design includes the material dielectric constant, angle of incidence, dimension of absorber, and
carbon coating thickness. This work will focus on investigating the material aspects of the ab-
sorbers, which include method in determining the material’s dielectric constant through simulation
and the experimental method. The free space method is deployed in order to get an estimate of
the relative dielectric constant of a processed waste board. The reflectivity, R can express the ab-
sorbing performance of the material and is a function of the complex permittivity and permeability
of the material, and the frequency of the wave [1]. Equation (1) shows the formula of reflectivity
for normal incident. The requirement of the best microwave absorber is must have the average
reflectivity below than −10 dB.

R = 10 log10

(
Pr

Pi

)
(1)

where Pr is plane wave reflected power density, Pi is plane incident power density.
There are two common absorber types in the electromagnetic wave range, which is in the mi-

crowave range (100 MHz to 300GHz) and the lower frequency range (30 MHz to 1000 MHz) [2]. For
the lower frequency, ferrite absorbers and hybrid absorbers are used to absorb reflected signal ef-
fectively. Dielectric constant is defined as the relative permittivity (εr) or the absolute permittivity
(ε) relative to the permittivity of free space (ε0) [3]. The dielectric constant of a material affects
the velocity of microwave signals when it moves through the material. A high value of dielectric
constant causes the decrease of wave velocity, due to the density of the material [4, 5]. Varying
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the dielectric constants of the designed absorber will vary the absorber dimensions and reflectivity.
Equation (2) shows the formula for dielectric constant.

Table 1: Element percentage in rice husk.

Element % Element

Silicon dioxide 22.24

Carbon 35.77

Hydrogen 5.06

Oxygen 36.59

Nitrogen 0.32

Sulphur 0.02

Rice husk is unusually high in ash, which is 92 to 95% silica, highly porous and lightweight,
with a very high external surface area. Its absorbent and insulating properties are useful to many
industrial applications, such as acting as a strengthening agent in building materials [6]. This by-
product of rice cultivation had been traditionally burnt in the field or trucked out and dumped [7].
Table 1 shows the typical chemical contents of rice husks. Carbon is the main element that helps
to absorb the microwave signal, which is focal in ensuring satisfactory reflectivity of the microwave
absorber, aside from being light in nature.

2. INVESTIGATION METHODOLOGY

Figure 1 shows the rice husk’s feasibility study and dielectric constant measurement of the flow
chart rice husk. The collected rice husks are processed into rectangular shaped particle boards.
This is to ensure that the particle boards are able to be measured in terms of S11 using the free
space method.

To fabricate the particle board, two bonding agents — Urea Formaldehyde (UF) and Phe-
nol Formaldehyde (PF) with different part percentage were also investigated, in order to deter-
mine whether this factor is negligible in influencing the relative dielectric constant. UF is a non-
transparent thermosetting resin or plastic, made from urea and formaldehyde heated in the presence
of a mild base such as ammonia or pyridine. Density is a quantitative expression of the amount of
mass contained per unit volume. The density of Urea is 1.07 g/cm3 while Phenol is 1.32 g/cm3 [8].

The material was then shaped into rectangular form by transferring it into a rigid frame over
the hot press machine. After pressing, the product was cooled off to at the lower section of the
machine. Figure 2 shows the hot press machine in UniMAP’s Material Lab. Figure 3 shows the
rice husk particle board with a dimension of 30.3 cm width × 30.3 cm length × 1.4 cm thickness.
The size of the fabricated particle board will be determined by the horn antennas size that is used
in the free space measurement method. i.e., Smaller horns are used with smaller particle boards.
Literatures have stated that different density of particle boards will affect the value of the dielectric
constant, since the dielectric constant describes a material’s density relative to air. With denser
particle board, the value of its dielectric property is higher [9]. To confirm if this phenomenon is
valid in porous materials such as rice husks, different percentage of UF and PF are investigated
and compared. The percentage values tested are shown in Table 2. Repetitive and averaging of
the results are done during measurement to reduce systematic errors. Using the dielectric constant

Collect rice husk
Fabrication of rice 

husk particle boards

Determine εr of rice 

husk particle board 

from measurement

Model & simulate 

absorbers in CST 

software

Analysis of the 

reflectivity result

Figure 1: Feasibility investigation of rice-husk mi-
crowave absorbers.

Figure 2: Hot press machine in UniMAP’s Ma-
terial Lab.
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Figure 3: Rice husk particle board.

Resin
Resin percentage

in mixed material

Urea Formaldehyde

(UF)

10%

20%

30%

Phenol Formaldehyde

(PF)

10%

20%

30%

Table 2: Resin percentages in mixed materia.

value that was gathered from the measurement, the absorbers are then remodeled and simulated
in the CST software to determine the best dimensions and performance for final fabrication.

3. MICROWAVE ABSORBER DESIGN

In this work, the microwave absorbers were designed using CST simulation software. The Rice
Husk absorber (RHA) design is pyramidal shaped, based on dimensions similar to Eccosorb VHP-
8-NRL Pyramidal Microwave Absorber [10], TDK ICT-030 Pyramidal Microwave Absorber [11]
and literatures [12–16]. Eccosorb absorber is designed using urethane foam, with carbon loaded
at the top of the pyramid while TDK ICT-030 absorber used carbon plus nonflammable material.
The dimension of pyramidal RHA in this work is 5 cm length × 5 cm width × 15 cm height. Figure 4
shows the dimension of pyramidal rice husk microwave absorber while Table 3 shows dimension
comparison of commercial microwave absorbers and the designed RHA, which have been miniatur-
ized in size. This is done to potentially reduce the cost of mold fabrication, other than reducing the
possibility of fabricating RHAs that are too bulky and heavy. The pyramidal absorber set contain
4 tips per piece, and a base which is 5 cm length × 5 cm width and 2 cm thickness. Six values of
dielectric constant for different bonding agent and percentage are gathered during measurement
using the Free Space Method. In the simulation, several instances were investigated, which is at
normal incident (0◦) with distance of 30 cm from the origin of the pyramidal RHAs, as to compare
how they would perform when exited by a signal that is in the near-field region and far-field region.

Figure 4: The designed dimension
of rice husk pyramidal microwave
absorber.

Part Symbol
Absorber dimension (cm)

TDK VHP RHA

Pyramidal Width PW 10 6.8 5

Pyramidal Length PL 10 6.8 5

Pyramidal Height PH 25 17.8 13

Base Width BW 10 6.8 5

Base Length BL 10 6.8 5

Base Height BH 5 2.5 2

Table 3: Dimension of TDK, VHP and RHA pyramidal microwave
absorber.

4. RESULT AND DISCUSSION

Table 4 presents the dielectric constant with different percentage of resin and rice husk particle
board using the Free Space Measurement Method. From the observation, it shows that different
content can affect the value of the dielectric constant of the material. The highest value of dielectric
constant was shown by 30% PF content with εr = 3.6808, while the lowest value of dielectric
constant was shown by 10% PF content. The dielectric constant increases when the resin percentage
content was increased. This statement is true referring to both resin types — UF and PF. For
example, the value difference for both 10% and 20% of UF content is 0.039. Best S11 point
result is insufficient to sum up the overall performance of the pyramidal microwave absorber as
it is only narrowly interpreted at one frequency point. The formula of average reflectivity or
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Table 4: Dielectric constant of the different percentage of resin and rice husk particle board.

Resin Resin % εr

Urea Formaldehyde (UF)

10% 3.2355

20% 3.2745

30% 3.5813

Phenol Formaldehyde (PF)

10% 2.8907

20% 3.4054

30% 3.6808

S11 for all frequency range, RAR used in Equation (3) was used to show the best performance
in the whole of frequency range between 0.01 GHz to 20 GHz. The result produced was highly
accurate as 1000 points was picked from the graph. Another formula in Equation (4) shows the
average reflectivity or S11 for microwave range, RµR between 1GHz to 20 GHz. The result also
has high accuracy but it only have 950 points. Table 5 and Figure 5 show the S11 performance of
pyramidal microwave absorber using Urea Formaldehyde and rice husk mixture. From the table,
10% content of UF produced the best S11 point with −71.597 dB at frequency point of 12.06 GHz
followed by 30% UF with −69.911 dB at 6.92 GHz. The worst average S11 performance shown by
20% UF mixture with −63.110 dB at 7.02 GHz. The best reflectivity, RAR for UF was shown by
−40.922 dB while the worst was 10% UF with −39.620 dB. The best reflectivity in the microwave
range for UF was shown by the 30% content with −42.312 dB while the worst was also shown by
10% with only −40.873 dB. From the data collection, we can conclude that the reflectivity, S11 will
increase when the percentage of resin content is increased. This is because the bonding resin can
increase the density of the mixed material. Without it, the rice husks will not be able to bond well
allowing hollow spaces between the rice husk’s particles, thus validating the statement in [9] that
the density can cause an increase in the dielectric properties. Table 6 and Figure 6 show the result
of S11 performance of pyramidal microwave absorber using mixed Phenol Formaldehyde and rice
husk. From the table, 20% content of PF showed the best S11 point with −85.947 dB at frequency
point of 7.98 GHz followed by 10% PF with −69.115 dB at 7.98GHz, while the worst performing
prototype is the board fabricated using 30% PF with −68.993 dB at 6.94 GHz. The finding in
[9] can also be applied to this PF percentage content in the rice husk particle board. The best
reflectivity for PF was shown by −40.914 dB while the worst was 10% PF blend with −40.463 dB

Figure 5: S11 result of Pyramidal microwave ab-
sorber using mixed UF and rice husk.

Figure 6: S11 result of Pyramidal microwave ab-
sorber using mixed PF and rice husk.

Table 5: S11 performance of pyramidal microwave absorber using mixed UF and rice husk.

% UF Best S11 point (dB)
Average S11 (dB)

All range, RAR Microwave range, RµR

10 −71.597 −39.620 −40.873

20 −63.110 −40.757 −42.121

30 −69.911 −40.922 −42.312
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Table 6: S11 performance of pyramidal microwave absorber using mixed PF and rice husk.

% PF Best S11 point (dB)
Average S11 (dB)

All range, RAR Microwave range, RµR

10 −69.115 −40.463 −41.903

20 −85.947 −40.442 −41.779

30 −68.993 −40.914 −42.309

of reflectivity. The best reflectivity for PF was shown by 30% content with −42.309 dB while the
worst also shown by 10% with only −41.903 dB. If both 20% or both 30% of UF and PF content
is compared, we can see that UF have the best result for all frequency range, especially in the
microwave range. This is because, UF has a higher density compared to PF. The density of Urea
is 1.07 g/cm3 while density of Phenol is 1.32 g/cm3 [8].

5. CONCLUSION

The investigation showed that different resin mix will give different dielectric constant and reflectiv-
ity of a microwave absorber. It also shows that if we increase the percentage of resin, it can increase
the reflectivity or S11 result of the pyramidal microwave absorber. Lastly, it also proofs that the
agriculture waste such as rice husk have a huge potential in serving as an alternative material in
fabricating microwave absorbers.
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Abstract— A self consistent theory has been developed for the cantilever actuated by multi-
layered films with initial magnetostriction strain gradient based on the four-parameter bending
regime. The magnetostriction strain with gradient was modeled as an n order polynomial. The
exact solution of the bending state was obtained, and furthermore, an effective experimental
method for measuring the magnetostriction strain and its gradient on the basis of curvature mea-
suring technique of the bent cantilever is proposed. By modulating the thickness of the substrate
in the cantilever system (for instance, etching), one can measure the magnetostrictive biaxial
strain (stress) and its gradient definitely. In order to avoid the unexpected surface effect on the
bending of the cantilever, thick substrate should be used.

1. INTRODUCTION

The electromagnetic solid state mechanics is one of the most popular, but still open issue in the
study on material science due to the multifield coupling. The magnetostrictive thin film or the
composite is one of the most popular candidates for electro-magneto-elastic coupling [1], in which,
the magnetic field strongly couples with the mechanical deformations, in turn, the mechanical
deformation modulates the magnetic properties, and vice versa. Multilayered thin film structures
usually exhibit unbalanced residual stress due to surface and interface effects in both the fabrication
process and post fabrication process [2], which affects the magnetostriction of the films and may
induce a magnetostriction gradient.

Recently, a new type of bulk giant magnetostrictive composite (GMSC), Terfenol-D/epoxy com-
posite, was fabricated by Clark et al. [3–7] to optimize the mechanical and high frequency property
of the magnetostrictive materials. In order to micro-minimize such materials and apply to the
micro-electromechanical systems (MEMS), some author has prepared giant magnetostrictive thin
film composites [8–10]. The thickness of such composite system was so small that the GMSC films
are usually inhomogeneous, namely, the magnetostriction of the film is not a constant through its
thickness directions [11]. On the other hand, there always exists unbalanced internal stress around
the interface of the heterogeneous multilayer films. These stress can also modulates the effective
magnetostriction of the GMSC films [12, 13]. Furthermore, the thickness dependent magnetostric-
tion or electrostriction may be very helpful to the optimization of the electromagnetic elasticity
of the thin film composites [14]. Therefore, the inhomogeneous magnetostriction induced sponta-
neous deformation is a very important issue in the study on heterogeneous multilayer films. But
corresponding theoretical description has not been addressed yet.

In this work, we address the biaxial bending problem of magnetostrictive multilayer films with
internal stress gradient. Section 2 gives the general theory in the four parameter bending regime,
and then analyzes the bending characteristic of the cantilever system. Then an experimentally
practicable method for measuring stress gradient was proposed. The whole article is concluded in
Section 3.

2. MODEL AND FORMULATION

2.1. General Theory
We consider a cantilever system consists of a non magnetic substrate and a multilayered magneto-
strictive film. Here we assume that the multilayered system can be seen as a mechanically isotropic
and totally demagnetized initially. And we further assume that there exists residual stress in
the heterogeneous film and it cannot be neglected. When the quasibilayer system is exposed
to the external field along one of the axial direction, the system bent and shows an anticlastic
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surface. In order to solve the bending deformation of such a system, we introduce four geometrical
parameters, respectively, uniform strains ε0

x, ε0
y and curvatures αx, αy in two axial directions. Then

the geometrical film strain of a bent cantilever composed of thin film and a substrate can be written
as

εx = εben
x − λ(z), εy = εben

y − η(z). (1)

where εben
x = ε0

x − αxz and εben
y = ε0

y − αyz are the bending strain of the film and the substrate,
and the λ(z) and η(z) are the biaxial response function (magnetostrictive, piezoelectric etc.) of the
thin film, which are defined as [15–17]

λ(z) =
K∑

n=0

λn

(
z

tf

)n

, η(z) =
K∑

n=0

ηn

(
z

tf

)n

z ≥ 0

By applying film strain, the biaxial film stress can be written as [18],

σx,f =
Yf

1− ν2
f

(εx + νfεy), σy,f =
Yf

1− ν2
f

(εy + νfεx). (2)

We assume that the substrate is without any active strain, thus the stress of the substrate is also
depicted by the Eq. (2) where the strain should be substituted with the bending strain εben

x , εben
y .

The film-substrate system bends under the action of the external field, and there is any external
stress and moment, therefore the bent state of the film-substrate system is determined by following
equilibrium equation, ∑

i

∫

Si

σi(1, z)dS = 0 i = s, f (3)

where Si demotes cross section of cantilever. In order to resolve the equilibrium equation, following
simple transformation is performed on Eq. (3),

ε± = ε0
x ± ε0

y, α± = αx ± αy. (4)

After the transformation, the equilibrium equation yields,
(

A± −B±
B± −C±

)(
ε±
α±

)
=

(
N±
M±

)
, (5)

Where the coefficients are defined as,

(A±, B±, C±) =
∫ tf

−ts

Y ′(z) (1± ν(z))
(
1, z, z2

)
dz,

(N±, M±) =
∫ tf

−ts

Y ′(z) (1± ν(z)) [λ(z)± η(z)](1, z)dz.

(6)

where A, B and C are the extensional, extensional-flexural coupling and pure flexural rigidity of the
cantilever system. And N and M are the equivalent force and the moment acting on the cantilever.
In order to simplify the above expressions, here we used following two parameters

Y ′(z) =

{
Yf

/
(1− ν2

f ) , z ≥ 0

Ys

/
(1− ν2

s ) , z < 0
ν(z) =

{
νf , z ≥ 0
νs. z < 0

The exact solution of the Eq. (5) can be given by,
(

ε±
α±

)
=

1
B2± −A±C±

(
M±B± −N±C±
M±A± −N±B±

)
. (7)

With the aid of Eq. (6), the analytical expression of the ε±, α± can be obtained readily,

ε± = 2χk(1± νf )K±
1

K∑

n=0

λn(1± γn)
(n + 1)(n+2)

{
[3k(n+1)+2(n+2)](1± νs)−χk3(n− 1)(1± νf )

}
,(8a)

α± = −6χk(1± νf )K±
1

K∑

n=0

λn(1± γn)
(n + 1)(n + 2)

{
[n(2k + 1) + 2(k + 1)](1± νs)+χk2n(1± νf )

}
, (8b)
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where γn = ηn/λn is the local correlation coefficient, and K±
1 are defined as

K±
1 =

[
(1± νs)2 + 2χ(1± νf )(1± νs)

(
2k + 3k2 + 2k3

)
+ χ2k4(1± νf )2

]−1
.

2.2. Bending Characteristics
According to the above analytical results, under the small deflection assumption, the free-end
bending deflection along the x-axis is given by,

∆x = −L2

4ts
(α+ + α−), (9)

and

∆ = ∆x −∆y = −9L2χλdk(k + 1)
2ts

(1− νf )(1− νs)K−
1 , (10)

where λd is defined as the Equivalent Uniform Magneto Striction (short for EUMS),

λd =
2
3

K∑

n=0

λn(1− γn)
(n + 1)(n + 2)

[
χk2n

1 + k

1− νf

1− νs
+ n

1 + 2k

1 + k
+ 2

]
. (11)

Here λd is a function of the film-to-substrate thickness ratio k, considering a special condition of
γ0 = γ1 = . . . = γn = −1/2 and νs = νf , the EUMS can be expanded to be,

λd = λ0 +
1
6

χk2 + 4k + 3
1 + k

λ1 +
1
12

2χk2 + 6k + 4
1 + k

λ2 + . . . . (12)

Following the above formulations, the EUMS is calculated as a function of the film-to-substrate
thickness ratio for three different types of cantilevers, GMS/Silicon, GMS/Glass, GMS/Polymide,
respectively. It is readily seen from the figure that, EUMS is an increasing function of the film
thickness, and it may reach several thousands of ppm for thick films. This fact suggests that
the strain gradient is favorable for increasing the cantilever deflection in relatively thick films, and
further one can design a stress gradient in multilayered films to optimize the bending characteristics
of the cantilever system.

In order to characterize the bending capability of the cantilever system, the free-end deflection
of the single layered GMSC cantilever was plotted as a function of order of the strain gradient and
film thickness. The film thickness taken into account in the Fig. 2 is tf = 10, 20, 30µm, and without
lose of generality a linearly increasing gradient coefficient was taken into the calculation. As can
be seen in Fig. 2, the greater the orders of gradients, the larger the bending deflection. Contrarily,
the thick film degreases the bending deflection in the same conditions. It is agrees with the general
assumptions that the relatively thin film is easy to be bent under the same bending torque.

Figure 1: The EUMS vs film-to-substrate thickness
ratio for three types of cantilever.

Figure 2: The n dependence of the bending curva-
ture of a single film cantilever, the lines are guide
for the eyes.
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2.3. Measurement of the Magnetostriction Gradient
The well known cantilever bending technique is a possible way to determine the magnetoelastic
behavior of the thin films [19–21]. In the following discussions, we show that this cantilever tech-
nique is also applicable to the determination of the magnetostriction gradients. Here Eq. (8b) is
rewritten as,

α±(k) =
K∑

n=0

D±
n (k)λn(1± γn), (13)

where the coefficient D±
n (k) is defined as

D±
n (k) = − 6χk(1± νf ){[n(2k + 1) + 2(k + 1)](1± νs) + χk2n(1± νf )}

(n + 1)(n + 2)[(1± νs)2 + 2χk(1± νf )(1± νs)(2 + 3k + 2k2) + χ2k4(1± νf )2]
, (14)

As can be seen from Eq. (13), if we try to change (for instance, etching) the film-to-substrate thick-
ness ratio and obtains a group of thickness ratio, k1, k2, . . . , kn, then Eq. (13) can be rewritten
as 



α±(k1)
α±(k2)

...
α±(kn)


 =




D±
1 (k1) D±

2 (k1) . . . D±
n (k1)

D±
1 (k2) D±

2 (k2) . . . D±
n (k2)

... . . . . . .
...

D±
1 (kn) D±

2 (kn) . . . D±
n (kn)







λ1(1± γ1)
λ2(1± γ2)

...
λn(1± γn)


 . (15)

(a) (b)

(c) (d)

Figure 3: The bending factor Dn vs the film-to-substrate stiffness ratio χ and thickness ratio k.

Therefore, the series of biaxial curvature (α±(k1), α±(k2), . . . , α±(kn)) can be measured for
different substrate thickness, and then one obtains,




λ1(1± γ1)
λ2(1± γ2)

...
λn(1± γn)


 =




D±
1 (k1) D±

2 (k1) . . . D±
n (k1)

D±
1 (k2) D±

2 (k2) . . . D±
n (k2)

... . . . . . .
...

D±
1 (kn) D±

2 (kn) . . . D±
n (kn)




−1 


α±(k1)
α±(k2)

...
α±(kn)


 , (16)
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thus the biaxial magnetostriction gradients coefficients λn as well as the local correlation coefficient
γn can be determined definitely. In this method, such technique as etching is proposed to be used,
hence the substrates adopted must be thick enough to avoid the unexpected error stems from the
surface effect in the etching process.

The film-to-substrate thickness ratio and stiffness ratio dependence of the bending coefficient
Dn was calculated in Fig. 3. As can be seen from the figure, the role of the thickness ratio and
stiffness ratio on the bending coefficient Dn is identical and the increasing n increases the absolute
value of bending coefficient D. In addition, the Fig. 3 also suggests that the bending coefficient D
is much sensitive to the variation of the thickness ratio when the substrate is relatively thick and
soft, thus this condition is favorable for the magnetostriction gradient measurement. Therefore, one
should select a relatively soft substrate such as Polyimide [22], and the substrate thickness should
be several tens greater than the film, when the bent substrate technique is used to determine the
magnetostriction gradients.

3. CONCLUDING REMARKS

In conclusion, based on the four-parameter model, an effective bending theory for the cantilever
actuated by magnetostrictive films with initial strain gradient is presented for the first time. The
polynomial expansion methods that have been developed to depict the residual strain and cor-
responding gradient in the epitaxial films is employed to describe the magnetostriction strain
gradients. We furthermore proposed an effective experimental method for measuring the mag-
netostriction strain and its gradient on the basis of curvature measuring technique of the bent
cantilever. By modulating the thickness of the substrate in the cantilever system (for instance,
etching), one can measure the magnetostrictive biaxial strain (stress) and its gradient definitely. In
order to avoid the unexpected surface effect on the bending of the cantilever, thick substrate should
be used. The numerical work shows that relatively thick and soft substrate is favorable for this
method. In addition, the advantage of the proposed method over the in situ measurement of the
film stress in the growing process is that the inhomogenety and the surface effect can be avoided.
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Voice Coil Motor
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Abstract— In the some special situation, the thrust of motor is required harshly for locating
precisely, for instance, the linear motors hardly have thrust fluctuation in the lithography system.
Voice coil motor has small thrust fluctuation, but it is necessary to improve thrust fluctuation of
the voice coil motor for more precisely locating. In this paper, the thrust fluctuation of the voice
coil motor is improved by optimizing pole-arc coefficient, Halbach array magnet. The function
of elimination is proved by finite element method.

1. INTRODUCTION

The more precise location is pursued, so the performance of linear motor needs to be improved. The
designs of servo linear motor and driver are constantly improved for fulfilling further requirement of
ultra-precision location in the special servo system, for instant, the workpieces stage of lithograph.
The voice coil motor is used in the lithograph system, and there are three voice coil motors to drive
fine stage of the workpieces stage.

The structure of voice coil motor is simple, so the difficulty of precise manufacture is deceased.
Than the coils of voice coil motor are operated under DC, so it is controlled easily and has little
thrust fluctuation. To sum up, voice coil motor is used to accurately locating servo system com-
patibly. Voice coil motor has moving magnet steel and moving coil structures. The advantage of
moving coil structure is immobility magnetic system has larger volume, so there is higher air-gap
magnetic field density for enhancing thrust; but there are some disadvantages: Coils break off easily
and the moving load gets quantity of heat from the coil. The advantage of moving magnet steel is
ability of cooling is improved, the rated current is raised; but the air-gap magnetic field density is
reduced. In the servo system, because the temperature could be unchanged, the moving magnet
steel structure is used to this voice coil motor.

2. PRINCIPLE AND STRUCTURE OF FLAT TYPE VOICE COIL MOTOR

The principle of voice coil motor is simple: There is direct current in the coils of voice coil motor,
then the force direction of all of the wires are same; the current direction is controlled to implement
accelerate, decelerate and reverse motion.

The force F of voice coil motor is expressed as:

F = nBli (1)

where

n: Number of coil turns,
B: Mean value of air-gap magnetic density,
l: Stake length,
i: DC value.

For increasing thrust of flat type voice coil motor, the serial magnet structure which can add the
area of the flux is used by the voice coil motor. The serial magnet structure could restrain magnetic
flux adding when the force of voice coil motor is increasing, so thrust density of voice coil motor is
advanced. Figure 1 shows the serial magnet structure of flat type voice coil motor.

3. ANALYSIS AND IMPROVEMENT FOR THRUST FLUCTUATION

But the serial magnet structure would bring a disadvantage which is increasing number of motor
ending, the thrust fluctuation is increasing. The Halbach array magnet is used for solving this
question. Figure 2 shows this halbach array and magnetizing direction.

This halbach array magnet structure can improve the wave of air-gap magnetic flux density to
square wave for minishing the thrust fluctuation, and increases the air-gap flux density to increase
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Magnet 

Air-gap Coil 

Figure 1: Serial magnet structure of flat type voice coil motor.

Magnet 

Figure 2: Halbach array magnet and magnetizing direction.

the thrust density of the voice coil motor. The Figure 3 shows the wave contrast of air-gap magnetic
flux density between having array and no having halbach array. The results are obtained by Ansoft
software.

The halbach array’s other advantage is forming closed magnetic circuit by itself, so the mass
and volume of mover yoke is decreased. Though the mass of magnet is added, the mass of mover is
decreased because the mass of move yoke is decreased by the halbach array structure. The Figure 4
shows the contrast of magnetic flux density between having halbach array and no having halbach
array. The maximum of magnetic flux density is 1.4 T in the having halbach array structure is less
than maximum is 2.0 T in the no having halbach array structure. The Figure 5 shows the contrast
of thrust between having halbach array and no having halbach array. The halbach array structure
makes the thrust of voice coil motor to be larger and less fluctuation.

The rational pole-arc coefficient can improve the thrust, so the best pole-arc coefficient is cal-
culated out by finite element optimized method. Table 1 shows different pole-arc coefficients corre-
spond to thrust of flat type voice coil motor. When the pole-arc coefficient is 0.704, the voice coil
motor has the maximum thrust is 67.19. The Figure 6 shows the meanings of d1 and d2 (d1 = 2d3).

Figure 3: Wave contrast of air-gap magnetic flux density between having array and no having halbach array.
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(a) (b)

Figure 4: Contrast of magnetic flux density between having halbach array and no having halbach array. (a)
Having halbach array, (b) no having halbach array.

Figure 5: Contrast of thrust between having halbach array and no having halbach array.

d1d3 d2

Figure 6: Meaning of d1 and d2.

Table 1: Different pole-arc coefficients correspond to thrust of flat type voice coil motor.

pole-arc
coefficient αi

d1 (mm) d2 (mm) Fst (N)

1.000 27 0 57.15
0.852 23 4 62.80
0.778 21 6 63.83
0.741 20 7 63.77
0.722 19.5 7.5 63.63
0.704 19 8 67.19
0.685 18.5 8.5 66.91
0.667 18 9 66.57
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4. CONCLUSION

Optimizing pole-arc coefficient, Halbach array magnet, and adding two end coils could improve the
thrust fluctuation of the flat type voice coil motor. When the pole-arc coefficient is 0.704, the flat
type voice coil motor has the maximum thrust is 67.19 N. The thrust fluctuation is restrained could
be proved by finite element method.
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Abstract— Based on the principle of minimal energy, the angular dependence of exchange bias
has been investigated with the uniaxial anisotropy perpendicular to the unidirectional anisotropy
in ferromagnetic/antiferromagnetic bilayers. The competition between unidirectional and uniax-
ial anisotropies divides the initial magnetization state of the bilayer into monostable state and
bistable state, which determine the angular dependence directly. By analyzing the magnetization
reversal processes, one of the coercive fields of the hysteresis loop shows a discontinuity while
the other is kept continuous at the orientation angles of the intrinsic easy axes, which induces a
jump phenomenon in the curves of the angular dependence of the exchange bias. It is found that
this jump phenomenon is an intrinsic property of the bilayers.

1. INTRODUCTION

Exchange bias [1, 2] in ferromagnetic (FM)/antiferromagnetic (AFM) bilayers has attracted a great
deal of attention in the last five decades because of its technological importance in magnetoresistive
sensors and read heads [3]. The effect manifests itself by several characteristics, among with the
most well known is the shift of the hysteresis loop and an accompanying enhancement in the
coercivity. For reviews, concerning both theories and experiments about the exchange bias see
References [4, 5].

The angular dependence of exchange bias (ADEB) is very informative to understand the nature
of exchange bias effect [6]. Recently, it has been confirmed by experiments that the exchange
bias field HEB and the coercivity HC , defined as the shift and half-width of the hysteresis loop,
respectively, can display a jump phenomenon in the curves of the ADEB [7–9]. This new feature of
the ADEB is of technologic importance for optimizing the designs of the involved devices. However,
the mechanism of this jump phenomenon was not interpreted in these works. On the other hand,
in most studies, the cooling field HFC used to induce a unidirectional anisotropy is always along
the uniaxial anisotropy axis [7–10]. In this paper, the angular dependence of exchange bias with
the uniaxial anisotropy perpendicular to the unidirectional anisotropy in the bilayers has been
investigated, and the jump phenomenon has been explained by analyzing the magnetization reversal
processes.

2. MODEL AND FORMULATION

We assume that the interface between the FM and AFM layers is uncompensated. The bilayer
is taken to lie in the x-y plane, and the z axis is normal to the film plane. The FM layer with
the thickness tF is considered to have a uniaxial anisotropy with the axis along the x axis. The
cooling field HFC is applied in the film plane along the positive y semiaxis, which is perpendicular
to the uniaxial anisotropy axis. The AFM layer is supposed to be thick enough to sustain the
exchange bias [11]. The external field H is applied in the film plane. All the angles are counted
clockwise starting from the positive x semiaxis, and these angles are θH for applied field H and
θF for the ferromagnetic magnetization MF . The free energy per unit area of the bilayer can be
written as [7–10]

E = KF tF sin2 θF − JE cos (90◦ − θF )−HMF tF cos (θH − θF ) , (1)

where the first term represents the uniaxial anisotropy energy of FM layer with the anisotropy
constant KF . The second term is the unidirectional anisotropy energy characterized by the exchange
coupling constant JE . Finally, the last term stands for the Zeeman energy. We first study the state
of the bilayer when the applied field is absent. The magnetization equilibrium orientations can be
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obtained by the equilibrium conditions: ∂E(H = 0)/∂θF = 0, ∂2E(H = 0)/∂θ2
F ≥ 0, which can be

written as
1
2

sin 2θF − J cos θF = 0, cos 2θF + J sin θF ≥ 0 (2)

Here, J = JE/2KF tF is defined as the reduced interfacial exchange coupling constant. The solutions
of the first equation in Eq. (2) are given as follows:

θF1 = arcsin(J), θF2 = 90◦, θF3 = 180◦ − arcsin(J), θF4 = 270◦. (3)

Some interesting and important conclusions can be drawn by analyzing these solutions. For
0 ≤ J < 1, the bilayer presents two energy-minimum at θF1 and θF3, meanwhile two energy-
maximum appear at θF2 and θF4. We define this state as “bistable state” because two stable
magnetization equilibrium orientations exist. But for J ≥ 1, the bilayer exhibits only one energy-
minimum at θF = 90◦ together with one energy-maximum at θF = 270◦. This state is referred to
as “monostable state” compared to the bistable state. These results can be seen clearly in Figure 1.

Furthermore, the orientations of MF for the energy minimum and maximum are defined as the
intrinsic easy and hard axes, respectively. When the bilayer is in the bistable state for 0 ≤ J < 1,
two intrinsic easy axes θF1 and θF3 are symmetric about the y axis, i.e., θF = 90◦. Two intrinsic
hard axes θF2 and θF4 are collinear with the y axis. Once passing through any intrinsic hard axis
θF2 or θF4, MF will jump irreversibly between the intrinsic easy axes θF1 and θF3. For J ≥ 1, the
bilayer is in the monostable state, the intrinsic easy axis θF1 and the intrinsic hard axis θF2 are
collinear with the y axis by the reason of θF1 = 90◦ and θF2 = 270◦.

Figure 1: The normalized energy E/2KF tF vs the ferromagnetic magnetization orientations θF , when the
applied field H is absent.

(a) (b)

Figure 2: The rotation of MF in the magnetization reversal processes for the bistable state over the angular
ranges of 0◦ ≤ θH < θF1 (a) and θF1 ≤ θH < 90◦ (b). The dashed lines with arrows represent the opposite
orientation of the applied field H. θ and ϕ are the angles that MF makes with θF1 and θF3, respectively.
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Obviously, there is a critical value J = 1: when J exceeds this critical value, the bilayer
makes a transition from bistable state to monostable state. It is found that the parameter J
plays a determined role on evaluating monostable state or bistable state of the bilayer at the
initial magnetization stage. As the magnitude of J denotes the extent of the competition between
unidirectional and uniaxial anisotropies in the bilayer, in essence, monostable state or the bistable
state is controlled by this competition, leading to the bistable state when the uniaxial anisotropy is
dominant for 0 ≤ J < 1, and the monostable state when the unidirectional anisotropy is dominant
for J ≥ 1, respectively.

Based on the coherent rotation model [12], HEB and HC can be obtained by

HEB = (HSR + HSL) /2, HC = (HSR −HSL) /2, (4)

where HSL and HSR are the coercive fields at descending and ascending branches of the hysteresis
loop, respectively. We suppose that MF stays at θF1 when the applied field is absent at the initial
magnetization stage. The magnetization reversal processes for the bilayer being in the bistable
state are analyzed in order to explain the jump phenomenon.

Figure 2 shows the rotation of MF during the magnetization reversal processes. For 0◦ ≤ θH <
θF1, as can be seen from Figure 2(a), with increasing H from zero to the positive saturation, MF

rotates away from θF1 and towards the orientation of H because of the torque exerted on MF by
H. As H releases from the positive saturation to zero, MF rotates back to θF1 reversibly. In above
magnetization procedure, it is not possible for MF to be perpendicular to H so that neither the
coercive field HSL or HSR occurs. However, when H reverses its direction and increases from zero
to the negative saturation, MF rotates away from θF1 and rotates towards the opposite orientation
of H in a clockwise sense to diminish the Zeeman energy. HSL occurs at this magnetization stage,
and the determined formula of HSL is given by

E/2KF tF =
1
2

sin2 (θF1 + θ)− J cos (90◦ − θF1 − θ)− h cos (180◦ + θH − θF1 − θ) ,




1
2

sin 2 (θF1 + θ)− J sin (90◦ − θF1 − θ)− h sin (180◦ + θH − θF1 − θ) = 0

cos 2 (θF1 + θ) + J cos (90◦ − θF1 − θ) + h cos (180◦ + θH − θF1 − θ) ≥ 0
. (5)

Here, h = HMF /2KF is defined as the normalized field, and θ is the angle between MF and θF1.
At this magnetization stage, MF passes through the intrinsic hard axis θF2, hence MF will rotate
towards another intrinsic easy axis θF3 instead of rotating back to θF1 as H releases from the
negative saturation to zero. When H increases from zero to the positive saturation again, MF

rotates away from θF3 and towards the positive orientation of H in a counterclockwise sense. HSR

appears at this magnetization stage, and the determined formula of HSR is given by

E/2KF tF =
1
2

sin2 (θF3 − ϕ)− J cos (θF3 − 90◦ − ϕ)− h cos (θF3 − θH − ϕ) ,



− 1

2
sin 2 (θF3 − ϕ)− J sin (θF3 − 90◦ − ϕ)− h sin (θF3 − θH − ϕ) = 0

cos 2 (θF3 − ϕ) + J cos (θF3 − 90◦ − ϕ) + h cos (θF3 − θH − ϕ) ≥ 0
, (6)

where ϕ is the angle between MF and θF3.
The magnetization reversal processes for θF1 ≤ θH < 90◦ is shown in Figure 2(b), HSL also

arises at the magnetization stage of increasing H from zero to the negative saturation, but it is in
an anticlockwise sense that MF rotates away from θF1 and towards the opposite direction of H,
which is different from the case of 0◦ ≤ θH < θF1. The corresponding determined formula of HSL

is given by

E/2KF tF =
1
2

sin2 (θF1 − θ)− J cos (90◦ − θF1 + θ)− h cos (180◦ − θH + θF1 − θ) ,



−1

2
sin 2 (θF1 − θ) + J sin (90◦ − θF1 + θ)− h sin (180◦ − θH + θF1 − θ) = 0

cos 2 (θF1 − θ) + J cos (90◦ − θF1 + θ) + h cos (180◦ − θH + θF1 − θ) ≥ 0
. (7)

At this magnetization stage, MF crosses the intrinsic hard axis θF4, thus MF will rotate towards
θF3 when reducing H from the negative saturation to zero. The coercive field HSR occurs at



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1305

the magnetization stage of increasing H from zero to the positive saturation once more, and the
determined formula is the same as Eq. (6).

Considering MF rotates whether in clockwise or anticlockwise sense at the magnetization stage
of increasing H from zero to the negative saturation, one can see that the determined formulas
of HSL are different in angular ranges of 0◦ ≤ θH < θF1 and θF1 ≤ θH < 90◦, which are given
by Eq. (5) and Eq. (7), respectively. Consequently, at the boundary of two angular ranges, i.e.,
θH = θF1, HSL will be discontinuous, which means that HSL shows an abrupt change at this angle,
whereas HSR is continuous at θF1 because of the same determined formula given by Eq. (6) in both
angular ranges mentioned above. According to Eq. (4), HEB and HC can also make an abrupt
change, which results in the occurrence of the jump phenomenon.

3. RESULTS AND DISCUSSIONS

We can deduce the similar conclusions from the analyses of the magnetization reversal processes
that at θF3, HSR keeps continuous but HSL shows a discontinuity. With the symmetry in hand, at
θF1 + 180◦ and θF3 + 180◦, HSL keeps continuous, while HSR shows an abrupt change. At these
angles, HEB and HC can also display the jump phenomenon. Therefore, four jumps will be presented
in the curves of HEB (θH) and HC(θH) when the bilayer is in the bistable state. On the contrary, if
the bilayer is in the monostable state, the intrinsic easy axis θF1 = 90◦ and the intrinsic hard axis
θF2 = 270◦ are collinear with the y axis. By analyzing the magnetization reversal processes, both
HSL and HSR are continuous in the whole angular range of 0◦ ≤ θH < 360◦, therefore no jump
emerges in the ADEB. The corresponding calculation results for the angular dependence of HEB

and HC are shown in Figure 3.
It can be observed that the shapes of the curves show a significant change as J varies from

0.3 to 2. Increasing the values of J , the curves of HEB (θH) are enlarged, while the the curves
of HC(θH) are reduced, which demonstrates that the uniaxial anisotropy is gradually “weakened”
with increasing J . Especially, it shows no hysteresis completely when the bilayer enters into the
monostable state. The shapes of the curves for the monostable state are obviously different from
that of the bistable state, which inidicates that the ADEB is determined directly by monostable
and bistable states of the bilayers. Consequently, this jump phenomenon is an intrinsic property
of the bilayers relied on the interfacial exchange coupling constant, the thickness and the uniaxial
anisotropy of the FM layer. On the other hand, both HEB and HC are larger in the magnitude at

Figure 3: The angular dependence of exchange bias field HEB (solid lines) and the coercivity HC (dashed
lines). The applied field H is normalized by h.
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the points of the jumps, HC reaches the maximum and sometimes HEB can also reach the maximum
as shown in Figure 3(a). However, no matter monostable state or bistable state the bilayer is in,
HEB and HC exhibit the unidirectional and uniaxial symmetries, respectively, which is consistent
with the experiments [6, 10].

4. SUMMARY

In conclusion, the angular dependence of the exchange bias with the uniaxial anisotropy perpendic-
ular to unidirectional anisotropy in FM/AFM bilayers has been studied. The competition between
unidirectional and uniaxial anisotropies divides the initial magnetization state of the bilayers into
monostable and bistable states, which determine the ADEB directly. When the external field is
applied along the intrinsic easy axes of the bistable state, by analyzing the magnetization reversal
processes, one of the coercive fields of the hysteresis loop shows a discontinuity, while the other is
kept continuous, which induces the jump phenomenon in the ADEB. The numerical calculations
indicate that the exchange bias field and the coercivity are larger in the magnitude at the points
of jumps. We hope that our method is helpful to gain larger values of the exchange bias field for
optimizing the designs of the involved magnetoresistance devices.
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The Diagnostics of Ionosphere and Earth Ground Surface by
Backscatter Sounding Data

S. N. Ponomarchuk, V. I. Kurkin, and A. V. Oinats
Institute of Solar-Terrestrial Physics SB RAS, Irkutsk, Russia

Abstract— We present modeling results of chirpsounder signals characteristics under backscat-
ter sounding of the ionosphere in the framework of waveguide approach. We use an approximation
in which scattered field is expressed through incidence field characteristics (incidence angle, am-
plitude) and local scattering pattern or scatter coefficient. Modeling results are used for analysis
and interpretation of backscatter ionograms which were obtained on the base of ISTP SB RAS
chirpsounder.

1. INTRODUCTION

In spite of intensive development of satellite systems for diagnostics of upper atmosphere and
ground surface, the overland monitoring techniques remain actual. One of such techniques that
give the most potential possibilities in decameter wavelength range is the technique of backscatter
sounding (BS). Using this technique we can diagnose medium in large spatial regions within several
thousands kilometers. The registration of backscatter ionograms allows us to control ionosphere
conditions and investigate scattering properties of ground surface.

Our work deals with modeling results of chirp signals characteristics under ionosphere backscat-
ter sounding in the framework of waveguide approach. We use approximation in which the scattered
field is expressed by characteristics of incidence field (incidence angle, amplitude) and local scat-
ter diagram or scatter coefficient. The modeling results are used for analysis and interpretation of
backscatter ionograms that were obtained under sounding in various directions by chirp ionosonde of
Institute of Solar-Terrestrial Physics SB RAS. The accumulated data array allows us to investigate
the regularity of ionosphere conditions changes in various gelio and geophysical conditions. We also
develop the techniques of radio channel current diagnostics in sounding sector for real-time iono-
sphere parameters correction and backscatter ionogram reconstruction under conditions of strong
absorption. On the base of operative algorithms for BS signals characteristics calculation by upper
front and secondary processing of experimental ionograms we carry out the identification of regis-
tered signals and tracks. The interpretation results are input data for maximal usable frequencies
determination for backscatter propagation modes under given distance in sounding direction.

2. MODELING TECNIQUES

The modeling of chirp signals characteristics under backscatter ionosphere sounding in the frame-
work of waveguide approach [1] is carried out on the base of incoherent scatter approximation in
which scattered field characteristics are expressed through incidence field characteristics (incidence
angle and amplitude) and local scatter diagram σ(αi, αs) or scatter coefficient σ0(αi, αs) [2]. The
introduction of specified notions is possible by means of relationship for normal wave excitement
coefficients with scatter diagram of unit platform of terrestrial surface and incidence field ampli-
tude. Under action of field E(~rς) falling on Earth surface ~rς we have induced current which is a
source of secondary emission, i.e., the reflecting surfaces define the scattered field sources. The es-
timation of reflecting platform sizes shows that for Earth surface incoherent scatter approximation
can be sufficiently good. If we assume that within platform area the amplitude of incidence field,
incidence angle and scatter coefficient are weakly changed in time then we can write the expression
for scattered field Ep

j (~r, t) in the form:

Ep
j (~r, t) = Re

∑nm

n=n1
an(⇀

r, τn)In(ϕ) exp



i

θ∫

0

νn(θ1)dθ1 − iωt



 . (1)

Here normal wave excitement coefficients has the form

In(ϕ) = Ai(rς)

√
σ0(αi, αs)S cosαi

4π
,
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where Ai(rς) — incidence field amplitude. Using approximate analytical (for sea surface [2]) and
experimental (for land surface [3]) expressions for scatter coefficient σ0(αi, αs) as a function of
incidence and scatter angles we can calculate backscatter signals characteristics on the base of
technique for oblique ionosphere sounding. For given number of normal wave ni the equation

Ln(~r, f) =
1
2π

[Φn − Φn+1] = l, (2)

where Φn = ka
θ∫
0

γn(θ1, f)dθ1 — normal wave phase determines the propagation path of phased

normal waves package with central number ni (l — hop number). The solving of this equation for
angular range θ for given values of ni allows to construct the analogue of range-angle characteristic
— the dependence of hop range on central number ni(θ(ni)). Calculating of group delay of central
wave ni using θ(ni) we get the analogue of range-angle characteristic P (ni), where P is group
path. The minimum of θ(ni) dependence corresponds to boundary of illuminated zone θm. The
minimum of P (ni) dependence determines minimal group path. The dependences P (ni) and θ(ni)
are “asymmetrical”, so the angle range of illuminated zone boundary is not equal to angle range
on which we have the minimum of group path.

For constructing the amplitude relief A(~r, t) for backscatter signal within incoherent approxima-
tion we need to carry out “gathering” of all rays in illuminated area and calculate the amplitude of
summary signal in each given time moment. Using Pl(ni) and θl(ni) dependences we can determine
the local platforms of Earth surface from which the scattering is occurred in given time moment.
By knowing of scattering area coordinates and central number ni of waves groups that forming
the incidence field we can calculate Ai(~rς) and αi, restore excitement coefficients and calculate
amplitude characteristics of scattered field in receiving point. It is assumed that backscatter signal
field is formed by scattered signals which come to receiving point by same possible paths in which
sounding signals propagates. The amplitudes of separate signals which come to receiving point in
given time moment are added incoherently. The using of functions approximation technique by
local B-splines of the second degree allows to realize the effective scheme for backscatter signals
calculation. The modeling of envelope curve for registered spectrum of backscatter signal is carried
out taking into account the processing signal technique in receiving device [4].

On the base of model calculation for chirp signal amplitude relief under backscatter iono-
sphere sounding we can motivate the choice of operative calculation technique for range-frequency
backscatter signals characteristics by leading edge. Since the maximum of amplitude relief of
backscatter signal is close to group path of leading edge, the calculation of backscatter ionogram
can be carried out on the base of frequency dependence calculation for minimal group path Pm of
oblique sounding signals which can be determined as minimums of function Pl(f, n).

3. CURRENT DIAGNOSTICS OF RADIO CHANNEL

By modeling of backscatter sounding signal characteristics and experimental data analysis we have
revealed weakly changed ratio (under ionosphere parameters variations) of group path Pm, which
corresponds to leading edge of backscatter signal and distance to illuminated zone border Dm

(Pm/Dm) [5]. Given adiabatic relation allows to determine maximal usable frequency (MUF) of
propagation mode on given radio path with a help of backscatter data. For prognosis ionosphere
parameters we can calculate range-frequency characteristics Pm(f) and Dm(f). Also, for given
range D we calculate ratio η = Pm/D and after that on real range-frequency characteristic of
backscatter sounding by leading edge we can determine the frequency for which group path is equal
to value P = ηD. The calculated frequency will be real fm for given range D.

In some cases on backscatter ionograms there is no signals scattered from ranges for which
we need to determine radio communication characteristics. For reconstruction and interpretation
of full range-frequency characteristic of backscatter signal from dependence of group path Pm(f),
obtained in limited frequency range we can use an algorithm based on adiabatic dependence of
minimal group path of the scattered signal on relative frequency grid ν = f/fm. The frequency
fm can be chosen as MUF for maximal range of signal propagation. For ionosphere prognosis
parameters on frequency grid we can carry out the calculation of range-frequency characteristic of
backscatter signal by leading edge and after that these data transfer to grid ν. Then for experimental
set of group path values we can determine the possible region of true frequency which corresponds
to maximal hop range. The bottom boundary of this region is maximal frequency from sounding
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frequencies set but upper is the frequency which is undoubtedly greater than true frequency fm

(for example, triple maximal sounding frequency). Then with a help predefined algorithm (for
example, by dichotomy technique) in this frequency interval we can obtain true value of fm, for
which under transfer to relative frequency grid ν prognosis and experimental values of group path
will be the closest to each other. By multiplying ν by calculated value of real fm the prognosis
value of range-frequency characteristic are transferred to frequency scale. Thereby we can restore
range-frequency characteristic for lacking sounding frequencies.

4. SIMULATION RESULTS

The approbation of proposed technique for backscatter signals characteristics calculation is carried
out by means of experimental data obtained by chirp ionosounder (Irkutsk, Russia, 52◦ N, 104◦ E).
As an example on Fig. 1 we present backscatter ionogram obtained on 29 February 1996 4 : 49h UT
under sounding in Asia-pacific ocean region direction (sounding azimuth 121◦) with modeling results
of range-frequency characteristics of backscatter signal by leading edge, processing by amplitude
relief (1(a)) and interpretation by chosen fragment of ionogram (1(b)). The results of ionogram
processing by amplitude relief are shown in white color. For backscatter signals interpretation we
use reconstruction technique for range-frequency characteristics of backscatter signal by current
backscatter data on the base of invariant Pm/Dm. The results of one-hop mode 1F2 reconstruction
are presented on Fig. 1(b).

The processing of amplitude relief has shown the presence of horizontal tracks with nearly
constant delay. For interpretation of these signals we used reconstruction technique for range-
frequency characteristics of backscatter signal by current backscatter data. Using the results of
backscatter signals modeling by leading edge and marked tracks of one-hop signals we can calculate
MUF for oblique sounding (f r

m) on fixed ranges grid. On the base of calculation results we can
obtain ranges for which group path Pm approximately complies with horizontal track delay. Using
the long-term forecast of range-frequency characteristics for oblique sounding on chosen ranges
in relative frequency grid β = f/fp

m, where fp
m-prognosis value of MUF propagation mode, we

can carry out the interpretation of horizontal “tracks” by means of recalculation of model oblique
sounding range-frequency characteristics on real frequency grid βf r

m. The calculation results of
range-frequency oblique sounding characteristics for propagation mode 1F2 on ranges 1800 km and
2500 km are shown on Fig. 1(b) by lines with numbers 1 and 2 accordingly. The determination of
scattering objects positions by receiving points coordinates of oblique sounding signals on chosen
distances from transmitter shows that appearance of horizontal bands on backscatter ionograms in
our experiment can be connected with scattering on transition border between sea and land (coast
line of Yellow and Japanese seas).

(a) (b)

Figure 1: The ionograms of backscatter sounding, modeling results (a) and interpretations (b). 29 February
1996, 4 : 49h UT.

5. CONCLUSIONS

Our investigation has shown that proposed in the waveguide approach calculations techniques of
registered chirp signal spectrum envelope and range-frequency characteristics of backscatter signals
by leading edge under backscatter ionosphere sounding allows to carry out operative interpretation
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of propagation modes, take into account the influence of ionosphere multi-layers, separate signals
which are reflecting from various ionosphere layers and coming from different azimuths. The using
of backscatter running data allows to carry out operative forecast of oblique propagation mode in
real time scale.
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Abstract— The correlation characteristic plays an important role in the SAR ocean image
mechanism. The radiometric resolution of high correlation SAR images is lower than that of
the SAR images with lower correlation. The correlation length of SAR ocean images is usually
assumed simply to be the same as the size of the resolution cell in the previous studies. However,
in this paper, a new correlation function model of SAR ocean images is present, which shows
that the correlation length in range direction is depend only on the range resolution, but the
azimuth correlation length is rather complex, it depends on azimuth resolution, ocean scattering
coherent time and platform velocity. According to this model, the azimuth correlation length can
be shorter than SAR azimuth resolution if the coherent time is short enough and the platform
velocity is sufficiently low. In the ocean image of airborne high frequency band (such as X or Ku
band) SAR, the azimuth correlation length is significant shorter than range resolution because
that the scattering coherent time of high band is shorter and the velocity of airborne platform is
relatively low. However, the azimuth correlation length of spaceborne SAR images are very close
to the range correlation length because of its high velocity. Some airborne multiband (L, X, and
Ku band) and spaceborne SAR ocean images are used to validate and support this model.

1. INTRODUCTION

Most ocean distributed targets such as ship wakes, oil spill and swells display large scale and low
contrast information in the SAR ocean images. So the radiometric resolution is more important
than geometric resolution in many SAR ocean applications. The radiometric resolution is quite
low in the single look SAR images because of the speckle noise. To get high radiometric resolu-
tion, the multilook technique is often applied in which the image pixels in a N × N windows are
summed incoherently. The radiometric resolution of multilook images depends on the correlation
characteristic of the single look images. The radiometric resolution of high correlation SAR images
is lower than that of the SAR images with lower correlation under the same multilook number.
The correlation length of SAR ocean images is usually assumed simply to be the same as the size
of the resolution cell in the previous studies [1]. However, the SAR ocean images of different bands
and platforms show quite different speckle size, which means different correlation length. So the
correlation length of SAR images cannot be assumed simply to be the same as the resolution size.

In this paper, a new correlation function model of SAR ocean images is present. The model
shows that the correlation length in range direction depends only on range resolution, but the
azimuth correlation length is rather complex, it depends on azimuth resolution, ocean scattering
coherent time and platform velocity. Some airborne multiband (L, X, and Ku band) and spaceborne
SAR ocean images are used to support this model. According to this model, the azimuth correlation
length can be shorter than SAR azimuth resolution if the coherent time is short enough and the
platform velocity is low. So the speckle noise in airborne high frequency band (such as X or Ku
band) SAR ocean images looks very small because that the scattering coherent time of high band
is shorter and the velocity of airborne platform is relatively low. So the airborne high band SAR
system can obtain higher radiometric resolution ocean images than lower band or spaceborne SAR
systems with the same multilook number.

2. THE CORRELATION MODEL OF SAR OCEAN IMAGE

After range match processing, the SAR signal can be expressed as

Ir
(
t, t′

)
=

∫
ρ(x, y, t) exp

[
−2

(
x−vt

Lx

)2
]

exp

[
−π2

4

(
y sin θ− c

2 t′

δy

)2
]

exp
[
−j

1
2
fr

(x

v
−t

)2
]
dxdy (1)
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where t is the “slow” time between pulses, and t′ is the “fast” time within the pulse, v is the platform
velocity, ρ(x, y, t) is the complex reflectivity of the surface, θ is the incident angle of radar, Lx is
the azimuth length of the antenna footprint, δy is the range resolution

Lx =
λ

2δx
R, δy = c/2B, fr = 2k0v

2/R (2)

where λ is the radar wavelength, δx is the azimuth resolution of antenna, k0 is the radar wavenumber,
R is the range distance to the surface.

The complex image is obtained, in turn, by convolving Ir(t, t′) with the azimuth reference
function

Ia
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=

∫
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]
dxdydt1 (3)

The complex images can be expressed in terms of image position [x0 y0] by setting x0 = vt,
y0 = ct′

2 sin θ
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∫
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where αy = δy/ sin θ. The autocorrelation function of the image is

R(ε, η) = 〈Ia(x0, y0)Ia∗(x0 − ε, y0 − η)〉 =
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The complex reflectivity can be assumed to have second-order statistic as described by [2]

〈ρ(x1, y1, t1)ρ(x2, y2, t2)〉 ≈ δ(x1 − x2)δ(y1 − y2)σ0 exp
(
−τ2

τ2
c

)
(6)

where σ0 is the NRCS of the ocean surface, τc is the coherent time of the ocean surface.
The following new variables are defined as:

X =
x1 + x2

2
, x = x1 − x2, Y =

y1 + y2

2
, y = y1 − y2, T =

t1 + t2
2

, τ = t1 − t2 (7)

Substituting (7) into (5) and integrating in X, Y , T and τ , the normalized autocorrelation
function is obtained as
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Inserting (2) into (8), R0(ε, η) may be rewritten as

R0(ε, η) = exp
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In most cases, Lx À δx, therefore, the correlation length along x and y direction can be expressed
as

ξx ≈ 1/

√(
1
δx

)2

+
(

1
δτ

)2

, δr =
πτcv

4
, ξy =

√
2δy/ sin θ (10)

The formula (9), (10) show that the correlation length along y direction depends only on the
range resolution, whereas the correlation length of x direction depends on not only azimuth resolu-
tion, but also ocean coherent time and platform velocity. If δx ¿ δτ , ξx will be dominated by the
azimuth resolution, otherwise, the correlation length will be less than δx.

3. MODEL ANALYSIS AND VALIDATION

Given a surface displacement spectrum, the coherence time can be estimated from the radial com-
ponent of the RMS orbital velocity [3]. Fig. 1 shows estimated coherence times versus wind speed
for six different frequencies given a spatial resolution of 30 m and a P-M type wave spectrum.

In Fig. 1, the ocean surface coherent time of X or Ku band (10 and 14 GHz) is the order of
10–30ms under most wind speed. For the typical airborne platform velocity of 100 m/s, the second
term in (10) is about δτ ≈ 0.78 ∼ 2.34 m. In most cases, the radar azimuth resolution is not much
smaller than 2.34m, so the azimuth correlation length of airborne high band SAR is significant less
than azimuth resolution. However, for the typical spaceborne platform velocity of about 7500m/s,
δτ ≈ 75 ∼ 225m. the radar resolution is, In general, much less than 75 m, so the azimuth correlation
azimuth correlation length of spaceborne SAR is independent on surface coherent time.

The following 3 single look ocean SAR images (see Fig. 2) are obtained at the same time by
3-band airborne SAR (L, X and Ku band), the velocity of the platform is about 100 m/s, range
and azimuth resolution are 3.6 m and 3.8 m respectively.

Figure 1: Estimated coherence time.

       L  band          X  band Ku band

Figure 2: 3 Band single look ocean SAR images.
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The size of speckle in the L band image looks quite larger than that of X and Ku band images.
It means that the correlation length of L band is longer than that of X and Ku band.

Figure 3 shows the range and azimuth normalized autocorrelation function of these 3 images.
From Fig. 3, the range autocorrelation functions of the 3 images are very close to each other,

the correlation length are all about 7 m. However, the azimuth autocorrelation functions are quite
different from each other, the correction length of L, X and Ku band images are 7.5 m, 5.2 m and
3.4m respectively. This result shows that the azimuth correlation length is dependent on coherent
time.

Figure 4 gives an ocean single look image of X band TerraSAR with resolution of 3.6 m.
The range and azimuth autocorrelation functions are show in Fig. 5.
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Figure 3: Range and azimuth normalized autocorrelation function.

Figure 4: Ocean single look image of TerraSAR.
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Figure 5: The range and azimuth autocorrelation function of TerraSAR image.
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In Fig. 5, the range and azimuth correlation length are all about 6m. This result means that
the azimuth correlation length of spaceborne SAR is independent on the ocean surface coherent
time because of its high velocity.

4. CONCLUSION

In this paper, a new SAR ocean image correlation model is given. The model shows that the range
correlation length depends on range resolution only, whereas the azimuth correlation length depends
on not only azimuth resolution but also coherent time and platform velocity. If the coherent time
is short enough and the platform velocity is sufficiently low, the azimuth correlation length can be
less than resolution size. We use 3-band (L, X, Ku band) airborne SAR images and the spaceborne
X band TerraSAR images to support this model. The results show that the range correlation length
of the 3 airborne SAR images are very close, whereas the azimuth correlation length of Ku and X
band are shorter than that of L band significantly because of the short coherent time of Ku and X
band SAR. A TerraSAR ocean image is also processed to validate the correlation function model,
the processing result show that the correlation length of azimuth and range direction are very close.
This result show that the azimuth correlation length of spaceborne SAR is independent on ocean
surface coherent time because of its high velocity. The validation results are consistent with the
correlation function model on the whole.
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Abstract— Ground-penetrating radar (GPR) is well known as one of the best tools to detect
groundwater surface and water contamination. However, very few people take into account the
effect of a capillary fringe over water table with groundwater survey and hydraulic properties
estimation. Water contents vary from 100 percent to several percent in this capillary fringe. In
this study, we took a stepwise approach to examine the influence of the capillary fringe. First, the
principles of GPR are introduced and estimation of water content is studied, then the response
of electromagnetic waves reflected from water table was examined in our test in changde hunan
province.

1. INTRODUCTION

Ground-penetrating radar (GPR) is well known as one of the best tools to detect groundwater
surface [1, 2]. GPR has been successfully applied for large-scale groundwater prospecting (Blin-
dow et al., 1987). GPR, which offers high spatial resolution, can provide additional hydrogeolog-
ically relevant information about the nearsurface underground strata (Davis and Annan, 1989).
Particularly in electrically low conductive sediments GPR has proved to be a powerful geophys-
ical tool in hydrogeologic studies (Beres and Haeni, 1991; Jol and Smith, 1991; Smith and Jol,
1992). Summaries and descriptions of methodologies and applicabilities of GPR in engineering and
environmental research are given by Daniels (1989) and Ulriksen (1982). Four-dimensional 4D.or
time-lapse three- dimensional 3D.ground penetrating radar surveys can be used to monitor and
image subsurface fluid flow [3]. This information can be used to create a model of hydrogeological
properties.

2. PRINCIPLES OF GPR

GPR is a non-destructive technique that uses electromagnetic (EM) waves to “look” into a material.
GPR systems operate in a similar manner to sonar — i.e., by emitting a series of brief pulses and
estimating distance to objects from the time it takes to detect reflections. The strength of the
reflection depends on the electrical contrast between materials [4, 5].

The GPR records the strength of reflections detected for a set duration after each pulse. A plot
of this data is called a ‘trace’.

As the EM waves travel very quickly, the time duration the GPR ‘listens’ for after each pulse is
very brief. The trace signal is usually plotted against a time scale measured in nanoseconds [6].

GPR systems generate a rapid succession of traces, which are displayed as a “radargram”. A
radargram is simply a display of one trace after another with the intensity of the reflected signal
represented by different colours or shades of grey [7].

Figure 1 shows an unprocessed radargram of the end of a girder shown with a grey scale palette.

3. WATER CONTENT ESTIMATION

The portion of the profile between the ground surface and the ground water table,the vadose zone,
can be divided into a number of regions. In the upper part of the vadose zone, the water is held
at a minimum, residual saturation. In the lower part of the vadose zone, known as the transition
(funicular) zone, the water saturation rises above residual levels, increasing with depth until the
groundwater surface is reached. The capillary fringe is located below the funicular zone where
saturation (Figure 2) [9] approaches 100%. The capillary fringe above the water table is almost
saturated with water, but the pressure head in this region is still slightly less than atmospheric.
The water table is simply known as an interface between the unsaturated and saturated zones. It is
best described as the depth where the pore water pressure is equal to the atmospheric pressure. The
thickness of the capillary fringe and transition zone depends largely on the grain size distribution.
The distinguishable reflections of main concern occurred at the top of the water saturated zone
which is located at the top of the capillary fringe above the water table. The GPR response from the
top of the capillary fringe was assumed to be the location of the water table [10]. Annan et al. show
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Figure 1: Unprocessed radargram.

that the radar reflection from the water saturated zone becomes more dispersed as the thickness of
the transition zone above capillary fringe increases.

The difference between the relative dielectric constant of liquid water (εr,w
∼= 81) and that of

most rock matrix materials (εr,g = 3− 5) is large [11]. Accordingly, it is known that the dielectric
constant of most geological materials is governed by their water content. When the relative dielectric
constant of the soil is εr, EM wave velocity in the soil is given by

v = c/
√

εr (1)

where c is the velocity of light in air. Therefore, the two-way travel time for a boundary at the
depth d is given by

τ =
2d

v
=

2d
√

εr

c
(2)

where c the dielectric permittivity is constant from the surface to depth d.
The velocity obtained from the velocity spectrum is the normal moveout (NMO) velocity, ap-

proximately the same as the RMS velocity assuming the medium is homogeneous from the surface
to the boundary, when the subsurface consists of multiple horizontal layers. Therefore, in order to
estimate the relative dielectric constant of each layer, the RMS velocities have to be corrected to
interval velocities[12]. The average interval velocity of the n-th layer can be calculated using the
Dix formula

V 2
n =

V 2
RMSn

t(0)n − V 2
RMSn−1

t(0)n−1
(3)

where VRMS n and t(0)n denote the RMS velocity and vertical reflection travel time to the n-th
layer. The relative dielectric constant can be obtained by Eq. (1) using the interval velocities, and
the depth of each layer can be obtained by Eq. (2). Generally, the water content θ, porosity ψ and
water saturation Sw are related as θ = ψ · Sw. Several cases showing the relationship between the
dielectric constant and properties of θ, ψ and Sw have been reviewed by Sen et al. and Shen et al..
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Figure 2: A conceptual model of the water saturation profile in the subsurface.

However, it is impossible in practice to derive both porosity ψ and water content θ independently
from the dielectric constant [13, 14]. An empirical equation derived by Topp et al. using various soil
samples with different degrees of saturation gives the relation between the dielectric constant and
water content as

θ = −0.0503 + 0.0292εr − 5.5× 10−4ε2
r + 4.3× 10−6ε3

r (4)

4. ESTIMATION OF HYDRAULIC CONDUCTIVITY

For most medium the total dielectric:
√

εtotal = ψ(1− Sw)
√

εair + (1− ψ)
√

εgrain + Sw · ψ√εwater θ = ψ · Sw (5)

From (4) (5) (6) can get that

ψ =
√

εtotal −√εgrain + θ
(√

εair −√εwater

)
√

εair −√εgrain
(6)

For most grain medium √
εgrain =≈ 4.8 and in saturation area Sw = 1.

When we get the proposity we can get the permeability as Kozeny-Carman

K =
Cgψ

3

µwaterρwaterS2
pD2

R(1− ψ)2
(7)

K — permeability, C — particle shape factor, g — acceleration of gravity, µwater — The viscosity
of water-gravity, Sp — Surface area of particle, DR — The density of particle.

5. EXAMPLE

Controlled water productions were performed at a water source area of changde city, hunan province
to evaluate the effectiveness of ground penetrating radar (GPR) for detecting and monitoring
dynamic groundwater movements in the subsurface and for estimating the hydraulic properties of
the aquifer. Field experiments in chnagde were carried out in 2007 and 2008. GPR data were
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acquired using 400 MHz antennas. The GPR data sets were acquired very carefully by locating the
antenna position accurately.

The radargrams show (Figure 3) a feature that is the water table reflections acquired at two
different places. It helped to determine travel time and its effective reflection point from the top
of the water saturated zone. The distinguishable reflections of main concern occurred at the top of
the water saturated zone which is located at the top of the capillary fringe above the water table.
It is clearly that the GPR response from the top of the capillary fringe was assumed to be the
location of the water table. It was concluded that GPR can be successfully employed to monitor
groundwater migration and to estimate hydraulic properties of the aquifer.

Recent studies have shown that the spatial/temporal variation in GPR signal attenuation can
provide important information on the electrical properties of the sub-surface materials that, in
turn, can be used to assess the physical and hydrological nature of the pore fluids and associated
contaminants. By comparing laboratory-based,dielectric measurements of LNAPL contaminated
materials with the GPR signal attenuation observed in both contaminated and ‘clean’ areas of an
LNAPL contaminated site, new insights have been gained into the nature of contaminant distribu-
tion/saturation and the likely signal attenuation mechanisms. A generalized attenuation/saturation
model has been developed that describes the physical and attenuation enhancement characteristics
of the contaminated areas and reveals that the most significant attenuation is related to smeared
zone surrounding the seasonally changing water table interface (Figure 4).

Figure 3: GPR sections at profile show changes in the electromagnetic signal during the exploration. Antenna
frequency is centered in 400 MHz.

Figure 4: GPR sections at profile show changes in the electromagnetic signal during the exploration. Antenna
frequency is centered in 400 MHz.

6. CONCLUSION

The GPR technique successfully yielded quantitative information about water table change, and
the hydraulic properties could be estimated by combining GPR data and hydrogeologic data.

GPR profiles show consistency by locating the antenna position accurately. The groundwater
table change could be quantitatively estimated by comparing the two sets of GPR data acquired
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under different conditions. Quantitative information extracted from the GPR data indicates that
GPR is a good tool for estimating the hydraulic properties of the aquifer. Quantitative information
extracted from the GPR data with hydrogeological data, the estimation of hydraulic properties
showed encouraging results. The study show that the physical and attenuation enhances charac-
teristics of the contaminated areas and reveals that the most significant attenuation is related to
smeared zone surrounding the seasonally changing water table interface
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Spatial Polarization Signal Processing in Circular Polarization
Antenna
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Abstract— The problem of guaranteeing the electromagnetic compatibility of radio electronics
when using the spatial selection of the correlated signals is considered. The method is based on
using adaptive antenna arrays and classical methods of spatial selection, i.e., signal-noise ratio
criteria. The method provides signal processing close to optimal when excluding the signal out
of the covariance noise matrix forming device. The results of numerical modeling are given.

1. INTRODUCTION

The usage of adaptive antenna systems is determined by the need to provide stable radio commu-
nications under the conditions of wide usage of communications electronics. The main device that
allows forming the “null” of directivity pattern in the noise direction is noise covariance matrix
forming module [1]. With the occurrence of the components resulting from both signal and its
correlation to the noise signals in the elements of the noise covariance matrix leads to a sudden
(by an order) decrease of a signal noise ratio that is considered to be the main efficiency measure
of adaptive array functioning. To increase the signal noise ratio we propose to insert an additional
device of prior signal processing that allows excluding signal components when forming the noise
covariance matrix as it is show in [2] and taking into an account the differences of signal polarization
properties by separate management of cross-shaped dipole arms. In terms of practical realization
it leads to redoubling the antenna array dimensions, but it allows forming the “null” of directivity
pattern not in the both components of vector directivity pattern but only in those corresponding
to the noise signal polarization.

The device of prior signal processing is constructed by combining antenna radiating elements
into subarrays. In such a case selection of the weighting coefficients in subarray elements is carried
out in a way that would form “null” of directivity pattern in the signal direction in the combined
radiating element pattern. Then, the modified signals enter the noise covariance matrix forming
module. The insertion of device of prior signal processing leads to a case where signal noise ratio
would guarantee quasioptimal processing of the received signals, because the control vector would
deliver not a global, but local extremum after linear transformations.

2. SECTION 1

Let us consider the solution of the task of increasing the signal noise ratio by the example of an
antenna array consisting of N elements and providing the reception of L+1 signals S(`)(` = 0, . . . , L)
of arbitrary polarization. Let’s suppose that the radiating aperture parameters as well as signal
parameters (direction of arrival, polarization and time structure) are known.

We shall increase the signal noise ratio by excluding the signal from the noise covariance matrix
forming module. As an auxiliary condition let us suppose that the classic methods of optimal
spatial signal processing, i.e. signal noise ratio maximum criteria. As it is known from [1, 3] these
methods are more resistant to the weigh vector realization errors compared to the “superresolution”
methods.

We shall exclude the signal basing on the fact that the antenna array can be considered as a
spatial filter. To do so we combine N elements of the array into K subarrays, each one consisting
of M elements.

The manifold of the signals at the subarrays output that are used to form the noise covariance
matrix is the weighted sum with the weight coefficients W̃

(k)
m , (k = 1, . . . , K; m = 1, . . . , M).

The operation is defined ambiguously and can be realized using an infinite number of weigh
coefficients sets. An individual optimal weigh coefficients vector and, thus, an optimal signal noise
ratio correspond to each one of these sets. Thus, the optimization problem is solved by choosing
such a W̃ manifold that provides the highest signal noise ratio. The mathematical formula of the
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optimization criteria is given by

max
{W̃}





max
{W}
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))T
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∗ (DSl)

T
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W

(
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))∗








. (1)

Here νl is the `-th signal power, normalized to the thermal noise power in the adaptive antenna
array channels; E — identity matrix; S` — 2N × 1 dimension vector of complex amplitude of the
currents excited by the `-th signal at the radiators output; D — the K ×N dimension matrix that
defined the signals transformation during the processing.

To exclude the signal (` = 0) at the output of each subarray:

S̃
(0)
k =

M∑

m=1

W̃ (k)
m S

(0)
m, k = 0 (2)

a weight coefficients vector is formed

W̃ (k)
m = δ

(
m,

[
M+1

2

])
−AF (k, m, θf , ϕf ). (3)

A factor is defined by the correlation

A =
F (k, 0.5 (M+1) , θ0, ϕ0)

M∑
m=1

(F (k, m, θ0, ϕ0)− F (k, m, θf , ϕf ))
(4)

out of the known amplitude phase distribution that is formed by the subarray in the signal direction
and of the amplitude phase distribution in the subarray given by the condition of forming the
isotropic directivity pattern.

The following designations are used in formulae (2)–(4):

F (k, m, θ, φ) = exp
(−i2πλ−1

i ϕ (P (k, m) , θ, φ
)
, (5)

Function ϕ(·) defines the phase progression for m-th radiator in k-th subarray centered at the
point with the coordinates P (·) when the signal arrives from the direction θ, φ; λi — i-th signal
wavelength; δ-Dirac delta-function; θf , ϕf — parameters that define the prior processing coefficients
set, W̃

(k)
m . After the signal exclusion at the input of noise covariance matrix forming device we have

the signals where the information on the noise direction of arrival would be described by the
correlations

S̃(`) = D̃S(`), (6)

where D̃ is block diagonal matrix:

D̃ = ⊕
2K∑

k=1

D̃kk, (7)

where the elements’ dimension is 1×M and they are given by

D̃kk =
[
W̃

(k)
1 . . . W̃

(k)
M

]
. (8)

S̃
(`)
k signals are used to form the noise covariance matrix Ans and to define optimal weight

coefficients set, K, with the help of control vector J with the dimension of K × 1. So, the prior
signal processing makes the value of signal noise ratio quasi optimal, because the noise covariance
matrix is formed basing on the signals containing corrupted information when excluding the signal.
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Figure 1.

Figure 2.

3. SECTION 2

The research of the signal noise value when scanning the main lobe of the directive pattern depend-
ing on the subarrays parameters was carried out for the proposed way of antenna construction. The
results are shown at the Figure 1. The left field of the figure corresponds to the case of combining
the elements of antenna array of 8 × 8 cross-shaped half wave dipoles placed in increments of 0.5
wavelength in the grid nodes into subarrays of 4× 4 elements, and the right field — to the case of
subarrays of 2× 2 elements.

Curves 1–3 on the figure describe the following cases: 1 — the signal is not presented in the
noise covariance matrix forming device, 2 — the signal is presented but excluded, 3 — the signal
is presented and not excluded. Figure 2 shows the cross-sections of the directive pattern of the
subarrays of 2× 2 elements (curve 1) and 4× 4 elements (curve 2).

The analysis of the results on Figures 1 and 2 shows that the parameters of the subarrays
into which the initial radiating aperture is divided essentially influence the efficiency of the signal
exclusion out of the noise covariance matrix forming device. Herewith, isotropic character of the
directive pattern of the subarray of 2× 2 elements leads to uniform dependence of the signal noise
ratio. The presence of the natural “null” in the directive pattern of the array of 4 × 4 elements
determines the errors when forming the noise covariance matrix and weight coefficients vector
respectively when the signal arrives from this direction. As a result, the sudden decrease of the
signal noise ratio for the case of noise signal arrival from this direction takes place.

4. CONCLUSION

The obtained results allows making the following conclusions. The efficiency of the adaptive antenna
arrays application to solving the electromagnetic compatibility problem for radioelectronic systems
essentially reduces when the signal is presented in the noise covariance matrix forming device. The
signal exclusion from the noise covariance matrix forming device can be realized basing on the
fact that the antenna array can be considered as a spatial filter. The antenna array elements are
combined into subarrays and the selection of the weighting coefficients is carried out to provide the
formation of the “zero” of the directivity pattern of the subarrays in the direction of the signal.
Prior signal processing leads to the quasi optimal signal noise ratio value for the noise covariance
matrix is formed from the corrupted data after the exclusion of the signal. The directivity pattern
shape of the subarrays into which the initial antenna aperture is divided has the great influence on
the value of the signal noise ratio when excluding the signal. Isotropic directivity pattern makes
it possible to obtain a signal noise ratio dependence close to uniform when scanning the beam.
The presence of the natural “zero” in the directivity pattern determines the errors when forming
the noise covariance matrix and the sudden decrease of the signal noise ratio value in the given
direction correspondingly.
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Abstract— When chaff cloud above the sea surface is measured by a radar system, its echo
will be mixed with the sea clutter. The traditional fractal Brown model (FBM) is no longer valid
to describe the mixed clutter’s fractal characteristics. A combined fractal Brown model (CFBM)
is proposed to describe the chaff cloud echo in sea clutter. An iterative estimation procedure is
designed to extract the fractal parameters of the CFBM. Experiments using outfield measured
data verify the validity of the CFBM. Results show that, when the wind speed of the sea surface
is 5 m/s, chaff and sea clutter on Ka band are two fractal processes, the fractal dimension of sea
clutter is 1.54, the fractal dimension of chaff clutter is 1.66, and the correlation coefficient of the
two fractal processes is 0.01, which can be considered uncorrelated.

1. INTRODUCTION

Chaff is a typical passive interference. It is low cost, easy to produce and equip; moreover, it
can interfere different radar systems from all directions at the same time. The researches on chaff
clutter’s characteristics are important for countering the chaff-jamming. The outfield measured
data of chaff cloud are necessary to analyze its statistical features. But there is a difficulty in
obtaining the pure chaff cloud data above the sea surface. As we know, when the beam of a radar
system covers the chaff cloud which is launched above the sea surface, it will cover a part of the
sea surface at the same time, and the chaff clutter will be mixed by the sea clutter inevitably (as
shown in Figure 1).

Literatures [1–5] studied the fractal characteristics of sea clutter, and came to a conclusion that
sea clutter is a fractal process. Although there are no literatures studying the fractal characteristics
of chaff clouds, we can make an analysis on principle as follows: cloud is made up of numerous
small water droplets and ice crystals, while chaff cloud is made up of numerous dipoles, cloud and
chaff cloud are formed exactly in the same way, although the elements are different. Since cloud is
fractal [6], so there are reasons to assume that chaff cloud is also fractal.

For the mixed clutter concerned in this paper, a combined fractal Brown model (CFBM) is
proposed. For those range bins consist of pure sea clutter, the traditional FBM can be used to
extract the sea clutter’s fractal parameters, while for those range bins consist of both chaff and
sea clutter, the CFBM can be used to extract the mixed clutter’s fractal parameters. Experiments
using the outfield measured data on Ka band not only verify the validity of the CFBM, but also
achieve the chaff clutter’s fractal parameters for the first time.

2. MATHEMATICAL MODEL FOR CFBM

The model of traditional FBM, which is not introduced in this paper for the sake of clarity, can be
referred in literature [6]. The mathematical model of CFBM is given below.

radar

beam

high-point

sea surface

chaff cloud

mixed clutter: chaff and sea clutter

pure sea clutter

Figure 1: The sketch of experimental scene.
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Assuming that a random process x(t) is made up of two fractal processes BH1(t) and BH2(t),
where 0 < H1, H2 < 1, then x(t) can be expressed as

x(t) = αBH1(t) + βBH2(t) (1)

where α and β are weighting coefficients, and α + β = 1. The characteristic of Brown model shows
that [6] {

BH1(t + 1)−BH1(t) ∼ N(0, σ2
1)

BH2(t + 1)−BH2(t) ∼ N(0, σ2
2)

(2)

The variance of x(t) is

σ2
x(τ) = E

{
[x(t + τ)− x(t)]2

}
= E

{
[αBH1(t + τ)− αBH1(t) + βBH2(t + τ)− βBH2(t)]

2
}

= α2τ2H1σ2
1 + β2τ2H2σ2

2 + 2αβτH1+H2σ1σ2ρ (3)

where σ1σ2ρ = cov{[BH1(t + 1) − BH1(t)][BH2(t + 1) − BH2(t)]}, and ρ is named the correlation
coefficient of the two fractal processes under unit-scale. After taking logarithm, Formula (3) can
be rewritten as

log σ(τ)
x = 0.5 log

(
α2τ2H1σ2

1 + β2τ2H2σ2
2 + 2αβτH1+H2σ1σ2ρ

)
(4)

Formula (4) can be rewritten by differential asassuming H1 ≥ H2

d log σx(τ)
d log(τ)

= H1 −
(H1 −H2)

(
σ2

2 + γτH1−H2σ1σ2ρ
)

(
γ2τ2(H1−H2)σ2

1 + σ2
2 + 2γτH1−H2σ1σ2ρ

) (5)

where γ = α/β.
Fractal parameters are estimated according to Formula (3). Let the fractal parameters to be

estimated be θ = (α, β, H1,H2, σ1, σ2, ρ)T , the observed value be Y, then the regression model is

Y = F(θ) + ε (6)

where Y = [ σ2
x(1), σ2

x(2), . . . , σ2
x(τmax) ]T , F(θ) = α2τ2H1σ2

1 + β2τ2H2σ2
2 + 2αβτH1 + H2σ1σ2

ρ|τ=1, 2, ..., τmax , and ε is the observed noise.
This is a nonlinear least squares problem in Formula (6), and the Gauss-Newton method is

usually used to estimate its parameters. Let V(θ) = [∂F/∂θm]N∗7, where N is the row number of
Y, m = 1, 2, . . . , 7, and the iterative equation is [7]

θi+1 = θi + [VT (θi)V(θi)]−1VT (θi)[Y − F(θi)] (7)

According to the iteration in Formula (7), θ can be obtained by setting the initial value θ◦. Further
discussions on the convergency of the algorithm can be referred to section 2.2 in [7].

3. EXPERIMENTS

The outfield measured data of chaff and sea clutter were collected by a radar system working on
Ka band. The weather of the experimental day was cloudy, the visibility was about 5 kilometers,
and the wind speed above the sea surface was about 5 m/s. The radar was set up on a high-point
of the seashore, and a chaff bomb was launched about 10 kilometers from the seashore, as shown in
Figure 1. Figure 2 shows the range profiles of the measured data, from which we can see that: the
mixed clutter appears at the sampling points from about 50 to 70, and the other sampling points
are pure sea clutter. Figure 3 shows the amplitude sequence of the pure sea clutter, and Figure 4
shows that of the mixed clutter.

Figure 5 shows the {(log τ, log σ(τ))} curve of pure sea clutter estimated by FBM, the slope of
the curve is about 0.4603, which means the Hurst index of sea clutter is Hsea = 0.4603, so the
fractal dimension of pure sea clutter can be achieved Dsea = 2 −Hsea = 1.5379. Abandoning the
mixed clutter where the range bin is from 50 to 70, we carry out a Monte-Carlo experiment by
FBM at an interval of 10 range bins, and the fractal parameters of pure sea clutter are shown in
Table 1. The average Hurst index H̄sea = 0.4596, and the average fractal dimension D̄sea = 1.5404.
The result coincides with that given in [8] (where Dsea is about 1.4 ∼ 1.6).
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Figure 6 shows the {(log τ, log σ(τ))} curve of mixed clutter estimated by FBM. From the figure
we can see that the curve is no longer a straight line, but a concave curve. According to Formula (5),
when τ → 0+, d log σx(τ)/d log(τ) → H2, when τ → +∞, d log σx(τ)/d log(τ) → H1, and we
have assumed H1 ≥ H2 previously, so the concave curve in Figure 6 have been well explained
theoretically. At the same time, the concave curve in Figure 6 also reveals: FBM is no longer
applicable for the mixed clutter, which is made up of two different fractal processes, and CFBM is
needed to estimate the mixed clutter’s fractal parameters.

Table 1: Fractal parameters of pure sea clutter.

Range Bin 10 20 30 40 80 90 100 110
Hurst Index 0.4613 0.4603 0.4559 0.4604 0.4584 0.4601 0.4540 0.4665

Fractal Dimension 1.5387 1.5397 1.5441 1.5396 1.5416 1.5399 1.5460 1.5335

Figure 2: 2048 range profiles.
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Figure 3: Pure sea clutter’s amplitude sequence (the
20th sampling point).
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Figure 4: Mixed clutter’s amplitude sequence (the
60th sampling point).

We estimate the parameters for the mixed clutter by CFBM (the range bins are 55, 60, 65 and
70), and the initial value of iteration is set as θ◦ = [0.1, 0.9, 1.54, 1.8, 0.5, 1, 0]T , the mixed clutter’s
fractal parameters estimated by CFBM are shown in Table 2. The two averages of Hurst index are
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Figure 5: The {(log τ, log σ(τ))} curve of pure sea
clutter (the 20th range bin).
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Figure 6: The {(log τ, log σ(τ))} curve of mixed clut-
ter (the 55th range bin).

H̄1 = 0.4564, H̄2 = 0.3450, and the results compared with H̄sea is ∆1 = |H̄1 − H̄sea|/H̄sea = 0.007
and ∆2 = |H̄2 − H̄sea|/H̄sea = 0.249, therefore we can make a judgment: H̄1 is the sea clutter’s
Hurst index, α is the weighting coefficient of sea clutter, and σ1 is the standard variance of Gaussian
increment of sea clutter; while H2, β and σ2 are the corresponding fractal parameters of chaff clutter.
The fractal dimension D̄1 of sea clutter which is estimated by CFBM from the mixed clutter is
1.5436 (D̄1 = 2− H̄1 = 1.5436), and D̄1 is very close to D̄sea (1.5404) which is estimated by FBM
from the pure sea clutter. The chaff clutter’s fractal dimension D̄2 estimated by CFBM from the
mixed clutter is 1.6550. The correlation coefficient ρ of sea clutter and chaff clutter under unit-scale
is 0.01, which can be considered uncorrelated.

Table 2: Fractal parameters of mixed clutter.

Range Bin
Fractal Parameters

α β H1 H2 σ1 σ2 ρ

55 0.2213 0.7787 0.4629 0.3525 0.2931 0.5238 0.0106
60 0.2012 0.7988 0.4562 0.3393 0.3086 0.4760 0.0073
65 0.1981 0.8019 0.4608 0.3419 0.3125 0.4996 0.0114
70 0.1834 0.8166 0.4455 0.3461 0.2841 0.4969 0.0132

Average 0.2010 0.7990 0.4564 0.3450 0.2996 0.4991 0.0106

4. CONCLUSION

The CFBM and its parameter estimation procedure proposed in the paper can be used to analyze
the fractal characteristics of stochastic process consisting of two different fractal processes. This
principle can be also applied to stochastic processes consisting of more than two processes with
small modifications. The mixed fractal process widely exists in many applications, such as radar
echoes contaminated by different clutters, etc, so the CFBM will be widely used.

The experiments using the outfield measured data of chaff and sea clutter not only verify the
validity of the CFBM, but also achieve the chaff clutter’s fractal parameters for the first time. The
fractal characteristics of chaff clutter may help us to build a more accurate mathematical model to
describe it, and also enlighten novel approaches to counter the chaff jamming.
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Abstract— The orbital angular of electromagnetic wave beam and radiation fields has been
discussed. The representation of multipole radiation fields is deduced. Besides, measuring meth-
ods of OAM and a few phenomena and results obtained are cited to elucidate firstly the feasibility
of applying of remote sensing. It is shown that remote sensing applications of the orbital angular
momentum of electromagnetic waves has come to fore in recent years, but have apparently never
been attempted.

1. INTRODUCTION

Phenomena of electromagnetic wave carrying orbital angular momentum (OAM) was first pro-
posed by J. H. Poynting theoretically in 1909 [1], and was proved experimentally by R. A. Beth
and A. H. S. Holbourn in optical waveband (wavelength = 1.2µm) during 1935–1936 [2–4]. Elec-
tromagnetic waves with angular momentum in centimeter wavelength was confirmed by N. Carrara
in 1949 [5]. It was not until 1992, that generations and torque effects of orbital angular momentum
carried by a laser beam had been studied detailed by L. Allen et al. [6]. Great attentions has been
concentrated on the studies of orbital angular momentum of electromagnetic waves. The researchers
have studied not only the common themes, such as orbital angular momentum of the continuous
and pulse electromagnetic wave, law of the angular momentum conservation, the generation, prop-
agation, transformation and measurement of the angular momentum [7–14], but also the specific
themes, such as the scattering and absorption of the specific object, the torque of orbital angular
momentum of application and so on [6, 15]. For example, G. F. Brand studied the generation,
transformation and measurement of the orbital angular momentum of millimeter-wave [16]. J. Wu
applied parametric encoding on the orbital angular momentum of the electromagnetic wave (optical
wave) beam to free-space communication [17]. Recently, B. Thide performs further research on the
generation and measurement of the orbital angular momentum of the electromagnetic wave whose
wavelength is shorter than decimeter waveband by using of soft simulation and numerical computa-
tion [18]. In summary, the generation, propagation and interaction with object for orbital angular
momentum of electromagnetic wave in various wave-band are more and more subject to attentions
by scientific workers in different fields, for instance, material scientists applying orbital angular
momentum of the electromagnetic wave to research characters and constructions of molecule and
atom, biologists and medical scientists manipulating atom, molecule or cell by the torque effect
of the orbital angular momentum, communication technicians studying quantum encoding on the
orbital angular momentum of the electromagnetic wave in free-space security communication, and
so on. But, the researches on applying orbital angular momentum to remote sensing has little been
proceeded. In this paper, we propose a novel concept to remotely acquire information of objects
based on the orbital angular momentum of electromagnetic waves.

Here we show how measurements of orbital angular momentum of photons and feasibility of a
number of remote sensing applications. In Section 2 of this paper, we provided a short introduction
to OAM of electromagnetic waves and multipole radiation fields which could be used in active and
passive remote sensing respectively, followed in Section 3, by a description of the remote sensing
instrumentation required to detect OAM of millimeter-wave and photon. Section 4 a number of
phenomena and results are cited to elucidate feasibility of applying to remote sensing. Section 5
briefly summarizes the findings.

2. ORBITAL ANGULAR MOMENTUM BEAM OF ELECTROMAGNETIC WAVES AND
MULTIPOLE RADIATION FIELDS

Remote sensing can be divided into two types: active remote sensing and passive remote sensing [19].
Active remote sensing is based radar (or laser radar) system consisting of a transmitter and a
receiver. The transmitter sends out a electromagnetic (or sound) signal to the target and the
scattering signal in a specified direction is measured by the receiver. Passive remote sensing is
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based radiometry system which based that all substances at a finite absolute temperature radiate
electromagnetic energy measured by receiver (or detector). Here we elucidate the electromagnetic
theoretical basis for active and passive remote sensing with OAM, respectively.
2.1. Generation of OAM for Electromagnetic Waves Beam
It is important for active remote sensing with OAM of electromagnetic waves is the generation of
beams carrying OAM. One classical example of a beam with a OAM is the higher order Laguerre-
Gaussian (LG) mode described by

Ep,m (r, ϕ, z) =
C

(
1 + z2

/
z2
R

)1/2

(
r
√

2
w (z)

)m

Lp,m

(
2r2

w2 (z)

)
× exp

{ −r2

w2 (z)

}

exp
{

i (2p + m + 1) tan−1 z

zR

}
× exp

{
−ikr2z

2
(
z2 + z2

R

)
}

exp {−imϕ} (1)

where zR is the Rayleigh range, w(z) is the radius of the beam, Lp,m is the associated Lagguerre
polynomial, C is a constant, and the beam waist is at z = 0. The Lorentz gauge has the advantage
of been readily amenable in all coordinate systems and leads in this case to considerable symmetry
in the x and y directions although the results are best expressed in cylindrical coordinates. The
azimuthal phase term exp(−imφ) in (1) creates helical wavefronts for the LG modes which posses an
orbital angular momentum of m~ per photon [6], quite distinct from the spin angular momentum
associated with the polarization state. This orbital angular momentum has been demonstrated
through an optical interaction with microscopic particles [20]. Curtis, Koss and Grier have produced
beams of photons each with OAM as high as 200~ [21].

There are a number of methods for generating the beam of LG modes. To date, four different
classes of generating methods have been demonstrated in various wave-band. Two of these which
are used in optical wave, millimeter-wave and microwave (10 GHz) band, phase-plates and computer
generated holographic (blazed grating) converters shown in Fig. 1 [22–25], induce the azimuthal
phase term to a Hermite-Gaussian (HG00) modes. In all these devices a screw phase-dislocation,
produced on-axis, causes destructive interference leading to the characteristic ring intensity pattern
in the far field. The third class of converter is the cylindrical-lens mode converter used in optical
and millimeter-wave band [22, 26], which converts higher order HG modes to the corresponding LG
mode. Unlike the spiral phase plate and the holographic converter, this method can produce pure
LG modes. The fourth method of generating orbital angular momentum of electromagnetic waves
is vector antenna arrays used in microwave band [18]. In this method, each antenna composed
antenna array is located equidistantly along the perimeters of circles. The antennas are fed the
same signal, but successively delayed relative to each other such that after a full turn around the
antenna array axis, the phase has been incremented by m2π (m is a integer).

(a) (b)

φ

Figure 1: Orbital angular momentum produced by phase plate (a), and an example of a holographic phase
plate (b). (For details to see the text in reference [22]).

For an active remote sensing system with OAM of electromagnetic wave, it can be visualized as a
source of OAM of electromagnetic wave that illuminate the object being studied. An incident OAM
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of electromagnetic wave interact with object and the scattering OAM is modulated by a number
of interaction processes that contain the “fingerprints” of the object. But, for a passive remote
sensing system with OAM of electromagnetic wave, the natural object being studied usually can be
visualized as a gray-body which defined as a product of ideal radiation source (called a blackbody)
and a specific emissivity. Since the surfaces of natural object are usually random and rough, so the
radiation fields of object being studied can be regarded as multipole radiation fields.

2.2. Multipole Radiation Fields

The radiation fields of natural object can be described by superposition of electric and magnetic
multipole [9]





⇀

E = Z0
∑
l,m

[
i
kaE (l, m)∇× hl (kr)

⇀
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where the coefficients aE (l, m) and aM (l, m), which are determined by the source and boundary
conditions, specify the amounts of electric (l, m) multipole and magnetic (l, m) multipole fields,
and for only electric multipole aM (l, m) = 0, as well as for only magnetic multipole aE (l, m) = 0.
Z0 is the impedance of free space. k in (2) is wave number, i is imaginary unit, ∇ is nabla operator.
The radial function hl (kr) and normalized form of vector spherical harmonic function

⇀

X l,m (θ, ϕ)
are described by
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where index l and m are integers with |m| ≤ l, and
⇀

L is ~−1 (~ = Plank’s constant/2π) times the
orbital angular momentum operator of wave mechanics given by
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where Pm
l (cos θ) is the associated Legendre polynomial given by [27]
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l (cos θ) = (sin θ)m
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where aj is coefficient.
Substitute (5) into (4) and then substitute (3) and (4) into (2), and finally complete the operation

of ∇×, we can obtain
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where ω is circular frequency of oscillation of electric and magnetic multipole. r̂, θ̂ and ϕ̂ is unit
vector of spherical coordinate system. Magnetic fields
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where the superscripts (E) and (M), respectively, indicate electric multipole mode and magnetic
multipole mode. The other variables in (8) is given by
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1
kr
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r − 1
kr
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m

sin θ
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(10)

and 
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From the (8), we can see that radiation fields of electric and magnetic multipole, which prop-
agates along radial direction, have radial component of

⇀

E (Er) or
⇀

H (Hr). The propagating elec-
tromagnetic wave is not a plane wave, but consists of m intertwined helical wave fronts, and m is
called the winding number or topological charge. Classically, the angular momentum of an elec-
tromagnetic wave is given by the volume integral of the cross product of position ⇀

r measured from
the center of the multipole and the Poynting vector

⇀

S at ⇀
r [9]
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H
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where c is speed of light.
For applications to remote sensing, various objects of remote sensing (source of multipole field)

have different weighting of radiation (different coefficients of aE (l, m) and aM (l, m)). For the
same multipole order l, the intensity of the magnetic radiation is smaller than the intensity of
electric radiation by a considerable factor. For a pure electric multipole of order (l, m), the radial
component of the reduces to a single term [28]
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where k is wave number, D (θ) is angular distribution of multipole radiation. Q (l,m) is the electric
multipole moment of order l, m, and is given by the following approximate expression

Q (l, m) =
∫

rlY ∗
l,m (θ, ϕ) ρ

(
⇀
r
)
dV (14)

The integration in (14) extends over the entire volume occupied by the charge distribution ρ
(

⇀
r
)
.

Usually the multipole axis lies along some direction z-axis, to which the vector ⇀
r is inclined

at an angle θ, and ϕ is the azimuthal angle about the z-axis. Classically, a vibration motion
along the multiple axis radiates perpendicular to axis, while a rotation about the z-axis produces
radiation with angular momentum directed along the multipole axis. Quantum mechanically, the
z-component of (5) can be written as [9, 29]

Lz = −i~
∂

∂ϕ
(15)
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where ~ is Planck’s constant divided by 2π. (15) shows that the term eimϕ gives rise to an angular
momentum component m about z-axis. From the (13), we can see that the probability of a radiation
decreases rapidly as l increases. Hence in practice only the one or two lowest values of l consistent
with conservation of angular momentum.

3. REMOTE SENSING INSTRUMENTATION TO MEASURE THE OAM

Theoretically, an azimuthal term eimϕ in (13), describing the helical wavefront, can define an
infinite-dimensional Hilbert space. Since the complexities and varieties of the remote-sensing object
and environment, the multi-dimension of properties of the orbital angular momentum will play
important roles in the mechanisms of remote-sensing information. The spiral electromagnetic wave
with different value of l can be generated by different element antenna pattern, and can be detected
by different method. But angular momentum along the direction of propagation for electromagnetic
radiation is composed of the spin angular momentum associated with the circular polarization
and the orbital angular momentum representing the helical phase-front of the electromagnetic
wave. A single photon carries a spin angular momentum with a value of ±~ (where ± represent
right and left circular polarization, respectively), and an orbital angular momentum, having a
value of m~. In generally, the spin angular momentum of electromagnetic wave (planar polarized
electromagnetic wave) can construct two-dimensional (right and left) information basis. While the
orbital angular momentum of electromagnetic wave (spiral electromagnetic wave), in principle, can
construct infinite-dimensional information basis. The general relationship between energy E and
angular momentum along the direction of propagation for electromagnetic radiation (Lz) is given
by [30]

Lz

E
=

(m + σ)
ω

+
σ

ω
[g (k)] (16)

where σ is ±1 for circularly polarized light and 0 for linear polarized light, and g (k) ¿ 1 reflects
the spectral and spatial distribution of the radiation and tends to be negligibly small. From (16) we
see that although the spin and orbital angular momenta cannot be cleanly separated, it is always
possible to measure the orbital angular momentum by passing a beam through a linear polarizer,
which sets σ = 0, and leaves the orbital angular momentum intact. The ratio Lz/E then is m/ω.
This shows that we can measure the OAM independently.

3.1. Dove-prism Mach-Zehnder Interferometers
This method has been described by Leach et al. [31]. Their apparatus was designed to deal with
laser-generated modes, but the procedure is general, though instrumental details will differ for
different wavelength ranges and applications. The method does not directly measure OAM. Instead,
it identifies the symmetry properties of a beam of electromagnetic radiation subject to a sequence of
rotations about its axis of propagation. This is achieved by sending light through a cascade of Mach-
Zehnder interferometers with Dove prisms in each arm (Fig. 2). At each stage the beams in the two
interferometer arms are rotated with respect to one another through an angle α, where α/2 is the
relative rotation of the Dove prisms about the optical axis in each beam. The first interferometer
stage has α/2 = π/2 and sorts photons with even values of orbital angular momentum m into one
exit port and those with odd values of m into the other port. The photons with odd values of m
are then sent through a hologram (Fig. 1(b)) that increases the OAM m carried by each photon to
a value m + 1, thus endowing all the photons with even values of m.

Figure 2: First stage of a Dove-prism Mach-Zehnder interferometer cascade for sorting photons carrying
different amounts of orbital angular momentum.
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Each of the beams emerging from the two ports of this first stage is then sent through a second
Mach-Zehnder stage of its own, in which the two Dove prisms are rotated by an angle α/2 = π/4
relative to each other. These two stages, respectively dedicated to what originally were odd n is an
integer, from those with m = 4n + 2. This process is continued in successive Mach-Zehnder stages
until photons with all desired values of m have benn sieved out. In principle, the Dove prisms could
be replaced by equivalent all-reflected elements for use over wide wavelength ranges. The winding
number m is invariant under a Lorentz transformation. This makes it a robust indicator of orbital
angular momentum.

3.2. Digital Spiral Imaging

This method, which is also termed spiral spectrally-resoled imaging, comprises illuminating a
target with a beam defined spiral spectral decomposition. This input beam u0 (ρ, φ, z), which
can be a pure LG mode, or a combination of modes, is reflected or transmitted by the target.
The reflected or transmitted beam with a certain transfer function which depends on the trans-
verse coordinates R (ρ, φ) of target causes the output field. The output field, which is given by
uout (ρ, φ, z) = R (ρ, φ) u0 (ρ, φ, z), can be expanded into the spiral eigenstates of orbital angular
momentum and vary depending on the physical properties of the target. Such variation directly
translates to into changes into spiral spectrum. Thus, the difference between the input and output
spiral content contains information about the transfer function of the target. By analyzing the
weights of prescribed eigenstates in the detected signal we can acquire information of the target.
The signal can be detected by using a fork-like holographic mask followed by CCD or a single mode
fiber [32, 33].

4. FEASIBILITY OF REMOTE SENSING APPLICATIONS WITH OAM

The fact that the photon OAM of electromagnetic waves can be generated and detected from radio
frequency to optical frequency opens a new field of applications of remote sensing. Furthermore,
Since information can be encoded as OAM states that span a much larger state space than the two
state spin angular momentum (SAM) [31], radio OAM techniques hold promise for the development
of novel information-rich radar of remote sensing and methodologies.

4.1. Atmospheric Remote Sensing

Atmosphere above the earth surface can usually be divided into troposphere, stratosphere, meso-
sphere, thermosphere and ionosphere etc. [19]. Since there exist turbulence and temperature near
the earth surface decreases as a function of altitude up to an altitude of 11 km, so atmospheric
permittivity is inhomogeneous and random. To reach the remote sensor, the radiation traverse
regions that may well have discontinuities impressing OAM on transmitted electromagnetic waves.

To visualize the production of OAM by a beam of electromagnetic wave passing through an
inhomogeneous medium, one can envision the beam illuminating a spiral phase plate (Fig. 1(a)).
The top surface of the plate is displaced by a height s after a full azimuthal rotation φ = 2π. At a
radial distance r from the axis, the local azimuthal slope of this surface is θ = s/2πr. On emerging
from the phase plate, a ray passing through r is deflected by an angle ψ, where Snell’s law for
small angles gives (ψ + θ) ∼ nθ, and n is the refractive index of the plate. It is easy to see that
ψ ∼ (n− 1) θ = (n− 1) s/2πr. Before entering spiral phase plate, a photon’s linear momentum is
h/λ. On exiting the phase plate, azimuthal direction is pφ ∼ hψ/λ, and its angular momentum
about the optical axis is Lz = rpφ ∼ rhψ/λ ∼ (n− 1) ~/sλ = m~. Here the step height s is chosen
an integer multiple m of λ/(n − 1), so that s = mλ/(n − 1). The angular momentum component
Lz is independent of the radial distance r at which radiation passes through the phase plate.

A turbulent medium with discontinuities can be envisaged as a screen of such spiral phase plates.
The analysis of spatial discontinuities may then entail tracking changes in the observed winding
number of the beam as the turbulent outflow.

Besides, for a laser beam carrying OAM propagating in turbulent atmosphere, it has been
shown that, upon the transition from the case of week turbulence to the case of strong turbulence
during the propagation of the laser beam, the rate of growth of OAM fluctuations changes [34].
In ionosphere, The group velocity of the wave is c/n = c

[
1 + ω2

p

/
ω2

]−1/2, where ω is the angular

frequency of the wave and ωp ∼ 5.6 × 104n
1/2
e rad. S−1 is the plasma frequency. In particular,

in the absorption of such a wave in a plasma, angular momentum is partly transferred to the
electrons, and closed quausi-stationary electric currents arise and induced generation of magnetic
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fields in plasma [35]. These phenomena show that one can determine atmospheric characteristics
by measuring the changes of OAM of wave beam propagating through atmosphere.

4.2. The Earth-surface Remote Sensing
Inhomogeneous anisotropic median and various shape of object are usually classical models in re-
mote sensing [19, 36]. Since conservation of angular momentum, so when interact with media spin
angular momentum and orbital angular momentum take place conversion each other. L. Marrucci
et al. have demonstrate that orbital angular momentum of a wave beam can be generated by control-
ling the input spin angular momentum (polarization) when the beam interact with inhomogeneous
anisotropic media [37]. This phenomenon proves particularly valuable in the foreseen applications
of these modes to acquisition of multi-parameters information for remote sensing object.

It has been proved that absorption and radiation of angular momentum of microwave depends
solely on the specific geometry of the conductor [38]. Axisymmetric perfect conductor can not
absorb or radiate angular momentum of electromagnetic wave when illuminated. However, any
asymmetry allows absorption. Electromagnetic waves convey angular momentum at the edges of
asymmetries. Conductors can also radiate angular angular momentum. The geometric absorption
coefficient can be as high as 0.8, and the coefficient for radiation can be −0.4, larger than typical
material absorption coefficients. These results can be applying to remote sensing target identifying
and classification et al..

5. CONCLUSION

In summary, the orbital angular of electromagnetic wave beam and radiation fields has been studied
deeply. The representation of multipole radiation fields is deduced. Besides, we have cited a few
phenomena and results obtained by some researchers to elucidate firstly the feasibility of applying
of remote sensing. Further researches about the specific problems, such as radiation transfer of
orbital angular momentum and scattering etc., of applying orbital angular momentum to remote
sensing are proceedings.

ACKNOWLEDGMENT

This work was supported in part by the Natural Science Foundation of P. R. China under Contract
40571097.

REFERENCES

1. Poynting, J. H., “The wave motion of a revolving shaft, and a suggestion as to the angular
momentum in a beam of circularly polarized light,” Proc. Roy. Soc., London Ser. A, Vol. 82,
560–567, 1909.

2. Beth, R. A., “Mechanical detection and measurement of the angular momentum of light,”
Phys. Rev., Vol. 48, 471, 1935.

3. Beth, R. A., “Mechanical detection and measurement of the angular momentum of light,”
Phys. Rev., Vol. 50, 115–125, 1936.

4. Holbourn, A. H. S., “Angular momentum of circularly polarized light,” Nature, Vol. 137, 31,
1936.

5. Carrara, N., “Torque and angular momentum of centimeter electromagnetic waves,” Nature,
Vol. 164, 882–884, 1949.

6. Allen, L., M. W. Beijerbergen, R. J. C. Spreeuw, and J. P. Woerdan, “Orbital angular momen-
tum of light and the transformation of Lagurre-Gaussian laser modes,” Phys. Rev., Vol. A45,
8185–8189, 1992.

7. Moe, G., et al., “Conservation of angular momentum for light propagation in a transparent
anisotropic medium,” J. Phys. B: Atom. Molec. Phys., Vol. 10, No. 7, 1191–1208, 1997.

8. Schwartz, C., et al., “Conservation of angular momentum of light in single scattering,” Optical
Express, Vol. 14, No. 18, 8425–8433, 2006.

9. Jackson, J. D., Classical Electrodynamics, 3rd Edition, John Wiley & Sons, 1999.
10. Lekner, J., “Angular momentum of electromagnetic pulses,” J. Opt. A: Pure Appl. Opt., Vol. 6,

S128–S133, 2004.
11. Konz, C., et al., “Geometric absorption of electromagnetic angular momentum,” Opt. Com-

mun., Vol. 235, 227–229, 2004.
12. He, H., et al., “Direct observation of transfer of angular momentum to absorptive particles

from a laser beam with a phase singularity,” Phys. Rev., Vol. 75, 826–829, 1995.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1337

13. Terriza, G. M., et al., “Probing canonical geometrical objects by digital spiral imaging,” J.
Eur, Opt. Soc., Vol. 2, 07014-1-6, 2007.

14. Jassemnejad, B., A. Bohannan, J. Lekki, and K. Weiland, “Mode sorter and detector based
on photon orbital angular momentum,” Opt. Eng., Vol. 47, No. 5, 053001-1-5, 2008.

15. Cohen-Tannoudji, C. N., “Manipulating atoms with photons,” Rev. Mod. Phys., Vol. 70, 707–
719, 1998.

16. Brand, G. F., “Millimeter-wave beams with phase singularities,” IEEE Transactions on Mi-
crowave Theory and Techniques, Vol. 46, 948–951, 1998.

17. Wu, J., “Encoding information as orbital angular momentum states of light for wireless optical
communications,” Opt. Eng., Vol. 46, 019701-1-5, 2007.

18. Thide, B., “Utilization of photon orbital angular momentum in the low-frequency radio do-
main,” Phys. Rev. Lett., Vol. 99, 087701-1-4, 2007.

19. Elachi, C. and J. V. Zyl, Introduction to the Physics and Techniques of Remote Sensing, 2nd
Edition, John Wiley & Sons, Inc., Publication, 2006.

20. He, H., M. E. J. Friese, N. R. heckenberg, and H. R. Dunlop, “Direct observation of transfer of
angular momentum to absorptive particles from a laser beam with a phase singularity,” Phys.
Rev. Lett., Vol. 75, 826–829, 1995.

21. Curtis, J. E., B. A. Koss, and D. G. Grier, “Dynamic holographic optical tweezers,” Opt.
Commun., Vol. 207, 169, 2002.

22. Allen, L., M. J. Padgett, and M. Babiker, “The orbital angular momentum of light,” Progress
in Optics XXXIX, edited by E. Wolf, 291–372, 1999.

23. Turnbull, G. A., D. A. Robertson, G. M. Smith, L. Allen, and M. J. Padgett, “The genera-
tion of free-space Laguerre-Gaussian modes at millimeter-wave frequencies by use of a spiral
phaseplate,” Opt. Commun., Vol. 127, 183–188, 1996.

24. Brand, G. F., “Millimeter-wave beams with Phase singularities,” IEEE Transactions on Mi-
crowave Theory and Techniques, Vol. 46, 948–951, 1998.

25. Kristensen, M., M. W. Beijersbergen, and J. P. Woerdman, “Angular momentum and spin-
orbital coupling for microwave photons,” Opt. Commun., Vol. 104, 229–233, 1994.

26. Brand, G. F., “A new millimeter wave geometric phase demonstration,” International Journal
of Infrared and Millimeter Waves, Vol. 21, 505–518, 2000.

27. Folland, G. B., Fourier Analysis and Its Applications, Thomson Learning Pte Ltd., 1992.
28. Blatt, J. M. and V. F. Weisskopf, Theoretical Nuclear Physics, John Wiley and Sons, Inc.,

1952.
29. Heitler, W., The Quantum Theory of Radiation, 3rd Edition, Oxford University Press, 1953.
30. Barnet, S. M. and L. Allen, “Orbital angular momentum and nonparaxial light beams,” Opt.

Commun., Vol. 110, 670–679, 1994.
31. Leach, J., M. J. Padgett, S. M Barnett, S. F. Amold, and J. Courtial, “Measuring the orbital

angular momentum of a single photon,” Phys. Rev. Lett., Vol. 88, 257902-1-4, 2002.
32. Torner, L. and J. P. Torres, “Digital spiral imaging,” Optics Express, Vol. 13, 873–881, 2005.
33. Terriza, G. M., L. Rebane, J. P. Torres, L. Torner, and S. Carrasco, “Probing canonical

geometrical objects by digital spiral imaging,” J. Eur. Opt. Soc., Rapid Publications, Vol. 2,
07014, 1007.

34. Aksenov, V. P., “Fluctuations of orbital angular momentum of vortex laser-beam in turbulent
atmosphere,” Proc. SPIE, Vol. 5892, 58921Y-1-8, 2005.

35. Sokolov, I. V., “The angular momentum of an electromagnetic wave, the Sadocskii effect, and
the generation of magnetic fileds in a plasma,” Sov. Phys. Usp., Vol. 34, 925–932, 1992.

36. Tsang, L., J. A. Kong, and R. T. Shin, Theory of Microwave Remote Sensing, John-Wiley &
Sons, Inc, 1985.

37. Marrucci, L., C. Manzo, and D. Paparo, “Optical spin-to-orbital angular momentum conversion
in homogenous anisotropic media,” Phys. Rev. Lett., Vol. 96, 163905-1-4, 2006.

38. Konz, C. and G. Benford, “Geometric absorption of electromagnetic angular momentum,”
Opt. Commun., Vol. 226, 249–254, 2003.



1338 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

Accuracy Evaluation of the Huygens Subgridding Method

G. Gradoni, V. Mariani Primiani, and F. Moglie
Dipartimento di Ingegneria Biomedica, Elettronica e Telecomunicazioni
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Abstract— In this work, an application of the recent Huygens Subgridding (HSG) method to
study lossy materials with the finite-difference time-domain (FDTD) scheme is presented and
a related error analysis discussed. Achieved HSG results showed a good agreement with a full
higher-resolution reference guide for different electrical parameter values, indicating a negligible
numerical dispersion on the transverse section. Moreover, the increasing decimation factor effect
has been investigated to evaluate the subgridding accuracy. Findings are of interest in the
numerical prediction of planar screens effectiveness, material parameters retrieval and microwave
spectroscopy.

1. INTRODUCTION

In the last decades, Subgridding techniques have been widely investigated as an extension of the
Finite-Difference Time-Domain (FDTD) lattice. They become particularly useful to simulate real
structures which exhibit complex geometries and heterogeneous media or grids [1]. In those elec-
tromagnetic (EM) problems, a spatial step contraction (of the whole grid) is generally required
to better model the physical presence of a material, which could be either electrically small and
lossy [2]. The basic idea in realizing that, has been to include the material in the main grid and
to follow the field propagation inside it. This can be done placing virtual nodes and modifying
the classical FDTD equations through the integral form of Faraday’s law, applied among the slab
interfaces. There, the electrical parameters to be used in the algorithm have been established
averaging those of medium and air, causing a non negligible inaccuracy of predicted fields [3]. A
different way to realize the subgridding is grounded to the concept of domain decomposition: the
EM problem is modeled by multiple FDTD grids coupled through physical principles. Basically,
the (lossy) medium is removed from the principal lower-resolution (LR) domain and inserted into
a separate higher-resolution (HR) domain. The most rigorous way to perform the separation of
contiguous EM structures is the Huygens principle, which also gives the coupling relations in terms
of tangential fields [4, 5]. The key feature of this method is that no approximations for electrical
parameters of the material (εr, µr, σ) are used and the field inside heterogeneous media can be
depicted in great detail. HSG has been already applied with success in [6–8].

In this work, we present the application of the HSG to the analysis of planar, thin and lossy
materials inside a rectangular waveguide. The numerical domain has been decomposed into three
structures, coupled by two Huygens/anti-Huygens pairs: the slab is embedded into an HR structure.
An error analysis has been carried out making use of the comparison with classical (no subgridding)
FDTD lattice.

2. PROBLEM FORMULATION AND MODELING

The electromagnetic problem to be simulated is rather canonical in numerical analysis: a rect-
angular TE10 waveguide with an electrically thin lossy slab in between, as shown in Fig. 1(a).
Implemented dimensions are those of a classical WR − 340 guide 86.45mm × 43.9mm, thus of
transverse section; while the material sample has w = 2.2mm thickness and fills completely the
cross section. The numerical domain is made of multiple separate structures: the first waveguide
generates the proper incident field, a Gaussian pulse modulated sinusoid [9, 10], to excite the guide
with the lossy thin slab.

2.1. Domain Discretization
The dissipative nature of the material causes the wave slowing down because of a propagation delay
along the longitudinal direction

τw = µrσw, (1)

where τw is the material diffusion constant and w the sample thickness.
In a numerical context, hence subject to discretization, this implies the only spatial step ∆z

contraction, leaving ∆x and ∆y unchanged, and that the subgridding should be applied to the
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Figure 1: The EM problem is a rectangular waveguide with a lossy slab (AB) filling the transverse section.
(a) Longitudinal view of the waveguide filled by a lossy thin slab. (b) The physical waveguide WR − 340
has been represented by three independent FDTD lattices, coupled through the HSG method.

only Ex and Ey components, treating the computation as an array of mono-dimensional FDTD
schemes [5]. Numerical code has been developed relying on this argument, allowing for a simplified
application of the HSG method in our three-dimensional structure. Both the intrinsic HSG and the
longitudinal approximation inaccuracies have been quantified through the relative error analysis. It
is crucial to verify HSG efficiency, as its application leads to a strong reduction of the computation
time. This makes use of the reference “fullgridding” scenarios: the first one is made of the classical
FDTD lattice with a very coarse spatial discretization, while the second one is characterized by a
very fine discretization. HSG model of the investigated problem is shown in Fig. 1(b). Tab. 1(b)
reports the space and time steps for every implemented grid, and the number of total cells used to
implement each guide. As shown in Fig. 1(b), each grid of the structure is independent from each
other thanks to the spatial offset ∆A1 introduced in GA1, ∆B in GB and ∆A2 in GA2 referred
the incident waveguide GIN . This allows for a grid length reduction and a comfortable lattice
numbering w.r.t the reference waveguides GL and GH, provided a proper parametrization. As a
matter of fact, the material slab has been placed between the node A = 54 and the node B = 56
with the conversion formulas

Zin = (A−∆B) ∗Ns (2)
Zfi = (A−∆B + 1) ∗ (Ns − 1) (3)

taking account of the decimation from grids A. In virtue of the parametrization, it is possible to
retrieve the higher-resolution reference guide case just setting ∆B = 0. In our Huygens implemen-
tation we took the following offset values: ∆A1 = 0, ∆B = 35 and ∆A2 = 60. Each domain is
terminated by the PEC condition along x̂ and ŷ, while PMLs [11] have been used to simulate the
matching between domains, as noticeable in Fig. 1(b). Electric and magnetic field have been forced
upon grids GA1 and GB plus GB and GA2 and vice versa to realize the coupling through the
Equivalence Theorem. In our contest, the working region of GA1 and GA2 are placed at the left
of HS1 and at the right of HS4 respectively, while that of GB is placed between HS2 and HS3.
Complementary regions of each domain are, naturally, the non-working areas, which could be ter-
minated to whatever condition. PMLs have been chosen as we found them naturally representative
of the three structures matching: this is required as the physical waveguide has been modeled by
separate structures.

2.2. FDTD Structure Details

The HSG structure is decomposed into three waveguides, coupled through the Huygens surfaces as
shown in Fig. 1(b). The incident field propagates inside the coarse guide GA1 reaching the first
Huygens/anti-Huygens pair, that excites the higher-resolution domain, containing the material
slab. The field penetrated through the lossy material gets coupled to the coarse guide GA2 by
the second Huygens/anti-Huygens pair. Waveguide GB needs for a spatial step reduction because
of the presence of a lossy medium [12]. A way to quantify that reduction is to use the Courant-
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Friedrich-Lewy condition, calculated with the complex propagation constant [5], as follows

∆zb =
c∆tb∆x∆y√

C (σ, ε, µ, ω)∆x2∆y2 − c2∆t2∆y2 − c2∆t2∆x2
, (4)

where

C (σ, ε, µ, ω) =
εrµr

2

(
1 +

√
1 +

( σ

ωε

)2
)

, (5)

and which relates the material parameter to the spatial step ∆z, since the propagation takes place
along ẑ. It is worth remarking that the contraction does not affect ∆x and ∆y, which have been
kept to the values adopted for GA1/2. Thus, the ratio

Ns =
⌊

∆ta

∆tb

⌋
=

⌊
∆za

∆zb

⌋
, (6)

gives the decimation factor Ns for the space and time step, which must be odd as pointed out by
Berénger in his seminal paper [4]. There, a late time instability in HSG has been found, perhaps
due to some spurious components generated by the subgridding operation, caused by the imperfect
compensation between the re-radiating Huygens and anti-Huygens surfaces in working regions. As
we will appreciate in the next Section, in our simulation we did not observe any late instability,
even for very long simulation epochs (more than 105 iterations) compared with the pulse width.
It is guessed that this effect could be ascribed to the presence of both PEC conditions and the
dissipative material, which reduces the propagation time in guide GB and attenuates the spurious
signals from the equivalent surfaces. If so, the instability has not been removed at all, but just
delayed, either because of the use of a time limited excitation and the presence of a lossy medium.
This aspect still needs for a clear and rigorous explanation. An important parameter, of interest
in the evaluation of the FDTD accuracy in presence of a lossy medium, are the cell densities

δx =
λ0

∆x
, δy =

λ0

∆y
, δz =

λ0

∆z
. (7)

It has been shown that the numerical dispersion (in this case along ẑ) is negligible if this density
is greater than 20, as showed in Tab. 1(a). In other words, it is well known that simulating the
propagation inside a lossy material requires a computation time proportional to the dissipative
effect. This is the key aspect for deriving the grid sampling parameters. For example, Eq. (4) gives
the time step contraction with an increasingly conductivity: a smaller ∆t means a greater number
of iterations for the same simulation epoch — i.e., a longer computation time.

Table 1: FDTD parameter values for the HSG model of simulated structures.
(a) Cell densities w.r.t. Ns.

WG Ns δx δy δz
GL 3 27.86 27.95 27.74
GH 3 83.59 83.26 83.23
GA1/2 3 27.86 27.95 27.74
GB 3 83.59 27.95 27.74
GL 5 27.86 27.95 27.74
GH 5 139.3 139.8 139.7
GA1/2 5 27.86 27.95 27.74
GB 5 139.3 27.95 27.74
GL 7 27.86 27.95 27.74
GH 7 195 195.7 194.2
GA1/2 7 27.86 27.95 27.74
GB 7 195 27.95 27.74

(b) Space and time steps for every implemented structure.

WG ∆x (mm) ∆y (mm) ∆z (mm)
GINH 5.403125/Ns 5.3625/Ns 5.38/Ns

GH 5.403125/Ns 5.3625/Ns 5.38/Ns

GIN 5.403125 5.3625 5.38
GL 5.403125 5.3625 5.38
GA1 5.403125 5.3625 5.38
GA2 5.403125 5.3625 5.38
GB 5.403125 5.3625 5.38/Ns
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3. RESULTS

The main goal of our investigation was to compare the results of the HSG guide with those of the
reference guides, in order to evaluate the HSG method accuracy. Figs. 2(a) and 2(b) report the
frequency behavior of S11 and S21 for selected values of σ and εr. Fig. 2(b) reports the only S21 as
in presence of a good conductor the reflection is high. From those plots it is possible to notice a
very good agreement between HSG and the reference guides, whence the global discrepancy is less
than 2–3 dB over the investigated frequency range and for different values of electrical parameters.
Therefore, the HSG method has found to be appropriate in this class of EM problems. Besides, the
validity of adopted numerical approximations has been demonstrated, especially for high conduc-
tivity, as shown in Fig. 2(b), where the HSG and HR results are almost superimposed, indicating
that no spatial contraction is required on the transverse section to compensate the numerical dis-
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Figure 2: Frequency behavior of S11 and S21 w.r.t. the reference guides and Ns.
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persion. On the contrary, the greater departure from LR results indicates the necessity of applying
a longitudinal spatial contraction: this increases the computation time. On the other side, the
possibility of taking out the material in a separate HR grid dramatically reduces the global domain
resolution — i.e., less required time for the entire simulation epoch. We quantified the error intro-
duced by our HSG application. In particular, relative errors are evaluated between the reference
(higher-resolution HR and lower-resolution LR) and the HSG guides as

ε = 20 log




∣∣∣SHR,LR
i1 − SHSG

i1

∣∣∣
∣∣∣SHR,LR

i1

∣∣∣


 . (8)

where i = 1, 2. Results are reported in Figs. 3(a) and 3(b). As expected, the relative error is
smaller for HR comparison when σ is greater than zero. Moreover, epsilon slightly increases with
the decimation factor Ns, even with apparent convergent behavior, as well noticeable in S21 of
Fig. 3(b). Oblique directions — i.e., x̂ and ŷ — becomes a key point when the sample is excited
by the field of a resonant cavity, for example the chaotic field of an RC, simulated with multiple
plane waves coming from random directions [5]. Last but not least, the HSG allows for reducing
the computation time of a factor 2.

4. CONCLUSION

An application of the HSG method has been presented and validated. The implemented structure
is a rectangular waveguide WR − 340 with a planar sample in between, which fills completely the
transverse section. The physical structure has been modeled by three numerical domains coupled
by two Huygens/anti-Huygens surfaces: the first one (LR) hosts the incident/reflected signals,
the second one (HR) embodies the lossy material while the third one (again LR) collects the
transmitted signal. Results for S11 and S22 have been compared with two single domain reference
guides, one (LR) without spatial contraction along the longitudinal section and one (HR) with
the spatial reduction along the all Cartesian directions, in order to validate the goodness of the
HSG application. Moreover, a relative error analysis has been presented to quantify the method
inaccuracy, even w.r.t. the increasing decimation factor. Minimum errors have been obtained with
the HR guide, demonstrating HSG is a reliable, accurate and less time consuming method.

REFERENCES

1. Chevalier, M., R. Luebbers, and V. Cable, “FDTD local grid with material traverse,” IEEE
Transactions on Antennas and Propagation, Vol. 45, No. 3, 411–421, March 1997.

2. Maloney, J. G. and G. S. Smith, “The efficient modeling of thin material sheets in the finite-
difference time-domain (FDTD) method,” IEEE Transactions on Antennas and Propagation,
Vol. 40, No. 3, 323–330, March 1992.

3. Maloney, J. G. and G. S. Smith, “A comparison of methods for modeling electrically thin
dielectric and conducting sheets in the finite-difference time-domain (FDTD) method,” IEEE
Transactions on Antennas and Propagation, Vol. 41, No. 5, 690–694, May 1993.
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Abstract— A novel marine controlled-source electromagnetic method based on system identi-
fication using invert-repeated M Sequence as source signal is introduced. The M sequence signal
has the similar auto-correlation with white noise and the spectrum distributed. Derived from
Wiener-Hopf equation, the earth impulse response and frequency transfer function correlation
identification using M sequence signal are analyzed. So the seafloor thin resistor can be detected
both in time domain and frequency domain. In frequency domain we define the percent frequency
effect (PFE) and relative phase with multi frequency electric field response. The IP effect influ-
ence on PFE and relative phase were studied by 1D modeling. If a high resistor with induced
polarization (IP) formation is present, the differentiation of percent frequency effect with offset
or the differentiation of relative phase with offset will have a peak value at appropriate offset,
this offset can be used to estimate the buried depth of the resistor IP formation, it is empirically
about 2.2 to 3.5 times of the buried depth.

1. INTRODUCTION

In recent years, a promising technology of marine controlled-source electromagnetic (MCSEM,
seabed logging: SBL and multi-transient electromagnetic: MTEM) for hydrocarbon exploration
have been established (Eidesmo et al., 2002; Ellingsrud et al., 2002; Srnka et al., 2006, Edwards,
N., 2005; Constable S., 2006, 2007; Ziolkowski, et al., 2007). MCSEM methods use a horizontal
electric dipole (HED) to probe the subsurface. Because HED is a galvanic source and charge
buildups at the reservoir boundaries, so MCSEM has the sensitive ability to distinguish the resistive
abnormal formation, especially the gas hydrate reservoir. The MCSEM method can be conducted
both in frequency domain (FCSEM) and in time domain (TCSEM) surveys. The time-domain
configurations have developed for it has less influence by the “air wave” in shallow water area than
in frequency domain measurements (Yuguo Li, 2008; Ziolkowski, et al., 2007). But larger signal-to-
noise ratios can be achieved at larger source receiver offsets in the frequency domain measurements
in area of sea water depth is more than 500 meters.

In the frequency domain observation, the HED source is towed along survey line sinking in the
sea water above the seabed about 50 meters, and continuous transmitting a square-wave current. A
set of receivers (typically from 10 to 50) are deployed from a survey vessel along the survey profile
line(s), and autonomously record the steady-state electromagnetic field response of the fundamental
harmonic or the triple frequency harmonic. In order to improve efficiency, the pseudo-random signal
was adopted as the source signal which contains a number of the main frequency (Rune Mittet,
2008). Many numerical results (Um 2007, Ueda 2008) show that survey with multi-frequency can
improve the detection of deep buried thin resistor.

In shallow water areas survey in time domain have some advantages. Ziolkowski et al. (2008)
reported they have obtained excellent marine multi-transient EM data in shallow water. The
essence of the multi-transient electromagnetic (MTEM) method is that both the received voltage
and the input current are measured simultaneously and the earth impulse response is recovered
from these two measurements by deconvolution. The source signal is a coded finite-length signal
such as a pseudo-random binary sequence (PRBS).

In this paper, we developed a method similar to MTEM, using invert-repeated PRBS sequence
(put the bits of PRBS negative every two bits) as source signal. We call the invert-repeated PRBS
sequence as M sequence. Its auto-correlation function is invert-repeated and has a wide frequency
band. We use M sequence as source signal to recover the earth impulse response similar to MTEM.
We also derived some parameter in frequency domain. These parameters can indicate deep buried
thin resistor sensitively, but easily influenced by the strong induced polarization effect. We studied
the IP effect influence on PFE and relative phase by 1D modeling.
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Figure 1: Multi-offsets inline dipole-dipole survey configuration.

2. PSEUDO-RANDOM MARINE CONTROLLED SOURCE ELECTROMAGNETIC
BASED ON CORRELATION

Like seabed logging (SBL) and multi-transient electromagnetic (MTEM), pseudo-random marine
controlled source electromagnetic use a HED to inject multi-transient current (M sequence) into
the geo-electrical system, and using multiple receivers inline configuration with HED source mea-
suring the electromagnetic field response simultaneously (see Fig. 1). So we can obtain multi-offset
electromagnetic response with multi-frequency. And the earth impulse response is recovered by
deconvolution of the source current signal and electromagnetic field response measured simultane-
ously.

A PRBS is a sequence that switches between two levels, say +1 and −1, at a pseudo-random
integer multiple of a chosen time interval ∆t. Conventionally the sequence consists of continuous
series of identical cycles each of length N = 2n−1 samples where n is an integer known as the order
of the PRBS. The autocorrelation function of the sequence consists of a series of peaks separated
by the cycle period N∆t. We can get the M sequence by put the bits of PRBS negative every two
bits, so one cycle M sequence is two times long than the PRBS.

For a linear system, if the input signal is f(t), the output is y(t), the system output is the
convolution of input and impulse response

y(t) =
∫ Ts

0
h(τ)f(t− τ)dτ (1)

where Ts is the adjust time of the linear system. In the particular case τ > Ts, h(τ) = 0, so the
cross correlation function Rfz(τ) of input f(t) and output y(t) is

Rfz(τ) =
∫ Ts

0
h(s)Rff (τ − s)ds (2)

This is Wiener-Hopf equation. Compare with (1), if the input signal is a δ function, the system
output is impulse response y(t) =

∫∞
−∞ h(s)δ(t− s)ds =h(t), in a similar way, if the auto correlation

of input f(t) is a δ function, we can obtain

Rfz(τ) =
∫ Ts

0
h(s)Rff (τ − s)ds + Rfn(τ) = K

∫ Ts

0
h(s)δ(τ − s)ds = Kh(τ) (3)

where K is magnification factor. Rfn(τ) is the cross correlation of input f(t) and noise n(t).
Because the controlled source electromagnetic measurement is the earth system and recording

system response to excite signal f(t)

y(t) = he(τ) ∗ hs(τ) ∗ f(t) (4)

where he(τ) is impulse response of earth system, hs(τ) is impulse response of recording system. In
Laplace domain, let s = jω, the Fourier transformation of Rfz(τ) the there is

Szf (s) = Hs(s)He(s)Sf (s) (5)
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where Szf (s) is Laplace transformation of Rzf (τ), and Sf (s) is Laplace transformation of Rf (τ).
So the transfer function of the earth system in frequency domain can be obtained

He(jω) =
(

Szf (jω)
Sf (jω)

)
/Hs(jω) (6)

When exciting signal is M sequence, the solution of (6) can be easily achieved. And its invert
Laplace transformation will be impulse response of seafloor geo-electrical system. So not only we can
use the time information of recovered impulse response to estimate the distribution of electrical
formation by multi-offset survey configuration (Edwards, 2005; Wright, et al., 2002, 2007), but
also we can use multi-frequency electromagnetic response measured simultaneously to indicate the
presence of deeply buried thin resistor.

3. SOME PARAMETERS IN FREQUENCY DOMAIN

Induced polarization (IP) is also an effective method for oil and gas exploration. Because the leaking
hydrocarbon moves upward, the pyrite halo will be formed at the top of the reservoir. The reservoir
traps also have significant differences in physical and chemical properties contrast to host rock. So
a detectable difference of geophysical and geochemical fields is formed (for example, resistivity,
IP, SP, et al.). This provides physical properties premise for directly oil-gas reservoir exploration
using the electromagnetic and SIP method. The electric field response with multi-frequency can
be recorded simultaneously with inline multi-offset dipole-dipole configuration, Based on pseudo-
random invert-repeated M sequence as the source. We have put forward the PFE and differentiation
of PFE with offset and differentiation of relative phase with offset in the frequency domain and
these parameters have fine resolution ability for seabed resistive thin layer. So we can identify the
oil and natural gas hydrate reservoir with Multi-parameters.

We have modified the layered 1D numerical modeling code to study the IP effect. The induced
polarization effect is added by using Cole-Cole model. The complex resistivity formula of Cole-Cole
model is

ρ∗ = ρ0

(
1−m

(
1− 1

1 + (iωτ)c

))
(7)

where ρ∗ is the complex resistivity; ρ0 is the DC resistivity (Ω ·m); ω is the angular frequency; m
is the intrinsic chargeability; τ is the time constant (s), c is the relaxation parameter depend on
frequency.

Excited by galvanic current the electromagnetic field response observed in geophysical surveys,
in general case, reflect two phenomena: (1) electromagnetic induction (EMI) in the earth, and (2)
IP effects related to the relaxation of polarized charges in rock formations. It is the function of
frequency and transmitter-receiver distance, with amplitude and phase in that

He(jω, r) = A(ω, r)ejφ(ω,r) (8)

where ω is the angular frequency; r is the transmitter-receiver distance.
The electromagnetic response is measured simultaneously excited by multi-frequency pseudo-

random signal, so three parameters are deduced

a. Percent frequency effect (PFE)

PFE(r) =
A(ωD, r)−A(ωG, r)

A(ωG, r)
× 100%, (ωG > ωD) (9)

b. Differentiation of PFE with offset

DPFE
(

ri+1 + ri

2

)
= PFE(ri+1)− PFE(ri) (10)

c. Relative phase and differentiation of Relative phase with offset

pha(r) =
kϕ(ω, r)− ϕ(kω, r)

k − 1
(11)

Dpha(r) = 100× (pha (ri+1)− pha (ri)) (12)
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In our numerical code of layered model of the seafloor electromagnetic response, the recursive
algorithm released by Edwards (1997) is adopted. In the formula we use complex conductivity
parameters. Layered seabed model is shown in Fig. 1. Multi-frequency electrical field response
with multi-offset are calculated according to different depth of the sea water, different thickness of
resistor, different layer resistivity of resistor, different buried depth of resistor, as well as different
Cole-Cole model parameters m, τ and c of the resistor layer. We also compared the electromagnetic
response with IP effects and without IP effects. In the model shown in Fig. 1, we select seven main
frequencies response of 1/16 Hz, 1/8 Hz, 1/4 Hz, 1/2 Hz, 1Hz, 2Hz and 4 Hz. The transmitter-
receive distance change from 800 meters to 8,000 meters, receiver interval is 50 meters.

Change Cole-Cole model parameters of the intrinsic chargeability m, time constant τ , frequency
coefficient c, can cause distinctive change both in differentiation of relative phase with offset and
differentiation of PFE with offset. We calculate the EM response with change the chargeability m
as 0.1, 0.5, 0.8 respectively. The differentiation of relative phase with offset versus offset according
to chargeability m was shown in Fig. 3. The EM response of high frequency 2 Hz and low frequency
1Hz are used in calculation. As well as the EM response of high-frequency 2Hz and low-frequency
1/16Hz were used in calculation of PFE. The location of negative minimum of differentiation of
relative phase with offset and the positive maximum of PFE in offsets would move to larger offset
with the chargeability m increasing. The curves were shown in Fig. 3 and Fig. 4 separately. Change
the frequency coefficient c and time constant τ cause a similar change trend.

The location of the negative minimum of differentiation of relative phase with offset and the
maximum of differentiation of PFE with offset in offsets are related to the buried depth of resistor
layer. And therefore these feature point can be used to find out the buried depth of resistive and
high polarization thin layer qualitatively.

Figure 2: Differentiation of relative phase with offset
versus offset according to chargeability m

Figure 3: Differentiation of PFE with offset versus
offset according to chargeability m

4. CONCLUSION

The impulse response and transfer function of the earth can be correlation identified using M
sequence. The multi-frequency seafloor electromagnetic response can be measured simultaneously
with inline multi-offset dipole-dipole configuration using M sequence as source signal. So we can
detect the subsurface both in time domain and in frequency domain. In time domain the transient
impulse peak time can be a good indicator for seafloor resistivity distribution. In frequency domain,
Multi-frequency observation of the mCSEM is conducive to distinguish oil-gas resistor thin layer
from seabed. Differentiation of relative phase and PFE with offset are derived from the multi-
frequency electromagnetic response, these two definitions can be sensitive indicators for economic
resistor thin layer. And the buried depth of the resistor thin layer can be estimated by the anomalous
feature point location versus offset. Weak IP effect can induce the magnitude change of electrical
field response versus offsets. Differentiation of relative phase (or PFE) with offset is more sensitive
to reflect the resistor thin reservoir. Consider the effect of IP can make a practical explanation for
marine controlled source electromagnetic surveying.
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1. INTRODUCTION

Thin amorphous magnetically soft microwires attract recently growing attention because of their
excellent soft magnetic properties and giant magneto-impedance (GMI) effect, extremely thin di-
mensions and possibility for applications in magnetic micro-sensors and tuneable composite mate-
rials. Magnetically soft properties and consequently GMI effect can be optimized in according to
concrete applications by using appropriate heat treatments and manipulating fabrication parame-
ters and/or chemical composition of metallic nucleus [1, 2]. GMI attracted great attention in then
field of applied magnetism owing to the large sensitivity (up to 600%) to the DC magnetic field,
H, when the high-frequency current flows along the magnetic conductor [3]. Additionally recently
new class of tuneable composite materials based on thin ferromagnetic wires with the effective
microwave permittivity depending on an external stimuli, such as DC magnetic field, tensile stress
and/or temperature have been introduced [4].

Since the discovery of the magneto-impedance effect twenty years ago, a number of researches
and developments in this direction have been widely performed. It has been found that high
magneto-impedance effect is related with magnetic softness of magnetic wires and it is particularly
high in wires with vanishing magnetostriction constant (CoFe-based microwire) [5]. Later the tensor
nature of magneto-impedance in ferromagnetic amorphous microwire has been found and that only
its off-diagonal components possess the asymmetrical dependence on magnetic field, the necessary
condition for determination the magnetic field direction [6]. The real off-diagonal impedance sensor
design for incorporation into integrated circuits was proposed in a number of papers [3, 7, 8]. Sensors
based on off-diagonal impedance successfully applied in commercial products as high sensitivity
magnetic field devices [1, 9].

Here we report novel results on high frequency GMI effect (between 10 MHz and 7GHz) and its
correlation with soft magnetic behaviour in thin amorphous microwires (Co-Fe-rich with nearly-
zero magnetostriction constant) with metallic diameter between 6 and 16µm choosing adequate
samples composition and geometry we able to tailor their magnetoelastic anisotropy and respec-
tively magnetic softness and GMI. Frequency dependence of GMI effect (microwire impedance Z)
has been measured and analyzed. Hysteresis on Z(H) curves has been observed at low H.

2. EXPERIMENTAL

Hysteresis loops have been measured by the induction method, as described elsewhere [1, 2].
Nearly-zero magnetrostrictive Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 microwires with metallic nucleus

diameter between 6 and 16µm have been fabricated by the Taylor-Ulitovski method, as described
elsewhere [1].

Previously we already reported on excellent magnetic softness and high GMI effect of Co67.1Fe3.8

Ni1.4Si14.5B11.5Mo1.7 microwires with metallic nucleus diameter, d about 20µm [2].
The impedance was evaluated using impedance analyzer HP4192A at frequencies 10–500 MHz,

as described elsewhere [2]. Real, imaginary components and absolute value of impedance have been
measured.

The circular magnetic fields hϕ is produced by the currents iw running through the wire. At
the wire surface hz = i/2πa, where a is the wire radius. The longitudinal magnetic fields hz is
produced by the currents ic running through the exciting coil, hz = N1ic, where N1 is the exciting
coil number of turns.

In sensor application, pulse excitation is preferred over sinusoidal because of simple electronic
design and low power consumption. The practical circuit design [3, 7–9] consists of pulse generator,
sensor element and output stage.
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3. RESULTS AND DISCUSSION

Both hysteresis loops and magneto-impedance, Z(H) of nearly-zero magnetostrictive Co67.1Fe3.8-
Ni1.4 Si14.5B11.5Mo1.7 microwires exhibit strong sensitivity to the ratio, ρ, the metallic nucleus
diameter, d, to the total microwire diameter, D. The hysteresis loops of microwires with different
metallic nucleus diameters, d are presented in Fig. 1.

All studied microwires exhibit low coercivity (generally below 15A/m) with well defined mag-
netic anisotropy field, Hk (see Fig. 1).

It worth mentioning that samples with different d but with similar ρ-ratio exhibit very similar
hysteresis loops (see loops for the samples with 11.8 and 16.6µm in Fig. 1), but the magnetic
anisotropy field significantly depends on ρ-ratio. Therefore we can assume, that the ρ-ratio is the
main parameter for comparison hysteretic magnetic properties between the samples.

Magnetic field dependence of real part of the longitudinal wire impedance, Z(H) is also strongly
affected by the ρ-ratio (see Fig. 2).

Field dependence of the off-diagonal (ςϕz = vc) voltage response of nearly zero magnetostriction
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Figure 1: Hysteresis loops of Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 microwires with different ρ-ratio (a) and effect
of sample geometry (ρ-ratio) on magnetic anisotropy field, Hk (b).
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Figure 2: Z(H) dependences of Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwires with different ρ-ratio.
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(λs ≈ −3× 10−7) Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 with metallic nucleus diameters, d ranging from
6.6 to 16.8µm (ρ-ratios ranging between 0.42 and 0.8) exhibits anti-symmetrical and un-hysteretic
shape (Fig. 3). At certain magnetic field, Hm, the off-diagonal voltage reaches the maximum
value. Usually magnetic field corresponding to the maxima, Hm, is associated with the magnetic
anisotropy field [9–11]. Between −Hm and Hm at certain field range there is an almost linear
dependence of the off-diagonal voltage on magnetic field. This linear region of the curve depends
on microwires geometry but in any case is smaller than whole −Hm to Hm range.

Absolute value, real and imaginary components of impedance have been measured at frequencies
till 3GHz. Results for absolute values of Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 microwires are shown in
Fig. 4.

It is worth mentioning that although magnetic field corresponding to the maximum increases
with frequency, f , there is a small hysteresis on Z(H) dependence at low fields when we measuring
Z first increasing and then decreasing magnetic field from negative maximum value of magnetic
field, −Hmax to Hmax. The field corresponding to the minimum, Hmin, does not change with f
(Fig. 5).

Observed dependences can be attributed to ferromagnetic resonance (FMR)-like behaviour of
GMI effect (increasing of Hm with frequency), while low field hysteresis should be related with low
frequency magnetic properties and magnetic anisotropy.

Figure 6 shows Z(f) dependences (real, imaginary and absolute value) measured for Co67.ge1Fe3.8

Ni1.4Si14.5B11.5Mo1.7 microwires (d = 21.4µm, D = 26.2µm, ρ = 0.82) with applied magnetic field,
H as a parameter. Observed dependences exhibit resonance-like behaviour. We plotted f2

res(H)
dependence where fres — frequency corresponding to such resonance (Fig. 7).
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Figure 3: Field dependence of the off-diagonal
voltage response for nearly zero magnetostriction
Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 microwires with
different d.
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Figure 6: Dependences of real, imaginary and absolute value of impedance on frequency with applied field,
H, as a parameter.

Indeed, f2
res(H) fits very well with linear dependence, like in the case of ferromagnetic resonance

(Fig. 7).
Generally, most convenient way to tailor GMI properties of already fabricated microwires is

thermal treatment. Joule heating gives simplest possibility to anneal the samples.
Under DC current annealing the Hm decreases from 480 A/m in as-cast state to 230 A/m after

5min annealing with 50 mA current (see Fig. 6).
Observed dependences of the hysteresis loops and Z(H) on ρ-ratio (Fig. 1) should be attributed

to the magnetoelastic anisotropy related with the internal stresses induced by simultaneous quench-
ing of metallic nucleus and glass coating [12]. The strength of such stresses increases with increasing
of the glass coating thickness, i.e., decreasing ρ. Consequently, magnetic anisotropy field, Hk, de-
creases with ρ [12–14].

The Joule heating of nearly zero magnetostriction microwire results in decreasing of magnetoe-
lastic energy and therefore improvement of the magnetic softness [1]. Therefore, observed change
of Vc(H) curves induced by Joule heating resulted in sharper Vc(H), lower maximum field, Hm

and higher magnetic field sensitivity (Fig. 8). These changes should be related with the stress
relaxation.

Joule heating reduces internal stresses and enhances the Vc. It is important to note that even
short current pulses affect Vc(H) curves, indicating quite high sensitivity of Vc(H) curves to internal
stresses.

Understanding of the obtained results allows us to tailor the microwire magnetic properties
for its application in magnetic sensors through the selection of their composition and/or thermal
treatment conditions.
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Figure 8: Vc(H) dependences of as-prepared
and annealed with 50 mA for 5 min
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 (d = 9.4 µm,
D = 17 µm).

4. CONCLUSIONS

Magnetically soft Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 thin (d = 6–16µm) microwires with low coerciv-
ity values have been fabricated. Considerable dependence of magnetic anisotropy field, hysteresis
loops, ςϕz(H) and Z(H) dependences on ρ-ratio is observed. Magnetic anisotropy field is deter-
mined by ρ-ratio. Microwires with nearly zero magnetostriction possess anti-symmetrical shape
with almost linear magnetic field dependence within certain magnetic field range.

Frequency dependence of GMI effect (microwire impedance Z) has been measured and analyzed.
Joule heating significantly affects the off- diagonal MI curves of Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7

microwires: after DC current annealing the Hm decreases and maximum value of Vc increases.
Thermal treating is additional effective factor in tuning of MI dependence along with alloy

composition and geometric parameters.
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Abstract— In this paper we review the celebrated experiments of Einstein-de Haas and Zeeman
for the charge/mass ratio determination, which are usually explained in the framework of quantum
mechanics in terms of conservation of the total angular momentum of radiation and matter by
means of the selection rules. We essay to show that both experiments are amenable to alternative
explanations that dissent from quantum mechanics, as long as we are willing to distinguish
between a “signal” and its “transduction”. We also recall that the transduction effect for the
Einstein-de Haas experiment has been reproduced under controlled conditions in autopilots. We
propose that, whenever a generic transduction phenomenon, which in general is non linear, can be
reproduced in a controlled fashion, such controlled reproduction is considered an “explanation”
of the radiation-matter interaction that results in the given phenomenon.

1. INTRODUCTION

When probing for the “radiation-matter interaction” consists of illuminating the objects, receiving,
processing and interpreting images from them, the result of the interaction is a photograph. An
image may resolve the material structure as much as possible through magnification, and allow
recognition of the subjects, without requiring nor permitting any tighter relationship with the mat-
ter. Advancements in teledetection let the misconception pass off that images faithfully reproduce
material structures. Pseudo-coloring may replace the usual physiologic encoding with a different
one, chosen on the basis of, say, geographical properties, so as to graphically render functional
facets. The possibility to modulate light by pulse compression techniques supports investigating
the sensibility of specific materials to different radiations. Quantum mechanics already tried to
specify a connection between radiation and matter that involves more than photographic aspects.
It consists of interpreting gas spectral lines as energy distributions, and assigning the corresponding
dynamical behaviors to the atomic systems that have those energy eigenvalues. That approach,
originally based upon an atomic model customary to chemists, eventually promoted communication
technology as a tool in analytical chemistry.

Anyhow, some interactions with light are known that go beyond photographic aspects, as they
alter the matter. Some vitally important processes, such as photosynthesis, explicitly include
light among their “reactants” [1]; photography itself used photoreaction to create latent images
on emulsion glass plates. Among such examples, we may also count transducers, including piezo-
and thermoelectric ones, as well as coherers and diodes. The latter ones are considered detectors
rather than “photo-reactants”, because telecommunications traditionally deal with electromagnetic
waves reception, without taking care all that much about the reactions that they might cause
in the matter. In preparative chemistry, instead, light plays a role similar to that of electricity
in galvanization processes and batteries. However, that has contributed to elude comprehension
by quantum mechanics: On the one hand, in its attempt to explain the chemical valence as a
consequence of its energetic interpretation of the spectra, quantum mechanics “photographs” the
atomic-energetic state of each element in the periodic table. On the other hand, the wave-particle
dualism lets it attribute to photons the same kind of reaction “by contact” that characterizes
chemistry from J. Dalton onward. As chemical reactions are interpreted thermodynamically, that
dualism has the practical effect to reduce the “thermal” or “non thermal” role that light may play
in the interpretation of chemical mechanisms, to a definition question [2, 3]1. The Cole brothers
have proposed, as an alternative, to strengthen the analysis of permittivity of substances in bulk,
presenting them schematically as linear electrical circuits [4]. To date, their alternative has suffered
the lack of logical connections between electrical states and material states [5]. One way to obviate
that deficiency is to completely drop connections between states, and associate reactions with the
corresponding variations of electrical parameters. Obviously, those electrical variations cannot be
interpreted as encoded signals; rather, their explanation relies upon the possibility to control the

1The temperature measured during an exothermic reaction does not necessarily correspond to a thermodynamic state
parameter.
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course of reactions. That point of view might establish a bridge toward radiochemistry. In the rest
of this paper, we try and interpret the electromagnetic response of the matter so as to make the
suggested alternative credible.

2. ABOUT THE RADIATION-MATTER INTERACTIONS

In chemistry, the main inorganic reversible reactions are explained by means of the law of mass
action; that is, the law determining that, at equilibrium, the formation of products depends on
the chemical formula and the stoichiometry of the reactants. Spectra for various concentration
ratios can be recorded to plot binding isotherms. However, several reactions turn aside from
that law, either because they require an activation energy to be overcome, or because they are
chain reactions, catalytic, or autocatalytic. Such somewhat more complicated reactions are studied
kinetically. Their reaction rates can be followed by monitoring spectral changes over time. Taking
care of the electromagnetic response, various interesting modeling options for complex systems have
been proposed [6, 7]. Reductionists tend to express interactions in terms of binding forces among
elementary material components. Holistic stances try and represent the functional information
exchanged [8]. One concept that allows holistic reasoning to detach from the mechanical layer is to
regard the radiation-matter interaction as an exchange of information. However, until transmitting
information implies an amount of energy2, and conservation principles are applied to that exchange,
the attribution to radiation of a nature different from that of bodies is only apparent, because
the trade currency, energy, characterizes both of them in the same way. Instead, we propose to
concentrate on reaction rates, so as to consider radiation a property of interaction among reactants.
That way, electromagnetic waves don’t play the role of reactants, but are attributes of the relevant
chemical processes, and can be used to control them.

In this paper, we limit ourselves to examining the difference between reception and transduc-
tion, by illustrating it on two emblematic experiments: those of Einstein-de Haas, and Zeeman.
Their interpretation in quantum mechanics requires to complicate both the atomic model and the
conservation principles. That complication is associated with the spin hypothesis, a quantity that
has no classic counterpart. R. W. Pohl used to exhibit a working mechanical model of a gyroscope
during his lectures. He used it to show the interconnections between angular momentum and mag-
netic moment, in relation to spin. His gyroscope rotates around a vertical axis whose superior part
is a permanent magnet, while the inferior part, the pivot, has an air vent that feeds a flywheel,
conveniently pierced so that it works as a sprinkler. Two vertically layered Helmholtz coils cause
it to precede, while the axis’ slope can be varied through a horizontal couple of Helmholtz coils, by
feeding current at the precession frequency. The Planck constant, typical of microscopic phenom-
ena, does not show up in the equations of motion that rule the experiments of Einstein-de Haas
and Zeeman; therefore, the energy related with the radiation-matter interaction can be given the
classical interpretation of precession frequency. For the first experiment, the precession frequency
is linked to the expectation value of the macroscopic angular momentum exchanged between ra-
diation and matter. For the Zeeman experiment, the selection rules for the transition probability
between known energy levels are in relation with the conservation, and spin quantization produces
the spectral multiplets. Pohl’s model serves to see that the energy transmitted to the gyroscope
is maximal at the precession frequency, and possibly allows to grasp how quantum leaps happen
between rotational states that are “in resonance” with each other. Both experiments, either mak-
ing a mechanical determination of the torsion, or recording the spectral lines, result in the same
measure of the ratio between two quantities, e and m. In order to highlight a concept of resonance
more similar to the one found in acoustics, we observe that in the Einstein-de Haas experiment the
electrical excitation is transduced by a soft iron pendulum bob, and the induced torsional oscilla-
tion is selectively amplified at resonance. Einstein and de Haas measure no bare electric response.
Zeeman takes rather radical steps to obtain light emission from gaseous samples, and then only
considers the optical response, which he interprets as “information” pertaining to a reorganization
of the matter at the microscopic level. Today, the dynamical effect can be safely attributed to
spins, as there is no bulk electromechanical transduction.

2For simple systems, the “information” is assumed to consist of supplying the energy required for the effect to take place.
For complex systems, information is what allows them to self-organize, thereby lowering their entropy.
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3. SIGNAL RECEPTION BY RESONANCE METHODS AND MECHANICAL
TRANSDUCTION

Rather than stemming from the conservation of the angular momentum principle, like Pohl, we
propose to consider in the same way as signals even radiations that, according to the current ac-
ceptation of “signal” in telecommunications, don’t have the required qualifications. We don’t mean
that observed signals have some sort of natural encoding that we should be able to understand
when we’ll get the correct model, but we inquire whether signals accompanying transductions ad-
mit an explanation based on control. Let’s recall the acoustic meaning of “resonance”, to start
with3. At ordinary temperatures, it is difficult to get ready of all mechanical vibrations, most of
whose sounds remain unnoticed as they miss a resonant cavity. However, loud sounds sometimes
result in weak mechanical phenomena. At the chime of a bell, one may observe segmentations
in a nearby jet of water, or fluttering of pollen or similar light bodies. We can regard such phe-
nomena as cases of acousto-mechanical transduction. Technical applications include, for example,
deploying mechanical conversion of ultrasounds to detach small swarfs from glasswork (sonication).
Conversely, it is possible to generate a steady sound by rubbing a mallet round a da-qing, or a
wet finger round the brim of some glasses. Likewise, wind causes mechanical actions [9] that may
result in sounds. Differently, sound can be obtained by “sympathetic vibrations” in calm air by
Helmholtz resonators. In acoustics, the term resonance is used for both cases: acousto-mechanical
transduction and selective amplification.

Much like sound, low frequency electrical waves also can be converted to and from sustained
mechanical oscillations. In piezoelectric quartz crystals, elastic vibration modes can be elicited
by filtering with electrical LC circuits. However, quartz, as a circuital element, works at higher
frequencies than those convertible into audible sounds, and its Q4 as an electric filter is much higher
than that of common acoustics resonators. In addition, the higher the frequency, the more difficult
its mechanical conversion, and the higher the Q, at the same time. Thus, besides frequency, at
least the Q value is also important for conversion yields.

In modern medical applications of the Zeeman effect, samples are transiently excited at frequen-
cies where no “macroscopic” conversion is believed to occur. However, since electrical effects don’t
need a transmission medium, one may still question whether conversions could be obtained by feed-
back controlling the excitation of the sample in resonant conditions. As a matter of facts, in air all
luminous bodies burn, or somehow transform, at efficiency rates that can be sustained by keeping
supplies steady. That’s the case with carbon arc lamps, and oxy- or air-acetylene torches. But it’s
also the case with glowworms. By contrast, the effect of flash powder damps down. Besides those
light producing substances, others are known in the literature, whose reaction yield is enhanced
when they are polarized by means of electromagnetic impulses, in suitable conditions. As it happens
for sounds, the reverse effects also occur. Light sparks chlorine-methane reactions, and even more
swiftly hydrogen-chlorine reactions. On organic matter, the effects of light result in generally slower
and modulated reactions. Today, they are explained with the production of unpaired electrons in
the reactants’ orbitals, with no reference whatsoever to electromagnetic parameters. Incidentally,
it is known that also transformations of different kind than chemical reactions, such as changes in
aggregation state or isotopic enrichment, are related with permittivity variations. Thus far, while
it seems reasonable to expect to be able to electronically trigger and control a number of effects
in matter, it seems appropriate to try and determine what opposes their spontaneous appearance
whenever impedance variations are produced. Our analysis of Zeeman experiments highlights three
kinds of problems. 1) If a substance happens to have a very narrow resonance bandwidth at some
electromagnetic frequency, matching becomes essential to excite the sample as well as to detect its
electrical response. Then, at the monitored spectral frequency the detector is in resonance with
the sample, so that the observed resonance band characterizes the resonating system as a whole. If
power is fed at that frequency, then most of it is conveyed to the resonator, because the sample’s
bandwidth saturates. As the detector is the most delicate part of the system, the power may fire it,
which is not the wished transduction effect indeed. 2) If, by contrast, the natural Q of a resonance
band is too low, discerning the band becomes difficult for the opposite problem. Nevertheless,
assuming that the intensity of the response is proportional to the area of the plotted spectral band,
quite a lot of power could be conveyed by coupling through that channel. Then, the transferred
power may turn out to be insufficient to boost/sustain a transduction effect. Indeed, conversion

3Actually, the Latin term resonare (re + sonare = to sound again) recalls its acoustic origin.
4Q is the merit factor of a quartz working as a filter in a circuit. It may be tied to the gain of an amplifier. The relationship

between Q and the efficiency of electromagnetic conversions, our current subject, is less studied.
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cannot be sustained if it would take place too slowly or too rapidly in comparison to the power
transfer rate5. To obviate such inconveniencies, one can deploy dopant, catalysing, or moderating
substances, capable of changing the conversion rate. 3) Finally, an audio-frequency band that is
excited at room temperature because of the environment, can superimpose on an excited high fre-
quency. In this case, the superposition principle is valid for the signal received. However, if there
is no cross talk among resonating bands, the modulation is a “ghost” and cannot be pumped at
high frequencies.

4. THE CONSERVATION LAW FOR THE TOTAL ANGULAR MOMENTUM

In the past, the energy conservation principle used to be considered universal, and, most noticeably,
experimental6. It is an additive principle, in the sense that the conserved quantity results from
adding each single term that participates in the balance. Even without partaking in much of the en-
ergetic hype of his times, J. Clerk Maxwell did calculate expressions for the electric energy required
for charging a capacitor, and the magnetic energy stored in a coil. By contrast, J. H. Poynting
shared with M. Faraday the philosophy according to which the creation, including dielectrics, is
imbued with a unique energy, that can be transformed into different forms, depending on its final
usage, and is conserved even by radiation, if its flux across the system’s boundary is taken into
account. He derived from geometrical considerations the vector S = E ×H that today bears his
name7 and tied it to the expression of the energy that the electromagnetic field transports. In facts,
it is ∇S, obtained using Gauss theorem8, which is equated to the time derivative of electrical and
magnetic energy densities 1

2∂/∂t[ε0E2 + µ0H
2] in every volume element dV 9. In special relativity

notation, where xj are spatial coordinates, and x4 = ict is the fourth coordinate, the energy density
is just one component T44 = −1

2 [ε0E2 +µ0H
2] of the energy-momentum tensor, which becomes the

relativistic invariant. In this case, the “mixed” component: T4j = iSj , whose flux density is S/c, is
taken as an energy component. The spatial components of Tµν are those of Maxwell stress tensor10,
that is Tjk = ε0[EjEk − 1

2δjkE
2] + µ0[HjHk − 1

2δjkH
2]. In four-dimensional notation, hence, the

principle of energy conservation is put side by side with the momentum conservation law, derived
from the expression ∂jTjk +d/dt(pemk +pk) = 0. As detailed above, one can formally split the time
derivative in a term p for the density of the mechanical momentum, and a term pem = S/c2 for
that of the electromagnetic field [10]. In four-dimensional notation the linear momentum density
is described by the components Tj4 of the energy-momentum tensor.

Following the mechanical rules, the conservation of the total angular momentum is point-wise
tied to the sum of the mechanical and the radiation momentum, which is Mem = r× (E×H)/c2,
where r is the position vector relative to the fixed point. Poynting [11] associated to circularly polar-
ized light a stream of angular momentum that conditions the surfaces orthogonal to the direction of
propagation: According to him, to an angular frequency ω corresponds a momentum per unit area
in the propagation direction |Mem| = S/ω, given that Π = S/c is the radiation pressure. Today,
relativity considers the angular momentum conservation principle satisfied whenever T4j = Tj4.
In quantum physics, the principle is complicated because of the spin-radiation interactions, which
neither Einstein-de Haas nor Zeeman considered. At any rate, the principle utilized by them allows
to infer one or the other of the two momenta by just applying the formula: Mtot = Θ + Mem,
where Θ is the mechanical part.

5L. Boltzmann mentions he never could get a sound by “pressing” a grand piano key.
6J. P. Joule’s experiments were among the most favorably accepted. The validity of the first law for single quanta ~ω has

been a more controversial concept. For example, J. C. Slater unsuccessfully proposed that energy conservation may hold in a
statistical sense. To unify microscopic and macroscopic conservation principles one needs to explain why nuclear energy, that
pertains to a part of an atom, is so much higher than the total amount of energy that the whole atom can display in chemical
reactions.

7This representation should not be confused with H. R. Hertz’ one. Hertz avail himself of the concept of linked fields in
order to geometrically model aether waves. On the opposite, Poynting geometrically represents the energy of the electrostatic
and magnetostatic fields, for which he defines E ×H. Hence, in his representation the energy related to locally varying fields
arrives “with delay” to the positions characterized by the static fields.

8Although Poynting’s representation is geometrical, the surface on which Gauss theorem applies does not describe a geometric
shape. Therefore, while geometrically the shape enclosed within a boundary should remain unchanged after a change of
coordinates, in theory of relativity the energy-momentum tensor density expression is invariant thanks to Gauss theorem.

9In rationalized MKS units. Even without taking gauge transformations into account, ∀R S′ = S+∇×R satisfies the same
conservation principle.

10Maxwell called D and B stresses, E and H strains. Furthermore, he considered constitutive relations linear.



1358 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

5. THE EXPERIMENT OF EINSTEIN AND DE HAAS

The Einstein-de Haas experiment originated from a patent lawsuit filed by Anschütz against Sperry
on a gyrocompass oscillation-damping device, where Einstein participated as a consultant. Mechan-
ics teaches that, when a rapidly spinning gyroscope, supported at a distance from the center, is
hit orthogonally to its figure axis, rather than lapse in the direction of the hit, it develops a cyclic
motion by deviating in a perpendicular direction. When the gyroscope is gimbal mounted on a
watercraft where it serves as a compass, roll and pitch motions are the main sources of impulsive
perturbation. Any precession thus originated has to be damped, which Anschütz provided for by
means of an hydraulic brake. Anschütz’s legal argument against Sperry was the feedback principle:
Signals for corrections were gathered from the misalignment between the principal axis of inertia
and the spin axis when the gyroscope’s center of mass, which was normally located right below
the center of suspension, began to wobble. As the dispute was about the principle, and since
the device did not correct slow perturbations due to coming about, Einstein inquired whether an
electromagnetic brake, based upon a conservation principle, would have allowed to keep boats on
course. Corrections based upon a universal principle would have been independent of the kind of
perturbation.

Einstein assumes that the mechanical impulse can be compensated by the variation of magne-
tization dM/dt by virtue of the total angular momentum conservation principle. If magnetization
only depends on the magnetic moment Mem = AI11 due to the electrons circulating in a loop of
area A carrying a current I, the mechanical impulse L and the equivalent magnetic quantity are
tied by the relation dL/dt = −m/edMem/dt = Mem ×H. In magnetic saturation conditions, for
magnetization M we have dL/dt ∼= MemBϑ12. To evaluate the intensity of the magnetic moment,
Einstein and de Haas measure the torsional oscillations of soft-iron cylinders under different experi-
mental settings. In one of them the iron bob is of 7 cm length and 0.17 cm width, and it is sealed to
one end of a glass fiber of approx. 8 cm length, that is clamped to a stationary frame on the other
end. The bob hangs freely between two Helmholtz coils at a distance of 1 cm connected in series,
that can generate an axially symmetric alternating field. They assume dL/dt = Sd2ϑ/dt2 + Rϑ,
where ϑ is the angle of rotation of the cylinder, that they read projecting a light beam through the
gap between the coils on a mirror fixed on the cylinder itself. S is the moment of inertia of the cylin-
der, R is the shear modulus of the glass fiber, supposedly independent of the frequency of induced
oscillations. From the associated homogeneous equation they get T = 2π

√
(S/R) for the period of

free torsion oscillations13. Determining S and R, it is possible to find the conversion factor e/m.
Modern quantum theory teaches that such factor is not a universal constant, but for the specific
case of “free” metal electrons, it is to be fully ascribed to their spin14. There is also a more “clas-
sical” reason to hold that measure to not yield a universal constant: Until the cylinder oscillations
are free, it is correct to hypothesize that R is independent of the frequency. However, since the
free torsions of period T correspond to one natural frequency of the mechanical system, indepen-
dence ceases as soon as they are forced at approximately that frequency. Indeed, Einstein and de
Haas drive the coils exactly at that frequency, in order to selectively amplify torsional oscillations.
Furthermore, they obtain steadiness by manually controlling the rise of the iron bob oscillations.
Without feedback control, one motion would arise seemingly at random, because resonant systems
are very sensible to initial and boundary conditions. Leaving aside “resonance amplification”, the
transient tremble of the pendulum obtained by imparting a single current impulse, is evidence of

11The assumption is that the electron is an electromechanical transducer whose efficiency is independent of power and velocity.
The current I due to an electron circulating round a coil is I = −ev/(2πr). If the enclosed surface measures A = πr2, the
magnetic moment can be written as: Mem = IAn = − 1

2
er × v, where n is the normal to the surface, and v = ω × r. On

the other hand, in mechanics, when dL/dt = 0 one has L = mr × (ω × r) = m[r2ω − (rω)r] = mr2ω = Sω, where S is
the moment of inertia of a mass m at a distance r from the rotation axis. Thus, for low speeds Mem/L = − 1

2
e/m is the

gyromagnetic ratio of the electron. Assuming, with Bohr, L = h/(2π), the Bohr magneton is MB = 1
2
eh/(2πm). However,

there are two thorny issues. First, the ratio Mem/L which is assumed to be constant in those measurements. That is correct
if the masses don’t depend on velocity. The second issue is that conservation principles hold for linear and additive quantities.
According to Einstein’s and de Haas’ analysis, the conservation of the angular momentum L is related to the areal velocity:
L = m[x(dy/dt) − y(dx/dt)] = mr2(dϕ/dt). The latter expression results after we put x = rcosϕ, y = rsinϕ, which is not a
linear transformation (x, y) → (r, ϕ) like the ones involving the same energy conservation rule on either coordinate plane. It
can be easily seen that kinetic energy depends on geometric coordinates, and it is additive w.r.t. rotations and translations in
polar coordinates only: K = m/2[(dx/dt)2 + (dy/dt)2] = m/2[(dr/dt)2 + r2(dϕ/dt)2] = 1

2
mv2 + 1

2
Sω2.

12Einstein & de Haas compensated for the earth’s magnetic field. Furthermore, they believed that the soft iron nucleus would
magnetize as far as saturation by repeatedly imparting short current impulses to the coils.

13We neglected the damping term Pdϑ/dt, according to their analysis.
14The proportionality constant g in L = −g(m/e)M is called Landé g-factor. Here g = 2.
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electromagnetic transduction, which is due to the mobile iron core of the coils. Thus, we conclude
that the effect that Einstein and de Haas observe is the feedback controlled resonance amplification
of an electromagnetically induced torsional oscillation of the iron bob. The latter electromechanical
coupling is associated with transduction. It cannot be explained with a universal principle, such
as the conservation of angular momentum, because neither the electro-mechanical coupling nor its
resonant amplification are linear15.

6. THE ZEEMAN EXPERIMENT

In order to explain the Zeeman effect, we stem from the magnetic rotatory power discovered by
M. Faraday. This vectorial effect of light is observed after completely extinguishing a white light
beam passing through a transparent gyroelectric substance between two Nicol prisms, generally
called polarizer the first and analyzer the second. When no light is transmitted, the polarizers are
said to be crossed. Starting from the crossed condition, the effect consist in this: When applying
a magnetic field parallel to the beam, the light resumes transmission, and, in order to extinguish
it again, it is necessary to further rotate one of the prisms by an amount that depends on the
gyrotropic medium. The effect is ascribed to the rotation of the light polarization plane due to
the magnetic field. Much importance used to be given to that interpretation at the time, as it
endorsed the representation of magnetism by means of curls. In practice, the only object that
effectively rotates is one of the prisms, with respect to the other, and the effect can be described by
specifying the angle of displacement from the crossed position. That displacement is approximately
proportional to the applied field and to the amount of substance. However, it is not essential to
apply a magnetic field for the effect to appear; actually, it is at least one order of magnitude greater
using birefringent substances, said to be left- or right-handed according to the displacement of the
prisms from the crossing position. Apparently, thus, magnets can induce optical birefringence in
some substances that don’t otherwise show it up.

To be able to observe magnetic rotation, Faraday already “amplified” it by silvering the optically
polished surfaces on the beam’s path. P. Zeeman pioneered the extension of those observations to
gases, sodium vapors, at the beginning. The improvements he introduced concern fields of about
2 tesla generated by circular magnets having a small gap, and replacing silvered surfaces with a
Michelson’s echelon16; both of them contribute to amplification. In an attempt to get a uniform
view of Faraday’s and Zeeman’s effects, let’s suppose that, due to the magnet, light beams within
a given passband are received with a frequency shift17 proportional to the field applied. Let’s then
examine the magnifying effect of the field. Until the field is low, the shift between the spectral
maxima is unnoticeable. The band can be visualized as broadening and blandly flickering, if some
rhythm is perceived at all. Thus, phase shift could give an alternative explanation for polarization.
As the field increases, the band maxima depart from each other because of the persistence of
images (spatial echoes), and they appear spatially distinct in the spectrum. Let’s now pass on
to examine the echelon’s contribution to amplification. It consists of the fact that the sodium
yellow line, to exemplify that one, gets its frequency characterization from the grating, whose
resolving power becomes sharper as the plates’ number grows. Even in moderate observation
conditions, when no strong non-linear contributions arise from sodium, as sharpness betters the
apparent brightness increases, and upper orders and modulations appear from the echelon grating.
Thence, some of the multiple lines are to be ascribed solely to the amplification. As today the
Zeeman effect is ascribed to rotational levels, according to whether one whishes to observe the
electronic multiplet structure or the nuclear hyperfine structure, one elicits and selectively amplifies
a purely electromagnetic response at micro or radio waves, respectively [12s]. But in the original
experiments, frequencies in the optical range took the role of those that Einstein and de Haas
applied to their coils, while the grating allowed to resonantly amplify the optical response, and
transduction took place too. To increase light intensity, he put samples to the flames (direct
Zeeman effect), or electrically heated and excited them using arc light (inverse Zeeman effect).
Indeed, he believed that the smallness of gas responses to light depended not much on their high

15According to the above principle, when a balanced flywheel spins uniformly, no forces are applied to its shaft. Geometry
accounts for that, telling that centrifugal forces cancel out for symmetry reasons. From the point of view of the linear description,
if a rotor is not well balanced, the forces applied to its shaft are apparent forces of the rotating reference frame. As we are
suggesting that transduction is non-linearly tied to “structural” resonance effects, we note that they can unbalance the system.

16With prisms, that analyze light deploying angular dispersion, the effect wasn’t noticed. Diffraction gratings allow to
observe dispersion at higher diffraction orders. F. Paschen used Rowland gratings. Zeeman used an auxiliary spectrometer,
when possible, besides echelon diffraction grating.

17A modulation of the strongest of the received radiations.
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intrinsic Q factors, but rather on the low concentration of gas matter. Such processing did not
better the matching conditions with the echelon; however, if vapors didn’t settle on the optical
surfaces of the tube, it purveyed a conspicuous emission. Burning and electrical heating have the
shortcoming that samples end up being simultaneously excited for an enormous spectral range.
In addition, burning was left unspecified from a chemical standpoint. Spectra were interpreted
according to Lorentz’s theory of the electron instead; that is, the dynamic of a microscopic cyclic
system supplied the basis for the interpretation of spectral measurements. Accordingly, the large
amount of observed lines was appreciated for its indication of that many degrees of freedom of
the relevant oscillation/rotation. The value of e/m18 could then be derived from the separation of
optical multiplets, getting the possibility to compare it with the value obtained from determinations
like those of Einstein-de Haas [13]. However, if the statistical analysis of non-interacting atoms
agreed with both the interpretation of optical spectra and the functioning of electric engines, then
there would be no need to distinguish microcosm from macrocosm19. Rather, by accepting that
emissions bear different characteristics according to the way they have been generated, it makes
sense to think that when the received electromagnetic radiation comes with a markedly different
frequency, the accompanying events have indeed a different origin. For attempting to drive specific
material processes at high frequencies, as far as we understand, it is necessary to monitor a band
to start with, and successively reduce the artifacts while trying to steadily transfer power to the
resonating system using the same band as a channel.

7. CONCLUSIONS

We have compared the Einstein-de Haas effect with the Zeeman one, and pointed out that in the
former experiment the suspended iron cylinder is a transducer of the electric impulse rhythmically
given to the coils into torsional oscillations, while the mechanical interpretation of the latter effect
is based on electromagnetic responses at frequencies where mechanical transduction can’t happen
anymore, or at optical ranges.

As for observing responses, the visual perception of the trembling bob can be considered similar
to a Zeeman’s transient. However, neither transient can currently be explained in the framework
of a theory of signals, if the explanation is meant to be independent of the reception method and
derived by decoding the signal. It may well be that natural radiations can only be interpreted by
extending the concept of signal.

As for the transduction, Einstein deployed the visual response for controlling an electromechan-
ical conversion process, and, since controlling a phenomenon opens the way for linear analysis,
explained it. However, following that approach it is necessary to keep in mind that while Fourier
representations of whatever electrical response, even unrepeatable, are linear, the same is not true
for its accompanying events. Unlike the Einstein-de Haas one, the Zeeman effect is not related to
any transduction process. However, since photochemical reactions such as polymerization, hydra-
tion, redox, or involving chromophore groups are known, one may hypothesize that they can also
be controlled by deploying feedback on the relevant signals.

As for this paper, we can summarize the difference between a mechanical effect, like that observed
by Einstein and de Haas, and current instances of the Zeeman effect like so: When carrying out
non-invasive cuttings in vivo for medical purposes, on the one hand one understands that the
images obtained are like the corresponding anatomical sections, most of the latter being obviously
obtainable postmortem. On the other hand, patients undergoing “tomographic” sections don’t
suffer mechanical treatments (dissections), nor are observed using sunlight. All in all, sectional
images have a very different origin from their anatomical counterparts, even if the interpretation of
the signals presented in tomographs today is largely based on the knowledge that has been gathered
studying anatomical sections.

18If an electron is subject to an elastic force kr = mω2r and the magnetic force eHv, both expressed in polar coordinates,
the equation holds: kr± eHv = mω′2r, with ω′ ≈ ω. Hence ±eHv = ±eHωr = m(ω′2 − ω2)r, that is approx. 2ω/ω(ω′ − ω) =
±e/mH.

19An antenna designer who conceives of an atom as a micro resonant antenna may wonder whether the proportionality that
characterizes the linear working of antennas can also be applied to transduction. That is to say, whether electromechanical
transduction linearly decreases as the wavelength of light decreases. In facts, there is no great evidence that light can be
transduced as-is into mechanical effects. In any case, quantum theory, rather than conceive of the atom as a resonator, assigns
to spectral lines an energy proportional to the frequency by means of relations λν = c and W = hν. For the interpretation of
nuclear effects with statistical thermodynamics, see also note 6.
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Abstract— The correlation defining geometrical parameters and spectral components of az-
imuthal harmonics of a surface impedance are received. Results of numerical researches are
obtained.

1. INTRODUCTION

An evident progress observed in the all provinces of radioelectronics leads to the necessity of de-
veloping the analysis methods for electromagnetic fields of various radiating structures. It relates
to the new types of radiating structures in the first place, in particular, to star-shaped cylinder
antenna that allows implementing additional degrees of freedom of character change of excited
fields distribution in space and managing electromagnetic waves scattering characteristics accord-
ingly. Thus, changing geometric parameters of star-shaped contour allows changing the surface
impedance value, surface currents distribution and accordingly changing the scattering character-
istics accordingly [1–4].

The paper topic is researching the correlation of contour geometry parameters and vector of the
intensity of the electromagnetic field scattered by the surface.

2. SECTION 1

Let us consider an infinite along the element ideally conducting cylinder with a star-shaped cross-
section. The cylinder is excited by an electric dipole with moment ~zI0l. Cross-section contour is
described by

R(ϕ) = R0 + ∆R cos(Nϕ), (1)

where R0, ∆R, N — the contour geometric parameters. Problem geometry is given by Figure 1.
The surface electric field distribution in the transverse plane is defined by

Jh
m

(
ϕ′

)
=

∞∑
m=−∞

Ah
m exp

(
imϕ′

)
. (2)

Herewith according to the boundary problem solution structure given in [5], we use the concept of
spectral component of surface count density and decomposition coefficients Ah

m accordingly.

(a) (b)

Figure 1.
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Spectral components of tangential components of electric and magnetic field intensities are
defined by the following correlations basing on [5]:

Eh
zm = − iβ2W0

k

2π∫

0

Am exp
(
imϕ′

)
H

(2)
0

(
βR

(
ϕ,ϕ′

))
dϕ′ + I0lH

(2)
0 (βR (ϕ,ϕ0)), (3)

Hh
ϕm = rot

( 2π∫

0

Am exp
(
imϕ′

)
H

(2)
0

(
βR

(
ϕ, ϕ′

))
dϕ′ + I0lH

(2)
0 (βR (ϕ,ϕ0))

)
, (4)

where H
(2)
0 (·) — the zero-order Hankel function of the 2d kind; W0 = 120π Ohm — wave impedance

of the free space; β2 = k2 − h2 — transverse wave number.
Setting the boundary conditions for the tangential components of the electric field intensity

on the cylinder surface allows defining the expansion coefficients and thus defining the current
distribution on the surface.

Correlations (3) and (4) are the most general representation of the electric field intensity in the
free space. To describe and define the far zone fields (directivity patterns) let us use the Hankel
function asymptotes [5]

H
(2)
0 (βr) ≈ (2/πβr)0.5e−iβr+iπ/4.

It allows representing the spectral components of the electric field density as

Eh
zm = −i

√
2β3

πr

W0

k

2π∫

0

Ameimϕ′−iβr+iπ/4dϕ′ + I0l
√

(2/πβR)e−iβR+iπ/4, (5)

Hh
ϕm = rot

( 2π∫

0

Ameimϕ′−iβr+iπ/4dϕ′+I0l (2/πβR)0.5 e−iβR+iπ/4
)
, (6)

The full electric and magnetic field intensities excited by longitudinal dipole can be defined by
the following dependency

Ez = (8πi)−1
∞∑

m=−∞

+∞∫

−∞
Eh

zme−ih|z−z′|dh, (7)

Hz = (8πi)−1
∞∑

m=−∞

+∞∫

−∞
Hh

zme−ih|z−z′|dh. (8)

We can calculate the integrals (7) and (8) using the saddle-point method [5].
Herewith, the correlations (7) and (8) define the value of both the z-component of the electric

field intensity and accordingly transverse components of the magnetic field in the far zone.
As it was mentioned earlier, using the suggested construction gives us additional degrees of free-

dom to manage the scattering fields and, hence, to manage the directivity pattern of the radiating
element.

Another opportunity to manage the side and back lobes level is the height of the radiator placing
towards the equivalent cylinder border. Herewith, a possible placing of the radiator lower than the
equivalent cylinder border guarantees narrowing the directivity pattern and lowering the side and
back lobes level.

3. SECTION 2

The research results of the cylinder construction parameters on scattering characteristics allowed
educing some interesting regularities. Herewith, placing longitudinal dipoles above the construction
crests leads to the widening of the main lobe and increasing the side lobes level. In the meantime
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placing the dipoles above the contour gutters makes it possible to narrow the directive pattern main
lobe and to lower the side lobes level. Moreover, it is possible to obtain an additional reduction of
the side lobes level when placing the dipoles lower than the border of an equivalent cylinder.

The results are shown by patterns on Figures 2 and 3. The directivity patterns of the antenna
array of radius equal to 3λ and consisting of 7 and 9 longitudinal electrical dipoles correspond-
ingly with homogeneous amplitude-phase current distribution are shown by the dashed line. As
a comparison the directivity patterns of the ideally conducting circular cylinder excited by the
corresponding number of longitudinal electric dipoles are given (solid line). All the patterns are
normalized to the maximum value of the directive pattern ideally conducting circular cylinder with
the corresponding number of dipoles in the array. Parameter ∆R = 0.4λ.

The analysis of the given results shows that the main regularities of the contour parameters in-
fluence ob the electromagnetic field scattering characteristics defining the antenna array directivity
pattern change slightly depending on the dipoles number. So in particular, the lowest value of the
directivity pattern level in the area of back and side lobes for the antenna array of 7 and 9 elements
is obtained when the distance between the dipole and the gutter bottom is equal to 0.25λ . . . 0.4λ.
It is necessary to mention that this kind of reducing the side and back lobes level of the directivity
pattern is obtained when the dipoles are placed lower than the equivalent cylinder contour by the
value of 0.1λ. The value of reducing the side and back lobes level obtained when using the gutters
is equal to 5 . . . 8 dB.

-20

-40

-60

Figure 2.

-20

-40

-60

Figure 3.

4. CONCLUSION

The obtained results allow us to make some conclusions. Using cylinder antenna with star-shaped
cross-section allows implementing additional degrees of freedom of character change of both excited
and scattered fields. The possible places of situating the dipoles are either above the crests or above
the gutters of the carrying structure. Placing the longitudinal dipoles above the crests leads to the
widening of the main lobe and increasing the side lobes level. In the meantime placing the dipoles
above the contour gutters makes it possible to lower the side and back lobes level without widening
the directive pattern main lobe. In the paper, it is shown that for the array of 7 elements with
the carrying structure radius is 3λ the lowest level of the directive pattern in the area of side and
back lobes can be achieved when the distance between the dipole and the gutter bottom is equal to
0.25λ . . . 0.4λ. It is necessary to mention that this kind of reducing the side and back lobes level of
the directivity pattern is obtained when the dipoles are placed lower than the equivalent cylinder
contour by the value of 0.1λ. The value of reducing the side and back lobes level obtained when
using the gutters is equal to 5 . . . 8 dB. The gain in reducing the side and back radiation levels
remains in case of using the tapered distribution. Similar regularities remain in case of 9 elements
antenna array as well as in cases of arrays of alternate number of dipoles.
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Abstract— In the paper, basing on the explicit form of the multilayer magnetodielectric cover
transmission matrix the evaluation algorithm for the spectral expansion coefficients for tangential
components of the electromagnetic field on the external cover border and corresponding surface
impedance tensor elements is offered.

1. INTRODUCTION

The solution of electromagnetic wave diffraction problem on multilayer magnetodielectic coating is
used in many practical applications, for example, in geomagnetic exploration of the Earth [1] or
radio communication antenna creation [2] in particular. The knowledge of the field structure both
inside and outside the coating is required in these practical application areas. Usually the problem
is solved by joining the fields on layer boundaries using the numerical methods. But this kind of
solution has a number of disadvantages. In particular, computational costs related to the obtaining
the system residue waves as well as to the defining the structure fields are rather huge. Using the
known numerical methods either makes it impossible to obtain the residue wave frequencies or are
ineffective when modeling the coating with the large number of layers.

We suggest using a convolution algorithm to get rid of the disadvantages listed above. The
algorithm was proposed by L. M. Brehovskih [3] for the case of plane layered media. In the work
of J. R. Wait [1] it was proposed to use the algorithm for the case of excitation of multilayer
magnetodielectric coatings on metal cylinder by slot radiators. The convolution algorithm makes it
possible to reduce the analysis of the given multilayer coating field to the analysis of the equivalent
coating of the same thickness but consisting of less layers. Decreasing the layers quantity makes it
possible to hold the computational costs down while preserving the field structure within the layers
provided by transmission matrix in the first place. Secondly, it allows obtaining the dispersion
equation solution in a closed form by not complicated analytic transformations. Thirdly, it allows
obtaining in a closed form the correlations that describe tangential components of electromagnetic
field on the outer border of the coating. The last one allows linking the surface impedance tensor
element values to the multilayer coating parameters and, thus, widening the research area of the
coating design variations.

In the paper, the extension of the convolution algorithm to the case of an arbitrary source type
and its arbitrary position towards the layers of the multilayer coating is given. As an example the
expressions obtained by the usage of the algorithm when describing the multilayer magnetodielectric
coating situated on a circular metal cylinder are given.

2. SECTION 1

Let us consider the infinite along the element ideally conducting circular cylinder of radius a with
the coating consisting of M +1 concentric layers defined by the coordinates Ωj = {(ρ, ϕ, z) :
ρ ∈ (ρj , ρj+1), a < ρ, z < ∞} and made of magnetodielectric materials with relative electric and
magnetic permittivity εj , µj (j = 1, 2, . . . ,M +1) correspondingly. The layer count starts from
the surface of the metal cylinder and the outer border of the M +1-th layer, with the parameters
εM+1 = µM+1 = 1, goes to +∞ for describing the semi-infinite area. The structure is regular along
the cylinder element. Arbitrary directed elementary source centered at Q(ρ0, ϕ0, z0) in the cylinder
coordinate system 0ρϕ z, 0z axis is parallel to the cylinder element, is situated in the p-th coating
layer (p = 1, 2, . . . , M+1), as it is shown in the Figure 1. It is necessary to obtain the field excited
by the harmonic signal source in the arbitrary point with the coordinates P (ρ, ϕ, z), satisfying the
Maxwell equations and the radiation conditions at the infinity. Time factor exp(iω t) is omitted.

Let us find the solution of the formulated problem using the partial area method [4] by separating
M+1 areas with the borders coinciding to the ones of the concentric layer coatings. Let us represent
the field as the composition of incident and scattered (secondary) waves in the area that includes
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Figure 1: Problem geometry.

the source and as the secondary waves only — in other areas. Scattered field excluding the M+1-th
area is the total of the waves radially propagating into two opposite directions. In M +1-th area
under the Sommerfeld conditions the field is the composition of the waves going to the infinity only.

Using the spectral field representation for LM and LE waves as well as the continuity conditions
for the tangential components of the electric and magnetic field at the interface of the layers and
using the boundary conditions on the ideally conducting surface [4] in case of metal cylinder the
linear algebraic equation system can be easily obtained regarding the azimuth field modes (index
m):

[Pm(ρ)]Km = Fm(ρ), (1)

where Fm(ρ) = (F ρ
m(ρ) Fϕ

m(ρ) F z
m(ρ))T — is the block column-vector describing the tangential

components of the electric and magnetic fields on the layer boundaries for the ξ-components of
the vector source (ξ = ρ, ϕ, z). From now on “T” designates operation of transposition. Vector
elements look like:

F ξ(j)
m (ρ) =

(
E

(j)
zξ m(ρ) E

(j)
ϕ ξ m(ρ) H

(j)
z ξ m(ρ) H

(j)
ϕ ξ m(ρ)

)T
(2)

and they are the dielectric and magnetic field intensities excited by the given source in the infinite
media with the parameters εj , µj in the points corresponding to the interface. Column-vector Km

defines the unknown spectral expansion coefficients:

Km(ρ) =
(
Kρ

m(ρ) Kϕ
m(ρ) Kz

m(ρ)
)T

, (3)

where the ξ-component for the j-th layer describes the expansion coefficients:

Kξ(j)
m (ρ) =

(
c
(j)
ξ m d

(j)
ξ m a

(j)
ξ m b

(j)
ξ m

)T
. (4)

Block matrix |[Pm(ρ)] defines the influence of the layer parameters on the electromagnetic field
components:

[P (
mρ)] = diag( [P ρ

m] [Pϕ
m] [P z

m] ). (5)

Block matrix elements [P ξ
m] describe the correlation of the fields of the ξ-th components of the

vector source with the electrodynamical layer parameters. The dimension of the elements depends
on the number of the coating layers. For j-th layer (j = 1, 2, . . . ,M) of ξ-th block the matrix
element is defined by

P ξ(j)
m (ρ) =




p
ξ(j)
11 p

ξ(j)
13 p

ξ(j)∗
11 p

ξ(j)∗
13

p
ξ(j)
12 p

ξ(j)
14 p

ξ(j)∗
12 p

ξ(j)∗
14

−p
ξ(j)
13 p

ξ(j)
11 W−2

j −p
ξ(j)∗
13 p

ξ(j)∗
11 W−2

j

−p
ξ(j)
14 p

ξ(j)
12 W−2

j −p
ξ(j)∗
14 p

ξ(j)∗
12 W−2

j


 . (6)
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Here “*” denotes complex conjugation operation, executed on the cylinder function only; Wj is
the natural impedance of the j-th layer. The values of the p

ξ(j)
11 , p

ξ(j)
12 and p

ξ(j)
13 , p

ξ(j)
14 elements

describe the diffraction field. In the M+1th layer the dimension of the vectors described by the
correlations (4) and (6) is twice as little because of the radiation conditions execution in the free
space.

3. SECTION 2

The analysis of the coefficients [P ξ
m] matrix structure described in (6) shows that the matrices

are block bidiagonal banded matrix with the exception of the first layer [5]. When using the
direct approach to matrix inversion the order of the system under consideration depends on the
number of coating layers M and in case of vector source is equal to 4M−1. If it’s not necessary
to obtain fields inside homogeneous layers containing no extraneous sources then the algorithm
suggested in [1, 3] can be used. The algorithm is based upon the recurrence relations binding the
fields on the neighboring layer borders and allows replacing the field influence in the layer sequence
by the transmission matrix. The algorithm application limitations are requirement of the layer
homogeneity and the absence of the extraneous sources in the layers.

The convolution algorithm is formulated in the following manner:

1. Only the layers free of the extraneous sources can be subjected to the convolution.
2. The convolution starts at the most remote layers from the one containing the extraneous

source and is carried out towards the source.
3. Depending on the mutual disposition of the convoluted layers with the radius described by

variables ρj and the extraneous source placed on the distance of ρ0 from the cylinder center
the transmission matrix can be calculated as:

Pm = (−1)ns





P
+(is)
m (ρis+1)

ns+is∏
i=is+1

{
[P−(i)

m (ρi)]−1P
+(i)
m (ρi+1)

}
, ρ0 < ρj

P
−(ns+is)
m (ρns+is+1)

ns+is∏
i=is+1

{
[P+(i)

m (ρi+1)]−1P
−(i)
m (ρi)

}
, ρ0 > ρj

(7)

Indexes “is” and “ns” define the numbers of the borders of the layer where the convolution
begins and the quantity of the layers subjected to the operation; “+” and “−” signs show
from which border (the upper one “+” or the lower one “−”) the coefficients are calculated.

4. In the right part of the equation system, the elements F
ξ(j)
m of the layers that are immediately

adjacent to the source layer remain unchanged even when the layer is excluded.

As the result of the convolution instead of the real coating, we obtain equivalent in width but
containing less layers. The quantity of the equivalent coating layers can be equal to one, two or
three depending on the sourse position. So, when the extraneous source is placed in the free space
(M+1-th layer) the equivalent coating consists of one layer. If the source is placed in the layer
adjacent to metal or free space, then the layers number in the equivalent coating is equal to two.
In all other cases the equivalent coating consists of three layers.

4. SECTION 3

The reduction of the layer quantity where it is necessary to define the field structure allows not
only decreasing computational costs significantly but obtaining analytic correlations for tangential
components of the fields on the coating outer border. These correlations make it possible to bind
the surface impedance tensor elements to the electrodynamic parameters of the coating. So, for the
initial coating with the number of layers equal to M = 2 for an elemental electric dipole oriented
in parallel to the coated cylinder body element matrix (6) is given by:




P1+(1)
m (ρ1) P2+(1)

m (ρ1) 0
P̃211−(2)

m (ρ2) P̃212−(2)
m (ρ2) P̃31+(3)

m (ρ3)
P̃221−(2)

m (ρ2) P̃222−(2)
m (ρ2) P̃32+(3)

m (ρ3)


 . (8)

“∼” symbol denotes that the matrices are to be multiplied by the transmission matrix as a result
of (7) depending on the source position. The convolution algorithm application makes it possible
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to write down the correlations for spectral expansion coefficients for the fields on the coating outer
border as matrix equation

Kz(M+1)
m = −N

(
A2 ·A1−1C1− C2

)
, (9)

N =
(
P̃32+(3)

m (ρ3)−A2 ·A1−1P̃31+(3)
m (ρ3)

)−1
, (10)

A1 = P̃212−(2)
m (ρ2)− P̃211−(2)

m (ρ2)
(
P1+(1)

m

)−1
P2+(1)

m (ρ1), (11)

A2 = P̃222−(2)
m (ρ2)− P̃221−(2)

m (ρ2)
(
P1+(1)

m (ρ1)
)−1

P2+(1)
m (ρ1), (12)

C1 = F2z
m − P̃211−(2)

m (ρ2)
(
P1+(1)

m (ρ1)
)−1

F1z
m, (13)

C2 = F3z
m − P̃221−(2)

m (ρ2)
(
P1+(1)

m (ρ1)
)−1

F1z
m, (14)

F z = [ F1z F2z F3z] T
. (15)

The solution of the Equation (9) can be obtained analytically by using the substitution method
to block matrices [5]. We do not cite the solution formula because of its awkwardness.

5. CONCLUSION

The offered convolution algorithm extension obtained for the case of arbitrary radiator orientation
placed arbitrary near the multilayer coating allows replacing the initial coating by the equivalent one
containing less layers when modeling the structure of the excited electromagnetic field. Herewith
computational costs reduce significantly. Moreover, correlations describing tangential components
of the field on the coating outer border can be obtained in the closed form. These correlations bind
multilayer coating parameters and surface impedance tensor elements together.
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Abstract— Not only do meta-materials have the properties of negative refraction, the planar
designer surfaces have shown some of these properties as well [1]. Recently, we have undertaken
an experimental study of nonstandard refraction of light from one-dimensional dielectric quasi-
periodic surfaces. The mechanism behind this is the large local slope of the quasi-periodic surface
that causes the nonstandard refraction.

1. INTRODUCTION

The negative index materials (NIM) have shown some unusual properties, such as an inverse Snell’s
law, which can be applied to the construction of a perfect lens for sub-wavelength imaging, a perfect
corner cube, and many other applications [2, 3]. Not only meta-materials have the properties of
negative refraction; a metal-dielectric-metal structure [4] and the planar designer surfaces [1] have
also shown some of these properties.

Recently, we have undertaken an experimental study of nonstandard refraction of light from a
one-dimensional dielectric quasi-periodic surface which is defined by the function ζ(x) = −ζ0 cos[2π/
a(x + bx3)], in the finite interval (−L/2. L/2), with ζ0 = 1.0µm, a = 25.0µm, b = 0.0001µm−2,
and L = 300µm. Such a surface was used to show enhanced backscattering from one-dimensional
deterministic surfaces. [5] Since the quasi-periodic surfaces that we used have large local slopes, the
nonstandard refraction of light is measured.

2. THE SCATTERING SYSTEM

We consider the transmission of light through a 1-D corrugated film. The scattering system consists
of three regions (Figure 1), namely, a flat transparent glass substrate in the region z > H (Region I),
a dielectric film in the region H > z > ζ(x) (Region II), and air in the region z < ζ(x) (Region III).
The flat transparent glass substrate, dielectric film, and air are characterized by real positive
dielectric constants ε1, ε2 and ε3, respectively. The surface profile function ζ(x), which defines the
dielectric/air interface through the equation z = ζ(x), is assumed to be a differentiable single-valued
function of x.

We assume that this system is illuminated from the region z > H by an s-polarized monochro-
matic plane wave, whose plane of incidence is the x-z plane. The single nonzero component of the
electric vector of the incident field is given by

ψinc(x, z) = exp [ikx− iα1(k)z] , (1)

z = H

z
θ1

glass: ε1

2photoresist: ε

x

θt

z = ζ (x)
air: ε3

Figure 1: Schematic of the scattering problem considered.
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with
k = (ω/c)n1 sin θ1, (2)

and
α1(k) = (ω/c)n1 cos θ1, (3)

where ω is the frequency of the incident field, c is the speed of light in vacuum, and the refractive
index of the transparent glass substrate is n1 =

√
ε1.

The transmitted amplitude from Region II to Region III at the interface z = ζ(x) is [6–8]

T0(q|k) =
|γ(q|k)|ψ0(k)

α3(q) [|γ(q|k)|+ |β(q|k)|]
{ |β(q|k)|
|α3(q)− α2(k)| +

β(q|k)
α3(q)− α2(k)

}
, (4)

where the functions ψ0(k), γ(q|k), and β(q|k) are defined as

ψ0(k) =
2α1(k) exp[iα2(k)H]

α1(k) + α2(k)
(5)

γ(q|k) = qk + α3(q)α2(k)− ε2
ω2

c2
, (6)

β(q|k) = ε3
ω2

c2
− qk − α3(q)α2(k). (7)

We introduce the angle of transmission θt, measured anticlockwise from the −z axis, by

q = (ω/c)n3 sin θt, (8)

so that
α3(q) = (ω/c)n3 cos θt. (9)

α2(k) is the z component of the wave vector of the transmitted wave in Region II,

α2(k) = (ω/c)
[
n2

2 − n2
1 sin2 θ1

]1/2
. (10)

The refractive indices of the dielectric film and air are n2 =
√

ε2 and n3 =
√

ε3, respectively.
We can write the transmitted field in the far field in the form

T (q|k) = T0(q|k)

+∞∫

−∞
dx exp [−i(q − k)x] exp {i [(α3(q)− α2(k)] ζ(x)}, (11)

and the far-field transmitted intensity distribution can express in the form

I(q|k) =
c2n3

16πω
|T (q|k)|2 . (12)

3. EXPERIMENTAL TECHNIQUES AND RESULTS

The sample that we used is a one-dimensional dielectric quasi-periodic surface that was fabricated
in our lab. After glass plates are chemically cleaned, they are spin-coated for approximately 20–30
seconds with Shipley 1050 photoresist. The plates are then baked in an oven at 100◦C for one
hour. The photoresist plate is mounted on a pair of motorized orthogonal translation stages, and
the grooves are etched in a raster scanning manner which is controlled by a PC computer. We
use the same function ζ(x) and parameters shown in the introduction. Each minimum is 0.1µm
along the direction perpendicular to the groove and in steps of 1µm along the groove direction.
The illuminating source is an Argon ion laser with a wavelength of 0.457µm. When the beam is
well focused, the minimum size of the groove width can be reduced to the order of 2µm. After
exposure, the plates are processed with 351 Shipley developer for 2.5 minutes. The sample is then
characterized using a Dektak 3030 stylus profilometer. The size of the sample that we made is
about 4.5mm by 4.5 mm, and consists of 15 identical 1-D quasi-periodic surfaces. The maximum
value of the slope of the fabricated 1-D quasi-periodic surface is over 1.0, which is almost the same
as the slope of the stylus tip.
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The transmission experiments were conducted with a fully automated bi-directional reflectome-
ter. It is configured to measure the angular dependence of light transmitted through the sample.
Our illumination beam size is about 5 mm in diameter, which almost covers the entire sample.
However, we cover the sample with metal taps and leave only a 200 ∼ 300µm slit open. We use a
laser with a wavelength of 0.53µm and permit in-plane measurements for any combination of an-
gles in incidence and transmitting over the entire plane. We present the results for the s-polarized
illumination.

Figure 2 shows the selected quasi-periodic surface region for measurement. The light is incident
from vacuum with an incident angle θ0 to the glass, which is the back surface of the sample, with
a refracting angle θ1, then passes through photoresist to the vacuum again. The transmitted beam
in the air is measured with an angle of transmission θt.

The measurements for the s-polarized illuminations are shown in Figure 3. Here the far-filed
in-plane transmission measurement was measured with the incident angle θ0 = −20◦. Due to an
ample amount of finite flat shoulders on the sample (see Figure 2), correspondingly, there is a large
specular transmission peak at θt = −20◦ with a pair of side lope. Meanwhile, there is another
peak at θ′t = 20◦ which is the non-standard refraction from a 1-D dielectric quasi-periodic surface.
We have also made measurements with the incident angles θ0 = −4◦, −6◦, and −8◦. Figure 4
shows the relation for non-standard refraction with incident angle for a 1-D quasi-periodic surface
at s-polarization.

-60 -40 -20 0 20 40 60
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

P
ro

fi
le

 [
u

m
]

X [um]

Figure 2: The quasi-periodic surface with [−150 µm to −35 µm] region.
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4. CONCLUSION

We report the observation of nonstandard refraction of light from one-dimensional dielectric quasi-
periodic surfaces. The one-dimensional dielectric quasi-periodic surface is illuminated from the
photoresist side, entering the sample from air through the glass plate [9, 10]. The nonstandard
refraction of light is measured around the anti-specula direction for s-polarization; mainly it is due
to local slopes at a dielectric-air interface.

To summarize, we have taken advantage of the quasi-periodic grating, there are not any order
diffractions except the specular transmission, which is suitable to produce nonstandard refraction of
light. The mechanism behind this is that the large local slope of the quasi-periodic surface causes
the nonstandard refraction. The large difference between the dialectic constant of two contact
mediums enhances the phenomenon as well.
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Abstract— This paper presents double-scatter calculations of a new formulation of the 3D
Kirchhoff approximation which allows calculation of the scattering of vector waves from perfectly
conducting 2D rough surfaces containing structures with infinite slopes. This type of surface has
applications, for example, in remote sensing and in testing or imaging of printed circuits. The
results of some preliminary example calculations are presented.

1. INTRODUCTION

Surfaces with infinite surface slopes are of interest in many areas of research, for example printed
circuits [1] or pattern surfaces used for growing nanostructures [2]. Numerical methods have been
presented for calculating the light scattered from 1D surfaces with infinite slopes using modal
methods [3], rigorous coupled-wave analysis [1] and integral equation methods [4]. These methods
have problems for their generalization to scattering from 2D surfaces. Simpler geometrical optics
methods (ray-tracing or specular point theory) have been presented for 2D surface scattering prob-
lems [5, 6], but they are limited in the range of surface structure size for accurate results and, of
course, do not include diffraction effects. The Kirchhoff approximation [7] has been one of the
most popular methods for calculating the scattering of light from rough surfaces for many years.
However, the types of surface studied in this paper, with infinite slope, produce instabilities in
the Kirchhoff approximation due to mean surface sampling problems and to the presence in the
Kirchhoff integral of a term which is proportional to the slope. Recently a reformulation of the
Kirchhoff method was presented for 1D rough surfaces which permits the multiple scatter calcula-
tion for infinite-slope surfaces and vector-electromagnetic single scattering in 2D rough surfaces [8].
In this paper we present the double scatter method for perfectly-conducting 2D rough surfaces with
infinite slope.

2. THEORY

To calculate the vector-electromagnetic scattering in rough surfaces the Stratton-Chu equation is
used [9]. For a perfectly conducting surface, the Kirchhoff approximation applied to the Stratton-
Chu equation gives

Esc (r) = −2ikη

∫

S

(
n×Hinc

(
r′

))exp (−ikr)
4πr

dS′ (1)

where Esc (r) is the scattered electric field at position r, k is the wave number, η = (µ/ε)1/2, n
is the surface normal at position r′ on the surface, and Hinc (r′) is the incident magnetic field on
the surface S′. As in the case of 1D surface scattering from infinite-sloped surfaces, here the term
which determines if the integral can be evaluated for infinite slopes is the combination ndS′. For
a 2D surface, the normal can be written (see Figure 1)

n =
x× y
|x× y| =

1
sin θ

(− sinβ cosα, − cosβ sinα, cosβ cosα) (2)

Using the definitions from Figure 1, the factor ndS′ can be written as

ndS′ = (−dy dhx, −dxdhy, dxdy) (3)

Substituting Equation (3) into Equation (1) gives three integrals and the surface slope will not
appear explicitly in any of these terms. The integrations are over the combinations of variables
dydhx, dxdhy and dxdy. If, for example, a surface segment has dx = 0, i.e., a vertical wall parallel
to the y-axis, only the first integral of variables dydhx will contribute to the total scattered field
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Figure 1: The geometry of a segment of a 2D surface.

Figure 2: The single scattered intensities for a single groove in a perfectly conducting surface on a log scale
of intensity. Incidence angle is 20◦. Top left, polarization HH; top right, HV; bottom left, VH; bottom right,
VV.

giving the correct contribution for this part of the surface. The combination of Equation (3) with
Equation (1) gives the single scatter contribution to the total scattered field.

To calculate the double scatter contribution the scattered field from one point on the surface
onto another point on the surface is required. Using Equation (1) this term can be written as

E(1)
sc (r) = −2ikη

(
n1 ×H(1)

inc (r1)
) exp (−ikr12)

4πr12
(4)

where the index 1 indicates scattering from the first surface point and r12 is the distance between
the first and second surface scattering points. This scattered field, Equation (4), is then incident
on the second surface scattering point

E(2)
sc (r) = −2ikη

(
n2 ×H(2)

inc (r2)
) exp (−ikr2d)

4πr2d
(5)

with the index 2 signifying the second surface scattering point and r2d being the distance between
the second surface point and the detector.

Substituting (4) in (5), assuming that the detector is in the far field, and integrating over all
combinations of first and second points (except when the two points are the same), the total double
scattered field is given by

E(2)
sc (r)=− k2

4π2

exp(ikr)
r

∫∫

S

(
n2×k12×n1×kinc×E(1)

inc (r1)
)
exp (−iksc ·r2)

exp (−ikr12)
4πr12

dS1dS2 (6)
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Figure 3: As Figure 2, but for the double scattered intensities.

Figure 4: As Figure 2, but for the total (single+ double) scattered intensities.

where r is the distance between the coordinate origin and the detector and r2 is the vector position of
the second surface scattering point relative to the coordinate origin. Equation (6) is the expression
used to calculate the double scattered field in this paper, with both surface normal vectors in the
form given by Equation (3). Shadowing is included explicitly by raytracing to determine which
points are illuminated and visible.

3. RESULTS

Here we present results of the numerical calculation of the single and double scattered intensities
for a simple perfectly conducting surface: size 10λ × 10λ with a single groove of width (in the
x-direction) 4λ, depth 0.5λ and length (in the y-direction) 6λ. The incidence angle is 20◦ in the
x-z plane.
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Figure 5: Cross-sections of the HH contributions for the single, double and total scatter from Figures 2, 3
and 4.

4. CONCLUSIONS

The application of the modified Kirchhoff method to scattering from perfectly conducting surfaces
with infinite-sloped surfaces has been presented, as well as a simple example of the application of
the method.
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Abstract— The Greens function model [8] for calculating the reflection and transmission of
light at etched single-groove gratings on both sides of a thin silver film was extended to study
the case of double-groove gratings. A splitting of surface-plasmon-polariton (SPP) modes was
found due to electromagnetic (EM) coupling between the two grooves in the complex unit-cell
of the grating. Spectral features corresponding to the split SPP branches as well as the minigap
between them were found in this system. From the full spatial distributions of the total EM field,
the high-surface-field regions, the coupling between two grooves in the same complex unit-cell
and the coupling between two nearby grooves located at the upper and lower surfaces of the
metal film can be identified.

1. INTRODUCTION

Surface plasmons in conductive materials with sub-wavelength structures are a rather interesting
research subject, which emerged and attracted attention in recent years [1]. The extraordinarily
high transmission of p-polarized light propagating through a two-dimensional periodic array of
holes with subwavelength diameters, first reported by Ebbeson et al. [2–4], depends strongly on
the lattice constant and metal-film thickness in the deep sub-wavelength regime [5]. For a thin
metal film on a dielectric substrate, if both the upper and lower surfaces of the film are etched
into a linear grating with aligned grooves on both surfaces, the coupling between the two surface-
plasmon-polariton (SPP) modes localized at the two surfaces can be spatially modulated due to
the variation of the film thickness [6, 7]. Meanwhile, the SPP mode for a planar surface becomes
folded with a finite lattice constant and is split into many branches with a minigap either at the
center or at the edge of the first Brillouin zone [8]. If a simple unit-cell (SUC) containing only
a single groove is replaced by a double-groove complex unit-cell (CUC), each SPP branch will be
further split into two branches with a new minigap controlled by an electromagnetic coupling [9]
between the two grooves in the CUC. In the case of the CUC with different groove widths and filled
dielectric materials, the circulation and weaving of light was found as a result of the excitation of
phase resonance [10].

In this paper, we extend the previous spectral calculations [8] for a single-groove grating to
include a comparison between results for single- and double-groove gratings. Both the transmissivity
and reflectivity spectra are calculated for p polarization. Some new spectral features are found with
a double-groove grating, and can be explained by the spatial distribution of the total EM field at
these wavelengths.

The paper is organized as follows. In Section 2, we extend the previous model and formalism
to include a double-groove grating. The conclusions drawn from these calculations are briefly
summarized in Section 3.

2. MODEL AND THEORY

In order to make this paper stand alone, we repeat some of the key steps in deriving the spatial
distribution of the EM field as well as the far-field transmissivity and reflectivity. Details of these
derivations can be found in the paper by Baumeier, et al. [8].

The scattering system considered in this paper is divided into three regions in the z direction.
The region-I for z ≥ ξ1(x) is for air with a dielectric constant εa. The region-II for −h + ξ2(x) ≤
z ≤ ξ1(x) is filled with a thin metal film with a thickness h and a frequency-dependent complex
dielectric function εf (ω) to include the loss effect, where ~ω is the incident photon energy. The
region-III for z ≤ −h + ξ2(x) corresponds to a substrate with a dielectric constant εs. Here, ξ1(x)
and ξ2(x) are the profile functions for the patterned upper and lower surfaces of the metal film. In
this paper, we will consider only the case of p-polarized incident light.
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By using Green’s second integral identity [11] in the xz-plane along with the boundary condi-
tions, we get the following integral Equation (8) for the magnetic field H(I)

y (x, z) within region-I
for z ≥ ξ1(x)

H(I)
y (x, z) = H(inc)

y (x, z) +
1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
1

Ga

(
x, z|x′, z′

) |z′=ξ1(x′) ×H(I)
y

(
x′, z′

) |z′=ξ1(x′)

− Ga

(
x, z|x′, z′

) |z′=ξ1(x′)
∂

∂N ′
1

H(I)
y

(
x′, z′

) |z′=ξ1(x′)

]
, (1)

where H(inc)
y (x, z) = exp(ikx− iβz) (with k = (ω/c)

√
εa sin θ0, β = (ω/c)

√
εa cos θ0, where θ0 is the

angle of incidence) represents the incident magnetic-field component in p polarization. In a similar
way, we can also obtain the integral Equation (8) for the magnetic field H(II)

y (x, z) within region-II
for −h + ξ2(x) ≤ z ≤ ξ1(x)

H(II)
y (x, z) = − 1

4π

∫ ∞

−∞
dx′

[
∂

∂N ′
1

Gf

(
x, z|x′, z′

) |z′=ξ1(x′) ×H(I)
y

(
x′, z′

) |z′=ξ1(x′)

− εf (ω)
εa

Gf

(
x, z|x′, z′

) |z′=ξ1(x′)
∂

∂N ′
1

H(I)
y

(
x′, z′

) |z′=ξ1(x′)

]

+
1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
2

Gf

(
x, z|x′, z′

) |z′=−h+ξ2(x′) H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

− εs

εf (ω)
Gf

(
x, z|x′, z′

) |z′=−h+ξ2(x′)
∂

∂N ′
2

H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

]
. (2)

Finally, we obtain the integral Equation (8) for the magnetic field H(III)
y (x, z) within region-III for

z ≤ −h + ξ2(x)

H(III)
y (x, z) = − 1

4π

∫ ∞

−∞
dx′

[
∂

∂N ′
2

Gs

(
x, z|x′, z′

) |z′=−h+ξ2(x′) H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

− εs

εf (ω)
Gs

(
x, z|x′, z′

) |z′=−h+ξ2(x′)
∂

∂N ′
2

H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

]
. (3)

In Equations (1)–(3), we have defined

∂

∂N ′
1,2

= −dξ1,2 (x′)
dx′

∂

∂x′
+

∂

∂z′
. (4)

In addition, the Green’s functions in regions-I(a), region-II(f), and region-III(s) are respectively
given by

Ga,f,s

(
x, z|x′, z′

)
= iπZ

(1)
0

[
na,f,s

(ω

c

) √
(x− x′)2 + (z − z′)2

]
, (5)

where na,s = √
εa,s, nf (ω) =

√
εf (ω) with Re[nf (ω)] > 0 and Im[nf (ω)] > 0. Moreover, Z

(1)
0 (w̃) in

Equation (5) is the zeroth-order Hankel function of the first-kind with a complex argument w̃.
The boundary conditions require both Hy(x, z) and (1/ε) n̂0 ·∇xzHy(x, z) be continuous across

the upper and lower surfaces at z = ξ1(x) and z = ξ2(x), where n̂0 represents the unit vector along
the normal direction of a surface-profile curve and ∇xz = (∂/∂x, 0, ∂/∂z). Therefore, we obtain
the following four equations from Equations (1)–(3)

H(I)
y (x, z)|z=ξ1(x)=H(inc)

y (x, z)|z=ξ1(x) +
1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
1

Ga

(
x, z|x′, z′

)|z=ξ1(x), z′=ξ1(x′)

×H(I)
y

(
x′, z′

)|z′=ξ1(x′)−Ga

(
x, z|x′, z′)|z=ξ1(x),z′=ξ1(x′)

∂

∂N ′
1

H(I)
y

(
x′, z′

)|z′=ξ1(x′)

]
, (6)
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0 = − 1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
1

Gf

(
x, z|x′, z′

) |z=ξ1(x), z′=ξ1(x′) ×H(I)
y

(
x′, z′

) |z′=ξ1(x′)

− εf (ω)
εa

Gf

(
x, z|x′, z′

) |z=ξ1(x), z′=ξ1(x′)
∂

∂N ′
1

H(I)
y

(
x′, z′

) |z′=ξ1(x′)

]

+
1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
2

Gf

(
x, z|x′, z′

) |z=ξ1(x), z′=−h+ξ2(x′) H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

− εs

εf (ω)
Gf

(
x, z|x′, z′

) |z=ξ1(x), z′=−h+ξ2(x′)
∂

∂N ′
2

H(II)
y

(
x′, z′

) |z′=−h+ξ2(x′)

]
, (7)

H(II)
y (x, z)|z=−h+ξ2(x) =− 1

4π

∫ ∞

−∞
dx′

[
∂

∂N ′
1

Gf

(
x, z|x′, z′)|z=−h+ξ2(x),z′=ξ1(x′) ×H(I)

y

(
x′, z′

)|z′=ξ1(x′)

− εf (ω)
εa

Gf

(
x, z|x′, z′

)|z=−h+ξ2(x), z′=ξ1(x′)
∂

∂N ′
1

H(I)
y

(
x′, z′

)|z′=ξ1(x′)

]

+
1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
2

Gf

(
x, z|x′, z′)|z=−h+ξ2(x),z′=−h+ξ2(x′)

H(II)
y

(
x′, z′

)|z′=−H+ξ2(x′) −
εs

εf (ω)
Gf

(
x, z|x′, z′)|z=−h+ξ2(x),z′=−h+ξ2(x′)

∂

∂N ′
2

H(II)
y

(
x′, z′

)|z′=−h+ξ2(x′)

]
, (8)

0 = − 1
4π

∫ ∞

−∞
dx′

[
∂

∂N ′
2

Gs

(
x, z|x′, z′)|z=−h+ξ2(x),z′=−h+ξ2(x′) H(II)

y

(
x′, z′

)|z′=−h+ξ2(x′)

− εs

εf (ω)
Gs

(
x, z|x′, z′)|z=−h+ξ2(x),z′=−h+ξ2(x′)

∂

∂N ′
2

H(II)
y

(
x′, z′

)|z′=−h+ξ2(x′)

]
. (9)

To simplify the notation, we denote the four unknowns in Equations (6)–(9) as

S(1)(x) ≡ H(I)
y (x, z) |z=ξ1(x), (10)

S(2)(x) ≡ H(II)
y (x, z) |z=−h+ξ2(x), (11)

L(1)(x) ≡ ∂

∂N1
H(I)

y (x, z) |z=ξ1(x), (12)

L(2)(x) ≡ ∂

∂N2
H(II)

y (x, z) |z=−h+ξ2(x) . (13)

Since Ga(x, z|x′, z′), Gf (x, z|x′, z′), and Gs(x, z|x′, z′) are all known analytically, Equations (6)–
(9) constitute a set of self-consistent nonlocal equations with respect to S(1)(x), S(2)(x), L(1)(x) and
L(2)(x), which can be solved by transforming them into a matrix Equation (8) in a finite range of
x. Once the sources S(1)(x), S(2)(x), L(1)(x) and L(2)(x) in Equations (6)–(9) have been obtained,
we can substitute them into Equations (1)–(3) to find the full spatial distribution of Hy(x, z) in
all three regions including air, metal film and substrate.

Moreover, we can calculate the differential reflection coefficient [8] through the ratio of time-
averaged fluxes of energy vertically crossing a xy-plane above z = ξ1(x)

∂R(θs|θ0)
∂θs

=
cna

8πωL

|r(θs|θ0)|2
cos θ0

, (14)

where θs is the scattering angle, L is the sample length in the x direction, and

r(θs|θ0) =
∫ ∞

−∞
dx exp

{−iωna

c
[x sin θs + ξ1(x) cos θs]

}

×
{

iωna

c

[
dξ1(x)

dx
sin θs − cos θs

]
S(1)(x)− L(1)(x)

}
. (15)
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In a similar way, we can calculate the differential transmission coefficient [8] through the ratio of
time-averaged fluxes of energy vertically crossing a xy-plane below z = −h + ξ2(x)

∂T (θt|θ0)
∂θt

=
cna

8πωL

|t(θt|θ0)|2
cos θ0

, (16)

where θt is the transmission angle and

t(θt|θ0) =
∫ ∞

−∞
dx exp

{−iωns

c
[x sin θt − ξ2(x) cos θt]

}

×
{

iωns

c

[
dξ2(x)

dx
sin θt + cos θt

]
S(2)(x)− εs

εf (ω)
L(2)(x)

}
. (17)

By using Equations (14) and (16), we can calculate the reflectivity R(λ) [the transmissivity T (λ)]
for normal incidence θ0 = 0 by integrating θs (θt) over a small interval around θs = 0 (θt = 0) in a
symmetrical way [8].

For a double-groove grating, we assume the following surface profiles

ξ1(x) = −d1

∞∑

j=−∞
exp

[
−(x− jb)2

a2

]
− d2

∞∑

j=−∞
exp

[
−(x− jb− s)2

a2

]
= −ξ2(x), (18)

where d1 and d2 are the depths for two Gaussian grooves, b is the period of the grating, a is the
decay constant for the Gaussian groove, and s < b/2 is the separation between the two grooves in
the CUC.

In our numerical calculations, we choose silver for the metal material, θ0 = 0, h = 110 nm,
d1 = 0.4h, b = 600 nm, a = 0.1b (for a sharper groove), L = 40λ, εa = 1, εs = 2.1025, and εf (ω) for
silver is numerically input from the paper by Johnson and Christy [12].

3. CONCLUSION

By generalizing the Green’s function formalism for a single-groove grating to one for a double-groove
grating, we have found the splitting of a surface-plasmon-polariton mode into one symmetrical and
one anti-symmetrical mode due to electromagnetic coupling between the two grooves in the same
complex unit-cell. Additional peaks in the transmissivity can be found in this system as spectral
features corresponding to the split surface-plasmon-polariton branches at individual surfaces of the
metal film, which can be identified by the spatial distribution of the total electromagnetic field.
From our studies, we have concluded that the split anti-symmetrical surface-plasmon-polariton
mode due to the direct electromagnetic coupling in the same complex unit-cell, as well as the
cross electromagnetic coupling in different complex unit-cells at both surfaces of the metal film,
contribute new spectral features in the transmissivity.
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Maximums of Backscattering from the Surface Edge above Mirror

A. M. Lebedev and A. I. Fedorenko
Institute for Theoretical and Applied Electromagnetics, Russian Academy of Sciences, Russia

Abstract— Besides the specular backscattering (BS) in normal direction, BS maximums from
a given surface are observed when the direction of irradiation-observation (IO) is perpendicular
to the surface edges. Here this finding is widened to include BS from the surface edges above
mirror; the consideration is based on the concept of four rays. BS is quantitatively characterized
via the backward radar cross section in sm, further RCS for short. Maximums of RCS are shown
to be observed when the IO direction is perpendicular to real and mirrored edges, and also when
the IO direction gets onto the diffracted ray cones, which result from the mirrored plane wave
incidence on the edges, both real and mirrored. It causes 1) the increase of BS maximum from
any horizontal edge and 2) the formation of three BS maximums per inclined edge.

1. INTRODUCTION

The BS of extended complex object can tentatively be divided into contributions cased by 1) shape
and 2) local inhomogeneities on its surface. In turn, the edges often generate most of shape’s BS
contribution. For example, when the normals to the surfaces are redirected outside the meaningful
angular range (the object is stealthy shaped). Hence the analysis of BS from the edges above the
mirror is of major importance for prediction of radar signature of objects above the underlying
surface.

Besides the specular BS in direction of normal to the surface, BS maximums from a given surface
are observed when the IO direction is perpendicular to the surface edges. Indeed, the BS observer
can only get on the diffracted ray cone in plane, perpendicular to the edge.

For the sake of illustration, the RCS spatial distributions σ(ϕ, α) of some metal triangle both
in free space and above mirror were calculated, where ϕ and α are azimuth and elevation. The
triangle was intentionally chosen as the simplest type of surface. The triangle with normal, inclined
to horizon, can also be considered as the simplest object with stealth geometry.

The geometry of triangle is shown in Fig. 1. Calculations were conducted for the wavelength
λo = 3 cm. Thus, the horizontal base of triangle is updrawn 10 ·λo, the base length is 15 ·λo, normal
to the triangle is oriented at ϕ = 0◦, α = 10◦. Relatively moderate dimensions of triangle let us
conduct all calculations with the moment method.

Spatial distribution σ(ϕ, α) of BS from triangle in free space for vertically polarized plane wave
incidence is shown in Fig. 2, where the RCS values are up-limited at 1 sm for clearness. Foldings
A1NA2 and C1NC2 correspond to BS in directions perpendicular to inclined edges, folding B1NB2

represents BS in directions perpendicular to the horizontal edge. All three foldings intersect at
point N, corresponding to BS in normal direction.

Further we will analyse the changes in BS from the surface edge above mirror, basing on the
known concept of four rays.

Figure 1: The geometry of triangle.
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2. THE CONCEPT OF FOUR RAYS

According to the above mentioned concept, BS from the object above mirror is formed by four rays,
as it is shown in Fig. 3. Formally removing the mirror, we have to continue the rays beyond the
former points of reflection and to add the mirrored copy to the real object, see Fig. 3. Then real
and mirrored plane waves impinge upon the doubled object. So BS from the object above mirror is
the sum of, firstly, BS of real wave from the doubled object (cases 1 and 4 in Fig. 3) and, secondly,
bistatic scattering of mirrored wave from the doubled object (cases 2 and 3 in Fig. 3).

3. MECHANISMS OF FORMATION OF BACKSCATTERING MAXIMUMS FROM THE
EDGE ABOVE MIRROR

Maximums of BS from the edge above mirror are observed when the IO direction is 1) perpendicular
to real edge (case 1 in Fig. 3), 2) perpendicular to mirrored edge (case 4 in Fig. 3), 3) located on
the diffracted ray cones, which result from the incidence of the mirrored wave on the edges, both

Figure 2: RCS of the triangle in free space.

1

2

3

4

Figure 3: Four-ray backscattering from the object above the mirror.
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real and mirrored (cases 2 and 3 in Fig. 3).

4. THE CONDITIONS OF BS MAXIMUMS FROM THE EDGE ABOVE MIRROR

Pair of angles {ϕe, αe} specifies orientation of the edge, and angles {ϕ, α} define the IO direction.
Then maximum of BS from the real edge is observed under the following condition

ϕ = ϕe ± [90◦ + arcsin (tgα · tgαe)]. (1)

Maximum of BS from the mirrored edge is observed under such condition

ϕ = ϕe ± [90◦ − arcsin (tgα · tgαe)]. (2)

Finally, maximum of BS corresponding to the IO direction occurrence on the cone of diffracted
rays is observed under the condition

ϕ = ϕe ± 90◦. (3)

Under this condition, the IO direction simultaneously occurs on the diffracted ray cones from
real and mirrored edges.

For horizontal edge and any IO elevation, and similarly for any edge in case of horizontal IO
direction, all three mechanisms give maximums of BS at azimuth which differs 90◦ from the edge
azimuth, as it follows from (1)–(3). The IO direction, when it is located on the diffracted ray cones,
and the edge perpendicularly project onto the horizontal plane, see (3). In general case of inclined
both incidence and the edge, the azimuths of maximums of BS from real and mirrored edges are
equidistant from the azimuth ϕ = ϕe ± 90◦, with the azimuth interval arcsin (tgα · tgαe), as it is
immediately seen from (1)–(2). Even for minor IO direction elevation α, this azimuth interval can
increase up to 90◦ if the edge is close to vertical αe → 90◦.

5. BACKSCATTERING FROM THE TRIANGLE ABOVE THE MIRROR

The RCS distribution σ (ϕ, α) of the same metal triangle above mirror is presented in Fig. 4, again
for the vertically polarized incident plane wave.

Here the foldings ANA1, CNC1 correspond to BS of the incident wave from the inclined edges of
real triangle. Foldings AA2 and CC2 correspond to BS from the inclined edges of mirrored triangle.
They represent the tails of foldings A1NA2 and C1NC2 in Fig. 2, cut by line of zero elevation α = 0
and specularly “reflected” from it. The reason for foldings AA3 and CC3 is the occurrence of BS
ray on the diffracted ray cone, which is produced by the mirrored wave incidence upon the inclined
edges. Folding BNB1 is the result of interference of all three sources of increased BS: BS from the
perpendicular real edge, BS from the perpendicular mirrored edge and bistatic scattering of the
mirrored plane wave from both real and mirrored edges, when the direction of observation belongs
to the diffracted ray cones.

, sm

, deg.

, deg. 

A2

A1C1

C2

A B C

B1

N

C3A3

α
σ

ϕ

Figure 4: RCS of the triangle above mirror.

6. CONCLUSIONS

The existence of maximums of azimuthal backward RCS diagram, which correspond to the backscat-
tering from the surface edge above mirror, is shown, and conditions, under which these maximums
are observed, were found out. Maximums of backscattering are obtained when the direction of
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irradiation-observation is perpendicular to real and mirrored edges, and also when the irradiation-
observation direction gets onto the diffracted ray cones, resulting from the mirrored plane wave
incidence on the edges, both real and mirrored. In comparison with the surface edge in free space,
the only maximum of backscattering from the horizontal edge increases, and three backscattering
maximums are observed for inclined incidence upon the inclined edge.

Some important questions were left beyond the scope of this publication. Describing the
backscattering maximums formation, we told in fact about the envelope of the backward RCS
spatial distribution. Actually this distribution has substantial cross-folding with deviation from
the plane, perpendicular to the edge. Also the differences of backscattering of waves with different
polarization from the edges above mirror require further thorough examination. The study of these
questions will be the subject of further works.
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The Second-order SPM Solution for Scattering from Multi-layer
Dielectric Media with Slightly Rough Surface

Z. W. Lin1,2, X. J. Zhang1, and G. Y. Fang1

1 Institute of Electronics, Chinese Academy of Sciences, China
2 Graduate University of Chinese Academy of Sciences, China

Abstract— The second-order solution of the small perturbation method (SPM) for the scat-
tering from arbitrary layered media with three-dimensional slightly rough surface is derived in
this work. The second-order scattering fields and corresponding bistatic scattering coefficients
for linear polarized waves are derived respectively. The results are validated against known so-
lution for the case of a single rough surface. Numerical results illustrate the contribution of the
second-order solution to the backscattering of the layered structure.

1. INTRODUCTION

The scattering from multi-layer dielectric media with rough interfaces has a number of applica-
tions such as environmental remote sensing, non-destructive detection of composite materials, thin
films physics, etc. Several researches on this topic have been carried out in recent years. Fuks
has investigated the scattering from multi-layer dielectric media with slightly rough surface [1].
Azadegan et al. have studied the scattering from homogeneous media with a slightly rough inter-
face inside [2]. Franceschetti et al. have proved the consistency of the above results and illustrated
the physical meaning of the analytical solution of the scattering from a layered structure with one
rough interface [3].

All the works mentioned above focus on the derivation of the analytical solutions based on
the first-order SPM. They all have explicit close-form expressions. However, the first-order SPM
solution fails to characterize the cross-polarized backscattering coefficient which plays an important
role in retrieve of surface and subsurface parameters (such as soil moisture and roughness etc.) from
polarimetric synthetic aperture radar (PolSAR) data. For this purpose, we present the second-order
solution of SPM for the scattering from arbitrary layered media with three-dimensional rough
surface in this paper. We employ the method in [2] and exploit it to the second order to observe
the cross-polarized component. As a result, the analytical expressions of the second-order scattering
field and the corresponding bistatic scattering coefficients are derived. Since we suppose the height
profile of the rough surface is a zero-mean Gaussian random process, the coupling between the first-
order and the second-order solutions is ignored. The coupling between of the zeroth-order and the
second-order solutions isn’t taken into account either, because we only concern the backscattering
case. Numerical samples are calculated to illustrate the contribution of the second-order solutions
to the backscattering from the layered structure.

2. THE DERIVATION OF THE SECEOND-ORDER SPM SOLUTION

Figure 1 shows the two-dimensional slice of the proposed three-dimensional geometry. Each region
is a homogeneous medium with a dielectric constant of εm, m = 0, 1, . . . , n. The permeabilities
of all regions are assumed equal to µ0. The top and bottom regions are half spaces. The surface
height profile is denoted by z = f(x, y), where f(x, y) is a zero-mean Gaussian random process
with known statistical characteristics, namely the rms height h and correlation length l which are
assumed to be small numbers compared to the incident wavelength so as to carry out the small
perturbation approximation. The depth of the planar boundary between region m and region m+1
is denoted by dm, m = 1, 2, . . . , n− 1.

The electric and magnetic fields in region m can be represented as superpositions of up-going
and down-going waves in spectral domain [2]

Ēm =

+∞∫

−∞
dk̄⊥

[(
f+

mhĥ+
m + f+

mvv̂
+
m

)
eikmzz +

(
f−mhĥ−m + f−mvv̂

−
m

)
e−ikmzz

]
eik̄⊥·r̄⊥ (1)

H̄m =
1

ηm

+∞∫

−∞
dk̄⊥

[(
−f+

mhv̂+
m + f+

mvĥ
+
m

)
eikmzz +

(
−f−mhv̂−m + f−mvĥ

−
m

)
e−ikmzz

]
eik̄⊥·r̄⊥ (2)
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Figure 1: Two-dimensional geometry of a multi-layer dielectric media with a rough surface.

where dk̄⊥ = dkxdky, the superscripts “+” and “−” indicate up-going wave and down-going wave
respectively, f±mh and f±mv denote the unknown amplitudes of H and V polarizations in region m

respectively, ĥ±m and v̂±m are the unit vectors of H and V polarizations in region m, ηm is the wave
impedance of region m. Our purpose is to estimate f±0h and f±0v through the boundary conditions,
because we only concern the scattering fields in region 0.

At the 1st planar interface, we have

f+
1h = Rh1f

−
1he2ik1zd1 , f+

1v = Rv1f
−
1ve

2ik1zd1 (3)

where Rh,v1 are the total reflection coefficient at the 1st planar interface [3]. According to the
physical parameters of the layered structure, total reflection coefficients Rh,v1 can be calculated
using the formula in [3]. Since the interface between region 0 and region 1 is a slightly rough
surface, we can expand f±0h,v and f±1h,v into the perturbation series

f±0h,v =
+∞∑

j=0

f
±(j)
0h,v , f±1h,v =

+∞∑

j=0

f
±(j)
1h,v (4)

where the superscript j represents the order of the expansion coefficient and expand the exponential
factor e±ik0zf(x,y) into the Taylor series.

e±ik0zf(x,y) =
+∞∑

j=0

[±ik0zf (x, y)]j /j ! (5)

We suppose the incident plane wave is Ēi = Ē0e
ik̄i·r̄, where k̄i is the wave number vector of the inci-

dent wave. From (1), we find f−0h = Ē0·ĥ−δ(k̄⊥ − k̄⊥i), f−0v = Ē0·v̂−δ(k̄⊥ − k̄⊥i), where δ is the Dirac

function. The unit normal vector of the rough surface is n̂0 = (−fxx̂− fyŷ + ẑ)/
√

1 + f2
x + f2

y ,
where fx = ∂f(x, y)/∂x and fy = ∂f(x, y)/∂y.

By substituting (1) ∼ (5) into the boundary conditions

n̂0 ×
(
Ē0 − Ē1

)∣∣
z=f(x,y)

= 0, n̂0 ×
(
H̄0 − H̄1

)∣∣
z=f(x,y)

= 0 (6)

and balancing the equations up to the second order, we obtain three linear equations sets for the
zeroth-, first- and second-order solutions of the perturbation series (4). The desired variables can be
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found by solving the three equations sets. The complete expressions of the second-order solutions
of f+

0h,v are a little bit long, and we only present the expression for the HH case here:

f
+(2)
0hh

(
k̄⊥s, k̄⊥i

)
=

∫
dκ̄⊥F

(
k̄⊥ − κ̄⊥

)
F

(
κ̄⊥ − k̄⊥i

)
f̃

+(2)
0hh

(
k̄⊥s, κ̄⊥, k̄⊥i

)
(7)

with
f̃

+(2)
0hh

(
k̄⊥s, κ̄⊥, k̄⊥i

)
= f̃

+(2)
0hha

(
k̄⊥s, k̄⊥i

)
+ f̃

+(2)
0hhb

(
k̄⊥s, κ̄⊥, k̄⊥i

)
(8)

where

f̃
+(2)
0hha

(
k̄⊥s, k̄⊥i

)
= 1/4

(
k2

1 − k2
0

)
cos (φs − φi) [(1 + Rhi) (1−Rhs)

+ (1−Rhi) (1 + Rhs) cos θi/cos θs] (9)

f̃
+(2)
0hhb

(
k̄⊥s, κ̄⊥, k̄⊥i

)

=−1/4 (1+Rhs) (1+Rhi)
(
k2

1−k2
0

)2 cos (φs−φκ) cos (φκ−φi) [1+Rh (κ̄⊥)]/
(
k2

0 cos θs cos θκ

)

+1/4 (1+Rhs) (1+Rhi)
(
k2

1−k2
0

)2 sin (φκ−φi) sin (φs−φκ) [1−Rv (κ̄⊥)] cos θκ/
(
k2

0 cos θs

)
(10)

The subscript i and s stand for the incident and the scattering waves respectively, the symbol κ
stands for the integral variable, F (k̄⊥) is the Fourier transform of f(x, y). Since the total reflection
coefficient is used in (9) and (10), the total layer number of the structure can be arbitrary. It’s
easy to validate that the degraded forms of (9) and (10) for the simple case of single rough surface
coincide with the result on [4].

We approximate (1) by employ the stationary phase method, thus the second-order scattering
field in the far-field zone is

Ē
(2)
hh = −eik0r

r
i2πk0 cos θsf

+(2)
0hh ĥ+

0 E0h (11)

The bistatic scattering coefficient of the second-order scattering field is [4]

γ
(2)
hh (θ, φ; π−θi, φi) = 4πk2

0 cos2 θ/ cos θi ·
∫

dκ̄⊥W
(
k̄⊥−κ̄⊥

)
W

(
κ̄⊥−k̄⊥i

)
f̃

+(2)
ohh

(
k̄⊥, κ̄⊥, k̄⊥i

)

·
[
f̃

+(2)
ohh

(
k̄⊥, κ̄⊥, k̄⊥i

)
+ f̃

+(2)
ohh

(
k̄⊥, k̄⊥−κ̄⊥+k̄⊥i, k̄⊥i

)]∗
(12)

where W (k̄⊥) is the power spectral density of the rough surface and * denotes the operator of
complex conjugation.

Figure 2: Reproducing the result
on [5].

Figure 3: Backscattering from a
two-layer structure.

Figure 4: The contribution of the
first-order and second-order solu-
tions to the backscattering.

3. THE NUMERICAL RESULTS AND DISCUSSION

To validate the expression of the bistatic scattering coefficients, we reproduce the curve of the 2-2
term on Fig. 3 of [5]. The result is shown on Fig. 2. Fig. 3 shows the backscattering from a two-layer
structure. The oscillatory behavior of the cross-polarized backscattering for the layered structure
component is observed. Fig. 4 shows the contributions of the first-order and the second-order
solutions respectively. It should be noted that the second-order solution not only contributes to
the cross-polarized backscattering, but also enhances the co-polarized backscattering significantly.
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4. CONCLUSION

The second-order solution of SPM for the scattering from a layered media with a three-dimensional
rough surface is derived in this paper for the first time. The analytical solution is validated by com-
paring the degraded from with the known results. The contributions of the second-order solution
to the co-polarized and cross-polarized backscattering are observed. The analytical expressions of
the second-order scattering field and corresponding bistatic scattering coefficient result in integral
forms which are less convenient for calculation than the first-order solution. However, the integral
for variable κ is well behaved, numerical integration can be carried out without difficult. Our
future works will focus on searching a proper physical explanation to the second-order solution
and deriving the second-order solution of SPM for the scattering from layered media with rough
interfaces.
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Propagation of Partially Coherent Light in Nonlinear Media
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Abstract— Dynamic self-similar solutions are derived describing the propagation of partially
coherent solitons in media with saturable logarithmic nonlinearity. The analysis is made using
both the Wigner and the coherent density formalisms and the solutions as well as the solution
procedures of the different approaches are compared. Although the approaches involve different
analysis, the solutions for the evolution of the physically relevant intensity distribution of the
solitons are shown to be equivalent. Explicit analytical results are obtained for stationary solu-
tions. An analysis of the interaction between two well separated partially coherent soliton stripes
shows a behaviour qualitatively similar to that in a nonlinear Kerr medium.

1. INTRODUCTION

Propagation of partially coherent light in nonlinear media has attracted strong interest during the
last ten years after the observation that solitons may also form from partially coherent light [1]. In
fact, many of the classical phenomena associated with nonlinear coherent wave propagation, e.g.,
solitons, self-focusing, and modulational instability have been found to be present also for partially
coherent light, although with new features that depend on the coherence properties of the light. A
crucial requirement in the manifestation of these new phenomena is that the response time of the
medium is long compared to the characteristic time of the statistical wave intensity fluctuations
of the field. In such situations, the medium experiences only the statistical average of the wave
intensity and consequently the nonlinear change of the refractive index also depends only on the
statistical average of the wave intensity rather than on the instantaneous intensity as for ordinary
solitons.

Several different formalisms have been developed for theoretical investigations of the propagation
of partially coherent light in nonlinear media. Three of the most commonly used ones are based on
the coherent density function [2], the mutual coherence function [3], and the Wigner function [4],
respectively. Although the characteristic propagation equations appearing in these formalisms
are very different in form, they provide equivalent descriptions of the propagation properties and
depending on the problem under study, one or a combination of these methods may prove the
most convenient [5, 6]. Due to the mathematical complexity of the propagation equations in all
used methods of analysis (in some approaches being nonlinear integro-differential equations), very
few explicit exact solutions have been found. A notable exception is media where the nonlinearity
can be modelled in terms of a logarithmic nonlinearity, i.e., media where the nonlinear change in
the refractive index, ∆n, is given by ∆n ∝ ln〈I〉 where 〈I〉 denotes the statistical average of the
instantaneous wave intensity, I. In this case explicit soliton solutions of Gaussian form have been
found for the coherent case [7], and later for partially coherent waves using the coherent density
approach [8] (although in the latter case only the stationary case was considered), as well as by
means of the mutual coherence approach [9].

In the present work, we analyze partially coherent wave solutions in the case of the saturable
logarithmic nonlinearity using both the Wigner and the coherent density function formalisms. In
particular we discuss the properties of exact self-similar dynamic solutions of Gaussian form which
also incorporate previously found stationary soliton solutions of varying degree of coherence as a
special case. The discussion illustrates the different character of the approaches, e.g., whereas the
Wigner function is a stationary function for the soliton solutions, the coherent density function
exhibits significant oscillatory motion, in spite of the fact that the corresponding averaged light
intensity profile remains constant during propagation.

An important issue in soliton dynamics is the properties of the mutual interaction between
separated solitons, a problem that has been analyzed in detail for solitons of e.g., the Kerr type.
A numerical study of this problem in the case of the logarithmic nonlinearity was made in [12]
for partially coherent solitons. In the present work an analysis is first made of the interaction
dynamics between two well separated coherent solitons in the case of the logarithmic nonlinearity.
The analysis is based on the variational approach and closely follows the one given in Ref. [13].
The result gives a clear analytical picture of the different possible interaction scenarios and shows
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that the interaction may be attractive as well as repulsive depending on the relative phase of the
solitons and on the relative magnitude between amplitude and distance of separation (as in the
Kerr case). Finally, the interaction between two partially coherent soliton stripes is analyzed using
the coherent density formalism and it is found that the interaction behaves qualitatively as in the
Kerr case [14], i.e., the partial coherence tends to decrease the strength of the interaction, but the
possibility of attractive and repulsive behaviour persists although the character may change from
attractive to repulsive and vice versa for decreasing coherence.

2. THE WIGNER APPROACH

Propagation of partially coherent light in a logarithmic saturable nonlinear medium is determined
by the following normalized nonlinear Schrödinger equation [1, 8, 9], for the stochastic wave field
ψ(x, z)

i
∂ψ

∂z
+

1
2

∂2ψ

∂x2
+ ln 〈|ψ|2〉ψ = 0 (1)

where z is the propagation variable. In the Wigner formalism of partial coherence, Eq. (1) is
transformed to phase space by means of the Wigner transform

ρ(x, p, z) =
1
2π

∫ ∞

−∞
〈ψ∗(x + ξ/2, z)ψ(x− ξ/2, z)〉eipξdξ. (2)

The Wigner distribution function ρ(x, p, z) is a quasi probability distribution function that in the
present problem can be shown to satisfy the following (Wigner-Moyal) evolution equation

∂ρ

∂z
+ p

∂ρ

∂x
+ 2 ln 〈|ψ|2〉 sin

(
1
2

←−
∂

∂x

−→
∂

∂p

)
ρ = 0; 〈|ψ|2〉 =

∫ ∞

−∞
ρ(x, p, z)dp. (3)

where the arrows in the Sine operator indicate the direction of the respective operations. This
equation allows self-similar Gaussian solutions of the form

ρ(x, p, z) = A(z)e−a(z)x2−b(z)p2+c(z)xp; 〈|Ψ|2〉 =
√

π

b
Ae−

4ab−c2

4b
x2

. (4)

as can be shown by inserting this ansatz into Eq. (3), noting that the Sine operator truncates after
its first term, and identifying coefficients for x and p. This yields the following evolution equations
for the parameter functions

A′(z) = 0; a′(z) = − c

2b
(4ab− c2); b′(z) = c; c′(z) = 2a− (4ab− c2). (5)

The solution of this system can be written in the form of three invariants and a single equation for
the parameter b:

A = constant; 4ab− c2 = C1 = constant; a +
C1

2
ln b = C2 = constant (6)

[
b′(z)

]2 = 4C2b− 2C1b ln b− C1. (7)

Since the parameter combination 4ab−c2 is a constant of motion, the parameter b characterizes the
width of the intensity distribution. An equivalent equation for the variation of the intensity width
has been obtained using the mutual coherence function approach in [9]. The solution of Eq. (7)
for the evolution of the parameter b(z) in the non-stationary case, have not be found in explicit
analytical form. However, the stationary case is easily analyzed since the stationary widths of the
Wigner distribution in x and p are determined by the conditions a′(z) = b′(z) = c′(z) = 0, which
directly imply that c = 0 and b = 1/2. Assuming that the stochastic variation of the partially
coherent wave has a Gaussian spectral distribution (J(θ) = 1/

√
2πθ2

0 exp(−θ2/(2θ2
0)) where the

parameter θ0 characterizes the width of the spectrum, i.e., the degree of partial coherence), the
parameter b can easily be expressed in terms of a and θ0, viz. b = (a + 2θ2

0)
−1, c.f. [10], and

the width of the stationary intensity distribution (I(x) ∝ exp(−x2/W )) is determined by
√

W =
1/

√
2(1− θ2

0) in agreement with the corresponding results in [8] and [9]. In ordinary soliton theory,
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amplitude and width are usually linked (inversely related) whereas for solitons in a logarithmic
medium, the amplitude can take on any value and the width is unrelated to the amplitude. Instead
the width is determined by the parameters of the medium and the degree of partial coherence and
has a threshold behaviour in the sense that it becomes infinite for sufficiently large incoherence,
i.e., solitons only exist as long as θ0 < 1, irrespective of amplitude.

3. THE COHERENT DENSITY FUNCTION APPROACH

For comparison the corresponding analysis is also carried out in terms of the coherent density func-
tion formalism. The evolution equation for the coherent density function f(x, θ, z) corresponding
to the NLS equation can be taken as, c.f. Refs. [8, 11]

i
∂f

∂z
+

1
2

∂2f

∂x2
+ ln (I(x, z))f = 0; I(x, z) =

∫ ∞

−∞
|f(x, θ, z)|2dθ. (8)

together with the Gaussian initial condition f(x, θ, 0) = A
√

J(θ) exp(− x2

2a2
0
− iθx) where J(θ) is the

normalized Gaussian spectrum used above.
The form of the solution of Eq. (8) is not obvious. However, it is clear that in order to allow for

the proper dynamics, the phase must contain a second order polynomial in θ and x with coefficients
that depend on the evolution variable z. It can be shown that the following ansatz is flexible enough
to allow a solution

f(x, θ, z) =A(z)
√

J(θ) exp




−

(
x− θb(z)/

√
2θ2

0

)2

2a2(z)
+ i

[
δ(z) + θ

µ(z)√
2θ2

0

(
x− θb(z)/

(
2
√

2θ2
0

))

+
ζ(z)
2a(z)

(
x− θb(z)/

√
2θ2

0

)2 ]}
. (9)

The corresponding intensity variation is given by

I(x, z) =
aA2

√
a2 + b2

exp
(
− x2

a2 + b2

)
. (10)

Inserting this ansatz into Eq. (8), separating real and imaginary parts, and matching powers of
x and θ, the following system of coupled nonlinear equations for the parameters is obtained:

A′(z) = −Aζ

2a
; δ′(z) = − 1

2a2
+ ln

(
aA2

√
a2 + b2

)
(11)

a′(z) = ζ; b′(z) = µ; ζ ′(z) =
1
a3
− 2a

a2 + b2
; µ′(z) = − 2b

a2 + b2
(12)

It is clear that the equation for the phase contribution δ(z) is unimportant for the soliton dynamics
which is determined by the remaining five equations. From these equations it can be inferred that
aA2 = constant and the last four equations can be reduced to the following second order system of
coupled differential equations for the two parameters a and b that together determine the dynamics
of the physically important intensity distribution:

a′′(z) =
1
a3
− 2a

a2 + b2
; b′′(z) = − 2b

a2 + b2
. (13)

From this system it is possible to derive a single nonlinear equation for the combination W (z) ≡
a2(z) + b2(z) which characterizes the width of the intensity profile viz.

(W ′)2 = 8HW − 8W ln W − C. (14)

where C is a constant of integration and H denotes the (constant) value of the Hamiltonian

H ≡ 1
2
(a′)2 +

1
2
(b′)2 +

1
2a2

+ ln(a2 + b2) = constant. (15)
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Comparing with the corresponding result in the Wigner case, Eq. (7), it is clear that the dynamic
behaviour of the intensity widths in the two representations is identical.

The result in the stationary case can be obtained by matching the solution to the initial con-
dition. In this case all initial values of the parameter functions vanish except for a(0) = a0

and µ(0)/
√

2θ2
0 = −1. The condition W = a2 + b2 = constant implies W = a2

0 and requires
W ′′ = H − ln W − 1 = 0. The value of the Hamiltonian is obtained by noting that a′(0) = ζ(0) = 0
and b′(0) = µ(0) = −

√
2θ2

0, which implies

1 = H − lnW =
1
2

(
ḃ(0)

)2
+

1
2a2

0

= θ2
0 +

1
2a2

0

= θ2
0 +

1
2W

(16)

and the stationary width is given by
√

W = 1/
√

2(1− θ2
0) in full agreement with the result obtained

by the Wigner analysis. It should be noted that even in the stationary case, the functions a(z) and
b(z) are varying although the combination a2 + b2 remains constant.

4. SOLITON INTERACTION

An approximate analysis of the interaction between two well separated coherent solitons, ψ1(x, z)
and ψ2(x, z) can be based on the system of two coupled NLS equations, c.f. [13]:

i
∂ψ1

∂z
+

1
2

∂2ψ1

∂x2
+ (ψ1 + ψ2) ln

(|ψ1|2
)

= 0

i
∂ψ2

∂z
+

1
2

∂2ψ2

∂x2
+ (ψ1 + ψ2) ln

(|ψ2|2
)

= 0,

(17)

In the present application the soliton interaction can be analyzed using the ansatz ψn(x, z) =
An(z) exp[−(x− ξn(z))2 + 2iµn(z)(x− ξn(z)) + iδn(z)], where An(z), ξn(z), µn(z) and δn(z) denote
slowly varying functions of z representing amplitude, position, frequency and phase respectively.
Following the same variational approach as used in [13], a single differential equation of Hamiltonian
form describing the evolution of the relative distance r(z) = ξ1 − ξ2, is obtained viz.

1
2
(r′)2 + 2 cos(φ) exp

(
−r2

2

) [
r2 + 5− 2 ln(A2)

] ≡ 1
2

(
dr

dz

)2

+ Π(r; A,φ) = H = constant. (18)

The dynamics of the soliton interaction can be inferred from the properties of the potential function,
Π(r; A,φ), in Eq. (18) as a function of separation, r, average amplitude, A = (A1 + A2)/2, and
phase difference, φ = 4(µ1 +µ2)r + δ2− δ1. Were the latter two quantities are constants of motion.
A picture, qualitatively similar to that of the Kerr nonlinearity, emerges where both monotonously
separating and oscillating behaviour are possible, depending on initial conditions. As for the Kerr
case, the conditions for the different types depend on a combination of initial phase, amplitude,
and relative distance.

An indication of the effect of partial coherence on soliton interaction can be inferred by gener-
alizing the analysis in [14] of the interaction between two soliton stripes to the case of logarithmic
nonlinear media. In this application the initial wave field is given as

ψ(x, y, z = 0) = ψ1(x)
∫

C(θ) exp(iθy)dθ + ψ2(x)
∫

C(θ) exp(iθy)dθ (19)

where ψn(x) denote the (Gaussian shaped) solitons, the incoherence is restricted to the y direction,
and C(θ) is a stationary stochastic process (common for both solitons) satisfying 〈C∗(θ1)C(θ2)〉 =
J(θ1)δ(θ1 − θ2). Adapting the analysis in [14] to the logarithmic nonlinearity, one finds that the
dynamic equation for the soliton separation is analogous to Eq. (18), except that the potential
function now is given by

Π(r; A, J(θ)) ≡ 2
∫ ∞

−∞
J(θ) cos(φ + σ(θ))dθ exp

(
−r2

2

)
[r2 + 5− 2 ln(A2)] (20)

where σ(θ) is the phase shift between the solitons, experimentally introduced by splitting a single
beam into two beams and then passing one of them through a tilted glass plate. By analyzing
the potential function given by Eq. (20), it is found that the effect of the partial coherence on the
soliton dynamics in the logarithmic nonlinear medium is qualitatively the same as for the Kerr
medium.
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5. CONCLUSION

The present analysis has reconsidered the problem of the dynamics of partially coherent solitons
in media with logarithmic nonlinearity using both the Wigner and coherent density function for-
malisms. Although the final results regarding the evolution of the intensity distribution of the
solitons are equivalent, the Wigner approach (as well as the approach based on the mutual coher-
ence function [9]) involves a more direct analysis than the coherent density approach in the sense
that the Wigner approach is based on a smaller set of “natural” variables than the coherent density
approach. In particular, the coherent density function approach requires a more comprehensive
modelling of amplitude and phase characteristics of the coherent density function, which plays the
role of an auxiliary function for which not all parameters have a physical interpretation. An illus-
tration of this is the fact that even in the case of a stationary intensity profile, the coherent density
function involves significant dynamics, although the physically relevant intensity profile remains
constant. On the other hand, the coherent density function approach provides a more convenient
frame work in other applications, e.g., for studying interaction between solitons in a logarithmic
nonlinear medium c.f. [11, 14]. To illustrate this an analysis is made for the problem of interacting
soliton stripes using the coherent density formalism. The result indicates that the interaction be-
tween the solitons is qualitatively similar to that in a Kerr medium. In particular, it is found that
with decreasing coherence the interaction strength decreases and the character of the interaction
may change between attractive and repulsive and vice versa.
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Abstract— We consider the evolution of nonlinear optical pulses in graded-index amplifiers
exhibiting self-focusing or self-defocusing non-Kerr nonlinearities. The pulse propagation in such
nonlinear media is governed by the generalized cubic-quintic nonlinear Schrödinger equation.
Using the self-similar analysis, we analytically find the chirped bright soliton solutions in the
anomalous and normal dispersion regimes. These chirped spatial solitary waves may find appli-
cations in future all optical networks.

1. INTRODUCTION

It is well known that soliton is a localized wave and is stable. It propagates over a long distance
with neither attenuation nor change of shape in a nonlinear medium. In optical fibers, the resulting
optical soliton is chirp free. In the recent past, chirped solitary pulses draw special attention owing
to its potential applications in optical pulse compressors as well as amplifiers [1, 2]. Recently
the dynamical evolution of the bright and dark chirped solitary pulses has been investigated by
many techniques [1–6]. Self-similar analysis is one of the techniques with which self-similar chirped
solitary pulses have been analyzed [1–3].

Self-similarity is a common phenomenon in nature. Common objects like tree branches, snowflakes,
clouds, rivers, or shorelines, appear similar even at a wide range of magnification scales. An object
is said to be self-similar if it looks roughly the same on any scale. Thus, self-similarity is defined as
the property whereby an object or mathematical function preserves its structure when multiplied
by a certain scale factor [7]. Self-similarity is more than a curiosity of nature.

By nature, during the evolution, self-similar chirped solitary pulse preserves the shape of the
pulse profile whereas its amplitude and width scale with time or propagation distance [3]. The
effective optical pulse compressor has also been discussed by using nonlinear non-uniform fiber
Bragg grating [5]. The robust pedestal free pulse compressor has been investigated too under the
influence of higher order nonlinearity called quintic nonlinearity [6]. The robustness of the proposed
compressor has been tested in terms of stability of the temporal self-similar chirped solitary pulse.

When the pulse peak intensity is sufficiently large, the field-induced change of the refractive
index is no longer described by the usual Kerr-type nonlinearity, i.e., n(ω, I) = n0(ω) + n2I, where
n(ω, I) is the refractive index of the medium, n0(ω) is the linear refractive index of the medium,
ω is the angular frequency, n2 is the Kerr constant, and I is the intensity of the optical pulse.
Higher order nonlinear effect such as the quintic nonlinearity will have to be taken into account
and the refractive index will have to be modified as n(ω, I) = n0(ω) + n2I + n4I

2, where n4 is the
quintic nonlinearity coefficient. If the optical intensity increases further due to compression, the
medium will eventually become saturated. Formally the cubic-quintic nonlinearity can be obtained
by expanding a saturable nonlinearity of the form n(ω, I) = n0(ω)+n2I/[1+(n4/n2)I]. The cubic-
quintic nonlinearity can be obtained by doping a fiber or FBG with two appropriate semiconductor
materials. For competing nonlinearities, one dopant should have a positive Kerr constant n

(1)
2 > 0

and large saturation intensity I
(1)
sat and other should have a negative Kerr constant n

(2)
2 < 0 with

nearly the same magnitude but much lower saturation intensity i.e., I
(2)
sat ¿ I

(1)
sat . If the peak

intensity approaches 1 GW/cm2, then one can expand the expression for n(ω, I), truncate the
series, and arrive at the cubic-quintic nonlinearity [1, 2]. In recent years, there are number of
reports on the measurement of the cubic-quintic nonlinearity in these novel fibers [8–11]. Pulse
propagation through the fibers with competing nonlinearities has received much attention since
the competition between nonlinearities of different orders could result in strong stabilization of the
pulse propagation [12]. Analytically, the generation of bright and dark solitons has been discussed
under the cubic-quintic nonlinearity in optical fibers with constant dispersion [13, 14].



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1397

In addition to temporal chirped self-similar solitary pulses, recently the generation of spatial
bright and dark chirped solitary waves has been investigated inside the planar, graded-index waveg-
uide amplifiers with self-focusing and self-defocusing Kerr nonlinearities [3]. The main objective of
the present work is to investigate whether the spatial self-similar solitary wave does exist in the
presence of quintic nonlinearity.

2. THEORETICAL MODEL

The propagation of optical beam inside a planar, graded-index nonlinear waveguide amplifier under
the influence of quintic nonlinearity is governed by following generalized cubic-quintic nonlinear
Schrödinger (CQNLS) equation:

i
∂E

∂Z
+

1
2

∂2E

∂X2
− iG

2
E +

1
2
X2E + γ|E|2E + α|E|4E = 0. (1)

Here all the physical parameters are in normalized form. The variable E is the envelope of the
wave and G is the gain. γ and α represent the cubic and quintic nonlinearities, respectively. In
order to solve the above CQNLS equation, we consider the following form of the self-similar wave

E =
1

W (Z)
Ψ

[
X −Xc(z)

W (Z)

]
exp {i [Φ (X,Z)]} , (2)

where Xc is the position of the self-similar wave center.
The phase part of the self-similar wave is given by

Φ(X, Z) =
1
2
CX2 + B(Z)X + Θ(Z) (3)

The parameter C measures the linear phase chirp of the self-similar solitary wave. Now, sub-
stituting the Eqs. (2) and (3) in Eq. (1), we get the following chirped spatial bright solitary wave
under the influence of cubic-quintic nonlinearities

E =
1

W (z)

[
γ

4β
+

[
α(Z)
3β

+
γ2

16β2

] 1
2

cosh
[√

8βT
]]− 1

2

exp[iΦ], (4)

where T =
[

X−Xc(z)
W (Z)

]
and Φ(X, Z) = −1

2X2 + B0e
ZX + (2β−B2

0W 2
0 )

4W 2
0

e2Z .

The Eq. (4) represents the spatial bright chirped self-similar solitary wave which preserves the
wave profile under the influence of cubic-quintic nonlinearity. However, its width and amplitude
are scaled as above. In the absence of quintic nonlinearity α = 0, the resulting soliton solution is
chirped and is self-similar that has already been reported in [3]. The localized solution discussed
above is indeed not a soliton, strictly speaking, but rather a solitary wave, therefore it is crucial
to assess the stability. The most important result in the stability theory of solitary waves is the so
called Vakhitov-Kolokolov (VK) criterion for one-parameter families of solitary waves. From the
VK criterion, it has been found that the above predicted spatial solitary wave is stable. The details
of the calculation on the stability analysis will be presented in future publication.

3. RESULTS AND DISCUSSION

We have investigated analytically spatial soliton like self-similar wave in graded-index, nonlinear
waveguide amplifiers under the influence of cubic-quintic nonlinearity. The stability of the above
wave will be the crucial issue. The stability of the above wave will be analyzed by means of
dint numerical techniques using split-step Fourier method. The potential application of the above
predicted chirped spatial self-similar wave will be investigated and reported elsewhere. We expect
to design a highly nonlinear pulse compressor which could either be more robust to variations
in input pulse parameters if media with competing nonlinearities are used, or more efficient in
producing the same compression ratio with small input pulse power if the two nonlinearities work
together. Then, we shall also determine the true potential of the proposed pulse compressor.



1398 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

REFERENCES

1. Kruglov, V. I., A. C. Peacock, and J. D. Harvey, “Exact self-similar solutions of the generalized
nonlinear schrödinger equation with distributed coefficients,” Phys. Rev. Lett., Vol. 90, 113902,
2003.

2. Kruglov, V. I., A. C. Peacock, and J. D. Harvey, “Exact solutions of the generalized nonlinear
Schrödinger equation with distributed coefficients,” Phys. Rev. E, Vol. 71, 056619, 2005.

3. Ponomarenko, S. A. and G. P. Agrawal, “Do solitonlike self-similar waves exist in nonlinear
optical media?,” Phys. Rev. Lett., Vol. 97, 013901, 2006.

4. Senthilnathan, K., K. Nakkeeran, K. W. Chow, Q. Li, and P. K. A. Wai, “Chirped optical
solitons,” Advances in Nonlinear Waves and Symbolic Computation, Nova, 2009.

5. Li, Q., K. Senthilnathan, K. Nakkeeran, and P. K. A. Wai, “Nearly chirp- and pedestal-free
pulse compression in nonlinear fiber Bragg gratings,” J. Opt. Soc. Am. B, Vol. 26, 432, 2009.

6. Senthilnathan, K., Q. Li, P. K. A. Wai, and K. Nakkeeran, “Robust pedestal-free pulse com-
pression in cubic-quintic nonlinear media,” Phys. Rev. A, Vol. 78, 033835, 2008.

7. Barenblatt, G. I., Scaling, Self-similarity, and Intermediate Asymptotics, Cambridge University
Press, Cambridge, 1996.

8. Zhan, D. Z., D. Zhu, D. Wang, Y. Li, D. Li, Z. Lu, L. Zhao, and Y. Nie, “Third- and fifth-order
optical nonlinearities in a new stilbazolium derivative,” J. Opt. Soc. Am. B, Vol. 19, 369, 2002.

9. Boudebs, G., S. Cherukulappurath, H. Leblond, J. Troles, F. Smektala, and F. Sanchez, “Ex-
perimental and theoretical study of higher-order nonlinearities in chalcogenide glasses,” Opt.
Commun., Vol. 219, 427, 2003.

10. Ogusu, K., J. Yamasaki, S. Maeda, M. Kitao, and M. Minakata, “Linear and nonlinear optical
properties of Ag–As–Se chalcogenide glasses for all-optical switching,” Opt. Lett., Vol. 29, 265,
2004.

11. Sanchez, F., G. Boudebs, S. Cherukulappurath, H. Leblond, J. Troles, and F. Smektala, “Two-
and three-photon nonlinear absorption in As2Se3 chalcogenide glass: Theory and experiment,”
J. Nonlin. Opt. Phys. & Mat., Vol. 13, 7, 2004.

12. Kivshar, Y. S. and G. P. Agrawal, Optical Solitons: From Fibers to Photonic Crystals, Aca-
demic Press, San Diego, 2003.

13. Herrmann, J., “Bistable bright solitons in dispersive media with a linear and quadratic
intensity-dependent refraction index change,” Opt. Comm., Vol. 87, 161, 1992.

14. Pushkarov, D. and S. Tanev, “Bright and dark solitary wave propagation and bistability in the
anomalous dispersion region of optical waveguides with third- and fifth-order nonlinearities,”
Opt. Comm., Vol. 124, 354, 1996.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1399

Polarization Domain Wall Solitons in Elliptically Birefringent
Optical Fibers

S. Wabnitz
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Abstract— We present analytical and numerical studies of the dynamics of polarization do-
mains and domain wall solitons in optical fibers with elliptical birefringence. Applications to
loss-free nonlinear polarizers and to cross-polarization modulation between signals in wavelength
division multiplexed transmissions are discussed.

1. INTRODUCTION

First predicted by Zakharov and Mikhailov in 1987 [1], optical polarization domain walls were ex-
perimentally observed about ten years later by Pitois, Millot and Wabnitz with counter-propagating
nanosecond pulses in nonlinear isotropic optical fibers [2, 3]. A polarization domain is a stable mu-
tual arrangement of the polarization state of the two waves [1]. On the other hand, a domain wall
is a kink soliton which represents a polarization switching between different domains composed of
mutually orthogonal polarization states [1–3]. With perfectly isotropic fibers, in order to avoid
any bending-induced birefringence, the experiments were limited by the short interaction length,
which is typically of the order of one meter. Such short nonlinear interaction length prevents the
observation of polarization domain walls with continuous wave (CW) beams.

We present the extension of the theory of polarization domain wall solitons to both counter and
co-propagating beams of different frequency in highly birefringent (hibi), twisted and spun optical
fibers [4]. In the counter-propagating case, we describe new analytical domain wall soliton solutions
whose propagation velocity may be controlled, and even stopped, by simply varying the input rel-
ative intensity of the two beams [5]. These findings may open the way to a new class of low-power,
nonlinear optical data storage and buffer devices based on the dynamic control of polarization
encoded information in fiber loop memories. For co-propagating waves with different frequencies,
mutual or cross-polarization modulation interactions may have a significant impact on polariza-
tion multiplexed wavelength-division-multiplexed (WDM) transmissions [6] and polarization-mode
dispersion compensators [7]. Our analysis unveils the stable mutual polarization arrangements of
WDM channels, reveals the existence of cross-polarization modulation supported domain wall soli-
tons [8], and suggests novel polarization modulation schemes. An interesting application of our
theory is the lossless polarization attraction [9, 10] of an initially depolarized probe beam into the
same polarization state of either a co-propagating or a counter-propagating pump wave. Therefore
we numerically investigated the feasibility of practical polarization domain-based lossless polarizers
with sub-W level pumps and signals using km-long hibi fibers.

2. COUNTERPROPAGATING WAVES

Let us consider at first the counter-propagation of two waves with the same or different carrier
frequency in a spun elliptically birefringent fiber. In a reference frame uniformly rotating along
the fiber axis z with the spin rate τ , we may write the counter-propagating fields as E±(Z, T ) =
E±

x (Z, T )ex + E±
y (Z, T )ey, where ex,y are the local linearly polarized fiber modes. In terms of

elliptical eigen-polarizations (in the absence of nonlinearity) e1,2 of the fiber, we may write [4]

E±(Z, T ) = A±1 (Z, T ) exp (±iβ1Z) e1 + A±2 (Z, T ) exp (±iβ2Z) e2 (1)

where β1,2 are the corresponding linear propagation constants, and the envelopes A1,2 are slowly
(with respect to the short linear beat length Lb of the high birefringence fiber) evolving in Z because
of the nonlinear changes of the beam polarizations, that we may describe in terms of the Stokes
vectors of the two beams as

∂ξS+ = S+ × (
JSS+ + JXS−

)
, ∂ηS− = S− × (

JSS− + JXS+
)
, (2)

where the self-polarization rotation tensor JS = diag(JS1, JS2, JS3) = diag(0, 0, α), the cross-
polarization rotation tensor JX = diag(β,−β, γ), ξ = (T + Z/Vg)/2, η = (T − Z/Vg)/2, and Vg is
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(a) (b)

(c) (d)

Figure 1: Space-time evolution of the s2 stokes parameter of the counter-propagating waves, showing: (a),
(b) polarization domain wall formation; (c), (d) damping (growth) of the initial polarization fluctuations of
the forward (backward) wave.

the linear group velocity in the fiber. The parameters α, β, and γ depend upon the tensor response
of the cubic nonlinearity, as well as the spin rate τ [4, 5]. In the special case of counter-propagating
beams with equal power P = P+ = P−, one obtains the stationary (i.e., time-independent) polar-
ization domain wall solution of Eq. (2)

s±(Z) = ± (c1 sec h [ρ (Z − Z0)] , − tanh [ρ (Z − Z0)] , c3 sec h [ρ (Z − Z0)]) (3)

where s = S/P is the dimensionless Stokes vector, c1 =
√

2/(3 + α′), c3 =
√

(1 + α′)/(3 + α′),
ρ =

√
2(1 + α′)β/Vg, α′ = α/β, and z0 is a position shift. In the case of unequal beam powers, and

α = 0, the solution (3) may be easily extended to a traveling-wave domain wall solution moving
with the nonlinear group velocity

Vnl = Vg (P+ − P−) / (P+ + P−) .

Polarization walls may be created in the fiber by imposing the proper boundary conditions [2, 3, 5].
Figures 1(a) and (b) show the evolution along L = 1 km of linear hibi fiber of the s2 Stokes
parameter of the forward and backward beams with P+ = P− = 500 mW and the same wavelength
λ = 1550 nm. We set the fiber nonlinear index n2 = 3.2 × 10−20 m2/W and its effective area
Aeff = 10µm2. The initial condition is the unstable arrangement consisting of two parallel linearly
polarized waves oriented at 45◦ to the birefringence axes of the fiber.

Polarization attraction into the stable domains may be exploited to implement a nonlinear
lossless polarizer [8]. This effect is illustrated in Figures 1(c) and (d) where we show the s2

parameter of a forward signal with P+ = 250mW and of a backward pump with P− = 500 mW in
an elliptically birefringent fiber (with ellipticity angle θ = 35◦). Here we imposed a nearly 100%
modulation of the forward s2 at Z = 0 for T > 0. This creates stable antiparallel domains at
Z = L. As a result, input polarization fluctuations of the forward beam are strongly damped at
the fiber output, whereas backward beam polarization fluctuations are introduced at Z = 0 (see
Figures 1(c) and (d)).

3. COPROPAGATING WAVES

A treatment similar to that of the previous section may be applied to describing the mutual non-
linear polarization changes of two optical waves at nearby frequencies ωa and ωb, that co-propagate
in a spun birefringent optical fiber. In this case, one obtains for the Stokes vectors associated with
the two waves the coupled equations

∂ξSa = Sa ×
(
JSSa + JXSb

)
, ∂ηSb = Sb ×

(
JSSb + JXSa

)
, (4)
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where JX = diag(Jx1, Jx2, Jx3) = diag(δ, δ, ρ), where δ and ρ depend upon the nonlinearity and
the spin rate (note that a different JX is obtained with respect to the case of counter-propagating
beams). The characteristic coordinates read as ξ = (Z + T/∆)/2, η = (Z − T/∆)/2, with ∆ =
(1/Va − 1/Vb)/2, and Va,b are the group velocities of pulses at ωa and ωb. For an eigenmode
ellipticity parameter t = tan(θ/2) <

√
3 − √

2, and equally intense waves of power P , the two
vectors sa,b = (±1, 0, 0) represent unstable saddle points emanating separatrix trajectories (see
the thick red curves in Figure 2, left) that represent the stationary (i.e., space-independent) kink
solitons

sa(T ) = (∓ tanh [C (T − T0)] , ±a/cosh [C (T − T0)], b/cosh [C (T − T0)] ) (5)

where a =
√

(Jx3 − Jx1 + Js3) / (Jx3 + Jx1 + Js3), b =
√

2Jx1 / (Jx3 + Jx1 + Js3), C =
√

2Jx1(Jx3 − Jx1 + Js3)P/∆, and T0 is an arbitrary time shift. Moreover we have set sa ≡ Sa/P =
(sa

1, s
a
2, s

a
3) = (sb

1,−sb
2, s

b
3). The polarization domain wall (5) describes a switching of polarization

between the two stable (with respect to spatio-temporal perturbations) parallel polarization ar-
rangements sa,b = (1, 0, 0) and sa,b = (−1, 0, 0). On the other hand, Figure 2 (right) shows that, for
t >

√
3−√2, the saddles coincide with the polarizations sa,b = (0, 0,±1), so that cross-polarization

solitons similar to those in Eq. (5) can again be found [8].

Figure 2: Trajectories of Stokes vector sa on the Poincaré sphere representing space-independent solutions
for the self and cross-polarization modulation in a linearly (θ = 0) and circularly (θ = 90◦) birefringent fiber.
Thick red curves represent polarization kink solitons.

Figure 3: Stable numerical propagation of an input cross-polarization domain wall soliton over 1000 km of
linearly birefringent fiber.
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Figure 3 illustrates the results of the numerical integration of Eq. (4) with initial conditions given
by the polarization domain wall soliton (5). We considered two 1 mW beams at λ = 1550 nm spaced
by 50 GHz, co-propagating in a linearly hibi fiber (θ = 0) with the GVD of D = 1ps/(nm km).
As shown in Figure 3, full switching between two pairs of orthogonal polarization arrangements is
obtained on a timescale of 60 ps. Figure 3 shows the propagation of the cross-polarization soliton (5)
over 1000 km, and it confirms its spatio-temporal stability. Indeed, Figure 3 confirms that when
the proper iniput polarization modulation is used, nonlinear cross-polarization modulation may
compensate for the GVD induced temporal walk-off between the two wavelength channels.

The existence of stable domains of parallel mutual polarization arrangements for different wave-
length channels in birefringent fibers may lead to the possibility of implementing nonlinear loss-free
polarizers in a co-propagating configuration as well. A first proof of principle demonstration of
such device was obtained by solving Eq. (4) with an initially randomly polarized in time, 1mW
CW probe wave, co-propagating in a short loop of linearly birefringent fiber along with a 50 GHz
spaced, circularly polarized, 3mW CW pump. After re-circulating for 50 ms, it was observed that
the probe acquired the same polarization state of the pump [8].

4. CONCLUSION

In conclusion, we obtained stable polarization domain wall stationary as well as slow wave soliton
solutions for the evolution of the state of polarization of counter-propagating waves in highly
birefringent spun optical fibers. The sign and magnitude of the soliton propagation velocity may
be controlled by varying the power of the two waves at their respective input ends. Additionally,
we described the cross-polarization modulation mediated interaction between two WDM channels
in optical fibers with elliptical birefringence. We obtained novel analytical domain wall soliton
solutions that represent the locked temporal switching of the state of polarization of both beams.
The possibility of implementing the loss-less nonlinear polarization attraction functionality in a
co-propagating geometry was numerically predicted.
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Abstract— We experimentally demonstrate the possibility to build up the L-band tunable GHz
repetition rate fiber laser via a dispersion flattened dispersion decreasing fiber. The dispersion
decreasing fiber enhance effect of the Raman scattering on the pulse propagation. After propa-
gation in 42 m-length fiber the 1550 nm input pulses obtain a large red-shifted spectral sideband.
The spectral shift depends on the input pulse peak intensity. The band-pass filter applied for
output radiation produces picosecond pulses at 1610 nm. The pulses are fully synchronized with
clock source. Numerical simulations were made and show good agreement with the experimental
results.

1. INTRODUCTION

A high repetition rate, widely tunable L-band source can be very attractive for modern optical
networks. It is well known that the dense wavelength-division multiplexing is an efficient method
for increasing the capacity of fiber transmission systems. As the number of channels increases, the
required number of lasers becomes large if each channel has its own transmitter. Therefore, the
spectral slicing of a single coherent broadband transmitter has attracted much attention, especially
for Gbit/s systems with external modulators. A GHz repetition rate L-band source can be very
important for high-capacity fiber transmission systems [1].

In particular, the dispersion decreasing fiber (DDF) waveguides with length varying anomalous
dispersion are successfully applied to efficient compression of picosecond and subpicosecond pulses
and generation of the smooth and stable against pump noise supercontinuum [2]. As theoretically
shown, the propagation of a pulse in a waveguide with a length varying chromatic dispersion is
formally equivalent to the propagation of the pulse in a fiber amplifier with a certain gain. This
effect is physically based on the fact that nonlinear effects increase as compared to the dispersion
effects in the process of propagation through the waveguide.

The design of dispersion varying fibers has been advanced through the development of novel
technology for length-varying fiber drawing from standard preforms. It allows fibers with a nec-
essary length dependence of the diameter to be fabricated. The dispersion deviation from the
prearranged value is less than 0.5%. This technology has become possible thanks to the real time
digital signal processing used for the control of the fiber drawing process.

The single mode fibers with dispersion varying along the length are attracting a considerable
attention due to their value to control optical solitons in time and frequency domain. Improved
pulse quality with minimal or no pedestal component can be achieved by the adiabatic compression
technique using dispersion decreasing fibers. The DFDDF allows one to obtain an efficient spectral
broadening that is stable in the presence of noise [3]. A tunable source can be based on the
supercontinuum generation [3] and on the Raman conversion of the carrier frequency of the optical
soliton [4]. Last method could be high efficient especially whether smooth tuning in some frequency
range is required. Recently an efficient optical scheme has been proposed capable to generate 90 fs
pulses at MHz pulse repetition rates, smoothly tuned in the telecommunication range using a high
nonlinear dispersion decreasing fiber [5]. The smooth tuning is based on the Raman frequency
conversion of ultrashort pulses. However, until now nobody was able to build up the L-band
tunable GHz picosecond source well synchronized with basic clock.

We experimentally demonstrate the possibility to build up the L-band tunable GHz repetition
rate fiber laser via a dispersion flattened dispersion decreasing fiber. High quality fully synchronized
with clock source 0.9 ps pulses are generated.

2. EXPERIMENTS

Our experimental setup includes an actively mode-locked fiber laser operating at 5.37 GHz as a
source of 2.6 ps pulses at central wavelength λ0 = 1552 nm, high power fiber amplifier, DFDDF
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(dispersion flattened dispersion decreasing fiber), filter at 1610 nm after the fiber (Fig. 1). To an-
alyze the pulse propagation a spectrum analyzer, autocorrelator and power meter are used. The
measurements have been carried out for different levels of EDFA pump current. The DFDDF
fiber has convex dispersion function vs wavelength and linear dispersion function vs fiber length.
In experiments 42 m-length fiber was used. Outer diameter of the fiber decreases from 148µm
to 125µm. Group velocity dispersion (GVD) and effective area of fundamental mode are shown
in Fig. 2. At 1552 nm the DFDDF’s dispersion slopes are 0.01 ps km−1nm−2, 0.03 ps km−1nm−2

and 0.04 ps km−1nm−2 for outer diameters d = 125µm, d = 137µm and d = 148µm correspond-
ingly. The dispersion calculated for the fiber with constant diameter d = 125µm agrees well with
measurements (Fig. 2(a)).

Spectra obtained after propagation of 2.6 ps pulses in DFDDF are shown in Fig. 3. Due to the
stimulated Raman scattering [4], a red-shifted sideband appears in the spectrum (Fig. 4(a)). Using
commercially available WDM bandpass filter we produce 0.9 ps pulses at 1610 nm. These pulses

Figure 1: Experimental setup: Pritel UOC, picosecond pulse source; EDFA, Er-doped fiber amplifier;
DFDDF, 42 m length of dispersion flattened dispersion decreasing fiber; AC, autocorrelator “Femtochrome”;
OSA, optical spectrum analyzer “Ando AQ6317”; “Agilent Infinium”, sampling scope with 80 GHz band-
width; “FILTER”, WDM filter “Koncent KOAD-020-A-1610-900L-NN”.
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Figure 2: Dispersion properties of DFDDF. (a) Dispersion of three fibers with constant outer diameter.
Curves show calculated dispersion. Open circles show measured dispersion, (b) dispersion and effective area
(Aeff) of fundamental mode versus outer diameter of DDF.
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Figure 4: (a) Optical spectra of the output of the DFDDF fiber (1) and the radiation after the passing
through the 1610 nm filter (2), (b) sampling scope trace of the pulse at DFDDF input (black color) and
output signal of 1610 nm filter (gray color). Input pulse repetition rate was 5.37 GHz. Input pulse energy
was 140 pJ.

are synchronized with the input (Fig. 4(b)). For a high pulse energies, a broadband continuum
radiation was observed. However, it is essential that the input pulse energy should not exceed some
critical value to obtain the high quality fully synchronized output pulses at 1610 nm after the filter.

3. SIMULATION

The numerical simulations which model pulse propagation in the DDF are based on the nonlinear
Schrödinger equation:

∂A

∂z
+

α

2
A(z, t) =

7∑

m=2

im+1βm(z)
m!

∂mA

∂tm
+ i

(
PNL + i

2
ω0

∂PNL

∂t

)
, (1)

where z is the distance along fiber, t is the time, A(z, t) is the complex pulse envelope, α = 0.08 km−1

is the linear absorption coefficient, which corresponds to 0.35 dB/km measured loss, ω0 is the
carrier frequency of the pulse. Functions βm(z) take into account longitudinal variation of the fiber
dispersion. The approximation βm(z) =

∑i=3
i=−2 amkd(z)k was used. Where d(z) is the DDF outer

diameter. Nonlinear polarization PNL includes effects of Kerr nonlinearity and delayed Raman
scattering.

PNL(z, t) = γ(z)|A|2A + γR(z)QA(z, t), (2)

where γ(z) = 2πλ−1
0 n2Aeff(z)−1, n2 = 3.0 × 10−20 m2W−1, γR(z) = 0.3γ(z). The Raman delayed

response Q(z, t) is approximated by damping oscillations:
(
∂2Q/∂t2

)
+ 2T−1

2 (∂Q/∂t) + Ω2Q(z, t) = Ω2|A(z, t)|2, (3)

where T2 = 32 fs, Ω(2π)−1 = 13.1THz. The Equation (1) was solved using standard split-step
Fourier algorithm [2].

Autocorrelation trace of input pulses was perfectly approximated by autocorrelation trace cal-
culated for hyperbolic secant pulse: A(0, t) =

√
P0 sech(1.76 tT−1

FWHM) exp(iCt2/2), where P0 is the
pulse peak power, T

FWHM
= 2.6 ps is intensity full-width at half maximum (FWHM) pulse dura-

tion. The chirp C = 0.07 ps−2 was introduced to match spectral FWHM of initial pulses used in
modelling and experiments.

Due to the decreasing of the absolute value of the dispersion the initial solitonic pulse is strongly
compressed (Fig. 5(a)). As result the generation of Raman red-shifted radiation become efficient.
Simulation shows that sideband at λ > 1570 nm (Fig. 5(b)) appears after the propagation distance
z = 35m. Results demonstrate a good qualitative agreement between experimental and simulated
characteristics of output pulses (Figs. 5(b) and 5(c)). The output pulse has narrow peak with
broad pedestal (Fig. 5(a)). Due to this feature autocorrelation trace does not allow to estimate
pulse width properly. However the calculated and measured autocorrelations demonstrate similar
shapes (Fig. 5(c)). Filtering the spectrum (Fig. 5(b), top) numerically the single pulse was obtained.
With the higher pulse energies a fine structure appears in the spectrum. The spectrum calculated
after bandpass filter contains intensity oscillations, which destroys the formation of the single pulse
after filter.
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Figure 5: Simulation of the pulse compression and red-shifted sideband generation. (a) Pulse dynamics.
Pulse spectra, (b) and autocorrelation curves, (c) after 42 m propagation in DFDDF. Input pulse energy is
140 nJ.

4. CONCLUSION

In conclusion, we have demonstrated what is, to the best of our knowledge, the first L-band tun-
able GHz repetition rate fiber laser. The novel efficient optical scheme allows to generate high
quality 0.9 ps pulses at 1610 nm pulses, fully synchronized with basic clock at multi gigahertz pulse
repetition rate.
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Abstract— We show that in a cavity soliton laser based on a VCSEL with a saturable absorber
the solitons can spontaneously move. A key parameter ruling the dynamical instability is the
ratio of the carrier lifetimes in the amplifier and in the absorber. The direction of the spontaneous
motion is arbitrary but it can be controlled by injecting a low-intensity guiding beam for a short
interval of time. The final velocity of the moving soliton is determined by the parameters of the
system.

1. INTRODUCTION

Cavity solitons (CSs) are bright intensity peaks over a dark homogeneous background. They typi-
cally arise in the coherent field transmitted by nonlinear optical resonators driven by a homogeneous
holding beam, and are generated through diffraction-mediated light-matter interaction which leads
to field self-localization within the cavity [1]. CSs have been experimentally demonstrated in broad
area, driven vertical cavity surface emitting lasers (VCSELs) below and above threshold [2, 3]. A
radical simplification could be achieved implementing the concept of Cavity Soliton Laser (CSL),
i.e., a device generating CS without holding beam. Such a device, in addition to having maximum
contrast between the CSs and the homogeneous background, would have tremendous advantages
in terms of simplicity, robustness, and compactness, especially if realized in semiconductor-based
microresonators.

The first theoretical prediction of dissipative optical localized structures (autosolitons) in a laser
with a saturable absorber was proposed by Rosanov and co-workers [4] in the limit of fast materials,
then it was extended to the case of finite relaxation times by the same group [5], and spontaneous
motion of the localized structures was demonstrated [6].

Here, we consider a VCSEL with an absorbing medium integrated in the cavity, taking into
account the finite relaxation rates of the material, the saturable dispersion associated with the
linewidth enhancement factors [7], and the radiative recombination processes typical of semicon-
ductors [8]. Different methods for switching on/off CSs and the dynamical behavior of the laser
during the different switching processes have been investigated [9].

The first experimental demonstration of a semiconductor CSL has been achieved recently with
an alternative scheme in which a frequency selective feedback element is placed in an external-cavity
configuration for the VCSEL [10]. More recently, a saturable absorber based semiconductor CSL
has been experimentally realized with two mutually coupled broad-area semiconductor resonators,
where one is pumped above transparency and plays the role of the laser, while the other one plays
the role of the saturable absorber [11].

In this paper, we investigate the mechanism giving rise to a dynamical instability leading to
the spontaneous motion of cavity solitons. A key role is played by the ratio between nonradiative
recombination lifetimes in the amplifier and in the absorber.

2. DYNAMICAL EQUATIONS

The dynamics of a laser with saturable absorber can be described by the following set of equations

Ḟ =
[
(1− iα) D + (1− iβ) d− 1 + i∇2

⊥
]

F (1)

Ḋ = b 1

[
µ−D

(
1 + |F |2

)
−B D2

]
(2)

ḋ = b 2

[
−γ − d

(
1 + s |F |2

)
−B d2

]
(3)

where F is the slowly varying amplitude of the electric field, D and d are the population variables
related to the carrier densities in the active and passive material, respectively. The parameters α
and b1 (β and b2) are the linewidth enhancement factor and the ratio of the photon lifetime to
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the carrier lifetime in the active (passive) material, µ is the pump parameter of the active material
and γ is the absorption parameter of the passive material, s is the saturation parameter and B
is the coefficient of radiative recombination. For more details on the definition of the parameters
see [7, 8]. Time is scaled to the photon lifetime, and space to the diffraction length. Typically a
time unit is ∼ 4 ps and a space unit ∼ 4µm. The parameters s = 1, γ = 2, α = 2, β = 1, b1 = 0.01,
B = 0.1 are kept fixed throughout the paper. We use as free parameters the pump µ and the ratio
r = b2/b1 = τ1/τ2 of the carrier lifetime in the active and in the passive medium.

The homogeneous stationary solution of Equations (1)–(3) consists in a lower branch corre-
sponding to the non-lasing (off) state, that is stable up to the laser threshold µthr, and an upper
branch which, for our choice of the parameters, is modulationally unstable everywhere in the pos-
itive slope part (solid line in Fig. 1) [8]. Numerical integration is performed for different values
of the pump parameter µ via a split-step method on a 128× 128 spatial grid (we use fast Fourier
transform for integrating the diffraction term and Runge-Kutta for the rest).

In Fig. 1, we show the homogeneous stationary solution (solid line) and CS branch (dashed line),
as a function of the pump parameter µ.
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Figure 1: Intensity of homogeneous stationary solution and peak intensity of cavity soliton (CS) solution
as a function of the pump parameter µ. Squares represent sample CSs whose dynamical properties will be
considered later (4.6 ≤ µ ≤ 5.1). Inset, bell shape intensity profile of the CS corresponding to µ = 4.6.
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Figure 2: Stability domain of the stationary and moving CS in the plane of the parameters µ and r, obtained
by numerical integration of the dynamical equations.
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3. CS STABILITY AND MOTION

The linear stability analysis of the stationary CS solution can be performed via a Newton-Raphson
method. The parameter r = b2/b1 = τ1/τ2 has a significant effect on CS stability, as it can be
seen by looking at Fig. 2. If one considers the stable CS with r ≥ 0.72 and µ = 5.0, reduces
r keeping µ fixed (crossing the instability boundary of Fig. 2 from above), the CS undergoes a
dynamical instability, which is responsible for spontaneous moving of CS, as we can see when we
numerically integrate the dynamical equations. As a matter of fact, starting the simulation from
a stationary CS, after an initial motionless stage it begins to move along a line. The direction
of motion is completely arbitrary and it is determined by noise. Fig. 3 (left) shows that, after a
transient accelerated motion, the CS moves with a constant velocity that depends on r. As we
further decrease r below the instability threshold the velocity of the CS increases and its peak
intensity decreases, as shown in Fig. 3 (right).

For even smaller values of r, a further threshold is crossed and the moving CS is no longer
stable. A fast displacement of CS requires fast transversal shift of the population deep (peak) in
the amplifier (absorber) medium, and there is evidently a limit in what the system can tolerate.
Depending on the values of r and µ, the system can either precipitate to the non-lasing solution
or develop a turbulent behavior, similarly to what typically happens in the region above threshold
µ > µth = 5.18 [7] The stability domain of the moving CS in the plane (r, µ) is shown in Fig. 2.

As briefly mentioned before, the direction of the CS motion is arbitrary, and it is determined by
noise. This represents a strong limitation to the exploitability of this spontaneous CS motion for
applications, such as a shift register or a delay line [12]. The problem could be solved if one could
force the CS motion in a desired direction. This can be achieved by injecting a weak guiding beam
in the vicinity of the CS for a short interval of time (hundreds of picoseconds, depending on the
peak intensity and waist). The CS is immediately attracted towards the injected beam and will
therefore start and perform its motion in the imposed direction, and even the initial “inertial” stage
disappears. This method works for both guiding beams that have a frequency close to that of the
laser field (semi-coherent injection [9]) and for guiding beams that have a very different frequency
(incoherent injection [9]).
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Figure 3: Left: Displacement of CS vs. time for different values of r. Right: Velocity of the moving CS
and difference ∆I between the peak intensity of the stationary and of the moving CS as a function of the
bifurcation parameter r. In both panels we consider the case µ = 5.

4. CONCLUSION

We have shown that in a CSL scheme based on a VCSEL with a saturable absorber there are
parametric conditions for which the CS can exist only if it moves in the transverse plane, with a
velocity that depends on the parameters of the system. CS velocity is of the order of a few µm/ns.
The possibility of handling the CS route by injecting a low-intensity guiding beam is one of the
most remarkable properties.
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Abstract— Strong light confinement can be achieved in metallic cavities which can confine
light to volumes with dimensions considerably smaller than the wavelength of light. It was
commonly believed, however, that the high losses in metals are prohibitive for laser operation
in metallic nano-cavities. Recently we have reported lasing in a metallic nano-cavity filled with
an electrically pumped semiconductor. Importantly, the manufacturing approach employed for
these devices permits even greater miniaturization of semiconductor lasers. Furthermore, the
approach allows for complex device shapes and the guiding of light between devices. Of particular
interest are the metal-insulator-metal (MIM) waveguides. These MIM waveguides can propagate
a transverse magnetic (TM0) mode which permits true deep sub-wavelength guiding of light in
two dimensions. The manufacturing process is adapted to produce a variant of MIM waveguides.
The presentation will look at the modeling, fabrication and operation of these devices. An
overview will also be given of latest results from devices.
Previously reported devices observed light that leaked out of the metallic nano cavity through
the device base. This is not optimal as the lasing light travels transversally between the metal
sidewalls of the pillar structure. Ideally, the transverse propagating mode needs to be coupled
directly out to either a conventional dielectric waveguide or free space. We will discuss our
progress in making metallic cavity nano lasers with coupling of the transverse propagating mode
directly to free space, and present results from our latest attempts.

1. INTRODUCTION

So far all metallic waveguide lasers have been characterized by observing light leaking through
the substrate of the chip [1]. This poses difficulties with respect to their integrability in photonic
circuits. Ideally the propagating mode of such a device is coupled out directly to free space or a
waveguide. There are various ways in which this can be done.

In order to sustain laser operation, only a fraction of the light can be extracted from the cavity.
This can be realized by incorporating a Bragg reflector at the junction with the laser. However,
recent experiments show that also a cleaved facet provides sufficient reflectivity.

2. FABRICATION

The side-emitting structures are fabricated on InP/InGaAsP/InP wafers, in which 8 InGaAs quan-
tum wells are incorporated. The quantum wells are 4.1 nm thick and the total thickness of the film
layer is 510 nm. The high index contrast between the InGaAs core and InP cladding layers provides
vertical confinement.

The rectangular cross-section of the structures is defined by means of electron beam lithography
and lift-off the width of the structures varies from 100 nm to 250 nm. After plasma etching with
a CH4/H2 chemistry in an ICP system, the structures are covered with a 20 nm thick Si3N4 layer,
which serves as electrical insulation. Finally the devices are encapsulated in metal and additional
metal layers are deposited to form the top contact. A more detailed description of the manufacturing
process is given in [1].

After fabrication the structures are cleaved in half, forming two devices with one open facet and
one covered with metal, Figure 1.

3. CHARACTERIZATION

The first side-emitting metallic lasers have been characterized in a cryostat at a temperature of
80K. At low temperatures semiconductor gain is higher, non-radiative recombination lower, and
the metal can have lower optical losses. Hence, at lower temperatures the structures are more likely
to lase. The results of CW current injection measurements are shown in Figures 1 and 2.

From Figure 3.1, it can be seen that the threshold current of the metallic lasers is less than
0.5mA and the free spectral range is 4.47 nm. At I = 1.5mA the side mode suppression ratio is
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22.63 dB and the laser peak is approximately 26 dB above the spontaneous emission level. This is
shown in Figures 2 and 3. The length of the waveguide was measured to be approximately 62µm.

Figure 1: Schematic overview of a device after processing.

 

Figure 2: Power spectrum of the device just above
threshold at an injection current of Idev = 0.5mA.

Figure 3: Power spectrum of the device well above
the threshold (Idev = 1.5mA). One laser peak re-
mains at a wavelength of 1396 nm.

Figure 4 shows the L-I curve of the measured device. The device does not exhibit a strong super
linear L-I characteristic. This may be due to either strong coupling of spontaneous emission to the
resonant modes, or possibly heating in the devices. The exact cause is under investigation.

CW Measurements have been performed for temperatures up to 200 K, the limiting factor being
the current source. It is expected that lasing at room temperature is possible for pulsed current
injection. These measurements, however, still need to be carried out.

4. FUTURE WORK

From the Figures 2 and 3, it can be seen that the lasing wavelength differs from the desired telecom
wavelength range around 1550 nm. This can be explained by the gain material not being optimized
for this purpose. In future devices a wavelength selective mirror (DBR) will be incorporated and
better designed gain regions employed to achieve lasing at the desired wavelength.

FDTD Software is used to analyze the laser structures without gain. From these simulations
facet reflectivities, propagation loss and optimal device dimensions can be estimated. In this section
we will report briefly on the simulations we have done to determine the dimensions of the DBR
reflector which we plan to use in future devices.

2D FDTD simulations have been performed. In the simulations the different materials are
represented by their dielectric constant. The dielectric constant of silver is accounted for via a
Lorentzian oscillator (Equation (1)), of which the parameters are chosen to match the complex
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Figure 4: L-I curve of a metallic laser.
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Figure 5: Results of 2D FDTD simulations of a unit cell of a metallic grating. The figure shows the resonant
wavelength as a function of grating period and filling fraction (FF) defined as the fraction of outer width
waveguide in a grating period.

refractive index data in the Johnson & Christy paper (2) in the wavelength range of 1µm to 2 µm.

ε(ω) = ε∞ +
∑

n

∆ε · ω2
n

ω2
n − ω2 − iγω

(1)

The grating dimensions were determined by performing unit cell simulations of the structure.
In these unit cell simulations inner width of the waveguide was 100 nm and the outer width of
the waveguide 200 nm. The thickness of the Si3N4 layer was 20 nm throughout the simulations.
Exclusion of the 3rd dimension in the simulations leads to a minor deviation in the resonant
wavelength. More accurate 3D analysis can be performed as soon as feedback from fabrication and
characterization is available.

5. CONCLUSIONS

We have shown that, despite high propagation loss in metallic waveguides, it is possible to fabricate
side-emitting metallic lasers. The tested device has a side mode suppression ratio of ±23 dB and a
free spectral range of 4.47 nm.

With around 0.3 mA, the threshold current of these lasers is considerably lower compared to
conventional semiconductor lasers in this wavelength range. Currently the side-emitting metal-
lic lasers operate at cryogenic temperatures < 200K (CW), but room-temperature operation is
expected for pulsed current injection.
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The emission wavelength of 1396 nm is due to the material not being optimal for this purpose.
Lasing at telecom wavelengths (i.e., 1550 nm) may be achieved by tuning the dimensions of the
device and by incorporation of a wavelength dependent feedback mechanism, such as a distributed
Bragg reflector.
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Abstract— We report slow-light enhanced nonlinear optics including third harmonic generation
and self-phase modulation in dispersion engineered 2D silicon photonic crystal waveguides.

1. INTRODUCTION

There has been growing interest in slow light due to its potential application for optical delay
lines and nonlinear optical signal processing [1]. The increase of the optical energy density due to
spatial pulse compression in the slow light regime is regarded as a means for enhancing nonlinear
phenomena such as Raman scattering, 2nd and 3rd harmonic generation or frequency conversion.
However, apart from theoretical predictions this enhancement process has not been systematically
demonstrated to date, partly due to the high dispersion that typically accompanies slow light,
causing pulse distortion that compromises its benefit. Planar PhC waveguides, which combine
a periodic lattice of air holes and a vertical step index waveguide, offer a unique platform to
engineer the dispersion properties of light at the micrometer scale [2]. This architecture has proven
to be effective and flexible to control both the speed of light and its associated dispersion in
chip-scale devices. The last point is crucial for nonlinear optics as large dispersion is typically
associated with slow light modes that tends to dramatically distort and stretch slow light pulses,
compromising the pulse spatial compression related benefit of slow light [3]. Such a large dispersion
has restricted the demonstration of nonlinear effects — such as stimulated Raman scattering or Self
Phase Modulation (SPM) — in standard W1 PhC waveguides to the fast light regime and using
long (∼ 1mm) waveguides. Very recently, several approaches have been successfully investigated to
engineer the dispersion of slow light modes and to optimize the bandwidth-delay product in planar
PhC waveguides [2, 4]. These efforts make it now possible to implement slow light in practical
nonlinear functions. Combining optical confinement and dispersion engineering through the use of
optimized 2D PhC waveguides is highly promising because Iω is related to the peak power (Pω)
through

Iω ∝ Pω

Aω
· ng

n
(1)

where Aω and ng are the effective area and group index of the fundamental mode, respectively.
Hence, by exploiting the extreme concentration of optical energy afforded by tight confinement of
light within the high index, sub-µm scale (Aω ∼ 0.4µm2) silicon PhC waveguides and spatial pulse
compression in the slow light (vg = c/40) regime, we significantly reduce the peak pump power
required to observe nonlinear effects to the order of a few watts.

Here, we demonstrate slow light enhancement of nonlinear processes in engineered silicon PhC
waveguides, including third harmonic generation (THG) and self phase modulation (SPM). Both
the strong optical confinement within the waveguide and the slow light (c/40) mode supported by
the PhC structure have enabled us to observe visible green light (at 520 nm) at low (∼ several watts)
peak pump powers at 1560 nm [5]. This is 5–6 orders of magnitude lower than previous free-space
coupling experiments in porous silicon PhC geometries [6], and even 100x that of THG in quasi-
phasematched KTP waveguides [7], and is a result of the increased optical energy density in our slow
light PhC waveguide. We also report the experimental observation of slow light enhanced self-phase
modulation (SPM) exhibited by picosecond-pulses propagating through silicon PhC waveguides as
short as 80µm [8]. Both of these are made possible due to engineering the PhC geometry to
provide a series of waveguides with a controlled low group velocity ranging between c/20 and
c/50 with a limited group velocity dispersion associated with the slow light regime over at least
5 nm bandwidth for all of the guides. The experimental results are supported by Split-Step-Fourier-
Method (SSFM) modeling, including Two Photon Absorption (TPA) and free carrier (FC) effects in
silicon, which gives further insight into the various contributions of these effects to both the output
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pulse signature and the power transfer function. In particular, both experiment and simulation
highlight the reinforcement of TPA and FC effects in the slow light regime.

2. EXPERIMENT

The structures were fabricated on a SOITEC silicon-on-insulator wafer comprising a 220 nm thick
silicon layer on 2µm of silica using e-beam lithography and Reactive Ion Etching. The total length
of the waveguide structure is 0.9 mm; it comprises an 80µm long suspended silicon PhC waveguide
and two 0.4 mm long, 3µm wide ridge access waveguides on both sides that are tapered down
to 0.7µm close to the PhC section. The PhC W1 waveguide consists of a triangular lattice of
air holes with a period a of ∼ 410 nm, and hole radii of ∼ 0.3a, where one row of holes has been
omitted along the ΓK direction. To enhance coupling from the access ridges into the slow light PhC
waveguide, an intermediate region consisting of ten periods of PhC waveguide with a “stretched”
lattice of period ∼ 440 nm was added at either end of the slow light PhC waveguide. The PhC
waveguides were engineered to display slow group velocity with low dispersion over a substantial
bandwidth (> 5 nm) by appropriately shifting the two rows of holes adjacent to the W1 PhC
waveguide [2]. Figure 1(b) shows a typical measured group index dispersion of the fundamental
mode of 3 engineered PhC waveguides with a group index (ng) of varying from c/20 to c/50
over > 7 nm at 1557 nm. Their parameters are summarized in [2, 8]. Figure 2 shows the band
diagram of the waveguide studied for the THG experiments, both at the fundamental and third
harmonic wavelengths, as well as the group index and loss versus wavelength. The device was probed
using a polarization controlled, near transform-limited, figure-of-8 fibre laser, tunable over the C-
band. The pulses (sech2 shaped, ∼ 1.5 ps long, FWHM ∼ 2 nm, 4 MHz) were amplified through
an EDFA and launched (TE polarized) into the waveguide, using lensed fibres with a 2.5µm focal
length. The coupling loss to the chip was obtained from modelling of the Self Phase Modulation
experiments. When launching the pulses into the PhC waveguide, we observed green light emitted

Figure 1: (a) (Left) SEM image of photonic crystal waveguide as well as (bottom) schematic showing strategy
for engineering wide bandwidth low dispersion regions. (b) Right: dispersion diagram for different waveguides
engineered to have high group indices.

Figure 2: (a) Left: waveguide dispersion for fundamental (bottom) and third harmonic (top) wavelengths.
(b) Right: group index and transmission versus wavelength.
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from the surface of the chip by eye (Figure 3) emitted at an angle ∼ 10◦ from the vertical, in
the backward direction. Imaging the emission onto a calibrated linear CCD camera (linearised,
fixed gain, calibrated using a low RIN doubled Nd:YAG laser diode) with a 0.25 N.A. microscope
objective revealed that it is localized above the PhC waveguide, and decays exponentially along
its length (Figure 3). The total emitted green power at 520 nm ± 5 nm shows a cubic dependence
on the coupled pump power up to ∼ 65µW. At higher pump powers, a slight saturation occurs in
the fundamental power transmission due to two-photon and subsequent free-carrier absorption. We
observed a maximum THG output of ∼10 pW for 80µW (10 W) average (peak) pump power. In
order to minimize effects of propagation such as dispersion and nonlinear absorption, to determine
the dependence of the THG efficiency solely on group velocity, we restricted our measurements of
the THG to a within 5µm of the PhC waveguide entrance, much smaller than the dispersion length
associated with the GVD, even in the “fast light” regime. The self-phase modulation experiments
were carried out by varying the input power and monitoring the output spectra on a spectrum
analyzer (OSA).

3. RESULTS AND DISCUSSION

Figure 3 shows the observed THG from the waveguide as well as a schematic indicating the exit
angle. Figure 4(a) shows the power dependence of the THG for as a function of input power for
different wavelengths (corresponding to different group indices). The power dependence displays a
clear enhancement for pump wavelengths near 1557 nm where the group velocity is lowest. Equa-
tion (1) predicts a cubic dependence on ng of the THG power obtained at a fixed pump power. In
order to minimize the nonlinear loss saturation effect discussed above at all wavelengths though,
we chose instead to plot the input power density (Pω/Aω) required to produce a constant (and
sufficiently low) THG output power (∼0.4 pW) as the wavelength (hence group index ng) is varied.
The results show very good agreement with a 1/ng variation, as expected from Pω/Aω ∝ Iω/ng.
Note both the trend and the variation in enhancement is well accounted for by using only the ex-
perimentally measured group velocity dispersion of Fig. 2. It is clear that a contribution from any
other effect would cause a discrepancy with experiment — particularly if the wavelength variation
were different to that of ng and so these results demonstrate direct slow-light enhancement of this
nonlinear process.

(a) (b)

Figure 3: (a) Left: Microscope image of third harmonic generation from sample and (b) Right: diagram
showing green light emitted at 10◦.

(a) (b)

Figure 4: (a) Left: Third harmonic power (top) versus coupled input power for different wavelengths and
(right) THG efficiency versus ng.
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Our experiments were performed with ∼ 10 W peak pump powers, corresponding to a reduction
of 5 to 6 orders of magnitude compared to previous reports of THG in silicon [6, 9, 10]. Even more
significantly, this work represents a nearly 100-fold reduction in pump power relative to fully phase-
matched THG in PPLN/KTP waveguides [7]. Although a comparable power density (∼GW/cm2)
has been achieved in ultra-high Q (> 107) cavities [11], the advantage of the PhC waveguide
approach is that the full bandwidth of short optical pulses can be accommodated. We estimate our
conversion efficiency η to be ∼ 10−7 (or 5× 10−10 for 1 W of peak pump power), which represents
an increase of 5 orders of magnitude over that reported in 3D polystyrene PhCs (η ∼ 10−15 for
1W peak pump power as inferred from the quoted value of η ∼ 10−5 at Pω = 10 MW) [12]. This
efficiency could be further improved, e.g., by decreasing the effective area (η ∝ 1/A3

eff ) or the
group velocity (η ∝ n3

g). A group velocity of c/80 can be reasonably well achieved with this PhC
waveguide design — this would provide an order of magnitude improvement in η. Efficiency could
also by improved at high pump powers by reducing the free-carrier lifetime through techniques such
as ion implantation to reduce nonlinear loss of the pump.

Besides tight optical confinement and slow light, the 2D PhC geometry offers additional versa-
tility to improve the third-harmonic generation and extraction efficiency. In periodic structures,
the phase matching condition, ∆k = 0, is relaxed to ∆k = ±mG, where mG can be any reciprocal
lattice wave-vector, increasing the possibilities for phase matching. Perhaps more importantly in
our case, since the absorption length at 3ω is extremely short (3 dB/µm absorption loss at 520 nm
in silicon), the PhC also provides a suitable platform for extracting light by coupling to surface
radiating modes above the light-line. The directive nature of the emission (∼10◦) as well as the
absence of green emission from the access waveguides, suggests that a component of the third-
harmonic Bloch mode in the PhC lies above the light line, as illustrated by the band structure in
Figure 2. This provides a mechanism for the THG to be extracted out-of-plane. However, because
the 3ω Bloch mode also contains harmonic components well confined in the PhC slab below the
light line, the measured pico-watt level of green emission is expected to be significantly lower than
the total THG power generated in the PhC waveguide. The conversion efficiency reported above

Figure 5: Output spectra of PhC waveguides for different input powers showing strong self phase modulation
(SPM) enhanced by slow-light.
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is therefore a conservative estimate.
For the SPM measurements, we first probed two reference structures. The first one is a 0.9 mm

long, 3µm wide ridge waveguide similar to the access ridges. The second one comprises an 80µm
long, 0.7µm wide nanowire that is similar to the tapered ridges on both sides of the PhC section;
on both sides of the nanowire, the access waveguide is tapered identically to the tapers coupling
to the PhC guides therefore providing a reference fast waveguide with the same degree of optical
confinement as the PhC waveguide. Figure 5 shows the spectra obtained while varying the input
peak power between 2 W and 45 W. The actual peak power coupled inside the structures was ∼ 20%
of this. The 1.2-ps pulses were spectrally broadened due to SPM experienced in both reference
waveguides. Note the slightly broader effect through the nanowire reference, as expected due to
its higher optical confinement. Figure 5 also shows the spectra obtained when probing the 4 slow
light waveguides with group velocities ranging between c/20 and c/50. These four sets of spectra
exhibit SPM-induced spectral broadening when increasing power with a much larger effect than
for either of the two reference structures. This clearly demonstrates the dominant contribution
of the 80µm slow PhC waveguides on the output spectral signatures observed in Figure 5. Most
importantly, the observed spectral broadening through the slow light waveguides increases with the
waveguide group index. Note that this slow light enhanced spectral broadening is more striking at
lower coupled powers (7.5W or 15 W for instance). In addition, the pulse spectra associated with
the PhC waveguides become both asymmetric and strongly shifted towards blue when increasing
input powers and the waveguide group index.

4. CONCLUSION

We demonstrate slow-light enhancement of nonlinear effects undergone by picosecond-pulses prop-
agating through dispersion engineered 80µm long silicon PhC waveguides with group velocities
ranging between c/20 and c/50. The comparison of the respective output spectral signatures
through fast and slow waveguides reveals significant enhancement in both SPM induced spectral
broadening and optical third harmonic generation (THG).
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Abstract— We present a compact design of a slot bow-tie antenna excited by a microstrip
to coplanar waveguide (CPW) transition, operating at the central frequency of 45 GHz in the
millimeter wave range from 25 to 65 GHz. Simulation results have shown 85% bandwidth with
VSWR < 2 for this antenna. Its small size and symmetric geometry facilitate the integration with
microstrip circuits and the connection with active or passive elements. A comparison between
normal and superconductive metallization in this design is also presented. This antenna can
be used in array configurations for applications in wireless communications, or for astrophysical
experiments based on the study of the Cosmic Microwave Background (CMB).

1. INTRODUCTION

Nowadays, studies of the Cosmic Microwave Background (CMB) require observational measure-
ments at different frequency bands; for instance, the anomalous microwave emission is being studied
as additional component of the diffuse galactic foregrounds. Previous studies have demonstrated
some emission in the frequency range from 11 to 17 GHz [1]. That has also been recently measured
at frequencies of ∼ 31GHz [2] although it can be observed up to 60 GHz but at lower emissivity
levels. Some experiments for the CMB detection utilize conical horn antennas to receive the signal
and are exposed to the environment temperature whereas the detectors system is cooled inside a
cryostat at low temperature, thus giving a wide range of difficulties during the coupling of the
setup. Planar array antennas could be useful to avoid some of these difficulties by selecting the
correct design and materials, but that implies big challenges in the developments of new detection
systems.

Bow-tie slot antennas are widely investigated for many applications where low profile, weigh,
size, cost, and ease of installation are required. The bow-tie slot antennas usually present a wider
bandwidth in comparison with the narrow bandwidths of the microstrip patch antennas, and have
the advantage of a good impedance match and bi-directional radiation patterns. Commonly they
are integrated in array systems operating in different bands, sometimes the setup is designed to
use separate antennas for each band. With the emergence of new technologies, currently it turns
to be possible and desirable to design a single antenna that operates in several bands as broad as
possible for a same setup system. The characteristic input impedance of the feed line is one of
the deciding factors which is directly associated to the antenna’s bandwidth, therefore it must be
carefully considered during its design. In this study the length and width of the transition stripline
have been crucial for the final design, as well as the choice of the materials. The use of normal
metal conductors will lead to increase losses caused by the skin depth of the order of magnitude of
the film thickness. To avoid this issue, and since these arrays need to be cooled with the detectors,
it is advisable to use superconducting materials.

In this paper we present the computed radiation characteristics for a single element bow-tie
slot antenna printed on a commercial alumina substrate plated with gold (Au), which is excited
by a microstrip to CPW transition. The feed lines have been computed and optimized using the
commercial TXLINE-AWR package in order to keep the good microwave matching properties to the
antenna. Then this antenna is compared with two identical antenna-geometries plated with niobium
(Nb) at its corresponding normal and superconducting states. The antenna’s performances were
studied in both the unidirectional and bidirectional cases. To achieve the first one, we introduced
a metallic reflector plane placed λ0/4 below the substrate. All simulations were made under the
environment of the HFSS-Ansoft software, which is based on the finite element method.

2. ANTENNA DESIGN

The antenna was designed as bow-tie slot centered on a rectangle (25.4×28mm2) alumina substrate
of 0.254 mm thickness with 3µm electroplated gold, relative permittivity of 10, and loss tangent of
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(a) (b)

Figure 1: (a) Antenna geometry (not to scale) and parameters: a = 0.05, b = 0.1, c = 0.25, d = 7.5, e =
0.5, f = 10, g = 5.65, h = 0.1, and i = 7.3 (all in mm). Alumina substrate: 0.254 mm thickness, 3 µm
electroplated gold, εr = 10, and δ = 0.001. (b) Experimental setup (not to scale) with a removable reflector
plane..

0.001. The geometry and parameters of the antenna are shown in Fig. 1(a), where a = 0.05, b =
0.1, c = 0.25, d = 7.5, e = 0.5, f = 10, g = 5.65, h = 0.1, and i = 7.3. All dimensions are in mm.
The bottom ground plane only covers the microstrip lines section (d and e dimensions). The widths
of the microstrip line and gaps of the CPW were calculated to provide a characteristic impedance of
approximately 50 Ohms, whose transition between them is made by means of a smaller and thinner
stripline (b×e dimensions) of about 73 Ohms. Fig. 1(b) shows the experimental setup with a single
element that can be attached to a metal mount with silver conductive epoxy (Epo-Tec H20E).
The mount represents a metallic structure made of brass material in which a 50-Ohm hermetic
seals with a coaxial jack/plug connector (Southwest Microwave, Inc.) could be integrated on its
backside. A removable reflector plane is placed below the substrate in order to vary vertically its
height. The centered pin-hole permits the connection between the pin-connector and the microstrip.
The mount is designed to be used in direct contact with metal surfaces, as well as with the cold
plate of cryostats when a low temperature experiment is required.

3. SIMULATED RESULTS

For our convenience, all numerical analysis were computed at the frequency f0 = 40GHz and the
reflector plane placed at a distance of λ0/4 below the substrate. In all cases we used an excitation
wave port of 50 Ohms.

The computed return losses at the bidirectional and unidirectional cases for a single element
bow-tie slot antenna metalized with Au are shown in Fig. 2 (left). According to these plots, the
results show good agreement to each other and present various resonant frequencies over the entire
range from 26 to 64GHz providing around 85% bandwidth. During the design process we noticed
the influence of various parameters on the antenna performance. For instance, when one of the
dimensions of the transition-stripline is varied, a significant reduction of the total bandwidth and
decrease of the input power transmission down to −5 dB have been observed. Fig. 2 (right), shows
a comparison of the computed return losses for two identical geometries but metalized with Nb,
more details will be given in Section 4.

The computed directivity radiation patterns in the x-z (H-plane) and the y-z (E-plane) at
40GHz are shown in Fig. 3 (left). The patterns are normalized to a maximum and minimum
of 0 and −40 dB respectively, with 10 dB/div. The antenna presents an average of −10 dB of
cross polarization level and relatively high directivity with a narrow main lobe of around 20◦ in
a beamwidth of 60◦ for both the E- and H-planes. In wireless communications one antenna can
receive the signal from any direction with any polarization; hence this antenna could be utilized for
this application. Whereas for the direct detection of specific electromagnetic signals, the antennas
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Figure 2: Left: Simulated return losses versus frequency with (dashed line) and without (solid line) reflector
plane. Right: Comparison of the return losses between normal and superconducting states of Nb.

 

Figure 3: Simulated directivity radiation patterns using a reflector plane for a single element (left), and for
a 4-element array separated by 5λ0/3 (12.5 mm) and aligned in the x-direction (right).

must be unidirectional and highly directives; to achieve this, the use of arrays can further improve
the radiation patterns increasing the directivity level, as is shown in Fig. 3 (right), in which we
simulated a configuration of four elements aligned in the x-direction separated by a distance of
5λ0/3 (12.5 mm) since it is the optimal free-space distance due to the antenna’s geometry. For
this case, the directivity level increases by a factor of about 2, thus providing side lobes at −20 dB
approximately. In most cases the side lobes can be eliminated using low-pass optical filters for
the desired frequency and hemispherical lenses to focus the entire signal to the receiving antenna
which in turn could be connected and coupled to a detector. Therefore this antenna also provides
a possibility to be used as an example, in astrophysical studies based in the CMB detection.

4. COMPARISON BETWEEN NORMAL AND SUPERCONDUCTING METALLIZATION

In order to know the superconducting behavior of this type of antenna, we simulated the full
structure by replacing the Au by normal and superconductive Nb, but conserving the geometry
and all the parameter dimensions. The simulations were made in two runs: the first one considers
the metallization as normal metal but take into account the surface resistance in both electrodes,
whereas the second one replaces the superconductive material by boundary surfaces with purely
reactive surface impedance (a complete description for understanding this strategy is described
in [3, 4], in which is taken into account the kinetic inductance inherent to the superconducting
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state of Nb at 0.1 K). Although it is unusual to utilize thick films with superconductors, in these
simulations we utilized them but only for comparative purposes. As we have seen in Fig. 2 (right),
the comparison of the return losses show a very good matching for superconductive Nb but only in
the frequency range from 26 to 43 GHz since the entire frequency band is divided into two parts. In
contrast the normal state of Nb does not present good matching in the first part but in the second
one, however we observed a very narrow bandwidh with a prominent resonant frequency centered
around 30 GHz with a good matching.

The theoretical analysis was made following the methodology established in [4], and applied
separately only to each section of the transmission feed line, as the microstrip line (MSL), the
microstrip transition (MST) and the coplanar waveguide (CPW). In all cases we considered the
London penetration depth as λL = 85nm for bulk Nb. For convenience, we present only three of
those equations given in [4] for the characteristic impedance (Z0).
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Equation (1), proposed in [5], was used to compute Z0 as normal metals in the MSL and MST.
For superconducting metals in the MSL and MST we used Eq. (2), here the analysis was made
considering thin superconducting films of 250 nm thickness, with a silicon (SiO) lossless insulator
of 200 nm thickness, and εr = 5.7. In this part of the analysis we found that by conserving the
geometry dimensions of each line, the required Z0, is reduced down to very low values associated
to the very high aspect ratio of MSL. Finally Eq. (3) could be used in all cases for both the normal
and superconducting states in the CPW. A summary of the simulated and computed results are
shown in Table 1. Additionally the computed effective permittivity is also indicated.

Table 1: Comparison between analytical and 3D modeling results.

Normal (Au) Thick film Normal (Nb) Thick film Superconducting (Nb) Thin film

TXLINE HFSS Eqs. (1) & (3) HFSS Eqs. (2)& (3) HFSS

Z0 εeff Z0 εeff Z0 εeff Z0 εeff Z0 εeff Z0 εeff

MSL 50.67 7.31 42.26 7.43 49.35 6.66 42.01 7.47 0.172 5.69 0.167 5.59

MST 73.24 6.71 63.27 6.83 72.11 6.31 63.49 6.82 0.425 5.51 0.38 5.22

CPW 51.10 5.16 50.18 5.30 49.70 5.06 50.89 5.36 0.169 4.28 0.153 2.81

5. CONCLUSIONS

Simulated and analytical results for bow-tie slot antennas plated with normal and superconducting
metals have revealed feasibility and good expectation to be confirmed with the measurements of
our prototypes.

Comparison between analytical formulas and HFSS simulations show a good agreement for
superconducting structures which is promising to replace time-consuming simulations with simpler
formulas whenever possible for the typical geometries.
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Abstract— A new method of numerical reconstruction of the refractive index from the com-
plex reflection coefficient is tested using the sinusoidal Bragg grating with deep modulation, the
Rayleigh layer and the hyperbolic secant layer. The method demonstrates its high efficiency and
accuracy.

1. INTRODUCTION

The inverse scattering problem (ISP) for one dimensional Helmholtz wave equation is of interest in
optics, radiophysics, acoustics, geophysics. It is reduced to the reconstruction of the refractive index
n as a function of coordinate x from the complex reflection coefficient. As a rule, only numerical
solution is possible. The direct solution of ISP requires N5 operations [1], where N is the number
of discrete intervals. The layer peeling method requires N2 operations [2], but it provides the first
order approximation O(1/N). Aiming at the accuracy ε we see that the layer peeling requires ε−2

operations. “Inner-bordering” method was proposed recently [3] ensuring N−2 approximation and
N2 operations, and then requires only ε−1 operations.

The aim of present paper is to test the method for errors with the help of several different types
of spectra. We reconstruct the Bragg reflectors with deep modulation and transition layers between
two media with different refractive index. We focus our attention on the errors of reconstruction.
Section 2 is devoted to the Bremmer transformation of one-dimensional Helmholtz wave equation.
We derive the set of first-order equations equivalent to the Helmholtz equation; the ISP for this set
is solved in the next sections. Section 3 describes how the new method works for Bragg gratings.
The direct scattering problem for these gratings was solved numerically which affected the accuracy
of the input data to the inverse problem. To study the accuracy of the method on its own it is
necessary to test it at exactly solvable cases. The corresponding formulas and numerical results are
presented in Section 4.

2. BREMMER TRANSFORMATION

When the refractive index n depends on one coordinate x only, the Helmholtz equation has the
form

E′′ + k2n2(x)E = 0, k =
ω

c
, (1)

where E is a component of electric field, prime denotes the derivative with respect to coordinate
x, k is the wavenumber, ω, c are the frequency and speed of light. Substitution

E(x) =
1√
kn

(
AeiS + Be−iS

)
, E′(x) = i

√
kn

(
AeiS −Be−iS

)
,

where S = k
∫

n(x) dx is the phase, enables one to obtain the set of first order equations from (1)

A′ =
n′

2n
Be−2iS , B′ =

n′

2n
Ae2iS . (2)

It is a particular case of Bremmer equations [4] for normal incidence. The set is completely equiva-
lent to Eq. (1). The set describes the bulk reflection of waves from one-dimensional inhomogeneous
medium. If the inhomogeneity is smooth and n′ is small, both amplitudes A,B of forward and
backward waves are almost constant.

Let us introduce a new coordinate, the optical path

ξ =
∫ x

0
n(x′) dx′. (3)
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We integrate between 0 and x fixing the coordinate origin ξ = 0 at x = 0. Then the phase becomes
linear function of ξ and the set reduces to

dA

dξ
= q(ξ)e−2ikξB,

dB

dξ
= q(ξ)e2ikξA, (4)

where

q(ξ) =
d ln

√
n

dξ
. (5)

The left direct scattering problem implies the absence of incident wave at the right end x = L
or ξ = Λ: B(Λ) = 0. This condition enables one to find the reflection and transmission coefficients
r, d from Eq. (4) with known coupling function q(ξ):

r =
B(0)
A(0)

, d =
A(Λ)
A(0)

eikΛ,

where

Λ =
∫ L

0
n(x) dx (6)

is the complete optical path throughout the layer.
The ISP reduces to the reconstruction of function q(ξ) from known frequency dependence of

the reflection coefficient r(k). If function q(ξ) is known, then we can find the refractive index from
Eq. (5) and the original coordinate from Eq. (3) by formulas of inversion:

n(ξ) = n(0) exp
[
2

∫ ξ

0
q(ξ′) dξ′

]
, x =

∫ ξ

0

dξ′

n(ξ′)
. (7)

Zakharov and Shabat [5] reduced the ISP for a set of two linear differential equations to the pair of
coupled integral equations, so called Gel’fand-Levitan-Marchenko (GLM) equations. The second-
order numerical method for coupled GLM equations was proposed recently [6].

3. DEEP MODULATION

We treat a grating with deep sinusoidal modulation and Gaussian apodization function

n(x) = n + δ exp

[
−

(
x− L/2

Lw

)2
]

sinκx, 0 6 x 6 L, (8)

where L is the characteristic length of the grating, w is the dimensionless parameter, δ is the
modulation depth. The grating consists of a small number of strips with relatively high Fresnel
reflection from each.

Reflection spectrum |r|2 is calculated for different values of the depth, Fig. 1. The lower solid
line corresponding to relatively weak modulation δ = 0.1 includes only one marked peak at the
Bragg frequency given by condition kn = κ/2. The reflectivity in its maximum is about 30%. Two
upper curves demonstrate that deep modulation leads to additional peaks arising in the spectrum
at higher harmonics kn = lκ/2, l = 2, 3, . . .. The results of ISP solution are shown in Fig. 2. The
reconstructed profiles n(x) are compared with initial ones. The plots are nearly coincide, and the
accuracy of the reconstruction is of the order of 2× 10−4.

4. EXACT SOLUTIONS

The Rayleigh layer is a transition between half-spaces with constant refractive index n1, n2 having
the hyperbolic dependence on coordinate [7]:

n(x) =
n1n2l

(n1 − n2)(x− x0) + n2l
, 0 6 x− x0 6 l. (9)

Here we count the coordinate x off from the left end of transition region x0, l is the dimension of
the layer. For its length in optical coordinates we get

Λ =
n1n2L

n1 − n2
ln

n1

n2
.
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Figure 1: Reflection spectra of the sinusoidal grating at L = 85 µm, λ = 1.5 µm, n = 1.5, w = 0.008 and
modulation depth δ = 0.1 (solid), 0.25 (dot-dash), 0.5 (dotted).
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Figure 2: Refractive index n as a function of coordinate x: theoretical dependence (solid lines) and numerical
solution with N = 213 at δ = 0.1, (boxes), 0.25 (circles), 0.5 (triangles).

Going to the optical coordinate ξ according to (3) we see that q = Q/Λ is constant at 0 6 ξ 6 Λ,
where

Q =
1
2

ln
n2

n1
. (10)

Geometrical coordinate x is

x = Λ
1− e−2Q(ξ−ξ0)/Λ

2Qn1
. (11)

The reflection coefficient of Rayleigh layer is

r(k) =
(Q/Λ) sinhµΛ

µ coshµΛ− ik sinhµΛ
, (12)

where µ =
√

(Q/Λ)2 − k2. The reflection spectrum is shown in Fig. 3; the profile of the refractive
index is shown in the left Fig. 4.
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Figure 3: Reflection spectra of the Rayleigh layer (solid curve) and hyperbolic secant layer (squares) at
n1 = 1, n2 = 1.5, Λ = 1 µm.
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Figure 4: Rayleigh (left) and hyperbolic secant (right) layers at ξ0 = 3 µm, n1 = 1, n2 = 1.5: the analytic
formula (squares) and numerically restored from the reflection coefficient (solid curve).

The second example of the solvable layer is the layer with

q(ξ) =
Q/Λ

cosh(π(ξ − ξ0)/Λ)
. (13)

Here Q is a parameter, Λ is the effective length in optical coordinate. Correspondent refractive
index is

n(ξ) = C exp [2(Q/π) arctan exp(π(ξ − ξ0)/Λ)] , (14)

where C is a constant. Parameter C is defined by limiting values n1, n2 of the refractive index
C =

√
n1n2, parameter Q is given by (10). Its reflection coefficient can be expressed in terms of

the Euler gamma-functions

r(k) =
Q

π

Γ(d)Γ(f−)Γ(f+)
Γ(d∗)Γ(g−)Γ(g+)

, (15)

d =
1
2

+
ikΛ
π

, f± =
1
2
− ikΛ

π
± iQ

π
, g± = 1± iQ

π
.

The reflection spectrum of hyperbolic secant layer can be reduced to the elementary functions [8]

|r(k)|2 =
cosh 2Q− 1

cosh 2Q + cosh 2kΛ
. (16)
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The spectrum is shown in Fig. 3; the profile of the refractive index is shown in the right Fig. 4.
We test the inner-bordering method at the Rayleigh layer and at the hyperbolic secant layer.

The results at N = 212 are shown in Fig. 4. The relative accuracy of numerical reconstruction of the
second layer occurs to be 4×10−7. The accuracy for Rayleigh layer is 2×10−2, since it corresponds
to square coupling coefficient providing wide spectrum, which is hard to treat numerically.

5. CONCLUSIONS

Comparing different curves in Fig. 1 we see that the deep modulation of the refractive index results
in the Bragg peaks of high order in the spectrum. The couple mode equations take into account
only the vicinity of the first order Bragg reflection. That is why the Helmholtz equation is necessary
to treat the grating with deep modulation.

We also see that the hyperbolic secant and sinusoidal gratings are reconstructed far more accu-
rate than the Rayleigh layer. This is due to jumps in refractive index derivative at the ends of the
layer which lead to long oscillating tails in the reflection spectrum (Fig. 3).

The inner bordering method demonstrates its high accuracy and efficiency. It could be helpful
for ISP in different fields: optics, radiophysics, acoustics.
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Classical Theorems of Discrete Electrodynamics on Simplicial
Complexes

J. M. Arnold
University of Glasgow, UK

Abstract— The question of the definition of an exact counterpart of Poynting’s Theorem for
the Maxwell equations on a simplicial complex or cell complex is considered. The cell complex
approach is purely discrete and the discrete Maxwell equations in this framework are exact, rather
than approximations to some order in a small mesh parameter of the continuum counterparts.
The FDTD method is a direct example of Maxwell’s equations on a cell complex with discrete
time-stepping. An energy density is defined, along with a suitable candidate for a Poynting flux,
and it is required that exact conservation hold over arbitrary closed surfaces in the complex.

1. INTRODUCTION

Maxwell’s laws of classical electrodynamics have exact counterparts on a purely discrete space,
reformulated as discrete Stokes’ Theorems on simplicial complexes [1, 2]. The question naturally
arises as to what other classical laws may be admitted by the discrete electrodynamical fields.
Under certain time-discretisations there exist exact discrete versions of Poynting’s Theorem, Green’s
Theorem, Kirchoff-Huyghens Theorems, plane wave superposition theorems, extinction theorems
and other topological field theorems. These topological theorems constrain the numerical solutions
of computational algorithms of discrete electrodynamics, particularly the FDTD method, on both
structured and unstructured spatial meshes forming the simplicial complexes. Judicious application
of constraint theorems potentially leads to significant reductions in the number of degrees of freedom
necessary to compute in order that the algorithms produce topologically complete solutions.

The case of Poynting’s Theorem for electrodynamics on a simplicial complex is considered. A
discrete local quantity corresponding to total electric and magnetic field energy densities for the
simplicial complex (a discrete 3-form W ) is shown to lead to conserved global total energy ΣW
in continuous time, but energy is not conserved in discrete time with simple Euler explicit time-
stepping (the explicit FDTD method); this behaviour is well-known for explicit methods [3]. To
obtain a conserved total energy, implicit time-stepping is required. To obtain a Poynting Theorem
there is also required in addition to W a discrete 2-form S such that ∂tW = dS in continuous time,
and Wm+1−Wm = dSm in discrete time, where m indicates the time-stepping variable and d is the
discrete exterior derivative on r-forms on the simplicial complex. It is not obvious how to construct
the compatible local energy density W and Poynting flux 2-form S, along with a suitable time
discretisation. When dynamical sources drive the discrete fields, in the form of discrete charges
on vertices and discrete current 2-forms, it is also necessary to have consistent energy transfers
between the sources and the fields when the sources themselves may have internal dynamics, as
considered for example in FDTD coupled to model quantum systems [4].

These aspects of energy density and energy flux for discrete electrodynamics on simplicial com-
plexes are studied and presented in detail.

2. DISCRETE ELECTRODYNAMICS

We adopt the setting of a discretisation of 3-space by means of simplicial complexes. This consists
of vertices (0-dimensional), edges (1-dimensional) whose end points are vertices, and faces (2-
dimensional) whose boundaries are edges. Generally, faces are plane polygons, but we may restrict
attention to those cases where the faces are triangles or rectangles. In the case of triangular faces,
the simplicial complex segments the space into contiguous tetrahedra, each of which is a 3-simplex.
Having defined the embedding of the simplicial complex in 3-space, we regard the vertices, edges,
faces and simplices as fundamental coordinates for elements of the space. Vertices sample points
of the space, edges sample vector fields, faces sample fluxes and volumes sample densities. We
define discrete differential forms that live on each dimension of the simplicial complex, which are
functions on each type of object. Thus, a scalar function (0-form) assigns a value to each vertex, a
1-form assigns a value to each edge, a 2-form assigns a value to each face, and a 3-form assigns a
value to each volume. An operator, denoted by d, maps r-forms to r+1-forms, in a manner similar



1432 PIERS Proceedings, Moscow, Russia, August 18–21, 2009

to the ∇-operator of conventional vector calculus on a continuous space. The precise action of the
d-operator on r-forms is given by a discrete Stokes’ Theorem at each grade

dω|σ =
∑

∂σ

ω (1)

where ω is the value of an r-form on an r-chain, σ is an r + 1-simplex and ∂σ is the closed r-chain
forming the boundary of σ. This formula resembles the the actions on a continuous space of the
operators of gradient (r = 0), curl (r = 1), and divergence (r = 2). A fundamental property of the
d-operator is d(dω) = d2ω = 0 for any r-form ω.

Complementary to the primary mesh as defined above, there exists a dual mesh. Vertices of the
dual mesh lie at the circumcentres of the 3-simplices (volumes) of the primary mesh; dual edges
join the dual vertices in pairs and intersect the faces of the primary mesh at their circumcentres;
dual faces intersect primary edges at their circumcentres. Finally, we require the Hodge operator ∗
which maps r-forms on the primary mesh to (n− r)-forms on the dual mesh, and vice versa; here
n = 3.

It is convenient to have representations of r-forms and their values on r-chains in terms of vector
spaces, with the d-operator, which is linear, having a matrix representation. Thus a 0-form φ is
a vector whose elements are the values of φ assigned to each vertex of a complex, 1-form E is a
vector whose elements are values of E on each edge with a local orientation, 2-form B is a vector
whose elements are values of B on each facet with a local orientation, and similarly for forms on
the dual cell complex.

In the vector space representation, the discrete Maxwell equations are

dE = −∂tB, dH = ∂tD + J (2)
dD = ρ, dB = 0, dJ = −∂tρ (3)

D = ε ∗ E, B = µ ∗H (4)

Here the operator ∂t is the derivative with respect to continuous time t; for this reason, these
are called Maxwell’s equations for discrete space and continuous time (DSCT). If the forms are
sampled at time intervals Em = E|m∆t

, and ∂t interpreted as a finite difference operator in the
discrete-time, then we have discrete space discrete time (DSDT) Maxwell equations. An example
of such an operator would be ∆t∂t = Ẑ − 1, where Ẑ represents the forward time-shift operator
Ẑfm = fm+1.

In the discrete Maxwell equations the form-values E and B are related to the physical fields by
scaling with the metric of the simplex on which they live; thus the physical electric field is E = E/h
where h is the length of the edge on which the form E is evaluated, and B = B/s where s is the
area of the face on which the 2-form B is evaluated.

The DSDT Maxwell equations represent a completely discrete dynamical system whose laws are
formally identical to those of CSCT Maxwell equations. The DSDT system is essentially equivalent
to the FDTD algorithm on an arbitrary unstructured spatial mesh. There is considerable choice
available for the precise specification of the time-stepping discrete derivative ∂t. The specification
∆t∂t = Ẑ−1 leads to an explicit time-stepping algorithm, the specification ∆t∂t = 2(Ẑ−1)(Ẑ+1)−1

is an implicit time-stepping algorithm. We show that there is no equivalent of Poynting’s Theorem
or the Poynting flux in explicit DSDT, but that implicit DSDT has both Poynting’s Theorem and
a properly defined Poynting flux.

3. DSCT POYNTING THEOREM

We begin with the discrete-space continuous-time (DSCT) case, as this gives a clear guide to the
construction of conserved energy and Poynting flux. It is quite straightforward to demonstrate that
there exists a global conserved quantity equivalent to the DSCT electromagnetic energy. It follows
directly from the DSCT Maxwell Equation (2) in the source-free case (J = 0, ρ = 0) that

1
2
∂t

(
ET D + HT B

)
= ET dH −HT dE = 0, (5)

where T represents the transpose of the vector. The null value follows because as matrix operators
the symmetry dn−k

dual = (−1)kdk−1 T
primary holds, where the superscript represents the grade of form to
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which the operator is applied, recalling that the vectors E and H represent 1-forms on the primary
and dual meshes respectively. When sources are included,

1
2
∂t(ET D + HT B) = ET J. (6)

These can be written more explicitly in terms of elements of vectors by

1
2
∂t


 ∑

edges

EkDk +
∑

faces

HlBl


 =

∑

edges

EkJk. (7)

with the sums extending over an unbounded mesh, such that every primary cell face is common to
two primary mesh cells. The left hand side of this identity is the rate of change of total energy in
the fields, the right hand side is the rate of energy generation by the sources.

The previous identity confirms the conservation of total energy (over all infinite space) by the
DSCT Maxwell system. Now we seek to refine this in the form of a Poynting Theorem, whereby the
energy leaving a finite volume is related to the energy flux across the surface bounding the finite
volume. To set up this construction in the discrete case, suppose that an entire infinite mesh is
partitioned into two sets V1 and V2 by identifying a surface Σ separating the two sets. The surface
itself consists of a set of vertices VΣ, joined in pairs by edges that enclose simplicial (or polygonal)
faces. We now define an energy density 3-form W by

Wj =
1
2





∑

edges(j)

αkEkDk +
∑

faces(j)

1
2
HlBl



 (8)

where the edges and faces in the sums are the boundary elements of a single primary cell indexed
by j, and αk is a weight factor for cells for which edge k is a common element (αk = 1

4 for cubes).
By summation over all such cells, we find that W =

∑
j Wj is the total energy of the fields in the

infinite mesh. By summation over the internal and external cells relative to the surface Σ there
results two energies, the internal and external energy respectively, whose sum is the conserved total
energy in the whole space. Now take each elemental volume in turn, and show that ∂tWj = dS|j ,
where S is some 2-form on the primary mesh. For a regular cubic cell complex, it turns out that

Sl =
1
2

∑

edges

EkH̄k (9)

where the edges are the boundary of face l in the cell j, and H̄k =
∑

l′ cl′Hl+l′ with cl′ = 1
2 sin 1

2 l′π
is a weighted mean value of the H-forms around the dual 1-cycle surrounding the primary edge k.
Eq. (9) is the equivalent for the discrete case of the cross product

∫
face l E×H · dS. Since we now

have a local conservation law ∂tW = dS for every cell indexed by j, it follows that the individual
cells can be summed over a finite volume V to obtain ∂tWV =

∑
∂V S.

4. DSDT POYNTING THEOREM

When the time coordinate is discretised, the existence of even a global conserved quantity depends
critically on the discretisation. Suppose first we have an explicit time stepping scheme, which would
replace the source-free Maxwell Equation (2) with

−∆tdEm = Bm+1 −Bm, ∆tdHm = Dm+1 −Dm. (10)

Diagonalisation of the spatial part of the system (10) reduces it to

− λΦm
E = Φm+1

H − Φm
H , λΦm

H = Φm+1
E − Φm

E . (11)

with a real eigenvalue λ. This discrete dynamical system does not conserve the energy quadratic
form

Wm =
{
Φm T

E Φm
E + Φm T

H Φm
H

}
, (12)
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so Wm+1 6= Wm. The situation is no better if interleaved time stepping is used

− λΦm
E = Φm+1

H − Φm
H , λΦm+1

H = Φm+1
E − Φm

E , (13)

which also does not conserve the quadratic form W . However, if the implicit scheme

− 1
2
λ(Φm+1

E + Φm
E ) = Φm+1

H − Φm
H ,

1
2
λ(Φm+1

H + Φm
H) = Φm+1

E − Φm
E (14)

is used, then Wm+1 = Wm for the total energy quadratic form. It follows that we require the
implicit time stepping scheme

− 1
2
∆td(Em+1 + Em) = Bm+1 −Bm,

1
2
∆td(Hm+1 + Hm) = Dm+1 −Dm (15)

in order to have conservation of the total energy Wm. There cannot be a local conservation law if
there is no global conservation law, since the local energy density per unit cell is a positive quantity
for every cell. It therefore follows that it only makes sense to search for a locally defined Poynting
flux 2-form in the case of implicit time-stepping. The appropriate modification of the local Poynting
flux at face l in the simplicial or cell complex then turns out to be

Sm
l =

1
2

∑

edges

1
4

(
Em+1

k + Em
k

) (
H̄m+1

k + H̄m
k

)
. (16)

5. CONCLUSION

The formulation of energy conservation laws and corresponding fluxes has been explored in the
context of wholly discrete formulations of electrodynamics using the machinery of discrete exterior
calculus. In this framework, the relations amongst discrete fields such as Stokes’ Theorems, Green’s
Theorems, etc. are exact, not merely Taylor’s Theorem approximations to continuous laws. Poynt-
ing’s Theorem also has exact counterparts in the discrete case, for both continuous time (DSCT)
and for time-stepping discretised by an implict algorithm (implicit DSDT).

It is of interest that the discrete Poynting flux S is topological in nature, and does not contain
directly any metric data about the mesh. Metric data is implicit in the fluxes D and B via the
discrete Maxwell equations since they are related to fields E and H through the Hodge star ∗ which
is metric, but the metric data is not required in order to construct the Poynting flux. The implicit
FDTD, which admits a Poynting Theorem, is known to be unconditionally stable for any time step
∆t, whereas the explicit FDTD requires a Courant condition limiting the time step in order to
be stable. The difference in stability is strongly related to the conservation of energy, since the
existence of a conserved positive definite quadratic function of the fields is an absolute obstruction
to the unconstrained growth of the field values as discrete time advances.
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Compatibility and Safety

M. Sh. Misrikhanov1, N. B. Rubtsova2, and A. Yu. Tokarskij1

1Open JSC Federal Network Company Branch “Main Power Networks of the Center”, Russia Federation
2RAMS Institute of Occupational Health, Moscow, Russian Federation

Abstract— By means of computer program “Reactor MF” magnetic field (MF) levels cre-
ated by four three-phase current limited reactors RTOS-10-3150-0.25-UZ in 220 kV substation
management control panel building are calculated. It is shown, that in halls of 10 kV closed
switch-gear (10 kV CSG) where cases with automatics containing microprocessor devices are
placed, MF intensity considerably above than maximum permissible value (MPV) on handicap
immunity, and in located near reactor MF levels are more than occupational exposure hygienic
norms. Combined electromagnetic screens (CEMS) application for decreasing of MF induced by
current limited reactors levels efficiency is shown. CEMS allow reducing MF levels up to lower
than corresponding norms both on noise immunity, and occupational exposure.

1. INTRODUCTION

Power frequency (PF) magnetic field (MF) occupational exposure hygienic standard (maximum
permissible value MPV) in RF is accepted depending on work time. MPV are from 100µT to
2000µT for total (all body) exposure, and from 1 mT to 8mT for local (extremities) exposure.

There are the norms of MF levels handicaps stability depending on rigidity degree under constant
intensity — within the limits of from 1 A/m to 100 Am [2]. The equipment containing micropro-
cessor has the fourth degree of rigidity, i.e., MF intensity in microprocessors locations should not
exceed 30 A/m.

2. MAGNETIC FIELD, CREATED BY CURRENT LIMITED REACTORS IN 10 kV
CLOSED SWITCH-GEAR

Let’s examine the project of four current limited reactors (PTOC-10-3150-0.25-y3), and 10 kV
closed switch-gear (CSG) located in technical building. The plan of reactors configuration in axes
of coordinates XOY is shown in Figure 1. Technical cases containing microprocessors are located
in CSG on the second floor. In Figure 2 the plan of cases position and calculative levels on axes
OZ and OY in 10 kV CSG is shown.

Distribution of MF strength at concrete high levels calculated by means of computer program
“Reactor MF” [3]. In Figure 3 distribution of MF intensity Hmax (working value in greater semi-
axis of ellipse), created by four three-phase reactors at +5.6 m high (z = 5.6m, 2.0 m above 10 kV
CSG floor) under 3150 A reactor rated current.

Maximal reactors MF exposure is to technical equipment located in nearest to reactors line of
working cases in 10 kV CSG room. For second (distant from reactors) working cases line Hmax

doesn’t achieve 30A/m even under 3150A current. Containing microprocessors automatic equip-
ment is located in cases at 1.8m from 10 kV CSG floor distance, i.e., at z = 5.4m high. The
schedule of MF strength distribution at z = 5.4m for y = 3.7m and change x from −24 m up to
33m under 2850A loading current overturned rather x = 0m is shown in Figure 4. The schedule
is combined with the plan of 10 kV CSG room.

In all cases at corresponding high MF strength is more than 30A/m (maximal Hmax value
54A/m at y = 3.7m and 44A/m at y = 4.1 m), that can lead to failure of the microprocessors
regulated by the fourth degree of rigidity on handicap stability.

For exception of microprocessors failure it is necessary or to remove reactors even on 0.5m to
the external wall of building, or to use microprocessors blocks, regulated on the fifth degree of
rigidity [2] (Hmax ≤ 100A/m), or to install electromagnetic screens on reactors.

3. MAGNETIC FIELD CREATED BY CURRENT LIMITED REACTORS IN STAIRCASE

On 1572mm distance from extreme reactor axis is the surface of staircase wall (Figures 1 and 5).
In Figure 5 the area of MF calculation in technical building with 10 kV CSG staircase is shown.
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Figure 3: MF strength Hmax distribution in 10 kV
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Figure 4: MF strength distribution at z = 5.4 m for
y = 3.7m and 4.1 m under x change from −24m up
to 33 m (correlated with 10 kV CSG room plan).

Calculation were carried out for line connecting reactors axes (at y = 0m max have maximal
value) at highs x = 17.644m, 18.144m, 18.644 m, 19.144 m and 19.644 m at z change from 0m to
7m. IP = 2850 A. In Figure 6 Hmax distributions at certain highs.

MF level at the surface of staircase wall at 0.94 m and 1.58 m height is 1,954 A/m that (forbids
staff stays in this hall see Figure 1). On 0.5 m distance from wall Hmax = 860 A/m, on 1 m distance
— Hmax = 450 A/m, on 1.5m distance — Hmax = 260A/m, on 2 m distance — Hmax = 170 A/m.

For MF occupational exposure hazard effects elimination it is necessary or to remove staircase
to opposite side of building or to shield the wall of reactor chamber by means of the ferromagnetic
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screen (permalloy sheets, transformer iron, etc.) even up to MF levels at the staircase wall surface
Hmax ≤ 1600A/m (with permissible time of occupational exposure less than 1 h per work day). In
this case security personnel, cleaners, etc. should be included in group of personnel professionally
connected with service and maintenance of PF electromagnetic fields sources with granting of special
health services (preliminary and periodic physical examinations, correction and rehabilitation).

4. RESTRICTION OF MAGNETIC FIELD LEVEL BY MEANS OF COMBINED
ELECTROMAGNETIC SCREENS

To decrease MF levels in 10 kV CSG room and in staircase hall is possible by installation of combined
electromagnetic screens on reactors (CEMS) [4]. Let’s examine one PTOC-10- 3150-0.25-y3 reactor
(see Figure 7) with installed on the middle its winding single-row electromagnetic screen (EMS4b),
containing 4 turns 0.8m radius with 0.1 m step 0.1m.

On 0.2 m distance from reactor winding end faces let’s place two-layer electromagnetic screens
(EMS 2 × 2), containing on two turns in a layer (0.95 m — internal turns radius), reeled up with
step on layers of 0.1 m and on turns of 0.1 m. All EMS All EMS are made of copper rectangular wire
5 cm high and 4 cm width “by copper”. All EMS connections in CEMS are coordination-parallel
by trunks made of the same wire. Calculation of reactor, CEMS parameters, and MF levels carried
out by means of computer program “Reactor MF” [5].

X

x=17 644. m

Figure 5: The area of MF calculation at staircase of
technical building with 10 kV CSG.

x=17.644m

x=18.144m

x=18.644m

x=19.144m

x=19.644m

Hmax

x, m

Figure 6: Hmax levels distribution in staircase for
different points x = 17.644 m, 18.144m, 18.644 m,
19.144 m and 19.644 m. IP = 2850A.
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Figure 7: PTOC-10-3150-0.25-y3 reactor with com-
bined electromagnetic screen.
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Í max À/m

-2.53 -1.53 -0.53 0.47 1.47 2.47 3.47 4.47 5.47

Figure 8: MF levels Hmax distribution at z = 5.4m
high for y = 3.7m.

Under 2850A full reactor current in lateral EMS are induced İEMS2times2 = 2605e−j179◦ A cur-
rents, and in middle EMS− İEMS4â = 5210e−j179◦ A currents.
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Reactor winding inductive resistance is 0.270 Ohm, and in view of combined EMS influences
under its coordination-parallel connection it decreases to 0.184Ohm.

In Figure 8 distribution of MF intensity Hmax at high z = 5.4 m (places of microprocessors in
10 kV CSG working cases location) for y = 3.7m (nearest end face of microprocessor complex) are
shown for creation by: reactor only (first reactor of third group — see Figure 1) — curve “Reactor”;
placed on reactor CEMS — curve “Screen”; and reactor in complex with CEMS — curve “Reactor
+ screen”. Curve “Reactor + screen” is shown separately in Figure 9.

Installation of CEMS on reactor has allowed decreasing MF intensity in microprocessor com-
plexes location from 77.56 A/m up to 1.043 A/m.

Three-phase reactor neighbor windings currents MF and neighbor reactors windings currents
MF in case of neighbor reactors windings are installed in sequence of type A1, B1, C1-A2, B2, C2-
etc. (see Figure 1) due to phase currents shift on 120◦ compensate MF created by reactor winding.
This solution allows to compensate MF and decrease Hmax level from 78 A/m (see Figure 8) up to
30A/m (see Figure 4, curve y = 3.7m for x = 1.47m), i.e., more than two times for this concrete
case of reactors location. Thus, if identical design CEMS install on windings of all reactors, resulted
MF level will decrease in comparison with one reactor with CEMS decrease even more than in 2
times and will be on examined place at z = 5.4 m at y = 3.7m value 0.5A/m about, it is less 1A/m
(limit value of MF intensity on handicap stability for first degree of rigidity 1 [2]).

Thus, equipment of current-limited reactors PTOC-10-3150-0.25-y3 by combined electromag-
netic screens will allow using in examined 10 kV CSG rooms devices responding any degree of
rigidity by handicap stability to power frequency MF. Calculate MF intensity created by reactors
in staircase of technical building with 10 kV CSG.

In Figure 10 distribution of MF intensity created by reactor with combined EMS in staircase hall
is shown: on wall surface Hmax < 800A/m; on 0.5 m distance from wall surface Hmax < 200A/m,
and on 1m distance from wall Hmax < 60A/m Combined EMS installation has allowed to decrease
MF levels at the staircase hall wall surface to Hmax < 800A/m value.

Thus, installation of combined electromagnetic screen on current-limited reactor PTOC-10-3150-
0.25-y3 gives the possibility to personnel stay in staircase hall not less than two hours per work
day.

Reactor+screen

Í max À/m

-2.53 -1.53 -0.53 0.47 1.47 2.47 3.47 4.47 5.47

Figure 9: Curve “Reactor + screen” MF level Hmax

distribution at high x = 5.4 m for y = 3.7m.

Í max À/m

Wall surf ace

0.5 m distance from wall

1 m distance from wall

Figure 10: MF levels created by reactor currents
in staircase hall on 0 m, 0.5 m and 1.0m from wall
surface.
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Complex Systems of the Linear Algebraic Equations Arising in
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Abstract— The method of successive approximation under condition of its fast convergence is
the effective tool of the solution of the linear continuous operational equation of the second kind.
The questions of optimization of convergence of the modified method on the basis of knowledge
of complex area of an spectral set of the transition operator are investigated. The optimized
method is applied to the numerical solution of electrodynamic scattering problems.

1. INTRODUCTION

The linear operational equation of the second kind is considered

x = T · x + f (1)

Here T — the linear continuous operator in Banah B-space, x ∈ B — a required element, f ∈ B —
set elements of this space [1]. In specific case, there can be the linear continuous integral operator
in infinite-dimensional space of a complex-unit functions on which it is certain. For example, it can
be compact or singular (depending on dimension and a problem) the volume integral operator of
scattering [2]. It also can be the finite-dimensional operator — the set square matrix of the size
n ∗ n : T = {ti,j}, i, j = 1 . . . n, operating in n-dimensional complex space of vectors.

2. METHOD OF OPTIMUM SIMPLE ITERATION

It is known [1], that the usual method of stationary simple iteration for the solution (1)

x(m+1) = T · x(m) + f, m = 0, 1, 2, . . . (2)

converges for any f ∈ B and any initial approach x(0) ∈ B if the spectral set (spectrum) σ(T )
of the transition operator T lays in a unit circle. In terms of spectral radius ρ(T ) = sup |σ(T )|,
where ρ is the radius of the least circle with the center in the beginning of the coordinates, entirely
containing a spectrum, a condition of convergence is ρ(T ) < 1. This condition, as a rule, imposes
rigid restrictions on convergence (2). A condition of an output from a converging computing process
after achievement of the set accuracy ε of the solution is |x(m+1) − x(m)| ≤ ε(1− ρ)/ρ, where ρ is
spectral radius of T .

We use the equivalent equation instead of (1) both (2) and the modified method of simple
iteration (MMSI), having entered in the equation any complex parameter κ

x = T̃ (κ) · x + ϕ(κ); x(m+1) = T̃ (κ) · x(m) + ϕ(κ), m = 0, 1, 2, . . . (3)

Here the modified operator of transition (I — the unit operator) and the right part are

T̃ (κ) =
T − κI

1− κ
, ϕ(κ) =

f

1− κ
(4)

Let’s show, that a choice of κ (κ 6= 1) under enough wide conditions it is possible to achieve
convergence (3) and, moreover, for many practically important cases of a localization of spectral
area T construction of algorithm of search of optimum parameter in (4), minimizing radius of
convergence of T̃ is possible.

The way of search of optimum parameter in (4) is known [2]. Let ΩT is some circle completely
including a convex envelope of a spectrum of T . Construction converging iterations (3) with the
transition operator (4) is possible, if the point 1 on a complex plane does not belong to a convex
envelope. The spectral set on a complex plane will be transformed under the same law, as operator
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Figure 1.

T : θ̃ = (θ − k)/(1− κ) (Figure 1). Thus the point 1 of complex plane θ passes into a point 1 of
plane θ̃, the center κ of a circle ΩT passes into the center 0 of plane θ̃, the circle of radius r passes
into a circle ΩT̃ of radius ρ = r/|1− k| = sin(α). For optimum convergence it is necessary to find a
circle Ω(0)

T “visible” from a point 1 under the minimal corner 2 ·α0, its center is optimum parameter
κ0, and the denominator of convergence is defined thus, as ρ0 = sin(α0).

Let’s note the important practical case, when a circle — a border of ΩT — passes through a
point 0. The point 0 at transformation (4) passes into a point −κ/(1− κ) which lays on border of
a circle ΩT̃ and, thus, radius of convergence of modified series in this case

ρ =
∣∣∣∣

κ

1− κ

∣∣∣∣ (5)

3. OPTIMUM PARAMETER OF CONVERGENCE MOSI FOR SOME PRACTICALLY
IMPORTANT CASES OF LOCALIZATION OF SPECTRUM AREA

Let the spectrum {θν} is localized on a beam which is starting with a point 1, and own numbers
θmin, θmax are known for which the minimal and maximal values on the module |θmin − 1| and
|θmax − 1| (or the lower and upper borders of distance from a point 1 up to area of localization
of a spectrum in case of continuous spectral set) are reached. Then for optimum parameter it is
fair, obviously, simple formula (an optimum circle Ω(0)

T — a circle, at which piece [θmin, θmax] —
diameter)

k0 =
θmin + θmax

2
(6)

Thus radius of convergence is ρ = r/|1− κ| = |(θmax + θmin)/(2− (θmax + θmin))|.
In that specific case the Formula (6) is true in case of a real spectrum of the operator T if the

operator A = 1 − T is positively (negatively) certain. The Formula (6) also exact in case border
of a complex circle of area of an arrangement of a spectrum also belongs to a spectrum. In these
specified cases value of optimum parameter of convergence can be expressed analytically in the
form of the Formula (6). There are practically important cases of localization of spectral set for
which value of optimum parameter can be found algorithmically. These are cases when area of
localization of a spectrum is the any complex piece, a triangle or a polygon.

In Figure 2, point 0 is the beginning of coordinates of a complex plane and a point A is a point 1
on a real axis. Piece BC is the area of localization of a transition operator spectrum. Point OABC is
the center of the circle described around of triangle ABC. Through a medial perpendicular to piece
BC we shall lead from point OABC beam OABCx, on which x is the distance from the beginning
of a beam. A direction of a beam is aside a half plane which are not containing a point 1. Let
the center of the circle ωx, which are passing through a point B and a point C, lays on this beam
on distance x from point OABC in point X, and this circle thus is “visible” from a point 1 under
a corner 2ξ. AK is a tangent to this circle. R = R(x) — its radius. If as parameter in (4) to
accept complex value of point X the radius of convergence is equal ρ = sin(ξ) = R/AX. Let’s find
function ρ = ρ(x), its minimum and value in a minimum. It is obvious, that ρ(0) = ρ(∞) = 1, and
on other axis 0 < ρ(x) < 1. Required function, using the theorem of cosiness and properties of the
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central and entered corners in a circle with the center in point OABC and in point X

ρ(x) = R/AX =

√
x2 − 2rx cosα + r2

x2 − 2rx cos(α + 2γ) + r2
(7)

Here α = ∠BAC, γ = ∠BCA — the fixed corners set ∆ABC, r is a radius of the circle described
around ∆ABC. The minimum of function (7) is equal ρ(x1) =

√
(1− cos(α))/(1− cos(α + 2γ))

and comes at x1 = r. Thus, optimum parameter for convergence (3) in case of a spectrum-piece
κ =

−−→
OX1. Thus, the optimum parameter for convergence in case of a complex spectrum-piece is

complex value of a point X1 of crossing of circle OABC and a medial perpendicular to a piece, and
it is necessary to choose from two values such, for which the “optimum” circle ω1 does not contain
a point 1.

In case when the localization area of a spectrum is a triangle, for example, ∆BCD on Figure 2,
the algorithm of definition of optimum parameter is following. Let ωi, i = 1, 2, 3 — the “optimum”
circles constructed for each piece from a triangle ∆BCD as it is described above. If the third top
of a triangle belongs to any circle ωi or its border the optimum parameter is found: κ =

−−→
OXi.

Otherwise (as it is presented on Figure 3) it is necessary to move from point Xi on the beam
constructed for a given piece in the center described around of ∆BCD a circle — point X0. The
optimum parameter for convergence in this case κ =

−−→
OX0, and speed of convergence is a little

bit worse, than for any spectrum-piece from structure of a triangle. Let’s name the circle found
thus “optimum” for a triangle as its center is optimum parameter for convergence MMSI in case of
localization of spectral set of the operator of transition on a complex triangle.

In case when the spectrum lays on a broken line consisting of several pieces or on a polygon
algorithm of search of optimum parameter is following. The optimum circle of some characteristic
triangle from structure of a polygon, which contains all area of localization of a spectrum, is defining.
Value of its center is accepted to optimum parameter of convergence.
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Figure 3. Spectral pictures in Rayleigh region.
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4. NUMERICAL RESEARCHES

A stationary scalar problem of electromagnetic E-polarization wave scattering on transparent non-
uniform in section the infinite cylinder is considered. This problem is described by 2D integral
Fredholm equation of second kind for complex amplitude of the full electric field consisting of the
sum of incident and scattering waves in the presence of dielectric [2].

E = TE + E0, E(p) = k2
0

∫∫

S

(ε(q)− 1)E(q)G(r)dq + E0(p) (8)

Here relative permittivity in the area of heterogeneity is a complex function of coordinates q, and
ε0, k0 — accordingly permittivity and wave number of free space. G(r) = −0.25iH

(2)
0 (r) is Green’s

function of free space in a 2D case, Hunkel function of the second kind of the zero order, where
r = |p− q| — distance between a point of a source q = (x′, y′) and a point of supervision p = (x, y).
The Equation (8) is already presented in the form of (1), convenient for application of a method
of simple iteration. Spectrum of such compact integral operator is discrete with only one point of
accumulation of own numbers in point 0.

In case of Rayleigh (low frequency) scattering, area of a spectrum is the small area near this
accumulation point (Figures 3(a) and (b)).

On Figure 3(a), the spectrum in a problem of scattering on small in cross section the round
cylinder with diameter d = 0.1λ, where λ is wavelength in a free space, and with constant relative
permittivity ε = 4 is represented. On Figure 3(b) — the same, but on the cylinder, in which section
thin, but resonant on other size a rectangular with the sizes accordingly 0.01λ and 1λ and ε = 5.
In all cases in view of remoteness of a point 1 the optimum parameter is the center of the piece
connecting the point 0 and the point µ1, where µ1 is the greatest on the module own number of
a spectrum. So, in Rayleigh region (can only on one coordinate) optimum parameter κ = µ1/2
and radius of convergence MOSI, according to (5), ρ = |κ/(1− κ)| ≈ |µ1|/2 ¿ 1. Value µ1 can
be effectively found, in view of isolation maximal on the module of own number, by means of an
iterative power method.

On Figure 4, the dissymetric geometry of a resonant scattering problem (area of heterogeneity is
of the order of a wavelength) of a flat electromagnetic wave of frequency of 900 MHz on the muscular
cylinder with a diameter 0.25 meters with bone inclusion is resulted. Complex permittivity of
biological structures in this range makes accordingly εmusc = 52− 62i and εbone = 13− 4i. Also on
Figure 4, the picture of the specific absorption rate (SAR) is presented in case when the direction
of the wave propagation is from non-uniform inclusion.

On Figure 5, the spectral picture of the given problem is presented. The behaviour of a spectrum
near points 0 and 1 is allocated on Figure 5 separately. Number of points of a spectrum is n = 192
that corresponds to 2–3 units of a computing grid for a wavelength in the muscular environment.

The optimum parameter (“+” on Figure 5) is found as the center of the described circle around
of the some characteristic triangle including a point 0. This triangle is formed by a point of
accumulation of own numbers (a point 0), own number on a real axis to the left of a point 0 and
one of own numbers near a point 1. Calculation of an absorption problem is lead with this optimum

Figure 4. Geometry of a resonant scattering area and picture of SAR.
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Figure 5. Spectral picture of resonant scattering on the non-uniform cylinder.

parameter at sufficient approximation to 7–8 units for a wavelength in the muscular medium. Thus
the general number of complex unknowns is n = 1728 and it is already inaccessible to calculations
on PC by means of direct methods. The solution with accuracy of ε = 10−4 for electric field in
medium is received for m = 950 iterations and has borrowed some minutes of machine time.

5. CONCLUSION

Algorithms of definition of optimum parameter and denominator of convergence MOSI on the
basis of knowledge of localization of spectrum area of the transition operator in a method of usual
simple iteration are developed. These algorithms are found in cases when the convex envelope of
a spectrum has a figures configuration of the simple form, such as any complex piece, a circle, a
triangle, a polygon. The opportunity of the numerical solution of the integral equation of scattering
and large SLAE on the basis of a principle of anticipatory stability of a spectrum and optimum
parameter is shown.
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Abstract— A numerical solution of volume integral equation of scattering by dielectric body
in vector 2D and 3D cases in low-frequency and resonant region is under investigation. Examples
of application of the method of optimal simple iteration (MOSI) are present. Efficient numerical
technique is based on the spectral properties of the integral operator. The accuracy of the first
approximation of the optimal series in vector 2D case and near-resonant region in comparison
with so-called the Born approximation and with the solution of MOSI is under consideration.

1. INTRODUCTION

The vector stationary problem of scattering of electromagnetic wave by dielectric non-magnetic
body in cases of H-polarization of the two-dimensional (2D) scattering and general three-dimensional
(3D) vector case is under consideration. This task is described by a volume integral equation on
the amplitude of electric field and its numerical solution studied by many authors [1–4].

~E(p) = ~E(inc)(p) + ν (ε(p)− 1) ~E(p) + v.p.

∫

Q

(ε(q)− 1) ~E(q)k2
0G(r)dQ

+
∫

Q

(
(ε(q)− 1) ~E(q), grad

)
gradG(r)dQ (1)

Here, ~E(inc) — Primary (incident) field in the absence of the body, ~E = ~E(inc) + ~E(scat) — Full,
incident plus scattered field, v.p. — The singular integral in the sense of principal value, the
multiplier ν in non-integral member has a value ν = 1

3 in 3D case, and ν = 1
2 in 2D vector case, the

Green’s function in 3D case is G(r) = exp(−ik0r)
4πr , in 2D cases G(r) = −0.25iH(2)

0 (r) — The Hankel
function of the second kind of the zero order.

The integral operator of equation in these cases is a singular operator, and its spectrum has the
continuous and the discrete components [5]. Consider the case when the permittivity is in the area
Q set of piecewise constant complex values εi, i = 1 . . . n, for example, a one value ε1 6= 1. The
continuous spectrum of the operator consists of the segments [0, 1− εi], i = 1 . . . n, in particular it is
one segment [0, 1− ε1], regardless of the configuration and size of the area. The discrete spectrum
is localized in the bottom complex half, as well as, perhaps, between the segments of continuous
spectrum in the upper half and it has the points of accumulation on the continuous spectrum.

It is difficult to apply direct universal methods for solving linear algebraic systems arising after
discretization of the integral Equation (IE) (1), because of the large amount of required computer
resources. More acceptable for the numerical solution of IE are iterative methods [3, 4]. In this
work, for this purpose is applicable method of optimal simple iteration (MOSI), the effectiveness of
which is based on the spectral properties of the integral operator [6]. The Equation (1) is already
represented in the form suitable for applying the usual method of successive approximations with
the transition operator T

E = T · E + E(inc), E(m+1) = T · E(m) + E(inc), m = 0, 1, 2, . . . (2)

2. RAYLEIGH REGION CASE

On Figure 1(a), a spectrum of the transition operator in 2D vector Rayleigh case is presented. The
size of a dielectric square cylinder in cross-section is d = 0.075λ, where λ — The wavelength, the
value of permittivity is ε = 2. In this case, only a continuous spectrum in the form of an interval
[0, −1] is present, the discrete spectrum in the low frequency case is vanishing small. Thus [6],
κ = 1−ε

2 = −0.5 — Optimal value of the convergence, as it coincides with the center of the
“optimal” circle for such spectral segment.
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(a) (b)

Figure 1.

On Figure 1(b), the same task, but in the resonance case d = 0.75λ and the discrete spectrum
is making a significant amendment to the optimal setting κ = −0.5− 0.8i, is presented.

In the Rayleigh range, where the discrete spectrum is concentrated in a small little area near
the continuous spectrum, in case of real εi > 1, i = 1 . . . n, εmax = max εi, i = 1 . . . n the optimum
of κ is

κ =
1− εmax

2
(3)

For the case of a weak plasma, when the value of permittivity is on the interval ε ∈ (0, 1), the
value εmax provides the maximum value |1− εmax|. In all cases, when ε is real, radius of convergence
of MOSI [6] is ρ = | κ

1−κ | = |1−εmax
1+εmax

|. In a fast convergence MOSI with ρ ≤ 1
3 permittivity values are

in range εmax ∈ [12 , 2]. In the case of the fast convergence of the usual series (2), when |ε− 1| ¿ 1,
fairly good physical approximation gives the first member of a number of approximations (2),
so-called the Born approximation.

~E(1) = T ~E(inc) + E(inc) or ~E(1) = (ε− 1)T̂ ~E(inc) + E(inc) (4)

Here T — is the transition operator (1), (2), the operator T̂ — the same, but in the case ε = const,
from which we made the multiplier (ε− 1). For the first approximation of the optimal number of
simple iterations, taking into account (3) and with the initial approximation ~E(0) = ~E(inc), we get
~E(1) = 2

1+εmax
T ~E(0) + ~E(0). In the case of a homogeneous scattering body with ε = const, we get

the first approximation
~E(1) = 2

ε− 1
ε + 1

T̂ ~E(0) + ~E(0) (5)

The correction factor in (5) allows you to expand the applicability of approximation (4) from the
interval |ε− 1| ¿ 1 to the area |ε− 1| ≤ 1 and more, including the case of complex values of ε.
The significance of the optimal parameter (3) may be true in the near-resonant field and in the case
when the size of one of the coordinates is in the Rayleigh or near-resonant region, while the second
is in significantly resonant region and |ε− 1| ≤ 1. Then the approximation (5) is also applicable
with good accuracy, as well as significant in these cases, the discrete spectrum of the operator is
typically in the “optimal” circle constructed without taking into account the discrete spectrum,
but only on the basis of a priori knowledge of the continuous spectrum.

3. NEAR RESONANT AND RESONANT CASE

For example, consider 2D vector problem of diffraction of a plane wave H-polarization and frequency
of 900MHz for the dielectric plate with the permittivity ε = 2 of the thickness dy = 0.2λ (0.067m)
and length dx = 5λ (1,667m), where λ = 0.333m — wavelength in free space. Vector E is in x
direction and the direction of wave vector is y.

On Figure 2(a), the spectral picture of the transition operator for this problem and an optimal
setting that corresponds to the formula (3) are presented. On Figures 2(b) and 2(c), Scattering
Pattern (SP) of wave in the far-zone (σ(ψ)) in the range of angles from the direction of the spread of
the incident wave perpendicular to the plate (on axis y) ψ− π/2 = 0 to the reverse angle is shown.

SP is calculated in 3D case as σ(ψ) = lim
R→∞

R2 | ~E(scat)|2
| ~E(inc)|2 and in 2D case as σ(ψ) = lim

R→∞
R | ~E(scat)|2
| ~E(inc)|2
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and ~E(scat) = T ~E. On Figure 2(c), SP is presented in more detail in its lower part. Here and
in Figure 3 for better visibility of the value SP is respresented by

√
σ(ψ). SP is shown in three

different versions: First — calculation of SP σ(ψ) is based on the value field in a dielectric body,
which is obtained by IE and MOSI with an accuracy of 10−4 (discussed further in the examples
the accuracy is the same) and with the number of optimal iterations m = 10, the second — SP
σB(ψ) is obtained through the Born approximation (4), third — SP σB2(ψ) is obtained using
approximation (5). SP on approximation (5) σB2(ψ) and calculated SP using IE and MOSI σB(ψ)
coincide with a relative integral error δB2 = 0.13 and the error σB(ψ) is δB = 0.37, that is almost
3 times more. The calculation carried out on the Cartesian grid in the 2× 50 = 100 nodes.

The result can be used for engineering calculations of the antenna field, surrounded by homoge-
neous fairing. In the case of dielectric losses mistake of the Born approximation can be increased.
At the same time, identifying the best option for κ(ε) the method described [6] as the intersection
of the circle passing through 0, 1, and 1−ε with mid-perpendicular to the segment of the spectrum
[0, 1− ε], we get a good engineering approximation

~E(1) =
1

1− κ(ε)
T ~E(0) + ~E(0) (6)

For example, consider a similar problem the previous case, but the dielectric losses are available
ε = 2−2i. Spectral pattern with the optimal parameter and the diagram are presented in Figure 3.
Discrete spectrum is visible, as well as a problem in one coordinate is resonant, but it fits in the
optimal circle to the segment [0, 1− ε]. Solution using MOSI was obtained in 10 iterations and it
corresponds to the first SP σ(ψ). Curve σB2(ψ) is a good tracking as the main and the revers lobe,
and lateral lobes of SP too, in contrast to curve σB(ψ).

As can be seen from the spectral picture of Figure 3(a), a priori found to segment the optimal
parameter is here in force, and the optimum circuit includes discrete spectrum. SP, on the basis
of approximation (6) has a good graphic precision δB2 = 0.01, while the usual approach no longer
describes the field and the curve of the SP: δB = 0.9.

For the 3D problems features of the spectrum and the algorithms determine the optimal param-
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eter MOPI are similar to those that were considered in the 2D vector case.
Thus, on Figure 4, the three-dimensional solution vector problem of scattering of plane waves in

a cube with the side k0d = 0.75λ, where λ — the wavelength in free space and permittivity ε = 4
is present. The calculation of the spectrum and the optimal parameter value (Figure 4(a)) held
in the weak approximation problem in computational grid with 3 node per a wavelength in the
medium and the total number of grid nodes was N = 6× 6× 6 = 216. The real part of the optimal
parameter is obtained from the continuous spectrum. SP (Figure 4(b)), which has not changed in
the further improvement of the approximation obtained with the same optimal parameter and the
total number of grid nodes N = 9× 9× 9 = 729. The size of the complex matrix of transition was
3 ×N = 2187. The solution of this task is not available for the existing library of programs with
direct algorithms for solutions of large SLAE.

(a) (b)

Figure 4.
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4. CONCLUSION

Numerical solutions of the volume integral equations of scattering in 2D and 3D vector cases was
based on the MOSI in this work. The spectral properties of the integral operator were numerically
investigated in the low-frequency and resonant ranges, and on this basis, were provide recommen-
dations on choosing the optimal parameter MOSI. It was shown that the approximation based on
the first member of the optimal series of iterations allows to improve the efficiency of the use of the
Born approximation.
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Abstract— A least squares based method is developed for the design and optimization of
microstrip coupled line phase shifters. The multi-section coupled line theory is employed to
calculate the phase shift in a frequency band. The algorithm also incorporates the load and
source impedance matching. The minimization of error function determines the lengths, widths
and spacings of strips. The performance of the optimized design perfectly agrees with the available
commercial microwave simulation softwares.

1. INTRODUCTION

Phase shifters have many applications in the passive and active microwave circuits and the feed
network of antennas. The Schiffman phase shifter has been the standard circuit for many years [1].
There are available some approximate design procedures for it. However, in this paper we propose a
coupled-line phase shifter and present a design and optimization procedure for it, which is based on
the method of least squares. This design method also incorporate source to load impedance match-
ing. Consequently, combining the phase shifting and impedance matching functions in a microwave
network configuration leads to the overall reduction of the microwave circuit and improvement of
its frequency performance.

2. NUMERICAL IMPLEMENTATION

The coupled-line phase shifter consists of a microstrip multi-section line as the main path between
the input and output ports (called ports 1 and 2, respectively) and a reference path as a microstrip
line between ports 3 and 4. The phase shift is obtained as the phase difference between the two
paths.

Consider the schematic diagram and equivalent circuit of a passive microstrip coupled-line phase
shifter as shown on Figs. 1 and 2, respectively .The input and output ports are designated by 1
and 2, respectively. The reference and isolated ports are 4 and 3, respectively. The output phase
shift is measured as the phase difference between S12 (phase of transmission coefficient from port
1 to port 2) and S14 (phase of transmission coefficient from port 1 to port 4) [2, 3].

∆ϕ = ∠S12 − ∠S14 (1)

The even- and odd-mode analysis is used to determine the impedance matrix of the coupled-line

Figure 1: Layout of the proposed coupled-line phase shifter.
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Figure 2: Dimensions of the configuration of the proposed coupled-line phase shifter.

phase shifter [4].

[
Z11 Z12

Z21 Z22

]
=




(Z0e cot gθe + Z0o cot gθo)
2

(Z0e csc gθe − Z0o csc gθo)
2

(Z0e csc gθe − Z0o csc gθo)
2

(Z0e cot gθe + Z0o cot gθo)
2


 (2)

Then the ABCD and scattering matrices are obtained [5, 6].

[
A B
C D

]
=




Z11

Z21

Z11Z22 − Z21Z12

Z21

1
Z21

Z22

Z21


 (3)

[
S11 S12

S21 S22

]
=




AZL + B + CZLZ∗S −DZ∗S
AZL + B + CZLZS + DZS

2
√

RSRL

AZL + B + CZLZS + DZS

2
√

RSRL

AZL + B + CZLZS + DZS

AZL + B + CZLZ∗S −DZ∗S
AZL + B + CZLZS + DZS


 (4)

where ZS and ZL are the source and load impedances, respectively. The over all ABCD matrix of
the multi-section coupled-line phase shifter is obtained by the product of ABCD matrices of each
coupled-line section.

The phase shift is given by (1) and the reflection coefficient or the return loss is given by S11.
Now, we construct an error function for the realization of specified phase shift (∆ϕ) and mini-

mization of the reflection coefficient.

error = W1

10GHz∑

fk=4GHz

|∆ϕfk
− 70|2 +W2

10GHz∑

fk=4GHz

|S11fk
|2 (5)

where W1 and W2 are the weighting functions and the frequency bandwidth is divided into K
discrete frequencies. The error is a function of lengths (li) and widths (wi) of microstripes and
gaps (gi) between them. The dispersion relations due to Jansen and Kersching for the coupled-line
are also used [5]. The minimization of error function is performed by the combination of genetic
algorithm (GA) and conjugate gradient (CG) method. Consequently, the lengths, widths, and gaps
of microstrip lines are determined.

3. DESIGN EXAMPLE

For an example, we design a three section coupled-line phase shifter for a phase difference of
∆ϕ = 70◦ over the frequency bandwidth 4–10GHz. The substrate Roger Ro3210 is used, for which
the dielectric constant of the substrate is εr = 2.2 and its thickness is h = 0.4 (mm).

The source and load impedances are selected as Rs = 50 Ω and RL = 50 Ω. The initial values of
li, wi and gi are selected by the random generation in MATLAB under constraints. The constraints
for wi and gi were specified as 0.1 h and 10 h, and the upper limit for the length of line sections
was set at the wavelength of center frequency (λ).

The phase shift of the coupled-line phase shifter is drawn versus frequency in Fig. 3. The
scattering parameters S11, S12, S13 and S14 are drawn in Fig. 4. The results of the MLS algorithm
are verified by the HFSS and CST full-wave software. The dimensions of the optimized phase
shifter configuration is given in Table 1.
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Figure 3: Phase shift vs frequency response of the coupled-line phase shifter.

Figure 4: Scattering parameters of the proposed coupled-line phase shifter.

Table 1: Dimensions of the optimum design of coupled-line phase shifter.

After Optimization l (optimum) g (optimum) w (optimum)
1 0.796mm 0.0985mm 0.145 mm
2 0.484mm 0.0494mm 0.0968 mm
3 0.796mm 0.0985mm 0.145 mm

4. CONCLUSIONS

The optimum design of coupled-line phase shifter based on the method of least squares is an
improvement over the existing design methods, because it incorporates phase shift realization with
impedance matching and considers dispersion relations and coupling parameters. The error function
is minimized by the successive application of the Genetic Algorithm and the conjugate gradient
method. The dimensions of the coupled-line phase shifter (lengths, widths and gaps of line sections)
are determined. The performance of coupled-line phase shifters is favorably compared with those
obtained by the available commercial softwares.
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Abstract— The new approach to solving boundary value problems for partial differential equa-
tions is represented. It is based on Galerkin classic variation scheme which is converted with the
help of R-functions and wavelets. As a result while matrix system compiling we obtain some
calculating advantages: matrixes of the system are sparse, the calculation of matrix elements
does not demand the integration and is carried out with the help of connection coefficients of the
wavelet system. New fast computational algorithms based on fundamental wavelet properties
for connection coefficients are also introduced in this work. The basic results were used for the
solving of electrodynamics problems.

1. INTRODUCTION

Considering of a wide class of boundary value problems of different physical nature there occurs
the necessity for solving partial differential equations in which the researched domain has a com-
plex configuration. In such cases numerical methods are used: net (boundary-element (BEM),
finite-element (FEM), finite-difference), variational and projective (Ritz, Galerkin, collocation, R-
functions etc.) methods. Net methods have the great efficiency of algorithm, however they not
precisely take into account the geometry of an object. In case of variational methods the construc-
tion of basic functions satisfying all the required conditions isn’t always possible. Therefore they
are used limitedly. The R-functions method is worth being especially examined [1, 3] as it obtains
the geometrical flexibility and universality in relation to a way of functional minimization. The
application of such approach demands significant computing expenses because of the structural
formulas which are based on the constructed with the help of R-operations [1] domain functions
ωi(x, y) are used. They can have a complex structure, and the calculation of their integrals on
non-standard form of area demands the application of the quadrature formulas of high accuracy.
Owing to wavelet-bases it is possible to bypass the mentioned lacks [2, 4, 5] and to develop the
adaptive computation scheme not using the operation of integration. Such approach is possible due
to the introduction of a special connection coefficient (CC) reflecting the differential and integrated
characteristics of basis. The basic tool for realization such new method is Galerkin schema [2–5] of
solving partial differential equations.

2. PROBLEM DEFINITION

It is well known that Galerkin method is flexible enough to use the additional mathematical tool
on purpose of increasing the efficiency of the algorithm as a whole. Therefore many various modi-
fications are developed.

Let it is required to find in domain Ω ⊂ R2 the solution u of the differential equation

Au = f (f ∈ H) (1)

with boundary conditions Liu|∂Ω = gi, i = 1, N on parts ∂Ωi of boundary ∂Ω. Here, H is Hilbert
space, A is a differential operator (D(A), R(A) ∈ H), Li are operators of boundary conditions, and
f , gi are known functions. The approximate solution (1) is searched in expanded form un(x, y) =
n∑

k=1

ckφk(x, y) where φk(x, y) ∈ D(A) is a sequence of basic functions, ck are sought coefficients.

According to Galerkin method [2–4] ck are found concerning the condition of the residual of the
Equation (1) which should be orthogonal to functions {φk}

(Aun − f, φk) = 0, k = 1, . . . , n. (2)

The expression (2) is represented as a system of the algebraic equations concerning coefficients ck.
Then the following notation (2) in the matrix form concerning the vector C is true:

AC = B (3)
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where elements A and B are defined with the help of formulas: ank = (Aφn, φk), bnk = (f, φk).
The main difficulty is represented by the calculation of matrix system coefficients. The usage of
wavelets as basic functions reduces the efforts required for calculation these elements. Basically it
is caused by properties of localization, orthonormalized, vanishing moments, and algorithm FWT
of Mullat [1, 2]. The use of these advantages allows to represent scalar products as a standard
set of connection coefficients depending on a kind of wavelet-system and connecting derivative
basic functions with the basic functions by themselves [2, 4, 5]. The primary difficulties which arise
in choosing such basis are connected with the consideration of the object geometry and boundary
conditions, as wavelets are orthonormal all over the space L2. However the R-functions theory [1, 3]
allows to overcome these difficulties.

3. CONNECTION COEFFICIENTS

Let it is given the wavelet-system ϕ(x), ψ(x) ∈ Cm, m ≥ 1 with filter {an} and satisfying the
scaling equations ϕ(x) =

∑
n

anϕ(2x − n), ψ(x) =
∑
n

bnϕ(2x − n), bn = (−1)n+1a−n−1. As the

wavelet-decomposition of function f(x) [1, 2] can be expressed only in the view of basis of scaling
functions at fixed resolution J it is evident to use CC only on expressed ϕJk(x). In a general view
such CC are entered as the following

Γ(k1, k2, . . . , kn, d1, d2, . . . , dn) = Γd1, d2, ..., dn

k1, k2, ..., kn
=

∫ n∏

i=1

ϕdi

Jki
(x)dx (4)

where di is the order of differentiation ϕ(x), ki are shifts ϕ(x). For CC calculation the systems
of linear equations on basis of wavelet properties and multiresolution analysis (MRA) [2, 4, 5], are
built. It does not demand the integration of high-oscillating functions which the wavelets do. Such
approach for CC of the second order Γd1, d2

l =
∫

ϕd1(x)ϕd2
l dx is submitted in [2, 4]. However for

majority of practical applications greatly depends on CC with the bigger number of subintegral
functions [4]. In the suggested algorithm the CC of the third and fourth orders are the basic ones:

Γd1,d2,d3

k, l, m =
∫

ϕd1
k (x)ϕd2

l (x)ϕd3
m(x)dx, Γd1,d2,d3,d4

l, m, k =
∫

ϕd1(x)ϕd2
l (x)ϕd3

m(x)ϕd4
k (x)dx. (5)

In case of wavelets with the compact or limited support (supp (ϕ(x)) = [N1, N2]) the whole range
of values of CC can be represented as a vector Γ. The elements of this vector are determined from
the solution of the linear equation system [4]. Let us to perform the main theorems with the help
of which the given system CC of the third order is obtained. The proof is given in [4].

Theorem 1. Let Γ be a vector with elements (5) then the equality is true

AΓ = Γ/2d−1, (6)

where d = d1 + d2 + d3; Aq,r
l,m =

∑
p

apaq−2l+par−2m+p, (l, m), (q, r) ∈ S.

Here S is the range of values which can accept CC subscripts. System (6) is homogeneous.
Its determinant is equal to zero [4]. Then (6) has many non-trivial solutions. In order to obtain
the unique solution for the system it is necessary to redefine it by indispensable number of linear-
independent inhomogeneous equations presented in the Theorem 2.

Theorem 2. Let P be a number of the vanishing moments ψ(x), then if d ≤ P the relationships
take place

∑
m

Mp
mΓd1,d2,d3

l, m =
{

p!Γd1,d2

l , p = d3,
0, p < d3,

∑

l

Mp
l Γd1,d2,d3

l, m =
{

p!Γd1,d3
m , p = d2,

0, p < d2.
(7)

where M s
r is r moment of function ϕs(x). Substituting Equation (7) in (6) the linear system with

the unique solution is received. For CC of the fourth order the similar theorems are available in [4].

4. WAVELETS AND STRUCTURE OF BOUNDARY VALUE PROBLEMS SOLUTION

The R-functions method of the solution of boundary value problems of the mathematical physics
represents the constructive problem solving of the transformation of the geometrical information
into analytical one without the approximation [3]. The construction of the solution is its basis

u = B
(
Φ, ω, {ωi}N

i=1 , {gi}N
i=1

)
(8)
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which at any choice of indefinite component Φ exactly satisfies to boundary conditions. Here,
B is the operator depended on geometry Ω and ∂Ωi, and also on functions gi and operators of
boundary conditions Li, but not depended on a kind of the operator A and function f ; ω is a
domain function having properties: ω(x, y) > 0 inside Ω, ω(x, y) = 0 on ∂Ω and ω(x, y) < 0 outside
of Ω; ωi are functions satisfying conditions: ωi(x, y) > 0 in Ωi ⊃ Ω, ωi(x, y) = 0 on ∂Ωi and
ω(x, y) < 0 otherwise. Having solution structure (8) that considers the given boundary conditions
it is necessary to choose an indefinite component Φ for of the best satisfaction of the equation,
parts of boundary conditions, simplicity of numerical realization or other requirements which are
demanded to the algorithm. In case of using wavelets as basis of Φ the following record is typical:

Φ(x, y) =
∑

p,q∈Gj
Ω

cpqϕjp(x)ϕjq(y) (9)

at a sufficiently small scale j. Here, Gj
Ω is an index set which corresponds to N possible pair values

of indexes (p, q) : Gj
Ω = {(p, q) ∈ Z× Z : supp(ϕjp(x)ϕjq(y)) ∩ Ω 6= 0}.

Let us represent the solution structures which were received with the help of fundamental wavelet
properties and MRA [4] for the elliptic partial differential equations of the second order (Laplace,
Poisson, Helmholtz).

1. Dirichlet boundary condition (u|∂Ω = g) : uj(x, y) =
∑
p,q

∑
n,m

cj
pqω

j
nmϕjp(x)ϕjn(x)ϕjq(y)ϕjm(y),

(p, q), (n, m) ∈ Gj
Ω.

2. Neumann boundary condition (∂u/∂n|∂Ω = g) : uj(x, y) =
∑
p,q

cj
pqϕjp(x)ϕjq(y)

−∑
p,q

∑
n,m

∑
k,l

cj
pqω

j
nmωj

klϕjn(x)ϕjm(y)(ϕ′jp(x)ϕ′jk(x)ϕjq(y)ϕjl(y) − ϕjp(x)ϕjk(x)ϕ′jq(y)ϕ′jl(y)), (p, q),

(n,m), (k, l) ∈ Gj
Ω. Let us examine the application of the given above method using the con-

crete physical examples.

5. THE ELECTRODYNAMIC ANALYSIS OF WAVEGUIDE COMPLEX
CROSS-SECTION

One of the major tendencies in development of devices working in the microwave ranges consists in
an attempt to compute and numerically to optimize the necessary physical characteristics, reducing
experimental checks. Therefore the role of electrodynamics methods of calculation [3] increases. It
is known that at designing the microwave devices waveguides of complex section (WCS) are used
as the base structure element. The offered algorithm is used for the analysis of critical wavelengths
of a homogeneous waveguide of the complex shape of cross-section Ω in case of E-waves. Walls of a
waveguide are ideally conducting. To solve an eigenvalue problem it is necessary to represent a field
through a vector potential [3] which satisfies to homogeneous Helmholtz equation with Dirichlet
boundary condition on ∂Ω (Figure 1(a)).

∆u + αu = 0 BΩ(Ω ∈ R2), u|∂Ω = 0. (10)

Galerkin process leads to minimization of functional [3, 4] J = −∫
Ω ∆uυdxdy/

∫
Ω uυdxdy = α.

Solving the latter, an eigenvalue spectrum of E-wave for the examined structure is obtained.
As basic functions the wavelets at scale j are used. The solution of (10) is got on basis of the

Dirichlet structure [3]. Domain function ω(x, y) has expansion ωj(x, y) =
∑
n,m

ωj
nmϕjn(x)ϕjm(y),

(n,m) ∈ Gj
Ω on the chosen wavelet-basis with the resolution j. At υ = uj the linear homogeneous

system of the algebraic equations concerning coefficients cj
pq but containing an unknown number α is

obtained. This system has the non-trivial solution relatively cj
pq under condition if det(A−αB) = 0

where A, B are symmetric matrixes with elements

akl
pq = 22j

∑
n,m

∑
r,s

ωj
nmωj

rs

{
Πk−p,n−p,r−pΓ

0, 0, 0,0
l−q,m−q,s−q + Γ0, 0, 0,0

k−p,n−p,r−pΠl−q,m−q,s−q

}
,

bkl
pq =

∑
n,m

wj
nmΓ0, 0, 0

k−p,n−pΓ
0, 0, 0
l−q,m−q, (p, q), (k, l) ∈ Gj

Ω.
(11)
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Here, Π is CC and is represented as Πa,b,c = −(2Γ0, 1, 0,1
a,b, c +Γ0, 0, 0,2

a,b, c +Γ0, 2, 0,0
a,b, c ) and wj

nm are expansion

coefficients of w(x, y) = ω2(x, y). Each number α
(N)
i , i = 1, . . . , N , is an approximation to an exact

eigenvalue αi of the Equation (10) given above.
Let us determine the critical wavelengths λi of four-ridged rectangular waveguide (Figure 1(a))

for the following parameters of section: a/b = 1, c/a = h/b = 0.2, g/a = d/b = 0.6. According
to [1, 3] the R-operations for construction of the domain function ω(x, y) are used (Figure 2(b)).

ω=ω1∧(ω2 ∧ ω3), ω1 =(x2−c2)∨(d2−y2), ω2 =(a2−x2)∧(b2−x2), ω3 =(g2−x2)∨(y2−h2). (12)

The result of the first critical wavelength λ1 computations and ratio error calculations of the corre-
sponding eigenfunction (Figure 1(c)) in accordance to the results of FEM ε = ‖uFEM − uj‖L2(Ω)/
‖uFEM‖L2(Ω) for various wavelets is represented in Table 1.

The given data prove the efficiency of the developed algorithm. The best results are received
on basis of Kravchenko {f̃up2(ω)} wavelet [4].

Table 1: The first critical wavelength λ1 and error calculation of the eigenfunction.

Daubechies 4 Coifman 4 Kravchenko {ũp(ω)} Kravchenko
{

f̃up2(ω)
}

FEM, N = 3472

λ1 2.2008 2.1916 2.1929 2.1907 2.1888
ε 5.9 · 10−2 3.2 · 10−2 4.2 · 10−2 1.8 · 10−2 -

(a) (b) (c)

Figure 1: (a) Cross-section of WCS; (b) equiscalar line of ω(x, y); (c) E11-wave of WCS.

6. CONCLUSION

The new method based on R-functions theory and wavelets with the application of Galerkin varia-
tional principle is proposed and proved. The main peculiarity of such approach is the construction
of the flexible computing algorithm based on wavelet-approximation of analytical and geometrical
components of a boundary value problem. The proposed method allows to use the parallel circuit
of algorithm realization.
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Abstract— A hybrid Galerkin Method/Mode Matching Technique/Generalized Scattering Ma-
trix Method for CAD of waffle-iron filters, ridged and finned waveguide components is presented.
The combined method is verified by available measurements as well as theoretical and experimen-
tal data of references. A number of low-pass waffle-iron filters have been designed for multi-band
feeders of reflector antennas operating in S, C, X, Ku bands. New modifications of quasi-planar
band-pass filters with improved performance have been designed for millimeter-wave communi-
cation applications.

1. INTRODUCTION

The passive components based on waveguides with complex cross section are widely used in many
microwave and millimeter-wave applications. For example, waffle-iron filters are employed in both
high-power and low-power applications as low-pass filters [1]. They were originally designed for
high-power systems where it was desirable to suppress the harmonic frequencies generated by
the transmitter. The general view of a typical waffle-iron filter section with rectangular teeth
is schematically depicted in Fig. 1(a). In fact, this structure consists of cascaded multi-ridged
waveguide subsections, which are coupled by rectangular waveguide subsections.

The main advantages of waffle-iron filters are both extended stop-band and pass-band and low
insertion loss over a pass-band. Besides, waffle-iron filters attenuate all propagating waveguide
modes whose frequency lies in the stop-band of filter. From this viewpoint the waffle-iron filters
are very appropriate candidates for some satellite communication applications. For example, in
reflector antennas of earth stations operating in S, C, X, Ku frequency bands multi-band feeders
are used. Typically, diplexers included into multi-band waveguide feeder are implemented on the
base of low-pass waffle-iron filters [2].

Ridged and all-metal finned waveguide structures find extensive applications in microwave and
millimeter-wave filters, diplexers/multiplexers, transformers, polarizers etc. [3, 4]. In particular,
evanescent-mode ridge waveguide filters (Fig. 1(b)) have well-known favorable electrical perfor-
mances such as low insertion loss, wide stop-band and compact size. The finned version of the
ridged waveguide components enables low-cost and easy-to-fabricate E-plane integrated circuits

(a)

(b) (c)

Figure 1: Waveguide filters: (a) waffle-iron filter, (b) quasi-planar ridged waveguide filter, (c) modified
quasi-planar ridged waveguide filter with E-plane strips.
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designs. On the other hand, there is a great potential of flexibility in ridge configuration according
to different electrical and mechanical requirements.

Recently, electromagnetic CAD of waffle-iron filters, ridged and finned waveguide components is
a point of a growing interest. Due to complexity of the problem the most advanced full wave CAD
tools for waveguide components with complicated cross section are based on hybrid methods [5].
Undoubtedly, hybrid methods assure very high numerical efficiency, since they retain specific ad-
vantages of different EM methods and largely avoid their disadvantages. This paper presents a
full wave approach to CAD of waffle-iron filters and ridge waveguide components including their
analysis and numerical optimization.

2. THEORY

A fast and accurate EM analysis of waffle-iron filters and ridge waveguide filters (Fig. 1) is based
on Galerkin Method/Mode Matching Technique/Generalized Scattering Matrix Method. Galerkin
technique with taking into account field asymptotic at the edges was reported in [6, 7]. It is assumed
that a waveguide structure under consideration (Fig. 1) consists of an arbitrary number of multi-
ridged waveguide sections and stepped transitions connecting the filter with input and output
waveguides. The solution is subdivided into the following steps: (i) decomposition of filter into
elementary basic blocks, (ii) solving eigenvalue problems for multi-ridged waveguide sections, (iii)
solving key scattering problems for basic discontinuities, (iv) direct combination of all S-matrices
and evaluation of total S-matrix of filter.

Three discontinuities are considered as basic blocks of the structure: junction between rectangu-
lar and multi-ridged waveguide of the same size, double-plane step junction between two rectangular
waveguides and waveguide bifurcation. The scattering problems for basic discontinuities are solved
in terms of H- and E-modes. Therefore, two independent eigenvalue problems for both H- and E-
modes of multi-ridged waveguide have been considered. For each of these modes, cut-off frequencies
and field distributions are found.

The eigenvalue problem formulation for generalized multi-ridged waveguide is shown in Fig. 2.
These problems for both H- and E-modes are reduced to the system of integral equations of the
first kind for unknown electric field components on the common interfaces of regular regions in
Fig. 2(a), (z = ti, i = 1, 2, . . . , M−1). For the solution of the integral equation system the Galerkin
method is utilized. A key point of this approach is a special choice of basis functions [6, 7]. The
unknown tangential electric field components on the common interfaces are expanded into series
of Gegenbauer or Chebyshev polynomials with weight factor taking into account field asymptotic
at the edges. Such a choice of basic functions accelerates the convergence of the method. The
algebraization of the problems in accordance with Galerkin technique yields the final uniform
system of linear algebraic equations. The cutoff frequencies of H- and E-modes are calculated as
the zeros of the determinant of the matrix operator. Typically, it is enough to take into account 2
or 3 basis functions for convergence of the numerical solution.

We used Mode Matching Technique for analysis of junction between rectangular and multi-
ridged waveguide and both Mode Matching Technique and Galerkin method for analysis of step
waveguide junction and waveguide bifurcation. Eigenfunctions of multi-ridged waveguide were
written in accordance with transverse resonance method [3]. Since Mode Matching Technique is
well established method for waveguide problems, let’s focus attention on the implementation of
Galerkin technique.

The electromagnetic fields in rectangular waveguides are written as modal expansions in terms
of H- and E-modes. Using orthogonality of waveguide modes we represent unknown amplitudes of
scattered modes in terms of unknown tangential electric field on the aperture of the discontinuity.

(a)

 

(b)

Figure 2: Eigenvalue problem formulation: (a) cross section of generalized multi-ridged waveguide; (b) cross
section of waffle-iron filter.
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Enforcing the continuity of the tangential magnetic field on the aperture and substituting relations
for amplitudes of scattered waves into corresponding equations yield integro-differential equations
for tangential electric field on the aperture.

For the algebraization of the integro-differential equations we used Gegenbauer or Chebyshev
polynomials as basis functions. The weight factors of polynomials take into account field asymptotic
at the edges in an explicit form. It leads to an extremely fast convergence of solution. In most
cases, it is necessary to account only for 3 or 4 basis functions for each coordinate. As a result,
the problems are reduced to the final systems of linear algebraic equation of minimal order. After
solving these final systems the generalized scattering matrices of the corresponding discontinuities
are calculated. The modal S-matrix of the filter is computed on the base of efficient combination
procedure using only one matrix inversion.

3. RESULTS

For verification of the presented theory the obtained results have been compared with experimental
and theoretical data of some references for waffle-iron filters [1] and quasi-planar ridged waveguide
filters [3]. In all cases a good agreement is observed.

A number of waffle-iron filters for multi-band feeders of reflector antennas operating in S, C, X,
Ku bands have been designed. The typical design specifications for low-pass waffle-iron filters are
formulated as follows. The filter should have a pass-band and one or two separate stop-bands. One
of the main requirements is a low insertion loss within the pass-band. So VSWR of the filter has
to be minimized (VSWR < 1.05). Attenuation within stop-band should be usually greater than
30 dB.

In accordance with the analysis results, the initial dimensions of the filter are chosen to meet
approximately pass-band and stop-band design specifications. The initial structures are taken
consisting of identical equidistant multi-ridged subsections. The optimization is based on direct
search method. The vector of arguments of the goal function includes longitudinal and transversal
dimensions of the filter.

The design example of waffle-iron filter is plotted in Fig. 3. The blank rectangle corresponds
to specified pass-band of the filter and the shaded rectangles show the stop-bands with required
insertion loss. Calculated return loss within pass-band is about 40 dB and VSWR < 1.02. The
total stop-band width by 30 dB value of attenuation is about 9.5 . . . 15.5 GHz. The filter in Fig. 3
was implemented as the cascade of four 5-ridge sections and its total length is about 35mm.

(b)

(c)

(a)

Figure 3: Frequency response (a) and configuration of longitudinal (b) and transversal (c) cross section of
waffle-iron filter with 4 multi-ridged subsections (input waveguide 35× 5mm).

The modified evanescent-mode ridge waveguide filter (Fig. 1(c)) proposed in [4] has enlarged
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height of the below-cut-off waveguide section. Moreover, additional inductive strips have been
introduced between the ridged sections. This filter modification has more compact total size, wide
spurious-free response and reduced ohmic loss. Fig. 4 shows frequency response of Ka-band four-
resonator filter operating within pass-band 29–29.5 GHz. Return loss of the filter is better than
20 dB, upper stop-band limit is 48 GHz by 1/|S21| = 50 dB and the total length is approximately
22mm.

(a)

(b)

Figure 4: Frequency response (a) and configuration of Ka-band quasi-planar four-resonator waveguide filter
(b). Dimensions in mm: input waveguide 7.2 × 3.4, evanescent waveguide 4.0 × 3.4, insert thickness 0.2,
ri = 2.881, 3.639; di = 0.716, 0.571; li = 1.776, 0.462, 0.968; w = 0.88; lf = 22.379.

4. CONCLUSION

A hybrid full wave method for analysis and design of a wide class of ridged and finned waveguide
components and waffle-iron filters is presented. The solution is based on Galerkin Method/Mode
Matching Technique/Generalized Scattering Matrix Method. By implementation of Galerkin method
for solving eigenvalue problems and key scattering problems the weighted Gegenbauer and Cheby-
shev polynomials were used as basis functions taking into account the field asymptotic at the edges.
It leads to dramatically fast convergence and high accuracy of the solution. The obtained results
are in good correspondece with available experimental and theoretical data of references.

A number of waffle-iron filters for multi-band feeders of reflector antennas operating in S, C, X,
Ku bands has been designed. The potential of the new quasi-planar waveguide filter configuration
has been studied. This filter configuration has improved pass-band selectivity and extended stop-
band in comparison with the conventional ridge waveguide filters. Some modified quasi-planar
pass-band filters with improved performance have been designed for Ka-band.
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Abstract— Diffraction of the H- and E-polarized electromagnetic pulses (EMP) on infinitely
long slit in perfectly conducting screen located on a boundary between two dielectric layers. This
problem is of great importance because the diffraction on the slit is the classical problem in
the theory of diffraction; and methods, applied to solve this problem, were also applied in the
present work to solve the more complicated problem — diffraction of electro-magnetic pulse on the
system of square apertures. Space-time integral equations (IEs) were obtained; methods of solving
them, which consider the singularity at the edge and the logarithmic singularity of IE’s kernel,
were developed; the expression of the far field was obtained. The space-time integro-differential
equation with logarithmic singularity of distribution of the magnetic field on the system of N
narrow square holes in the screen was obtained and solved. The regularization of the equation
was performed by isolation of analytically transformed static singular part. Transformed IEs we
solved: by space coordinate using the collocation method, by time coordinate - using the method
of step-by-step marching with spline-approximated time dependence.

1. INTRODUCTION

Picosecond electromagnetic pulses (EMP) have a wide range of applications in radiolocation and
measurement equipment. Therefore equally with the problems of diffraction in frequency domain,
solving problems of diffraction and excitation in time domain is of significant interest, and it can
also be applied to increase the efficiency of calculation techniques in time domain. Calculation in the
time domain followed by applying of Fourier transformation decreases several times the amount of
time needed to calculate frequency characteristics. Another interesting and useful feature of such
approach mentioned in [1]. It’s well-known [2], that numerical solving of integral equation (IE)
leads to so-called “mathematical” resonances on frequency dependencies, which are provided by
numerical realization of solution. These resonance frequencies coincides with frequencies of inner
oscillation of metallic body. Their appearance is the result of unavoidable inaccuracies in numerical
solving of IE. Solving in the time domain allows to avoid this effect.

Traditional approach to solving the problem of EMP diffraction is based on solving this prob-
lem for monochromatic electromagnetic wave and further application of Fourier inversion. This
approach was used, particularly, in [3, 4] to investigate the diffraction of EMP on objects, located
in multilayer and inhomogeneous medias. Such way of solving is efficient for long EMPs, however,
for picoseconds pulses there are some difficulties, conditioned by rapid increase of number of calcu-
lations. Therefore, though significant mathematical complexity, solving of Maxwell equations for
microwave structures directly in time domain is challenging.

Let’s consider the diffraction of EMP on the slits in perfectly conducting screen, located at the
plane y = 0. Slits are infinite in direction z, the coordinate of the center and half-width of ν-th
slit are — x̄ν , lν , correspondingly. The angle of incidence ψ is counted from the perpendicular
anticlockwise, the observation angle θ is also from the normal, but clockwise.

2. DIFFRACTION OF H-POLARIZE EMP

For the slit, located in perfectly conducting screen, the IE is:

1

2π

NX
ν=1

πZ

0

t−uµνZ

−∞

j̇ν (ϕ′, τ) dτq
(t− τ)2 − u2

µν

dϕ′ = Z0A (t− (lµ sin ψ cos ϕ + x̄µ)/c)/2, 0 ≤ ϕ ≤ π, µ = 1, 2, . . . , N (1)

where uµν (ϕ,ϕ′) = |lµ cosϕ + x̄µ − lν cosϕ′ − x̄ν | /c, c — the speed of light in the vacuum, jν (ϕ) =
Jν (lν cosϕ)/(Z0c), function J is expressed through transverse component of electric field strength
on the slit Eν (x′) = Jν (x′)/

√
l2ν − x′2, the dot over j means partial derivative by time, A(t) —

incident EMP.
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To solve IE (1) we shall use the method, close to that one, suggested in [5]. At ϕ′ → ϕ integrand
in IE (1) has the logarithmic singularity. Let’s perform identical transformations to isolate this
singularity:

1
2π

N∑

ν=1

π∫

0




t−uµν∫

−∞

j̇ν (ϕ′, τ) dτ√
(t− τ)2 − u2

µν

+ δµν j̇ν (ϕ, t) ln
(
2

∣∣cosϕ− cosϕ′
∣∣)


dϕ′ + j̇µ (ϕ, t) I

= A (t− (lµ sinψ cosϕ + x̄µ)/c) /2, 0 ≤ ϕ ≤ π, µ = 1, 2, . . . , N (2)

where δµν — Kronecker symbol, I = − 1
2π

π∫
0

ln (2 |cosϕ− cosϕ′|)dϕ′ = 0. Thus the singularity of

operand in IE (1) at ϕ′ → ϕ is terminated. Now we can use the collocation method to solve IE (2).
Integration by ϕ′ is substituted by square quadrature, which is the quadrature of highest accuracy

for polynomials in trigonometric functions
π∫
0

f (ϕ)dϕ ≈ h
N1∑

n=1
f (ϕn), ϕn = (n− 0.5)h, h = π/N1

and IE is satisfied in quadrature nodes ϕm. As a result we obtain the system of N IEs in unknown
functions j̇ν (ϕ, t). These IEs are also solved by collocation method. To do that we shall satisfy
them in grid nodes by variable t = tp, p = 1, 2, . . . , P . Values t0, tP are chosen to be such, that
diffracted pulse at t < t0 will be negligibly small, and at t > tP the process will sustain. While
calculating the integral in τ we shall use the approximation by splines of s-th order σ(s)

q (t), and

jnp
ν = hj̇ν (ϕn, tp) — are unknown coefficient: hj̇ν (ϕn, t) =

P∑
q=1

jν
nqσ

(s)
q (t) at τ ∈ [t0, tp].

Then we obtain the system of P linear algebraic equations (SLAE) of n-th order for µ-th slit.
Solving this SLAE we obtain unknown values for each slit.

Let’s determine the far field. The diffracted pulse is determined by following expression:

H (x, y, t) =
1
2π

N∑

ν=1

π∫

0

t−uν∫

−∞

j̇ν (ϕ′, τ) dτ√
(t− τ)2 − u2

ν

dϕ′, (3)

where uν = rν/c, rν =
√

(x− lν cosϕ′ − x̄ν)
2 + y2. Let’s take into account, that At the point

x = R sin θ, y = R cos θ at the far field we can put rν ≈ R − (lν cosϕ′ + x̄ν) sin θ. Let’s introduce
the time t̄ = t− R/c. Let’s substitute χν = (lν cosϕ′ + x̄ν) sin θ/c. Let’s transform the expression
(3) at R/c À T (T — the length of the pulse):

H (R, θ, t) ≈ 1

2π (2R/c)1/2

N∑

ν=1

π∫

0

t̄+χν∫

−∞

j̇ν (ϕ′, τ) dτ√
(t̄ + χν − τ)

dτ ′. (4)

Thus, assigned boundary problem is solved: the IE in space-time representation is obtained; the
method of it’s solving is developed; the expression for the far field is obtained.

3. DIFFRACTION OF E-POLARIZED EMP

For simplicity let’s consider one slit in the screen, located in a vacuum. In this case the integro-
differential equation is reduced to solving the integral equation:

1
2π

π∫

0

t−u∫

−∞

j̇ (φ′, τ) dτ√
(t− τ)2 − u2

dφ′ = C

(
t− l + l cosφ

c

)
+ D

(
t− l − l cosφ

c

)

+cA (t− l sinψ cosφ/c)/(2 cosψ), 0 ≤ φ ≤ π, (5)

where C(t), D(t) — unknown functions, j (φ, t) = (l sinφ)2 J (l cosφ, t), E (x, t) = J (x, t)
√

l2 − x2,
E (x, t) — longitudinal component of electric field strength on the slit.
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The solution of (5) is analogous to the solution of (1). After isolation of singular part of the
kernel we obtain:

1
2π

π∫

0




t−u∫

−∞

j̇ (φ′, τ) dτ√
(t− τ)2 − u2

+ j̇ (φ, t) ln
∣∣cosφ− cosφ′

∣∣

dφ′ + j̇ (φ, t) I

= C

(
t− l + l cosφ

c

)
+D

(
t− l − l cosφ

c

)
+ cA (t− l sinψ cosφ/c)/(2 cosψ), 0 ≤ φ ≤ π. (6)

Equation (6) differs from (2) only by functions C
(
t− l+l cos φ

c

)
+ D

(
t− l−l cos φ

c

)
in the right

part. To approximate them we shall use splines C(t) =
p∑

q=1
Cqσ

(1)
q (t), D(t) =

p∑
q=1

Dqσ
(1)
q (t). Then

we repeat the transformations, listed at solving of (2). The main difference is due to appearance
of new unknown coefficients Cq, Dq. Therefore we shall satisfy (6) not only at quadrature nodes
φm (m = 1, . . . , N), but and on the endings of the slit x = ±l (φ = 0, π). Then we obtain SLAE,
which has in comparison to SLAE for E-polarized EMP additional terms in the right part and two
additional equations.

4. NUMERICAL RESULTS

Let’s consider incident EMP to be Gaussian unipolar A(t) = exp
[
− (t/T )2

]
. Let’s introduce

parameter χ = cT/l, which is the ratio of the distance c2T , passed by EMP in the time of it’s length
2T , to the width of the slit 2l. If χ À 1, the EMP is long, χ ≈ 1 — short, χ ¿ 1 — ultrashort. To
validate the results the boundary problem is solved by two methods: in space-time domain and in
frequency-space domain with consequent application of Fourier transformation. Results, obtained
by two different methods, are completely coincide, proving the accuracy of developed methods,
algorithms and software. At all figures F (θ) is the scattering pattern, normalized on it’s maximum
at −∞ < t < ∞. τ = t̄/T — normalized time, the width of the slits 2l = 4 mm. The investigation
of internal convergence shows, that for long and short EMPs the curves are indistinguishable. To
calculate with the accuracy less than 1% of internal convergence N = 5–10 at χ ≥ 1 and N = 10–30
at χ ¿ 1 is quite enough. The time of calculation of one curve is less than a second on a modern
PC (Core 2 or analogous).

At changing the distance between slits at different angles of incidence we can see that decrease
of the distance between slits the distance between maximums decreases, except the case of normal
incidence and angle of observation.

Parameters of dielectric, as we can see from Fig. 2, influence in the same way on the shape of
EMP: at oblique incidence and ε1 > ε2 the distance between maximums increases, because of the
decrease of the speed of wave’s propagation in the dielectric.
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Figure 1: Diffraction of H-polarized EMP on two slits with the distance between them 4 mm, located at the
boundary. ψ = 300, θ = 0. χ = 0.3. Curve 1 — ε1 = 1, ε2 = 1, 2 — ε1 = 1, ε2 = 3, 3 — ε1 = 3, ε2 = 1, 4
— ε1 = 3, ε2 = 2.
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Figure 2: Change of the shape of H-polarized EMP at different dielectric parameters. The observation angle
is θ = 0, distance between slits is 4mm. χ = 0.3. ???? (a) ε1 = 1, ε2 = 3, (b) ε1 = 3, ε2 = 1. Curves1–3
corresponds to ψ : 0; 25◦; 50◦.

5. CONCLUSIONS

Boundary problems of diffraction of EMP on N-slits and apertures in the perfectly conducting
screen are reduced to Space-Time (ST) IE of the 1-st kind with logarithmic singularity of the
kernel.

Isolation and analytical transformation of the singular part of ST IE and further application
of collocation method reduces the solution of space-time IEs to solving of the system of linear
algebraic equations, the order of which is usually not exceeds 20.In approximation of solution
by time we can use splines, or Lagrange-polynomials, however, splines lead to simpler systems.
Numerical calculations of one and two slits shown, that at normal angle of incidence and at angle
of observation θ = 0 the shape of the EMP is almost independent on dielectric constant of layers.
At oblique incidence EMPs expands. Especially it’s noticeable at ε1 > ε2 and angle of incidence,
larger than critical.

The comparison of time of calculation of pulse characteristics using ST IEs an frequency-space
IEs with consequent translation to time domain was performed. It shown significant advantage of
ST IEs, especially for ultrashort pulses and multi-slit systems.
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Mathematical Model of the Phased Open Ended Waveguides Array
Antenna with Multilayered Grids from Cylindrical Conductors

before the Aperture

Andrey A. Prilutskiy
Scientific Research Institute of Long Distance Radio Communication, Russia

Abstract— The decision of an electrodynamics problem of radiation of waves from infinite
periodic array antenna, generated of the open ends of flat wave guides in case of TE-waves
with multilayer grids from cylindrical conductors before the aperture is offered. The problem is
reduced to system of the integral equations which dares concerning unknown fields in the aperture
of wave guides and currents on conductors. In a wideband of frequencies, the numerical analysis
of influence of multilayer grids parameters on electrodynamics characteristics of phased array
antenna carried out at scanning.

1. INTRODUCTION

It is known, that owing to an mutual coupling between elements of array antenna from the open
ends of waveguides at beam steering, there is a mismatch of entrance resistance of the aperture
to a power supply circuit, that at the big corners of a deviation to lead to considerable falling of
strengthening of array antenna [1]. Radius this effect it can is possible introduction of elements
which provide compensation of change of entrance resistance of the aperture at scanning [2–4]. The
simple jack is sub array from the passive cylindrical wires, established before the aperture array
antenna [3, 4]. In the given work, the electrodynamics analysis of radiation of the TE-waves from
an infinite periodic array of flat wave guides is resulted, before aperture which the multilayered
grid of cylindrical wires in parallel the E-plane of waveguides is established. The step sub array
from wires coincides with period wave guides array. The multilayer grid of wires can structurally
settle down in dielectric layers, forming the artificial medium. The geometry of one period PAR is
shown on Fig. 1.

Wave guides are in regular intervals raised by waves of type H10 with progressive attack of a
phase. Under the influence of the waves falling on having opened a lattice, the waveguides aperture
are raised and radiate electromagnetic waves as back in wave guides, and in free space, raising
passive wires. The electromagnetic field in free space is defined by electric field e(y) to the aperture

Figure 1.
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of a wave guide and electric currents I0i on cylindrical conductors. The system of the equations
for field definition in the aperture of wave guide e(y) and amplitudes of currents I0i turns out from
boundary conditions for tangential a component of full electric field on wires:

E(e)
z +

∑

i

E(i)
z = 0

∣∣x=hi

ρ=ρ0
; (1)

And conditions of continuity tangential a component of a full magnetic field in aperture wave
guides:

H(i)
y −H(e)

y −
∑

i

H(i)
y = 0|x = 0. (2)

Field in wave guides we will present in the form of decomposition abreast on system of own functions
of wave guide {fm(y)}, and decomposition factors we will express through a field in the aperture
of a wave guide from ΓY E

(i)
z = e(y):





H(i)
y = −2γ

(i)
1

zs
f1(y)e−ikγ

(i)
m x +

1
zs

∞∑

m=1

ẽ(i)
m γ(i)

m fm(y)eikγ
(i)
m x;

E(i)
z = f1(y)e−ikγ(i)

m x + Γ1f1(y)eikγ(i)
m x +

∞∑

m=2

ẽ(i)
m fm(y)eikγ(i)

m x;

Γ1 = ẽ
(i)
1 − 1;

(3)

where:

fm(y) = sin
mπ

a

(
y +

a

2

)
, γ(i)

m =

√
ε−

(
mλ

2a

)2

, Jm

(
γ(i)

m

)
≤ 0, ẽ(i)

m =
2
a

(e(y), fm(y)) , Γ1

reflection coefficient of the basic mode H10.
Field array of the open ends of flat wave guides in free space we will present in the form of

decomposition abreast on spatial harmonics (to harmonics the Flocke):




E(e)
z =

∞∑
m=−∞

ẽ(e)
m ϕm(y)e−ikα

(e)
m x;

H(e)
y =

1
z0

∞∑
m=−∞

ẽ(e)
m α(e)

m ϕm(y)e−ikα
(e)
m x;

(4)

where:

ϕm(y) = e−ikvmy, vm = sin θ +
mλ

d
, Jm

(
α(e)

m

)
≤ 0; α(e) 2

m + v2
m = 1, ẽ(e)

m =
1
d

(e(y), ϕm(y)) .

Electric field E
(i)
z of currents of the sub array from the cylindrical wires raised by falling field array

from the open ends of waveguides we will present in the form of superposition of own waves of
cylindrical wires:

E(si)
z = −Izi

4
kz0

m=∞∑
m=−∞

e−ikv0md
n=∞∑

n=−∞
H(2)

n

(
k
√

(x− hi)2 + (md− y)2
)

e−in(ϕ−ψm)

Using the theorem of addition for cylindrical functions and a condition, that the radius of conductors
is small ρ0 ¿ λ, d, we will receive expression for field E

(si)
z :

E(si)
z = −Izi

4
kz0

{
H

(2)
0 (kρ) + 2

∞∑

m=1

H
(2)
0 (kmd)J0(kρ) coskmv0d

}
(5)

Expression (5) describes a field of i-th of some cylindrical wires in the local system of co-ordinates
combined with the central wire an index m = 0. For electric field representation sub array wires of
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i-th number in coordinate system sub array j-th number we will take advantage of carrying over
of polar system of coordinates and the theorem for cylindrical functions. The field sub array in
coordinates local sub array j-th number will look like i-th number:

E(si,j)
z = −Izi

4
kz0

{
H

(2)
0 (kRij)J0(kρj) + 2

∞∑

m=1

H
(2)
0 (kmd)J0(kρj)J0(kRij) coskmv0d

}
. (6)

Let’s define an unknown field in the aperture of wave guide ez(y) and amplitudes of currents Izi

on the multilayered grids conductors within one period array. We will substitute components of an
electromagnetic field (3)–(5) in boundary conditions (1), (2), preliminary having transformed a field
of a array of the open ends of wave guides in local cylindrical system of coordinates for satisfaction
boundary conditions (1) and having transformed a magnetic field of i-th sub array cylindrical wires
in decarts system of coordinates of central wave guide array of wave guides. As a result we will
receive system of the linear operational equations, the first equation of system is integral equation
concerning an unknown field in the aperture and amplitudes of currents on wires. The system of
the equations looks like:

∫∫ a

2

− a

2

e(y′)
(
K(i)(y, y′)+K(e)(y, y′)

)
dydy′ +

∑

i

Izi

2d

m=∞∑
m=−∞

ϕm(y)e−ikvmyoie−ik
√

1−v2
mhi =

2γ
(i)
10

zs
f0(y);

m=∞∑
m=−∞

ẽ(e)
m J0(kvmρ0)J0(kαmρ0)α(e)

m e−ikvmyoie−ikαmhi

−Izi

4
kz0

{
H

(2)
0 (kρ0)+2

∞∑

m=1

H
(2)
0 (kmd)J0(kρ0) cos kmv0d

}

+
∑

j

−Izi

4
kz0

{
H

(2)
0 (kRij)J0(kρ0)+2

∞∑

m=1

H
(2)
0 (kmd)J0(kρ0)J0(kRij) coskmv0d

}
= 0;

where integral equation kernels:

K(i)(y, y′) =
2

zsa

∞∑

m=1

γ(i)
m e(y′)fm(y′)fm(y);

K(e)(y, y′) =
1

z0d

∞∑
m=−∞

α(e)
m e(y′)ϕ∗m(y′)ϕm(y).

The system of the operational equations dares moment method (MoM). At application of this
method the problem decision is reduced to the decision of algebraically equations systems. Char-
acteristics of radiation array-reflection coefficient on the basic mode of a wave, the pattern of array
element are completely defined by electric field in aperture and currents on wires.

Let’s result results of numerical research of influence of geometrical parameters of a double
layers grid of conductors on characteristics open-ended waveguides array antenna at scanning for

Figure 2.
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four characteristic variants of placing of wires (Fig. 2). Geometry of array antenna: a = 0.475λ,
d = 0.5λ, εa = 2.0.

On Figs. 3–6, characteristics of the coordination of an element of array antenna depending
on height h1 for four variants of placing of cylindrical wires before the aperture are resulted at
h2 = 0.35λ for the phasing angles. The optimum coordination at radiation on a normal is reached
for h1 = 0.32 − 0.35λ in all configurations. Thus, for the chosen geometry array the optimum
coordination at radiation on a normal is reached, when two sub array from cylindrical wires take
places almost at identical height, forming a grid with the doubled step.

On Fig. 7, curves of reflection coefficient are resulted at scanning by beam array for λ = 1.0 and
λ = 1.2. The curve 1 on Fig. 7 corresponds array with the compensation grid of wires, a curve 2
— Waveguides array.

Figure 3. Reflection coefficient for Variant I. Figure 4. Reflection coefficient for Variant II.

Figure 5. Reflection coefficient for Variant III. Figure 6. Reflection coefficient for Variant IV.

(a) (b)

Figure 7. Reflection coefficient at scanning: h1 = 0.4λ, h2 = 0.45λ. (a) λ = 1.0, (b) λ = 1.2.
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2. CONCLUSION

1. Use of the multilayer’s grids established before aperture, expands possibilities of coordination
array in sector of corners and a frequency band. The scanning sector ±45◦ and a frequency
band of 32% is reached at a maximum level of reflection coefficient 0.4.

2. Expedient is to use spending grids as a part of Radom for giving of mechanical durability
by it and as an element of fine tuning of parameters of Phased array antenna, at installation
Radom in a near field of the aerial.
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Abstract— The phase behaviour of the circular waveguide with a dielectric cylinder and azi-
muthally magnetized ferrite toroid for normal TE0n modes, is explored by complex confluent
hypergeometric and real Bessel functions. For both directions of magnetization the waves are
supported in restricted frequency bands. If the dielectric filling thickness varies, the differential
phase shift provided changes sign.

1. INTRODUCTION

The ability to produce differential phase shift (to operate as nonreciprocal phase shifter), the
existence of magnetically controlled cutoff, of a backward-wave region for frequencies, lower than
the cutoff one and of envelope curves, restricting the areas of wave transmission in case of negative
magnetization from the side of higher frequencies, are the main features of the circular waveguide,
entirely filled with azimuthally magnetized ferrite that supports normal TE0n modes [1–10]. The
investigation of some multilayered ferrite-dielectric geometries has shown that they could provide
an increased value of the differential phase shift [11–15]. Its computation and the study of the
phase performance of these structures as a whole, however, turned out to be a difficult task [11–16].

Here, the phase characteristics of a two-layered configuration of the above type whose inner
region contains dielectric and the outer one — ferrite, are examined, using results of the solution
of propagation problem for normal TE0n modes in this set-up [14, 15]. To simplify the study, the
discussion is confined to the TE01 mode solely. It is assumed also that the relative permittivities
of both media are equal, the relative size of the region, occupied by dielectric is small, compared
to the one of the transmission line and the lower part of frequency band in which the wave could
be sustained, is considered only.

2. FORMULATION OF THE PROBLEM

The propagation of normal TE0n modes is explored in an infinitely long, perfectly conducting
circular waveguide of radius r0, comprising a coaxial dielectric cylinder of radius r1. The structure’s
remainder is filled by a latching ferrite toroid, magnetized azimuthally to remanence with the help
of an infinitely thin central wire. It is described by a Polder permeability tensor of off-diagonal
element α = γMr/ω, γ — gyromagnetic ratio, Mr — ferrite remanent magnetization, ω — angular
frequency of the wave and a scalar permittivity ε = ε0εr. The dielectric has a scalar permittivity
and permeability εd = ε0εd and µd = µ0µd, resp. It is accepted that εr = εd.

3. PHASE CHARACTERISTICS

The normalized phase characteristics β̄(r̄0) of the geometry, corresponding to normal TE01 mode,
are plotted in Figs. 1(a), (b) and Figs. 2(a), (b) with solid and dashed lines for α+ > 0 and
α− < 0, assuming the dielectric cylinder to waveguide radius ratio ρ = 0.1, 0.2, 0.3 and 0.4,
resp. as parameter, (β̄ = β/(β0

√
εr), r̄0 = β0r0

√
εr, ρ = r̄1/r̄0, r̄1 = β0r1

√
εr, β0 = ω

√
ε0µ0, β —

phase constant of the wave). They are reckoned, harnessing the procedure, developed for the ferrite
case [2] with the values of roots η

(c)
k±,n(εd, εr, ρ, α±) of the characteristic equation of the two-layered

set-up, derived by real Bessel and complex confluent hypergeometric functions in which c = 3,
n = 1 [14, 15, 17]. (The subscripts “+” and “−” relate to positive and negative magnetization.)
The solid and dashed curves for the same |α| (|α| < 1) form a pair. The characteristics for both
signs of α, belonging to it which originate in the cutoff frequency points r̄0cr = [η(c)

0,1/2]/(1− α2)1/2

at the horizontal axis, end at the dotted En1+ — and En1− — envelopes. (An exception makes
the curve for α = 0 solely which describes the dielectric case.) This is due to the appearance
of the L±(c, εd, εr, ρ, α±, n) numbers, linked with the roots η

(c)
k±,n(εd, εr, ρ, α±) of characteristic
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Table 1: Values of the L±(c, εd, εr, ρ, α±, n) numbers for c = 3, n = 1, ρ = 0.4, εd = εr as a function of |α|.

α  0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10

L  7.34189 7.34099 7.33951 7.33742 7.33474 7.33146 7.32758 7.32311 7.31803 7.31234 

+L  4.72548 4.72468 4.72335 4.72150 4.71911 4.71618 4.71273 4.70874 4.70422 4.69916 

 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20 

L  7.30605 7.29916 7.29165 7.28353 7.27479 7.26543 7.25545 7.24484 7.23360 7.22173 

L  4.69356 4.68743 4.68075 4.67354 4.66578 4.65747 4.64862 4.63923 4.62928 4.61877 

 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.30 

L  7.20921 7.19605 7.18224 7.16778 7.15265 7.13686 7.12039 7.10324 7.08540 7.06687 

L  4.60771 4.59609 4.58391 4.57117 4.55785 4.54397 4.52951 4.51447 4.49885 4.48264 

 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.40 

L  7.04763 7.02768 7.00701 6.98560 6.96346 6.94056 6.91691 6.89248 6.86726 6.84125 

L  4.46584 4.44845 4.43045 4.41185 4.39265 4.37282 4.35237 4.33130 4.30959 4.28725 

 0.41 0.42 0.43 0.44 0.45 0.46 0.47 0.48 0.49 0.50 

L  6.81442 6.78677 6.75827 6.72892 6.69870 6.66759 6.63556 6.60261 6.56872 6.53385 

L  4.26426 4.24061 4.21631 4.19133 4.16568 4.13935 4.11233 4.08460 4.05617 4.02701 

 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.60 

L  6.49798 6.46110 6.42318 6.38419 6.34410 6.30288 6.26049 6.21691 6.17210 6.12601 

L  3.99712 3.96650 3.93512 3.90298 3.87006 3.83635 3.80184 3.76652 3.73037 3.69337 

 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69 0.70 

L 6.07860 6.02984 5.97966 5.92802 5.87486 5.82013 5.76375 5.70565 5.64576 5.58399 

L  3.65552 3.61678 3.57715 3.53661 3.49513 3.45271 3.40931 3.36491 3.31949 3.27302 

 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79 0.80 

L  5.52026 5.45446 5.38648 5.31620 5.24350 5.16821 5.09019 5.00924 4.92516 4.83772 

L  3.22549 3.17685 3.12709 3.07616 3.02403 2.97068 2.91605 2.86012 2.80283 2.74414 

 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.90 

L  4.74666 4.65167 4.55242 4.44850 4.33946 4.22475 4.10372 3.97559 3.83941 3.69400 

L  2.68400 2.62235 2.55913 2.49428 2.42773 2.35939 2.28919 2.21702 2.14276 2.06628 

 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1.00 

L  3.53788 3.36913 3.18519 2.98256 2.75615 2.49821 2.19567 1.82312 1.31540 

L  1.98743 1.90599 1.82170 1.73417 1.64279 1.54638 1.44224 1.32156 1.13173 

−

α

+

−

α

+

−

α

+

−

α

+

−

α

+

−

α

+

−

α

+

−

α

+

−

α

+

−

equation [14]. Some of their values are listed in Table 1. Thus, unlike the ferrite configuration [2–5],
the propagation may take place in restricted frequency bands both for α− < 0 and α+ > 0.

In case of small ρ, e.g., ρ = 0.1 and 0.2, (cf. Figs. 1(a) and (b)), in the mass of pairs the
characteristics for negative lie above those for positive magnetization. For the relevant normalized
phase constants β̄− and β̄+, corresponding to specific normalized guide radius r̄0 and |α|, it holds
β̄− > β̄+ and the structure provides positive differential phase shift ∆β̄ = β̄−−β̄+. There are values
of r̄0, however, at which the solid cross the dashed curves for the same |α|, and for larger r̄0 the first
are situated above the second ones. At the crossing points no differential phase shift is obtained and
to the right of them (for higher frequencies) ∆β̄ becomes negative. For large |α| the characteristics
from the relevant pair for positive are entirely above those for negative magnetization and ∆β̄ < 0
(cf. the pairs of curves for |α| = 0.8, 0.9 and 0.95 in Fig. 1(b)). To the left of cutoff there exists a
backward-wave region where β̄− is a double-valued function of r̄0. If ρ grows, for example ρ = 0.3
and 0.4, (see Figs. 2(a) and (b)), the phase performance alters to a great extent. Now in the
majority of pairs the curves for positive are situated above the ones for negative magnetization
(i.e., β̄− < β̄+ and ∆β̄ < 0). This tendency is especially strongly pronounced in Fig. 2(b). If |α|
gets large, for instance |α| = 0.95, the curves for α+ > 0 lie wholly to the left of cutoff and a vast
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backward-wave region is observed. Here β̄+ could be one or double-valued function of r̄0. Moreover,
for all ρ values of |α| may be found, for which a magnetically controlled cutoff exists. Besides, with
the increase of ρ the cutoff frequencies and the envelopes are shifted towards the lower frequencies.

(a)

(b)

Figure 1: Phase curves β̄(r̄0) of the two-layered circular ferrite-dielectric waveguide for normal TE01 mode
with α as parameter, assuming εd = εr in case (a) ρ = 0.1; (b) ρ = 0.2.
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(b)

(a)

Figure 2: Phase curves β̄(r̄0) of the two-layered circular ferrite-dielectric waveguide for normal TE01 mode
with α as parameter, assuming εd = εr in case (a) ρ = 0.3; (b) ρ = 0.4.

4. CONCLUSION

The replacement of the inner part of the circular ferrite waveguide of azimuthal magnetization,
propagating normal TE0n modes by a dielectric cylinder complicates considerably its phase portrait.
Envelope curves appear at which the phase characteristics for both signs of magnetization terminate.
The dimensions of the area of wave propagation, of the frequency band in which differential phase
shift is produced, as well its sign, are substantially influenced by the magnitude of dielectric insert.
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Abstract— The theorem for existence and for the main features of the L(c, ρ, n) numbers
(c, ρ — real, 0 < ρ < 1, n = 1, 2, 3, . . .), is formulated by three lemmas and proved nu-
merically. Lemma 1 reveals the existence of quantities and determines them in case c 6= l,
(l = 0, −1, −2, −3, . . .) as the common limits of some couples of infinite sequences of positive
real numbers, devised with the help of the positive purely imaginary zeros of a function, involv-
ing complex Kummer and Tricomi confluent hypergeometric ones of specially chosen parameters.
Lemma 2 defines the same for c = l (when the Kummer function has no sense) through the
relation L(c, ρ, n) = L(2− l, ρ, n). Lemma 3 states that for any allowable c, ρ, and n it is true:
L(c, ρ, n) = L(2− c, ρ, n) and L(1 + h, ρ, n) = L(1− h, ρ, n), (h = ±(1− c)). The theory of
waveguides is pointed out as a field of application of the numbers considered.

1. INTRODUCTION

L numbers are named the common limits of some infinite sequences of real numbers, coherent with
definite zeros of certain functions, taking in confluent hypergeometric function(s) (CHFs) [1] of
expressly picked out parameters and eventually cylindrical ones, as well [2–5]. They sprung up
in the built in terms of the functions referred to theory of azimuthally magnetized circular ferrite
waveguides, propagating normal or slow TE0n modes (structures apt for the design of various
microwave components, e.g., of nonreciprocal phase shifters for the normal TE01 mode) [2–5].

The main contribution of this study is the numerical proof of the existence of finite limits (called
L(c, ρ, n) numbers) of the infinite sequences of real numbers K−(c, ρ, n, k−) = |k−|χ(c)

k−, n(ρ) and

M−(c, ρ, n, k−) = |a−|χ(c)
k−, n(ρ) in case k− → −∞, (χ(c)

k, n(ρ) — nth positive purely imaginary zero
of the function F (a, c; x, ρ) = Φ(a, c; x)Ψ(a, c; ρx) − Φ(a, c; ρx)Ψ(a, c; x) in x, Φ(a, c; x) and
Ψ(a, c; x) — Kummer and Tricomi CHFs, resp. [1], a = c/2 − jk, c — any real number, except
c = l, l = 0, −1, −2, −3, . . ., k — real, −∞ < k < +∞, x = jz, z and ρ — real, positive,
0 < ρ < 1, n = 1, 2, 3 . . .). This fact makes up the essence of the formulated Theorem for the
L(c, ρ, n) numbers which examines also the case c = l and the symmetry relations for quantities.
The possibility to use the latter is discussed, too.

Table 1(a): Zeros χ
(c)
k−,n(ρ) of F (a, c;x, ρ) and numbers K−(c, ρ, n, k−) and M−(c, ρ, n, k−) for large negative

k− in case c = 1, 2, 3 and 4, n = 1 and ρ = 0.1.

−χ −K −M −χ −K −M −χ −K −M −χ −K −M
 

c

k 1 2 3 4 

−10 0.50860 5.08600 5.09235 0.57243 5.72433 5.75288 0.75829 7.58292 7.66775 1.05112 10.51119 10.71936 

−20 0.25538 5.10762 5.10922 0.28760 5.75204 5.75922 0.38166 7.63311 7.65454 0.53061 10.61215 10.66508 

−30 0.17039 5.11167 5.11238 0.19191 5.75723 5.76043 0.25475 7.64254 7.65209 0.35438 10.63126 10.65485 

−40 0.12783 5.11309 5.11349 0.14398 5.75905 5.76085 0.19115 7.64585 7.65123 0.26595 10.63798 10.65126 

−50 0.10227 5.11375 5.11400 0.11520 5.75989 5.76104 0.15295 7.64739 7.65083 0.21282 10.64109 10.64960 

−60 0.08524 5.11410 5.11428 0.09601 5.76035 5.76115 0.12747 7.64822 7.65061 0.17738 10.64279 10.64870 

−70 0.07306 5.11432 5.11445 0.08229 5.76063 5.76121 0.10927 7.64873 7.65048 0.15205 10.64381 10.64815 

−80 0.06393 5.11446 5.11456 0.07201 5.76081 5.76126 0.09561 7.64905 7.65040 0.13306 10.64447 10.64780 

−90 0.05683 5.11455 5.11463 0.06401 5.76093 5.76128 0.08499 7.64928 7.65034 0.11828 10.64493 10.64755 

−100 0.05115 5.11462 5.11469 0.05761 5.76102 5.76130 0.07649 7.64944 7.65030 0.10645 10.64525 10.64738 

−
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2. THEOREM FOR EXISTENCE AND FOR THE MAIN PROPERTIES OF THE
L(c, ρ, n) NUMBERS

Theorem 1: The statement of the theorem is expressed by the following three Lemmas:
Lemma 1: If χ

(c)
k,n(ρ) is the nth positive purely imaginary zero of the function F (a, c; x, ρ) =

Φ(a, c; x)Ψ(a, c; ρx)−Φ(a, c; ρx)Ψ(a, c; x) in x (n = 1, 2, 3 . . .) in which Φ(a, c; x) and Ψ(a, c; x)
are the Kummer and Tricomi CHFs with a = c/2− jk — complex, c = 2Rea — restricted positive
or negative real number, different from zero or negative integer (c 6= l, l = 0, −1, −2, −3, . . .), k —
real, −∞ < k < +∞, x = jz — positive purely imaginary, z, ρ — real, positive, 0 < ρ < 1, and
if K±(c, ρ, n, k±) = |k±|χ(c)

k±, n(ρ) and M±(c, ρ, n, k±) = |a±|χ(c)
k±, n(ρ), then the infinite sequences

Table 1(b): Zeros χ
(c)
k−,n(ρ) of F (a, c; x, ρ) and numbers K−(c, ρ, n, k−) and M−(c, ρ, n, k−) for large negative

k− in case c = 1, 2, 3 and 4, n = 1 and ρ = 0.2.

−χ −K −M −χ −K −M −χ −K −M −χ −K −Mc

k 1 2 3 4 

−10 0.78654 7.86537 7.87520 0.83610 8.36098 8.40268 0.98334 9.83336 9.94337 1.22404 12.24042 12.48283 

−20 0.39635 7.92691 7.92939 0.42154 8.43072 8.44125 0.49653 9.93065 9.95854 0.61966 12.39323 12.45505 

−30 0.26462 7.93852 7.93962 0.28146 8.44389 8.44858 0.33164 9.94908 9.96151 0.41408 12.42236 12.44994 

−40 0.19856 7.94260 7.94322 0.21121 8.44851 8.45115 0.24889 9.95557 9.96256 0.31082 12.43262 12.44815 

−50 0.15889 7.94449 7.94489 0.16901 8.45066 8.45235 0.19917 9.95857 9.96305 0.24875 12.43738 12.44733 

−60 0.13243 7.94552 7.94579 0.14086 8.45183 8.45300 0.16600 9.96021 9.96332 0.20733 12.43997 12.44688 

−70 0.11352 7.94614 7.94634 0.12075 8.45253 8.45339 0.14230 9.96120 9.96348 0.17774 12.44153 12.44661 

−80 0.09933 7.94654 7.94669 0.10566 8.45299 8.45365 0.12452 9.96184 9.96359 0.15553 12.44255 12.44644 

−90 0.08830 7.94681 7.94694 0.09393 8.45330 8.45382 0.11069 9.96228 9.96366 0.13826 12.44324 12.44632 

−100 0.07947 7.94701 7.94711 0.08454 8.45352 8.45395 0.09963 9.96259 9.96371 0.12444 12.44374 12.44623 

−

Table 2: Zeros χ
(c)
k−, n(ρ) of F (a, c; x, ρ) and numbers K−(c, ρ, n, k−) and M−(c, ρ, n, k−) for large negative

k− in case c = −8.0791324685, 0.4157906328, 1.5842093672, 10.0791324685; n = 1 and ρ = 0.1, 0.2.

−χ −K −M −χ −K −M −χ −K −M −χ −K −M

−8.0791324685 0.4157906328 1.5842093672 10.0791324685 
c

−k
 =ρ 0.1 

−10 4.23305 42.33045 45.65376 0.53050 5.30496 5.30611 0.53050 5.30496 5.32158 4.23305 42.33045 47.40202 

−20 2.21997 44.39930 45.29589 0.26643 5.32858 5.32887 0.26643 5.32858 5.33276 2.21997 44.39930 45.78714 

−30 1.49424 44.82707 45.23163 0.17777 5.33300 5.33313 0.17777 5.33300 5.33486 1.49424 44.82707 45.45516 

−40 1.12451 44.98059 45.20938 0.13336 5.33455 5.33462 0.13336 5.33455 5.33560 1.12451 44.98059 45.33618 

−50 0.90105 45.05234 45.19913 0.10671 5.33527 5.33532 0.10671 5.33527 5.33594 0.90105 45.05234 45.28060 

−60 0.75153 45.09150 45.19358 0.08893 5.33566 5.33569 0.08893 5.33566 5.33613 0.75153 45.09150 45.25028 

−70 0.64450 45.11518 45.19024 0.07623 5.33590 5.33592 0.07623 5.33590 5.33624 0.64450 45.11518 45.23194 

−80 0.56413 45.13057 45.18807 0.06670 5.33605 5.33607 0.06670 5.33605 5.33631 0.56413 45.13057 45.22003 

−90 0.50157 45.14114 45.18658 0.05929 5.33615 5.33617 0.05929 5.33615 5.33636 0.50157 45.14114 45.21185 

−100 0.45149 45.14870 45.18552 0.05336 5.33623 5.33624 0.05336 5.33623 5.33640 0.45149 45.14870 45.20599 

=ρ 0.2 

−10 4.23867 42.38670 45.71443 0.80348 8.03480 8.03653 0.80348 8.03480 8.05996 4.23867 42.38670 47.46501 

−20 2.22340 44.46801 45.36598 0.40495 8.09908 8.09952 0.40495 8.09908 8.10543 2.22340 44.46801 45.85799 

−30 1.49662 44.89867 45.30387 0.27037 8.11121 8.11140 0.27037 8.11121 8.11403 1.49662 44.89867 45.52776 

−40 1.12633 45.05326 45.28242 0.20289 8.11547 8.11558 0.20289 8.11547 8.11706 1.12633 45.05326 45.40942 

−50 0.90251 45.12551 45.27255 0.16235 8.11745 8.11752 0.16235 8.11745 8.11846 0.90251 45.12551 45.35415 

−60 0.75275 45.16495 45.26720 0.13531 8.11852 8.11857 0.13531 8.11852 8.11923 0.75275 45.16495 45.32399 

−70 0.64555 45.18880 45.26398 0.11599 8.11917 8.11920 0.11599 8.11917 8.11969 0.64555 45.18880 45.30576 

−80 0.56505 45.20430 45.26189 0.10149 8.11959 8.11962 0.10149 8.11959 8.11999 0.56505 45.20430 45.29390 

−90 0.50239 45.21494 45.26046 0.09022 8.11988 8.11990 0.09022 8.11988 8.12019 0.50239 45.21494 45.28577 

−100 0.45223 45.22256 45.25944 0.08120 8.12008 8.12010 0.08120 8.12008 8.12034 0.45223 45.22256 45.27995 
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Table 3: L(c, ρ, n) and L(2− c, ρ, n) numbers with c = l − ε and c = l + ε in case l = 0, −1, . . . ,−5,
ε = 1.10−i, i = 1, 2, . . . , 5, n = 1, ρ = 0.1 and 0.2.

ncL ( ,, ρ

ε l  −5 −4 −3 −2 −1 0 0 −1 −2 −3 −4 −5 

=ρ 0.1 

1.10-1 25.27733 19.81008 15.01887 11.00057 7.90261 5.89602 5.89602 7.90261 11.00057 15.01887 19.81007 25.27732 

1.10-2 24.75917 19.35012 14.62370 10.68155 7.67484 5.77428 5.77428 7.67484 10.68155 14.62371 19.35011 24.75918 

1.10-3 24.70763 19.30442 14.58453 10.65006 7.65256 5.76266 5.76266 7.65256 10.65006 14.58454 19.30442 24.70764 

1.10-4 24.70248 19.29986 14.58062 10.64692 7.65033 5.76150 5.76150 7.65033 10.64692 14.58063 19.29985 24.70249 

1.10-5 24.70196 19.29940 14.58022 10.64660 7.65011 5.76139 5.76139 7.65011 10.64660 14.58024 19.29939 24.70198 

 24.70192 19.29934 14.58019 10.64657 7.65009 5.76137 5.76137 7.65009 10.64657 14.58019 19.29934 24.70192 

1.10-5 24.70188 19.29930 14.58016 10.64653 7.65006 5.76136 5.76136 7.65006 10.64653 14.58015 19.29929 24.70186 

1.10-4 24.70136 19.29884 14.57976 10.64622 7.64984 5.76124 5.76124 7.64984 10.64622 14.57976 19.29883 24.70135 

1.10-3 24.69621 19.29428 14.57585 10.64308 7.64762 5.76009 5.76009 7.64762 10.64308 14.57585 19.29427 24.69620 

1.10-2 24.64474 19.24865 14.53676 10.61168 7.62544 5.74859 5.74859 7.62544 10.61168 14.53675 19.24864 24.64473 

1.10-1 24.13279 18.79541 14.14933 10.30192 7.40867 5.63922 5.63922 7.40867 10.30192 14.14933 18.79540 24.13278 

ρ = 0.2 

1.10-1 25.74953 20.59821 16.24217 12.83147 10.16895 8.56060 8.56060 10.16895 12.83147 16.24217 20.59821 25.74952 

1.10-2 25.25497 20.17264 15.89133 12.47534 9.98393 8.46460 8.46460 9.98393 12.47534 15.89134 20.17264 25.25498 

1.10-3 25.20584 20.13044 15.85662 12.44871 9.96586 8.45544 8.45544 9.96586 12.44871 15.85664 20.13044 25.20586 

1.10-4 25.20093 20.12623 15.85316 12.44605 9.96406 8.45453 8.45453 9.96406 12.44605 15.85318 20.12622 25.20095 

1.10-5 25.20044 20.12580 15.85281 12.44579 9.96388 8.45444 8.45444 9.96388 12.44578 15.85283 20.12579 25.20045 

 25.20040 20.12575 15.85279 12.44576 9.96386 8.45443 8.45443 9.96386 12.44576 15.85279 20.12575 25.20040 

1.10-5 25.20036 20.12571 15.85275 12.44573 9.96384 8.45442 8.45442 9.96384 12.44573 15.85275 20.12570 25.20034 

1.10-4 25.19987 20.12529 15.85241 12.44546 9.96366 8.45433 8.45433 9.96366 12.44546 15.85241 20.12529 25.19986 

1.10-3 25.19496 20.12107 15.84894 12.44280 9.96186 8.45342 8.45342 9.96186 12.44280 15.84894 20.12107 25.19495 

1.10-2 25.14591 20.07895 15.81433 12.41627 9.94389 8.44437 8.44437 9.94389 12.41627 15.81433 20.07895 25.14590 

1.10-1 24.65868 19.66132 15.47208 12.15504 9.76851 8.35831 8.35831 9.76851 12.15504 15.47208 19.66132  24.65867 

) ncL (2 − ,, ρ )

n l − εL ( ,, ρ ) n l − εL ( ,), ρ )2 − (

n l + εL ( ,, ρ ) n l + εL ( , , ρ )2 − (

nlL (2 − ,, ρ )

nlL (2 − ,, ρ )

n l − εL ( ,, ρ )

)

n l + εL ( ,, ρ ) n l + εL ( , , ρ )2 − ( )

n l − εL ( ,), ρ )2 − (

of positive real numbers {χ(c)
k−, n(ρ)}, {K−(c, n, ρ, k−)} and {M−(c, n, ρ, k−)} are convergent for

k− → −∞ (c, n — fixed ). The limit of the first sequence is zero and the limit of the second and
third ones is the same. It equals the finite positive real number L where L = L(c, ρ, n). It holds:

lim
k−→−∞

K−(c, ρ, n, k−) = lim
k−→−∞

M−(c, ρ, n, k−) = L(c, ρ, n). (1)

Lemma 2: If L(l − ε, ρ, n) and L(l + ε, ρ, n) are finite positive real numbers in the sense of
Lemma 1 in which l = 0, −1, −2, −3, . . . is zero or negative integer, ε is a positive real number,
less than unity, (0 < ε < 1) and n = 1, 2, 3 . . ., then the infinite sequences of positive real numbers
{L(l − ε, ρ, n)} and {L(l + ε, ρ, n)} are convergent for ε → 0 and possess a common limit. The
sequence {L(l − ε, ρ, n)}({L(l + ε, ρ, n)}) tends to it from the left (right). The limit mentioned is
accepted as a value of the L(c, ρ, n) number in case c = l (c — zero or negative integer). Thus, it
is assumed that:

L(c, ρ, n) = lim
ε→0

L(l − ε, ρ, n) = lim
ε→0

L(l + ε, ρ, n). (2)

Lemma 3: Under the conditions of Lemmas 1 and 2, it is true: i) In case c 6= l, it holds:
L(c, ρ, n) = L(2− c, ρ, n); ii) The requirement c = l yields: L(l, ρ, n) = L(2− l, ρ, n); iii) If
c = 1 ± h, h 6= l, (c 6= 0, ±1, ±2, ±3, . . .), it is valid: L(1 + h, ρ, n) = L(1− h, ρ, n); iv) When
c = 1± l, (c = 0, ±1, ±2, ±3, . . .), it is fulfilled: L(1 + l, ρ, n) = L(1− l, ρ, n).
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Numerical proof: The proof of Lemma 1 is illustrated in Tables 1(a), (b) and 2, and of Lemmas
2 and 3 — in Table 3 for c — positive integers and arbitrary real numbers save for c = l, n = 1, and
ρ = 0.1 and 0.2 (cf. the digits marked by bold face type). Table 2 shows that χ

(c)
k−, n(ρ) = χ

(2−c)
k−, n (ρ),

K−(c, ρ, n, k−) = K−(2− c, ρ, n, k−) and M−(c, ρ, n, k−) = M−(2− c, ρ, n, k−), as well. The
effect of ρ and c on L(c, ρ, n) in case n = 1 is presented in Table 4 and Figs. 1 and 2.

Table 4: Values of L(c, ρ, n) as a function of c for ρ = 0.1 and 0.2 in case n = 1.

c  L  c  L  c  L  c  L  c  L  c  L  c  L  c  L  

0.1 

4.0  3.0  2.0  −1.0  0.0  1.0 5.11490 2.0 5.76137 3.0 7.65009

3.9 18.79541 2.9 14.14933 1.9 10.30192 −0.9 7.40867 0.1 5.63922 1.1 5.12141 2.1 5.89602 3.1 7.90261

3.8 18.29834 2.8 13.72641 1.8 9.96680 −0.8 7.17853 0.2 5.52966 1.2 5.14093 2.2 6.04306 3.2 8.16608

3.7 17.80823 2.7 13.31157 1.7 9.64138 −0.7 6.95982 0.3 5.43277 1.3 5.17344 2.3 6.20238 3.3 8.44031

3.6 17.32516 2.6 12.90495 1.6 9.32584 −0.6 6.75271 0.4 5.34865 1.4 5.21893 2.4 6.37384 3.4 8.72513

3.5 16.84922 2.5 12.50670 1.5 9.02037 −0.5 6.55733 0.5 5.27735 1.5 5.27735 2.5 6.55733 3.5 9.02037

3.4 16.38052 2.4 12.11698 1.4 8.72513 −0.4 6.37384 0.6 5.21893 1.6 5.34865 2.6 6.75271 3.6 9.32584

3.3 15.91915 2.3 11.73594 1.3 8.44031 −0.3 6.20238 0.7 5.17344 1.7 5.43277 2.7 6.95982 3.7 9.64138

3.2 15.46523 2.2 11.36375 −1.2 8.16608 −0.2 6.04306 0.8 5.14093 1.8 5.52966 2.8 7.17853 3.8 9.96680

3.1 15.01887 2.1 11.00057 −1.1 7.90261 −0.1 5.89602 0.9 5.12141 1.9 5.63922 2.9 7.40867 3.9 10.30192

3.0  2.0  −1.0  0.0  1.0 5.11490 2.0 5.76137 3.0 7.65009 4.0 10.64657

0.2 

−4.0  −3.0  −2.0 −1.0  0.0  1.0 7.94781 2.0 8.45443 3.0 9.96386

−3.9 19.66132 −2.9 15.47208 −1.9 12.15504 −0.9 9.76851 0.1 8.35831 1.1 7.95289 2.1 8.56060 3.1 10.16895

−3.8 19.20496 −2.8 15.10010 −1.8 11.87364 −0.8 9.58294 0.2 8.27225 1.2 7.96811 2.2 8.67679 3.2 10.38374

−3.7 18.75675 −2.7 14.73690 −1.7 11.60161 −0.7 9.40718 0.3 8.19627 1.3 7.99348 2.3 8.80298 3.3 10.60818

−3.6 18.31675 −2.6 14.38256 −1.6 11.33900 −0.6 9.24127 0.4 8.13040 1.4 8.02899 2.4 8.93914 3.4 10.84224

−3.5 17.88502 −2.5 14.03713 −1.5 11.08586 −0.5 9.08525 0.5 8.07463 1.5 8.07463 2.5 9.08525 3.5 11.08586

−3.4 17.46163 −2.4 13.70067 −1.4 10.84224 −0.4 8.93914 0.6 8.02899 1.6 8.13040 2.6 9.24127 3.6 11.33900

−3.3 17.04665 −2.3 13.37325 −1.3 10.60818 −0.3 8.80298 0.7 7.99348 1.7 8.19627 2.7 9.40718 3.7 11.60161

−3.2 16.64014 −2.2 13.05491 −1.2 10.38374 −0.2 8.67679 0.8 7.96811 1.8 8.27225 2.8 9.58294 3.8 11.87364

−3.1 16.24217 −2.1 12.83147 −1.1 10.16895 −0.1 8.56060 0.9 7.95289 1.9 8.35831 2.9 9.76851 3.9 12.15504

−3.0  −2.0  −1.0  0.0  1.0 7.94781 2.0 8.45443 3.0 9.96386 4.0 12.44576
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Figure 1: L(c, ρ, n) numbers vs. ρ with c as
parameter for n = 1.

Figure 2: L(c, ρ, n) numbers vs. c with ρ as
parameter for n = 1.
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3. APPLICATION

The zeros of F (a, c; x, ρ) determine the eigenvalue spectrum β̄2 = χ
(c)
k,n(ρ)/(2r̄0) of the coaxial

waveguide of outer and inner conductor radii r0 and r1, resp., filled with azimuthally magnetized fer-
rite of off-diagonal element of the Polder permeability tensor α = γMr/ω, (γ — gyromagnetic ratio,
Mr — remanent magnetization, ω — angular frequency of the wave) and scalar permittivity ε = ε0εr

for normal TE0n modes of phase constant β, if it holds c = 3, k = αβ̄/(2β̄2), β̄2 = (1− α2 − β̄2)1/2,
x = x0, x0 = jz0, z0 = 2β̄2r̄0, ρ = r̄1/r̄0, β̄ = β/(β0

√
εr), β̄2 = β2/(β0

√
εr), r̄0 = β0r0

√
εr,

r̄1 = β0r1
√

εr, β0 = ω
√

ε0µ0, (β2 — radial wave number) [2]. There is an En1− — envelope curve
in the β̄(r̄0) — phase diagram of TE01 mode of equation β̄en− = β̄en−(r̄0en−), written in parametric
form as: r̄0en− = L(3, ρ, 1)/[|αen−|(1− α2

en−)1/2], β̄en− = (1− α2
en−)1/2, with αen− as parameter,

restricting from the side of higher frequencies the characteristics for negative magnetization [2]. If
∆β̄ = β̄− − β̄+ is the normalized differential phase shift produced for specific ρ, r̄0 and |α|, then
λ = ∆β̄r̄0/|α| is called characteristic parameter of the structure. (Throughout the paper the sub-
scripts “+”, “−” and “en−” distinguish the quantities, relevant to positive (α > 0, k > 0) and neg-
ative (α < 0, k < 0) magnetization, resp. to the envelope.) Harnessing for both signs of the varying
k the procedure for finding the β̄(r̄0) — curves [2], with the zeros χ

(c)
k,n(ρ) allows to compute ∆β̄ (λ)

for any set ρ, r̄0 and |α| of parameters of the coaxial geometry. The numerical analysis shows that if
ρ is fixed, λ is slightly influenced by both r̄0 and |α|, e.g., assuming ρ = 0.1, in case r̄0 = 4, |α| = 0.1,
λ = 1.932288, whereas provided r̄0 = 10, |α| = 0.5, λ = 1.940370. Neglecting this dependence, it is
suggested to specify λ at the couple of points (r̄0en−, β̄en−) and (r̄0en−, β̄en+) of the same parameter
|αen−|, the first of which lies at the En1− — line and the second — at the relevant β̄(r̄0) — curve
for positive magnetization [2], by the formula λen− = L(3, ρ, 1)[1− β̄+/(1− α2

en−)1/2]/|α2
en−| and

to use this value everywhere, where the structure exhibits properties of phase shifter. (For example,
in case ρ = 0.1, taking λen− = 1.9430 for r̄0en− = 76.8864, |αen−| = 0.1 and employing it for r̄0 = 5,
|α| = 0.1, yields by the term ∆β̄ = λ|α|/r̄0 ∆β̄approx,en− = 0.0389. The exact computations for the
same r̄0 and |α| give λexact = 1.9323 and ∆β̄exact = 0.0386.) Obviously, the absolute error of the
calculations δ∆β̄ = |∆β̄exact −∆β̄approx,en−| = 0.0003 could be ignored.

4. CONCLUSION

The positive real numbers L(c, ρ, n) are defined for c — arbitrary real, ρ — real, positive, less
than unity and n — natural number as limits of certain sequences of real numbers. In case c 6= l,
l = 0, −1, −2, −3, . . ., the terms of the latter are composed through definite zeros of a formed by
complex CHFs of suitably selected parameters function, whereas if c = l (for which the Kummer
CHF does not exist), as such serve the quantities L(l ± ε, ρ, n) with ε → 0. Besides, a symmetry
of the numbers toward the point c = 1 is found. The employment of quantity L(3, ρ, 1) is also
commented.
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Comparative Analysis of Approaches for High Frequency
Electromagnetic Simulation

D. S. Butyugin, V. P. Il’in, and A. V. Petukhov
Institute of Computational Mathematics and Mathematical Geophysics, SBRAS

Novosibirsk, Russia

Abstract— The efficiency of various numerical approaches are compared for solving 3D electro-
magnetic boundary value problems (BVPs) in frequency domain. The differential and variational
statements in terms of electric field as well as in terms of vector and scalar potentials, with differ-
ent types of boundary conditions (perfect electrical and magnetic conductor, absorption surfaces,
wave ports) are approximated at the non-structured grids by finite volume method (FVM) or
finite element methods (FEM). FVM is applied for barycentric Voronoi cells, with computing the
local balance matrices and assembling the global matrix of the system of linear algebraic equa-
tions (SLAE). In FEM, the scalar and vector basis functions are implemented at the tetrahedral
elements. The solutions of obtained non-symmetric indefinite SLAEs are made by different pre-
conditioned iterative processes in Krylov subspaces. The Eisenstat modification of incomplete
factorization and various preconditioning matrices are combined with semi-conjugate residual
(SCR), BiCGStab and other Krylov algorithms. The results of numerical experiments for the
representative set of the model problems are presented and demonstrate performance of the pro-
posed algorithms. Computational technologies include parallelization and using the program
tools of Mathematical Kernel Library of Intel (MKL).

1. INTRODUCTION

The goal of this paper includes the comparative analysis of the different approaches for numeri-
cal solution of the 3D mixed boundary value problems for the system of time-harmonic Maxwell
equation, see [1, 2] for example:

∇× ~E = −iωµ̇ ~H, ∇× ~H = iωε̇ ~E + ~J,

∇ · (εr
~E) = ρ/ε0, ∇ · (µr

~H) = 0.
(1)

Here εr, ε̇, ε0, µr, µ̇ are physical parameters of the media, ω is frequency, ρ, ~J are charge and current
densities, ~E and ~H are the vector electric and magnetic fields.

For ρ = 0 the above system is transformed to complex “electrical” Helmholtz equation

∇×
(

1
µr
∇× ~E

)
− κ ~E = −ik0Z0

~J, (2)

where κ = k2
0 ε̇r, k0 = ω

√
ε0µ0, Z0 =

√
µ0/ε0, ε̇r = ε̇/ε0.

The solution of (1) or (2) is defined in open domain Ω with boundary Γ =
⋃
i

Γi, under various

types of boundary conditions at the perfect electric or magnetic conductor Γ1,Γ2 respectively, wave
port Γ3, and absorbtion surface Γ4:

Γ1 : ~n× ~E = 0, Γ2 : ~n× ~H = 0,

Γ3 : ~Eτ = ~E0, Γ4 : ~Eτ = Z0

(
~H × ~n

)
.

(3)

Here τ is tangent vector component at the surface with the external normal ~n. If we introduce
scalar and vector potentials ~B = µr

~H = i
ω∇× ~A, ~E = ~A+∇V , the equation (2) can be rewritten

in the following:

∇×
(

1
µr
∇× ~A

)
− k2

0 ε̇r

(
~A +∇V

)
= −ik0Z0

~J. (4)

For the problems with piece-wise smooth material properties, the well-known conjugation con-
ditions are given on the internal boundaries additionally.
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The classical statements (2), (5) can be reformulated in variational forms, see [3, 4]:
∫

Ω

1
µr

(∇× ~E) · (∇× ~Ψ)dΩ−
∫

S

( 1
µr

(∇× ~E)× ~n
)
· ~ΨdS −

∫

Ω

κ( ~E · ~Ψ)dΩ

=
∫

Ω

(~F · ~Ψ)dΩ, ∀~Ψ ∈ Hrot
0 , (5)

∫

Ω

1
µ r

(
∇× ~A

)
·
(
∇×~Ψ

)
dΩ−

∫

S

(
1
µ r

(
∇× ~A

)
×~n

)
·~ΨdS −

∫

Ω

κ
(

~A · ~Ψ
)
dΩ−

∫

Ω

κ
(
∇V ·~Ψ

)
dΩ

=
∫

Ω

(
~F · ~Ψ

)
dΩ, ∀~Ψ ∈ Hrot

0 , (6)

where ~Ψ are some vector probe functions, ~E ∈ Hrot, V ∈ H1
0 (Ω).

The approximations of the above BVPs by FVM or FEM were implemented and investigated in
the numerous papers, see [3–6] and literature citied there. Also, in these and other articles much
attention is payed to the special algorithms for iterative solution of complex non-Hermitian SLAEs
which arise in discretization of original problems.

This paper is organized as follows. In point 2 we describe shortly the approximative FVM and
FEM to be applied on the non-structural tetrahedral grids as well as algebraic preconditioned it-
erative methods in the Krylov subspaces which are used for solution of large sparse SLAEs with
non-symmetric indefinite matrices for real variables. In the last section the results of numerical
experiments for the representative set of the model problems demonstrate the convergence of dif-
ferent grid solutions and the efficiency of algebraic solvers for the various physical parameters and
meshsteps.

2. APPROXIMATIONS AND ITERATIVE ALGORITHMS

We construct the discretization of the considered 3D BVPs on the adaptive non-structured grids
with tetrahedral elements, i.e., the vertices and edges of the boundary Γ are the mesh nodes and
mesh edges also.

Let ~rj , j = 1, 2, 3, 4, be the verteces of some tetrahedron T , and let u(e), v(e) be the beginning
and the end points of some edge e in T . In each tetrahedron we introduce the linear basis functions
Li and vector functions ~We:

Li(~rj) = δi,j , ~We = Lv(e)∇Lu(e) − Lu(e)∇Lv(e). (7)

The unknown vector and the scalar functions are presented in the form

~E =
∑

uE
i

~Wi, ~A =
∑

uA
i

~Wi, V =
∑

uV
i Li (8)

where the coefficients uE
i , for example, are sought from the resulting finite dimensional approxima-

tion of (5):

∑

i

uE
i

[ ∫

Ω

1
µ r

(
∇× ~Ψi

)
·
(
∇× ~Ψj

)
dΩ−

∫

S

(
1
µ r

(
∇× ~Ψi

)
× ~n

)
· ~ΨjdS −

∫

Ω

κ
(
~Ψi · ~Ψj

)
dΩ

]

=
∫

Ω

(
~F · ~Ψj

)
dΩ, (9)

The similar relations for each j-th grid edge can be written for ~A−V variational statement (7).
The relations (8), (9) define SLAE

AEuE = fE , AE = {AE
i,j}, uE = {uE

i }, fE = {fE
i }, (10)

which dimension Ne equals to the number of mesh edges. The entries of matrix AE
i,j = Si,j −Mi,j

and vector entries fE
i are defined via integrals on the finite elements, see [4]:
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For the potential statement SLAE can be written in the following form, see [7]:

AAV u ≡
[

I
GT

]
· [AE

] · [ I G ] ·
[

uA

uV

]
=

[
I

GT

]
· [fE

] ≡ fAV , (11)

where identity matrix I and subvector uA have order Ne, the dimension of subvector uV equals to
the number of nodes Nn, and G = {gi,j} ∈ RNe,Nn is incident “edge-node” matrix: gi,j = −1 or 1
if j is node number of the beginning or end vertex of the i-th mesh edge respectively, and gi,j = 0
otherwise.

The finite volume approximation of complex Helmholtz equation

−∆E + µrκE = 0, (12)

which is derived for the uniform media by means of relation rot rot = −∆ + grad div is made
using barycentric Voronoi cells on the same non-structured tetrahedral grid, see [6]. In the case of
piece-wise constant material properties, the conjugation conditions on the internal boundaries are
satisfied automatically in FVM approach.

The iterative solution of SLAE Au = f, A = D − L− U, where D,−L and −U are diagonal,
low and upper triangular parts of A, is made by preconditioned Krylov methods. In particular, we
use preconditiong matrix

B = (G + L)G−1(G + U), G =
1
θ
D, (13)

where θ is iterative relaxation parameter, and B can be presented in the factorized form, see [7]:

B = LBUB, LB = (G− L)G−1/2, UB = G−1/2(G− U). (14)

Then the efficient Eisenstat modification of two side preconditioning can be realized as follows:

Āū = L−1
B AU−1

B UBu = L−1
n f ≡ f̄ , ū = UBu. (15)

The advantage of such approach consists in the fast multiplication of some vector by matrix Ā.
The iterative solution of preconditioned SLAE (15) is made by various Krylov methods: con-

jugate gradient (CG, for symmetric case), biconjugate gradient (BiCG), biconjugate gradient sta-
bilized (BiCGStab) and semi-conjugate residual (SCR), see [7]. Let us remark that the complex
SLAEs were transformed to real non-symmetric form.

3. NUMERICAL EXPERIMENTS

The efficiency of the described algorithms is demonstrated by the results of numerical experiments
for three test problems (wave guides) with known exact solutions. The computational domain Ω
is parallelepiped 0 < x < 72, 0 < y < 34, 0 < z < 200. The surface z=200 is wave port with
boundary condition

−→
E = −→ey sin(πx

72 ), and the rest boundary surfaces are perfect electric conductors.
The frequency is ω = 6π GHz.

Test 1 includes uniform real parameters εr = µr = 1. In the Test 2 the values εr = 5 for
0 < z < 100 and εr = 1 for 100 < z < 200 (µr = 1 everywhere in Ω). The third test corresponds
to complex parameters εr = 1− 0.1i, µr = 1.

The computations were made under double precision real arithmetics on the uniform grids
with the number of parallelepipeds Np = 163, 323, 643 which were divided into 6 tetrahedron. The
stopping criterion was choosen for the iterative residual norm ‖r‖ 6 ‖f‖·10−7. The implementation
of the iterative solvers was made for conventional compressed sparse row matrix format, see [8]. The
tests have been performed using server with four Intel Itanium 2 processor and 64 GB of memory.

Table 1 demonstrates the maximum error ∆E for three test problems, obtained by FVM and
FEM on the different grids. In FEM approximations, the accuracy is the same for ~E and A-V
statement.

Table 2 demonstrates the number of iterations for preconditioned BiCGStab algorithm which
are required for solving three test problems at different grids for FVM and FEM approximations.
In FEM approach, the A-V formulations (11) was solved. For ”electric” SLAE (10) the numbers
of iterations are considerably bigger.

In Table 3 we present the computational resources which are necessary for solving Test 3 by
iterative SCR method (for A-V variables in FEM statement (6), (11)) and direct PARDISO solver
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from MKL [8]. Here N means the order of the SLAEs for different grids, T1 and T4 are execution
times in seconds for one- and four-threads parallel implementations under OpenMP system, and
MemGB is the required volume of memory in gigabyte. For 643 grid, the PARDISO solver fails
because of memory deficit. Let us remark, that in the last experiments the implementation of SCR
solver was done by using SPARS BLAS computational tools from MKL. This technology helps to
save code execution time about 50%.

Table 1: The errors of numerical solution.

Np Test 1 Test 2 Test 3
FEM FV M FEM FV M FEM FV M

163 7.1 · 10−1 1.6 · 100 2.6 · 10−1 1.0 · 100 6.7 · 10−1 1.7 · 10−1

323 2.7 · 10−1 2.8 · 10−1 1.4 · 10−1 5.5 · 10−1 3.1 · 10−1 4.1 · 10−2

643 1.1 · 10−1 6.4 · 10−2 — 7.9 · 10−2 1.6 · 10−1 1.0 · 10−2

Table 2: Number of iterations for different approaches.

Np Test 1 Test 2 Test 3
FEM FV M FEM FV M FEM FV M

163 173 53 1169 225 242 112
323 402 96 2240 356 509 216
643 — 154 — 531 1544 395

Table 3: Test 3: computational resources for different solvers.

Grid N SCR Pardiso
n T1, sec T4, sec MemGB T1, sec T4, sec MemGB

163 59582 216 15.4 13.4 0.28 15.6 6.7 0.44
323 50009 411 664 495 3.73 865 302 5.78
643 4096766 988 — 17844 47.6 — — > 64

4. CONCLUSION

The comparative analysis of the presented results and many others numerical experiments allows
to make the following conclusions:

• the FVM and FEM approaches provide approximately the same accuracy for considered test
problems, including complex and piece-wise constant material properties, but the order of
convergence for h → 0 is the first one for FEM and the second one for FVM;

• in FVM case the algebraic properties of SLAE are better considerably which helps to obtain
faster iterative solution;

• direct solver PARDISO is really competitive for relatively small SLAEs, but it fails for the
very large orders;

• the variational A-V statement has the considerable advantage compared to FVM for ~E for-
mulation, because of better algebraic properties of SLAE.
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Abstract— A methodology is presented for experimental characterisation of ultra wideband
(UWB) signal propagation in an indoor propagation environment for wireless communication
networks. Time-harmonic S-parameters measurement is reported of radiowave propagation and
scattering inside a typical indoor office environment between 500 MHz and 3000 MHz (which
covers, in particular, the GSM and ISM bands), measured across a scanned sample volume. The
main objective of these indoor radiowave propagation measurements is to determine the effect
of location and multipath on radiowave propagation with different propagation channels. A
1× 1 Single-input-single-output (SISO) and 2× 1 multiple-input-single-output (MISO) channels
measurements were methodically carried out to simplify the propagation channels considered. A
data acquisition system, based upon a vector network analyzer and multichannel antenna array
is described, together with its use to collect channel measurement matrices.

1. INTRODUCTION

Over the past two decades the market for short-range wireless office information networks such as
the IEEE 802.11a/b/g/n wireless local area network (WLAN), IEEE 802.15.1 Bluetooth, and IEEE
802.15.4 ZigBee, has grown rapidly in response to consumer demand. This has been exploited and
has encouraged, in recent years, extensive research activities in the application of UWB systems
as a solution for the high-capacity requirements of short-range indoor wireless applications and
the application of multiple-input-multiple-output (MIMO) channels for these wireless systems, due
to their rich scattering nature that provides improved spectral efficiencies and increased network
capacity. Due to the complexity of scattering and diffraction characteristics of localised objects, fre-
quency dispersion of UWB communications, and the variety of types of propagation environments,
large efforts have been expended on their characterisation, both theoretically and experimentally
([1–4]), yet much work remains to be done. To achieve the capacity increase envisaged for future
mobile radio systems, it is necessary to exploit the entire spatial-temporal characteristics of the
propagation channel. Accurate characterisation of the indoor environment propagation model for
the propagation channel relies on extensive precision measurement methods and data collection,
which will take into account all electromagnetic aspects on a firm physical basis and be rooted in
accurate yet sufficiently simple models to be of practical use.

An extensive and systematic measurement campaign on the effect of location and multipath
effects on radiowave propagation for UWB signals was conducted inside an office environment
at the U.K. National Physical Laboratory (NPL). SISO and MISO continuous-wave (CW) indoor
transmission was measured and sampled, respectively, across a scanned volume inside the room and
across a scanned area at a fix height. Furthermore, since the CW fields measured inside the office
consist of direct and indirect multipath fields and the scattered field analysis enables quantification
of the room effect on the propagation characteristics, the SISO measurement setup in the office
was carefully replicated inside a fully anechoic room (FAR) at NPL, with identical input power
and measurement setup. Measurement in a FAR provides a fair approximation to the direct path
field of the propagation inside the office; the differences in the corresponding complex S-parameter
values between the office and the FAR give the multipath field component for each scanned position
and frequency.

2. EXPERIMENTAL DETAIL

The measurements were performed inside an unoccupied office, with a size of 5.895m×4.427m and
a height of 2.685 m, located on the first floor in a two-storey building with offices and laboratories.
As depicted in Fig. 1(b), the empty office was equipped with typical office furniture, such as swivel
chairs, surround desk and metallic under-desk drawer units. Apart from the glass wall between
the office and the building interior corridor the office is surrounded by plasterboard walls adjoining
other offices. There is a double-glazed window between the office and the building exterior. The
floor defines the reference height Z0 = 0 and is concrete and carpeted. The ceiling is suspended
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with a 0.6m square grid of thin metal ribs. To enhance the multipath scattering effects, during
the measurement, all the measurement instruments are considered as part of the room by locat-
ing inside the room. The measurement system consists of a standard desktop computer, a Rohde
& Schwarz ZVB8 four-port vector network analyzer (VNA), three Schwarzbeck SBA9113 wide-
band omnidirectional biconical broadband antennas, a two-axis positioner and computer controlled
DIGIPLAN stepping motor drives control module.

All the measurements are conducted in the frequency domain across the frequency band from
500MHz to 3000MHz, in steps of 12.5 MHz, with the aid of the VNA, which provides a synthesized
microwave source, and delivered to and received from the biconical antennas through coaxial cables.
The VNA settings were: source power +13 dBm, frequency band sweep time 1 second and RF
resolution bandwidth 1 kHz. For SISO measurements two identical vertically polarized biconical
antennas were used to form a 1 × 1 propagation channel where VNA Port 1 and Port 2 were the
transmitting and receiving terminals respectively; for MISO measurements three identical biconical
antennas were used to form a 2 × 1 propagation channel, where VNA Ports 1 and 3 were the
transmitting and receiving terminals respectively. It is noted that for MISO measurements the
receiving antenna was vertically polarized whereas the two transmitting antennas were either both
vertically or horizontally polarized or a combination of both. Full two- (SISO) and three-port
(MISO) calibrations were performed to take the losses of coaxial cables into account.

For both SISO and MISO measurements, the receiving antenna was fixed at the corner of the
office while the transmitting antennas were mounted on a fiberglass tube at a fixed but manually
adjustable height. They were moved horizontally during the experiments with a uniform 5 cm×5 cm
grid within an area of 75 cm× 75 cm, by using a planar computer-automated XY-scanning system
placed on the floor at the middle of the room. For SISO measurements, 25 different heights were
performed between 0.5 m and 1.7 m with a 5 cm increment, which yields 6400 spatial sample points
per frequency. By contrast, for MISO measurements only one height at 1.3 m was considered, which
yields 256 spatial sample points per frequency for each polarisation combination of two vertically

(a) (b)

Figure 1: The measurement setup and layout for: (a) the fully anechoic range, and (b) the indoor office.
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oriented transmitting antennas where Antenna 1 and 2 are located at 1.3 m and 1.45 m, respectively.
The objective of these experiments was to determine the effect of location and multipath effects on
radiowave propagation. The XY-scanning system was formed by two single-axis stepping motors
mounted together, which creates a virtual antenna array by moving the antenna across the user
specific pre-programmed locations. The complex S-parameters from the VNA were stored on the
computer. To avoid the variations of the channel during the acquisition time, measurements were
exclusively performed early in the morning and late at night so the surrounding environment was
kept stationary by preventing movements close to the antennas caused by personnel passing by, and
minimize external interference by electronic equipment in adjacent office spaces. The FAR in NPL
has a dimension of 9 m×6m×6 m. This room is fully lined with ferrite tiles, fully covered with 1m
hybrid pyramidal foam absorber, except for a central corridor on the floor that was covered with
Riken 10 cm ferrite pyramids. Fig. 1(a) shows the FAR measurement setup for SISO measurements.

3. EXPERIMENTAL RESULTS

The measured SISO CW field obtained from the office indoor propagation measurement contains
both direct path and multipath reflected field, hence the multipath field can be obtained by sub-
tracting coherently, for each scanned position at each frequency point, the corresponding measured
S-parameter of the FAR from the office:

SMultipath
ij (f, Ω) = SOffice

ij (f, Ω)− SFAR
ij (f, Ω) , (i, j = 1, 2) (1)

where f , Ω = (x, y, z), i and j represent the frequency, spatial coordinates, VNA receiving port
and driving port respectively. It is noted that Equation (1) assumes that SFAR

ij = SDirect Path
ij and

SOffice
ij = SDirect Path+Multipath

ij . As the absorber in the FAR is imperfect there will be standing
wave, which could course error of Sij up to ±2 dB. Figs. 2(a) and (b) show the magnitude of
measured S21 for all measurement points in the office and in the FAR, respectively. Figs. 3(a)
and (b) show, respectively, the corresponding multipath field obtained after subtraction using
Equation (1) and the comparison between the experimental cumulative distribution function (CDF)
of |SMultipath

12 (f, Ω)|2 at 3GHz for a subset of all measurement points and the statistical model.
The statistical model used here is a gamma distribution Γ, for the scattered transmitted power

P , whose probability density function and CDF are given as [4]
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respectively, with incomplete gamma function, γ, and ensemble average given by 〈P 〉 = θM/2, in
which θ is a scale parameter, and M is a free distribution parameter. In Fig. 3(b), Γ for selected
values of M are shown and χ2

2 denotes the chi-squared distribution with 2 degrees of freedom. It was
shown that the best fit was obtained for M = 2. Figs. 4(a) and (b) show the comparison between
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Figure 2: The magnitude of S21 for SISO propagation channel measured in (a) office and (b) FAR.
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Figure 3: (a) The scattered field of the office; (b) cumulative distribution function of |SMultipath
12 (f, Ω)|2 at

f = 3 GHz for Z − Z0 = 1.5 . . . 1.7m with 0.05 m increment (i.e., 5 consecutive planes with 256× 5 = 1280
total number of points).
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Figure 4: Comparison between the magnitude of S21 for various SISO and MISO propagation channel
measurements at: (a) 900 MHz (GSM band), (b) 2450 MHz (ISM band).

the magnitude of the measured S21 for various SISO and MISO propagation channel respectively
at GSM and ISM band. From the results, it is observed that there is some increase in signal level
across most of the scanned points due to the multipath effects as a result of the introduction of an
extra antenna where the polarisation combination of the transmitting antennas plays an important
role.

4. CONCLUSION

We have presented a methodological approach to assess the UWB signal-propagation-channel in an
indoor office environment using an additional set of carefully replicated SISO measurements, in a
FAR, that separate the direct-path and the multi-path signals. This approach simplifies the anal-
ysis and reduces the measurement uncertainties. A fixed receiving antenna was used and detailed
measurements of the propagation characteristics within the office environment for SISO (volume
scan) and MISO (area scan at a fixed height) were conducted over 0.5GHz to 3 GHz. Results pre-
sented for the two analysis scenarios show, as expected, that there is significant spatial dependence
of the quality of a channel link due to multi-path interference and the measured scattering distri-
butions near the middle of the office can be fairly closely approximated by a gamma distribution
with M = 2, demonstrating that the S21 have a circular Gauss normal distribution. These data
can be made available on request for further analysis. The addition of a second antenna (MISO
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case) can improve the channel link in the GSM and ISM bands where the polarisation combination
of the transmitting antennas plays an important role and their influence is suggested to be the
future work. The results are useful in the study and mitigation of signal outages and bit error rates
in indoor environments for the deployment of short-range wireless office information and sensor
networks.
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Abstract— Performance of wireless communication scheme with ultrawideband chaotic signals
in the multipath channel is evaluated. We consider channel models based on multipath channel
models elaborated by IEEE 802.15 working group for high bitrate (IEEE 802.15.3a channel
model) and low bitrate (IEEE 802.15.4a channel model) ultrawideband wireless communication
systems. Pathloss and waveform of chaotic radio pulses propagating over multipath channel are
experimentally measured as characteristics determining the achievable distance range between
transmitter and receiver and achievable bitrates in the presence of additive Gaussian noise.

1. INTRODUCTION

Chaotic signals as information carrier for communication systems are widely studied theoretically
and experimentally since 1990 when a special type of chaotic synchronization was introduced [1],
where chaotic synchronous response was studied as a possible method for information transmis-
sion. Further investigations showed that chaotic synchronization has low immunity to the channel
distortions [2] as a result, performance of such systems is significantly worse than performance of
traditional communication systems.

Essential practical profit was achieved when the direct chaotic communication scheme (DCCS)
was introduced and experimentally approved [2, 3]. DCCS means that chaotic signal is generated
and modulated in microwave band without intermediate heterodyning. Such a scheme belongs to
wideband or ultrawideband (UWB) communication systems, in which chaotic radio pulses are used
as information symbols. It was shown that performance of DCCS in AWGN channel is comparable
(a little bit worse) with the performance of communication systems based on orthogonal signals.
DCCS scheme allow to design high-bitrate systems [2, 3] as well as low-bitrate ones [4]. This is so
due to possibility to design effective sources of chaotic signals of microwave band [5–7].

Recently the DCCS performance was numericaly evaluated in multipath channels [8, 9], in which
achievable bitrates in the presence of significantly dominating multipath interference were esti-
mated. The subject of this work is to experimentally analyze the influence of multipath propaga-
tion on chaotic radio pulses and evaluate DCCS performance in the presence of additive Gaussian
noise.

2. DCCS STRUCTURE AND CHANNEL MODEL

The structure of DCCS physical layer [2] is depicted in Fig. 1. Basically DCCS modulator imple-
ments “On-Off” keying (OOK) modulation scheme: chaotic radio pulse of length τp is emitted to
transmit symbol “1” and is not emitted to transmit symbol “0”. Between chaotic radio pulses a
guard interval of length τg is inserted to prevent intersymbol interference. DCCS also allows to use
pulse position modulation or combination of these methods.

Realistic channel models make possible to adequately evaluate wireless system performance and
allow to compare it with systems of other type. Channel model considered here for numerical
evaluation of DCCS performance is based on the UWB channel models adopted by working groups
developing high bitrate [10] and low bitrate [11] wireless channel model for UWB communication
systems:

y(t) = h(t)⊗ s(t) + n(t) (1)

where s(t) — signal emitted by transmitter to an air; h(t) — channel impulse-response; ⊗ means
convolution; n(t) — additive Gaussian noise; y(t) — signal at the receiver input.

Channel impulse-response h(t) corresponds to h(i)(t) channel realization for some relative posi-
tion of transmitter and receiver, some geometrical size of accommodations and some indoor layouts
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Figure 1: The structure of DCCS physical layer (top), chaotic radiopulses encoding symbols “1 1 0 1” (left)
and chaotic signal waveform within the pulses (right).

described by the models [10, 11]:

h(i)(t) = X(i)
L∑

l=0

K∑

k=0

α
(i)
k,lδ

(
t− T

(i)
l − τ

(i)
k,l

)
(2)

where i-th channel realization of response function hi(t) to δ-pulse is formed as a sum of statistically
distributed amplitudes α

(i)
k,l of paths; {T i

l } is the delay of the lth cluster, {τ i
k,l} is the delay of the kth

multipath component relative to the lth cluster arrival time (T i
l ). The value {Xi} represents the

log-normal shadowing, and i refers to the ith realization. See [10, 11] for details regarding model’s
parameters and distributions of time intervals (Tl − Tl−1) and (τk,l − τ(k−1),l) between the cluster
and the path arrival delays respectively.

Channel model [10] for high bitrate systems (wireless piconets where bitrate is varied from
110Mbps to 480Mbps) describes four situations: CM1 is LOS channel, range up to 4 m between
transmitter and receiver; CM2 is NLOS, up to 4 m; CM3 is NLOS, 4 m to 10 m and CM4 is NLOS,
4m to 10 m.

For low bitrate wireless communication systems (wireless personal area networks, e.g., sensor
networks), channel models [11] describe nine different multipath environments: residential (CM1,
2), office (CM3, 4), outdoor (metropolitan suburban CM5, 6), industrial (CM7, 8), farm (CM9)
and near human body. Model with odd numbers describe LOS situation, even — NLOS.

Multipath propagation leads to intersymbol (interpulse) interference, so if the guard interval
length τg between pulses is less than the length of impulse channel response, the receiver gathers
not only the energy of the current pulse but also a fraction of energy of the previous pulse.

For UWB signal correlation time ∆tc is inversely proportional to the signal bandwidth ∆f , i.e.,
∆tc = 1/∆f . So, chaotic signal (Fig. 1 (at the right)) generated by transistor oscillator [6] with
autocorrelation function depicted in the Fig. 2 has correlation time ∆tc = 1 ns, which means that
paths coming into receiver with delays longer than the correlation time are summed noncoherently
and play a role of interference with respect to the next pulse. It allows us to introduce the signal
to interference ratio SIR for the current pulse as follows:

SIR = 10 lg
(

PS(d)
PN + PM (R)

)
(3)

Figure 2: Autocorrelation function of the chaotic signal in the Fig. 2.
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where PS is signal power of the direct path at the receiver; PN is additive Gaussian noise power;
PM (R) is the power of multipath interference from previous pulse for the bitrate R = 1/(τp + τg).

3. EXPERIMENTAL ESTIMATION OF CHAOTIC RADIO PULSE PROPAGATION

In order to experimentally demonstrate the multipath tails of chaotic radio pulses limiting bitrates
(and to estimate the SIR value), to obtain experimental proof of nocoherent summation of paths,
to analyze variability of chaotic pulse envelope at the receiver output for different propagation
conditions and for different distances between transmitter and receiver, we carried out the following
experiment.

The scheme of experimental setup is depicted in Fig. 3. It consists of a transmitter of chaotic
radio pulses, logarithmic UWB receiver and oscilloscope to record signal waveforms (Fig. 3, bottom)
for further computer analysis. Chaotic pulse length is τp = 100 ns. Guard interval between pulses
is τg = 300 ns.

Experiments were carried out in office conditions: in a corridor (height 4 m, length 40 m, width
3m) and in a conference hall (length 20 m, height 4 m, width 16 m). The distance d between
transmitter and receiver was varied from 1 to 20 m in the corridor and from 1 to 14 m in the
conference hall. Transmitter and receiver were located at the one meter height above floor in the
corridor and at the two meters in the conference hall.

Experimental results are depicted in the Fig. 4, where the averaged envelopes of chaotic radio
pulses for different distances d between transmitter and receiverat are shown at the left for the
corridor and for the conference hall at the right.

The pathloss PL was calculated with the use of averaged envelopes of chaotic radio pulses.
Amplitude of the pulse envelope are proportional to the pulse power, so the ratio of the given
envelope amplitude to the amplitude of the envelope corresponding to the d = 1 m (upper curves)
is the pathloss for the given channel.

Calculated pathloss PL is depicted in the Fig. 5, where the pathloss in the corridor and in the
conference hall are shown at the left and at the right respectively. Experimental pathloss estimates
are rather good approximated by theoretical pathloss low PL(d) = −10n lg(d/d0), where d0 = 1m
and n = 1.75 for the corridor and n = 1.3 for the conference hall. Obtained pathloss exponent values
are close to the corresponding values estimated for LOS channels of IEEE 802.15.4a model [11].

Averaged envelope waveform remains the same at all distances between transmitter and receiver,
which indicates good averaging of the power of paths coming to receiver. It permits to conclude
that dependence of BER as a function of the guard interval τg, i.e., bitrate, will remain the same for
different distances between transmitter and receiver. It also should be noted that pathloss function

Figure 3: The scheme of experimental setup (top) and the envelope of chaotic pulses at the logarithmic
detector output (bottom).

Figure 4: Averaged envelopes in the corridor (left) and in the conference hall (right): upper curve corresponds
to the minimum distance d = 1 m, lower one corresponds to the maximum d.
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Figure 5: Pathloss PL in the corridor (left) and in the conference hall (right).

shows no signs of small-scale fading-caused notches.

4. DCCS PERFORMANCE

Performance characteristic, we are finally interested in, is the BER as function of bitrate for given
Eb/N0 ratio and the BER as function of Eb/N0 for the given bitrate, i.e., for given τp, τg and for
signal bandwidth ∆f . Experimental estimation of chaotic radio pulse propagation permits to make
prediction regarding DCCS performance for the real channels.

Noncoherent receiver gathers energy within the pulse length τp and decides what symbol it
receives: “0” or “1”. It is assumed that the symbol synchronization is established between trans-
mitter and receiver. Due to noncoherent summation of paths the pulse power can be estimated as

a sum of the paths power within time interval τp, i.e., PR =
Lp∑
l=0

Kp∑
k=0

α
(i)
k,l, where Lp and Kp is the

number of clusters and paths respectively coming in receiver within time interval τp. Lp and Kp are
determined by the multipath channel environment: the smaller channel dispersion, the larger pulse
energy coming in receiver within time interval τp. So, in order to achieve maximum pulse power
PR, pulse length τp has to be matched with the channel impulse-response time. Under assumption

that the channel impulse-response energy is normalized to unity, i.e.,
L∑

l=0

K∑
k=0

α
(i)
k,l = 1 the PR is the

estimate of the energy loss due to signal dispersion. Numerical evaluations of this ratio are depicted
in the Fig. 6 for IEEE 802.15.3a and IEEE 802.15.4a channel models.

As can be seen from Fig. 6 pulse energy loss rapidly decrease with increasing pulse length.
Namely for pulse length τp = 10ns, for all channel types the energy loss is no more than 4 dB. For
LOS channel of IEEE 802.15.3a model it is about 0 dB. The use of pulse length τp = 100 ns permits
to decrease energy loss to 0 dB for all channel types.

If the guard interval between chaotic pulses τg essentially exceeds the length of channel impulse
response, multipath interference has no effect on BER because PM ¿ PN . In this case the additive
Gaussian noise plays a dominant role at the receiver and DCCS performance is the same as in
AWGN channel [2] taking into account that the pulse energy Ep should be corrected according to
the loss due to multipath dispersion (see Fig. 6). This is a typical situation for low bitrate wireless
networks where the characteristic bitrates are about several Mbps.

Taking into account this energy loss estimate we can calculate link margin for multipath channels
in the same style as by calculation of AWGN link margin, with corresponding pathloss exponents

Figure 6: Loss of chaotic pulse energy due to multipath dispersion.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 18–21, 2009 1497

accounted for.
The second typical situation is that the power of multipath interference is much higher than the

noise power. In this case the BER is governed by the power of multipath interference (PM À PN ).
This situation takes place in wireless piconets where transceivers are close to each other (i.e.,
Eb À N0), the guard interval τg is comparable with the channel impulse-response length and
achievable bitrates is about 30 Mbps [9] for the BER = 10−4. The use of special receiving algorithms
allows to achieve bitrates up to 100 Mbps [8].

5. CONCLUSIONS

Performance estimation shows that the proposed direct chaotic communication scheme is immune
to signal propagation conditions in different channel environments, in particular in the channel
with strong multipath conditions (NLOS with no dominating path that could be used to coherently
receive the signal). In spite of its simple structure, simulations with realistic channel models show
that DCCS is suitable for wireless local networks where multimedia data is transferred between net-
work nodes, as well as for wireless sensor networks operating in complex propagation environment
with low bitrates.
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Experimental Generation of Chaotic Oscillations in Microwave Band
by Phase-locked Loop
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Abstract— The problem of generation of ultrawideband phase-chaotic signal in microwave band
by the phase-locked loop is considered. Mathematical simulation of the third order phase-locked
loop taking into account realistic characteristics of the phase detector, frequency dividers and
voltage controlled oscillator is carried out. Simulations allow to estimate parameter’s values of the
experimental phase-locked loop testbed to be operated in chaotic mode. Based on the obtained
numerical results and standard electronic elements the phase-locked loop testbed generating
UWB phase-chaotic signal with even power spectrum in 700–1300 MHz band was developed and
experimentally tested.

1. INTRODUCTION

One of prospective types of ultrawideband (UWB) signals that are going to be widely used in a
number of applications [1–3] are chaotic signals. Chaotic signal is used in direct chaotic commu-
nication scheme suggested in IRE of RAS [4–6] in which chaotic radio pulses are used as a data
carrying signal. The direct chaotic wireless data transmission scheme was included in the IEEE
802.15.4a standard on a UWB local wireless communications as optional [7] solution for physical
layer of homogeneous wireless networks.

In order to obtain chaotic oscillations transistor chaos generators [8, 9] based on the oscillating
systems with small number of degrees of freedom are typically used in the direct chaotic communi-
cation scheme. During last years design techniques of such generators are well developed and they
are used in compact transceivers [10].

Transistor chaotic sources generate so name amplitude chaos, i.e., chaotic signal with irregular
envelope. However for some applications, it is more preferable to use not amplitude, but the phase
chaos, i.e., signals with remains almost constant envelope and the chaotically varied phase.

The phase-locked loop (PLL) operating in a chaotic mode can be used for phase-chaotic gen-
eration, i.e., when chaotic signal X(t) with chaotically varied phase ϕ(t) and constant envelope is
generated by PLL. Waveform of shuch signal is described by the relation:

X(t) = A sin(ω0t + ϕ(t)) (1)

where ϕ(t) = 2πα
∫ t
t0

y(p)dp, α is the VCO sensitivity, y(t) is the signal which is fed to the voltage
controlled oscilator (VCO) input from loop filter of PLL; A is the amplitude of phase-chaotic signal,
ω0 is the natural frequency of voltage controlled oscillator, t is time.

The subject of this work is to experimentally find chaotic modes in the PLL with structure
which is similar to the PLL structure used in the microwave electronic devices. In order to do this
we firstly consider the mathematical model taking into account specific properties of such PLLs
and based on this model we determine parameters of PLL testbed.

2. MATHEMATICAL MODEL

The considered structure of PLL is represented in the Fig. 1. It consists of VCO, master oscillator
(MO), phase detector (PD), loop filter (LF), two frequency dividers (FD) and amplifier (AA) with
variable gain.

Figure 1: The structure of considered PLL.
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PLL chaotic dynamic was in details studied for sinusoidal nonlinear characteristic of PD: F (ϕ) =
sin(ϕ) [11–13]. Here we consider characteristic of PD in the following form:

F (ϕ) =
{

2
π (ϕ− π

2 ), 0 < ϕ < π
0, π < ϕ < 2π

(2)

It corresponds to the realistic characteristic of PD [14, 15] used in the modern communication
systems.

Dimensionless mathematical model of PLL with second order loop filter is described by the third
order ordinary differential equation:

µϕ + εϕ̈ + ϕ̇ = γ − F (ϕ), (3)

where γ, µ, ε are PLL parameters, which are as follows [14]

µ =
(

Ωh

m

)2

LC, ε =
Ωh

n
RC, γ =

n

Ωh

(ωmo

m
− ω0

n

)
, (4)

where Ωh is the frequency holding range; R, L, C are the resistance, inductance and capacity
respectively, consisting of the second order low-pass filter (LPF); m and n are division factors of
frequency dividers FD1 and FD2 respectively; ωmo is the frequency of the MO.

3. SIMULATIONS

Simulation’s goal was to estimate parameter’s values where chaotic modes exist in the sufficiently
wide values range. In order to achieve this we consider the PLL with low-pass filter having Q-factor
(Q =

√
µ/ε) equals to 10 due to the fact that increasing the Q-factor value from 1 to 10 allowed to

significantly extent chaotic zones for all values of parameter γ [14, 15].
Finally it allows to extend the areas of system parameters values where chaotic oscillation modes

could appear without essential complication of PLL system.
Bifurcation analysis was carried out for the parameter γ because as can be seen from (4) this is

only one parameter, which can be easily varied in the experiment by means of changing m and n.
The analysis showed that oscillatory chaos exists for small values of γ (Fig. 2(a)), wide zones

of oscillatory-rotatory chaos for γ ∈ (0.15, 0.65) appears (Fig. 2(b)) and rotatory chaos for γ ∼ 0.7
takes place (Fig. 2(c)).

According to these results and taking into account the relation of dimensionless parameters (4)
with parameters of PLL testbed to be developed we estimated that variation of division factor m
in the range 14 . . . 19 permits to obtain the oscillatory-rotatory mode in experiment. This mode
is most preferable from the point of view of statistical and spectral properties of chaotic signal
X(t) [16].

The power spectrum density of the signal at the VCO output X(t) for oscillatory-rotatory mode
we are finally interested in is depicted in the Fig. 3.

(a) (b) (c)

Figure 2: Phase portraits in the plane (ϕ, ϕ̇) for µ = 3, ε = 0.35: (a) oscillatory mode, γ = 0.03; (b)
oscillatory-rotatory mode, γ = 0.3; (c) rotary mode, γ = 0.704.
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Figure 3: Typical power spectrum of VCO output
signal X(t) for µ = 10.6, γ = 0.6 and ε = 0.35.

Figure 4: Testbed layout.

4. PLL TESTBED

The testbed layout is shown in the Fig. 4. It consists of VCO, PD integrated circuit, MO, the
amplifier with variable gain and the second order low-pass filter. All elements are closed in a loop
according to the scheme in the Fig. 1.

VCO operates in the 800–1300 MHz frequency band.
The MO frequency is 80 MHz.
PD integrated circuit includes frequency dividers of MO and VCO signals. VCO frequency

divider consists of two independently tunable frequency dividers. The division factor of the first
one can be set to the 64 or 128. The division factor of the second one can be set in the range from
3 up to 2047. The MO frequency divider permits to vary its division factor n in the range from 3
up to 16383.

Amplifier gain can be changed from 0.7 up to 2.

5. EXPERIMENTAL RESULTS

The experiments goal was to find chaotic oscillation modes in PLL testbed. In order to do this it
was necessary to change the PLL parameters and there were only two tunable parameters could
be easily changed: frequency division factors of master and voltage-controlled oscillators. In the
experiments the frequency division factor n of MO was varied in the range from 11 up to 19, where

(a) (b)

(c) (d)

Figure 5: Phase portraits in the plane (y(t), y(t−τ)) (experiment) and in the plane (ϕ̇(t), ϕ̇(t−τ)) (simulation)
for (a), (c) m = 12, (b), (d) m = 16 and τ = 250 ns.
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chaotic modes may appear according to the simulation results.
Appearance of chaotic oscillations was determined by means of observation of y(t) waveform,

which was recorded by oscilloscope for further computer analysis and for comparison with the
simulation results. Also spectrum of VCO signal X(t) was observed.

In order to identify oscillation modes in the simulations and in the experiment, the phase por-
traits in the plan (y(t), y(t− τ)) and (ϕ̇(t), ϕ̇(t− τ)) were compared. Unlike numerical simulations,
where it is possible to calculate the first derivative of the ϕ(t) numerically, it is not possible to
do it in the experiments, so we had to be find experimental analogue of the phase portrait in the
(ϕ(t), ϕ̇(t)) plain. Delay τ equals about 1/4 of quasiperiod of y(t).

Phase portraits for y(t) and power spectrum of the VCO signal X(t) are shown in the Fig. 5
and Fig. 6, respectively. Comparison of the experimental phase portraits (Figs. 5(a), 5(b)) with
the simulated phase portraits (Figs. 5(c), 5(d)) confirms the qualitative conformity of dynamics of
the experimental testbed and mathematical model. It allows to conclude that oscillatory-rotatory
chaos was observed in the experiment.

It can be seen that power spectrum density of the VCO signal X(t) is sufficiently even within
its spectrum frequency band. Due to possibility to control frequency of VCO signal X(t) by means
of electricity signal the spectrum bandwidth and center frequency of chaotic signal also can be
controlled in order to generate chaotic signal at the necessary band. In this case it is important
to keep the dimensionless parameter’s values (3) to be constant that will guaranty the existence of
oscillatory-rotary mode.

(a) (b)

Figure 6: The power spectrum of the VCO output signal X(t) in the experiment for (a) m = 12 and (b)
m = 16.

6. CONCLUSIONS

Theoretical and experimental results outlined in this paper show the possibility to generate phase-
chaotic signal by PLL in microwave band. The power spectrum of phase-chaotic signal covers
bandwidth from 650 up to 1250 MHz and its envelope is constant.

Thus, it is theoretically proved and experimentally confirmed that chaotic generator based on
PLL allows to obtain chaotic signal with properties, which are optimal for some applications, where
direct chaotic communication system can be used.
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Abstract— The use of phase locked loops (PLLs) gives the opportunity to develop wideband
chaotic oscillator with manipulated spectrum (electronic switching of frequency bands, electronic
control of spectrum width). This paper contains results on numerical study of mathematical
model of PLL and results of modeling with the use of specialized electronic design software.
Considered models take into account peculiarities of modern components of phase locked loops
(pulse phase discriminators, frequency dividers). Analysis of these models approves the possibility
of control of spectrum width and possibility of electronic shifting of spectrum of chaotic phase-
modulated signals in wide frequency range. Shift of the frequency range is obtained by means
of changing coefficients of frequency dividers in phase locked loop. Additional control of the
loop gain allows keeping the same dynamic properties of chaotic frequency modulation during
spectrum shifting. As an example we have modeled generator of phase chaos with spectrum
width about 500 MHz and ability of spectrum steering in the range 3–5GHz.

1. INTRODUCTION

At present, research activity in the field of communications using chaotic signals switches from
theoretical studies to the area of real engineering developments, which have perspectives of com-
mercial application. It is worth mentioning that direct chaotic communication system, which was
developed in IRE RAS [1–3], is included in the international standard for information technology
802.15.4a-2007, specifications for low-rate wireless personal area networks, as an optional solution
for physical layer [4]. The majority of developed chaotic oscillator schemes for chaos communica-
tions, and also for direct chaotic communication system, produce chaotic signals with amplitude,
varying irregularly in time. However for simple receiving system, which contains amplitude detec-
tor, it is preferable to use wideband signals with fixed amplitude and chaotically varying phase. In a
number of theoretical [5–8] and experimental works [8–12], the possibility of applying phase locked
loops to produce oscillations with chaotic phase was shown. The results presented in these works
tell us that voltage controlled oscillator (VCO) with phase locked loop can produce wideband and
ultra-wideband oscillations with homogeneous spectrum in different frequency ranges, including
UHF range [12]. In this work, we show that PLL allows generating wideband phase-modulated
oscillations with steerable spectrum. Steering range can be greater than the spectrum width for
several times, therefore it is possible to realize in one device electronic switching of wideband UHF
oscillations between non-overlapping frequency bands. We have accomplished modeling of PLL
taking into account peculiarities of modern widespread microchips. Results confirm that chaotic
wideband oscillations can be produced in wide domains of system parameters and spectrum of such
oscillations can be controlled easily.

Let us consider standard PLL scheme, presented in Fig. 1, which contains voltage controlled
oscillator, phase discriminator (comparator), loop filter, two frequency dividers, and additional
amplifier in the control loop. Before describing the mathematical model (Section 3), we discuss
some peculiarities of modern phase detectors in Section 2.

Figure 1: Functional diagram of PLL.
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Figure 2: Proportional phase-frequency detector characteristic — Dependence of averaged output voltage
(UPD) or current (IPD) on phase difference ϕ between input signals.

2. PHASE DISCRIMINATOR MODEL

The simplest phase detector (PD), used in modern PLLs, is an XOR gate. The average value of this
square wave is the DC component that sets the VCO frequency. The square-wave changes duty-
cycle in proportion to the phase difference resulting, after the filter, in the VCO control voltage.
Its characteristics are very similar to the analog mixer for capture range, lock time, and low-pass
filter requirements. Its model characteristic [9] is 2π-periodical and close to sine-characteristic
of analog mixer. That is why nonlinear dynamics (including chaotic regimes) of PLL with XOR
phase detector is much similar to dynamics of classical PLL model, which assumes sinusoidal model
characteristic of PD.

Another widespread type of PD is proportional phase-frequency detector (PPFD), which em-
ploys a charge pump that supplies charge amounts in proportion to the phase error detected (Fig. 2).
Some have dead bands (Z in Fig. 2), which are areas where small changes in phase difference pro-
duce no correction to the VCO. If the inputs are slightly mismatched, either the up (H-level) or
down (L-level) pulse will contain slightly more charge than the other and the PLL will be able to
correct the offset.

Model characteristic of PPFD substantially differs from characteristic of analog mixer that is
why we present it in Fig. 2. It has linear part (excluding dead-zone) on the interval [−2π, 2π], but
it is not 4π-periodical. Lock-in range of PLL with PPFD equals to the holding range in contrast
to PLL with analog mixer or XOR PD demonstrating hysteresis phenomenon on the boundary of
synchronization regime.

Results of modeling presented below were obtained for both characteristics: XOR and PPFD.
For modeling of PPFD in electronic design software, we considered parameters of PPFD close to
parameters of MB15E03SL. Moreover, for simplicity we assumed that only one output of PPFD
(for up-pulses or for down-pulses) is used in PLL-scheme, i.e., only one part of PPFD characteristic
(Fig. 2) takes place.

3. PLL MODEL

Experiments in UHF range [12] confirm that PLL with low-pass RLC-filter in the control loop
allows producing wideband oscillations with chaotic phase and homogeneous spectrum. Let us
consider mathematical model of PLL with frequency dividers (Fig. 1) and second-order low-pass
loop-filter [5, 10, 11]:

µ
d3ϕ

dτ3
+ ε

d2ϕ

dτ2
+

dϕ

dτ
+ F (ϕ) = γ, (1)

ε =
Ω
n

RC, µ =
(

Ω
n

)2

LC, γ =
n

Ω

(ω0

n
− ωREF

m

)
, ϕ =

θVCO

n
− θREF

m
, τ = t

Ω
n

. (2)

In Equations (1)–(2): n — Frequency divider coefficient for VCO oscillations, m – Frequency
divider coefficient for reference oscillations, R, L, C — Filter parameters (resistance, inductance,
capacitance), ω0 — Natural frequency of VCO, ωREF — Frequency of the reference signal, θVCO

and θREF — Phases of VCO and reference oscillations. Parameter Ω is the half of frequency holding
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rage:
Ω = πSG(UH − UL) (3)

Here S — Frequency tuning sensitivity of VCO, UH and UL — Maximum and minimum voltages
on the output of phase discriminator, G — Gain of amplifier in the control loop of PLL (Fig. 1).

PLLs may feature various chaotic regimes in which the phase difference between response and
master signals is either limited (quasi-synchronous chaotic regimes) or exhibits unlimited growth
or decay (chaotic beats). It is known [8–12], that chaotic attractors which combine oscillatory and
rotatory motions of phase difference (see Fig. 3) correspond to the oscillations with more wide and
homogeneous spectrum than attractors corresponding to quasi-synchronous regimes or regimes of
beats with pure rotatory dynamics of phase difference.

Chaotic regime presented in Fig. 3 exists in wide regions of parameters of model (1) which were
studied for µ, ε > 1 [5, 8]. The presence of divider coefficient n in the model leads to small ε and µ,
close or even smaller than 1. It occurs because n can be large enough in case of big ratio of VCO
frequency to the reference frequency. For small ε and µ dynamics of (1) looks more complicated,
nevertheless chaotic oscillations can be excited if µ À ε. This qualitative condition means high
Q-factor of the loop filter: Q = (µ)1/2/ε.

4. RESULTS OF MODELING

Here the topical result of electronic steering of the spectrum of wideband chaotic oscillations is
presented. Modeling was carried out in specialized electronic design software and by numerical
analysis of (1). In modeling PPFD phase, discriminator is used. We divide frequency range 3–
5GHz into four bands: 3–3.5GHz, 3.5–4 GHz, 4–4.5 GHz, 4.5–5 GHz. To make electronic switching
between bands we have to change natural frequency of VCO together with divider coefficient n for
minimizing frequency difference between input signals at the input of phase discriminator. In this
case, parameters ε and µ depending on n substantially changes. It can cause changing of dynamic
properties of chaotic oscillations or even hitting in regular regime. To prevent changing of selected

Figure 3: Phase portrait, y = dϕ/τ (left), spectrum of oscillations at the input of VCO (center), spectrum of
modulated oscillations at the output of VCO (right). Results for model (1) with XOR phase discriminator.

Figure 4: Electronic steering of chaotic spectrum in PLL.
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chaotic regime it is necessary to keep constant all parameters in (1). It is possible if in addition to
keeping ω0/n = const, we guarantee that Ω/n = const. To fulfill the second condition, control of
loop amplifier gain G is required (see Eq. (3)).

In modeling parameters, ω0, n and G were been changing to switch frequency bands and to keep
constant dimensionless parameters: ε ≈ 0.117, µ ≈ 1.52, γ ≈ −1.58 (variation of parameters is few
percents of its values). Results of modeling (Fig. 4) demonstrate possibility of electronic switching
of wideband chaotic oscillations between different frequency bands. Note, that manipulation of
gain parameter G leads to change of spectrum width, because it effects on amplitude of modulation
in the control loop of PLL.

5. CONCLUSION

Electronic manipulation of the spectrum of wideband oscillations with chaotic phase, realized in one
device — PLL, looks perspective to be applied in modern wireless communications. For instance,
it can be used for additional frequency division multiplexing. PLL is widespread, robust system
which can be easily implemented, it makes chaotic generator based on PLL simple and feasible.

Before applying oscillations with chaotic phase produced by PLL to direct chaotic systems we
have to answer the key question about the speed of chaotic modulation, because it limits the
maximum rate of information transmission. Mathematical model (1) does not include any delay or
inertance of control element of PLL, so in modeling it is possible to achieve maximum frequency
modulation with the rate comparable to the frequency of pulses (or oscillations) at the output of the
phase discriminator. To study the inertance of VCO, we considered a simple VCO scheme based
on transistor BFP405. We have found that rough retuning of VCO frequency from 6 to 7 GHz
takes less than τ∗ = 3 ns. Therefore we can estimate the maximum rate of frequency modulation as
300MHz (note that for smaller frequency deviation and for smooth retuning, maximum modulation
rate can be much greater). If the length of chaotic pulses is ten times longer than τ∗, then the
transmission rate will be approximately 30 Mbps.
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Abstract— A compact printed ring-sector microstrip monopole antenna is proposed for 3–
5GHz frequency band. A technique of translation antenna design for different substrate ma-
terials is presented. A comparison with conventional quarter-wavelength dipole antenna is also
considered and described.

1. INTRODUCTION

Evolution of miniature ultra-wideband transceivers based on different type of signals (for example,
direct chaotic communication systems [1]) for wireless communication networks has led to the
integration of antennas on the same substrate with a transceiver microwave module. The standard
approach means separate development of both microwave printed circuit board (PCB) topology and
antenna topology, e.g., die mounting on the PCB surface. Integration of printed circuit antenna on
the same substrate with the microwave electronics module lets to achieve new levels of compactness,
to get rid of unnecessary processes (surface assembling non-standard size antenna installation) and
to investigate further interaction between antenna and electronics. The article describes developed
ultra-wideband omnidirectional printed circuit antenna with small dimensions and simple (well-
reproduced in standard manufacturing processes of two-layer printed circuit board technology)
topology. The initial analysis has examined the various electrodynamics configurations of antennas,
such as either dipole antenna or monopole polygon antenna with different forms of the radiating
surface.

2. PRINTED RING SEGMENT MONOPOLE ANTENNA

Recently printed monopole antennas are becoming more and more disseminate [2–4]. The original
monopole antennas represent a monopole located above a metal screen. It has been shown in [2]
that for disk monopole currents flow mainly in the area of projection of the disc in the plane of the
screen. This fact suggests the possibility of developing monopole with very thin screen, namely,
the screen reduced to a thickness of a metal plating of the printed circuit board. Printed monopole
antenna may have different shapes of the radiating surface, such as triangular, square or even
hexagonal, but more popular are circular and ellipsoidal due to wider bandwidth [2–4].

The majority of papers describe print monopole antennas with frequency band width of 3 : 1
and greater. As shown in [2] widebandness of a monopole antenna is a result of existence weak
resonances fine grid distribution, due to standing wave currents modes. Wideband matching is
achieved by setting the proper antenna impedance at the resonant frequencies close to the feed line
impedance. In this case, the maximum wavelength of the antenna operating range (and accordingly,
the lower limit of frequency range) is determined by the first resonance frequency corresponding
to the length of the perimeter of the antenna equaled to the wavelength. So for monopole disc
antenna with diameter d the antenna linear size to the highest wavelength ratio can be evaluated
as:

d

λmax
=

1
π
√

εeff
, (1)

where εeff — effective dielectric permittivity of material surrounding the antenna (could be assumed
as mean of vacuum and substrate dielectric constants). The numerical valuation for the most
common FR4 substrate gives: d/λmax = 0.2. However, if you do not need ultra wide band, the size
of the radiating surface can be reduced in times!

The compact ring sector printed monopole antenna (see Fig. 1) has been developed for the
frequency range of 3–5 GHz for UWB direct chaotic transceiver for wireless sensor networks [5].
The linear size of the antenna (outer diameter of the ring sector) is approximately 0.1·λmax, two
times less than for a standard ultra wideband monopole. We could reduce antenna area in four
times because of matching the impedance of feed line with the impedance of monopole at the non-
resonant frequency. Fee for small size of antenna reduced the width of frequency band to 50%.
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Figure 1: Configuration of the printed ring segment monopole antenna on the 0.254mm thickness Rogers
RT-5870 substrate (ε = 2.33). The outer diameter of ring is 10 mm, the inner diameter is 2 mm, the gap
width between monopole and edge of ground plane is 3.4 mm and the angle of cutted ring sector if 17 deg.
50Ohm-microstrip line is used as a feed line and thin (0.2 mm width) strip is utilized to excite the monopole.

Figure 2: Comparison of calculated VSWR with measured one of printed ring segment monopole antenna.

The developed antenna is made in the shape of a ring sector: center hole and triangular notch are
produced to remove the area with the lowest current density. As shown in Fig. 2, we have reached
VSWR less than 2 : 1 throw the 3–5 GHz frequency band. Full-wave electromagnetic simulator CST
Microwave Studio [6] was used to analyze the structure. As shown in Fig. 2 experimental results
with good accuracy confirmed the calculated data. The antenna design represents a platform of
ring sector over the metal screen. The monopole and screen are located in different layers of the
printed circuit board, made on a Rogers RT-5870 substrate with the permittivity ε = 2.33 and
thickness 0.254 mm. 50 Ohm-microstrip line is used as a feed line and thin (0.2 mm width) strip
is utilized to excite the monopole. The gap between the screen and monopole determines the
impedance and thus the antenna tuning. The gap was chosen to achieve VSWR better than 2 : 1
in the desired frequency band (3–5 GHz). The calculated beam pattern of monopole antenna in
various cross sections shown in Fig. 3. In the E-plane (yz-section) beam pattern looks like a typical
beam pattern for monopole antenna, in H-plane beam pattern is almost isotropic.

Beam pattern of proposed antenna depends basically on the shape of a monopole radiating
surface. Antenna impedance is determined by the gap between the monopole and the screen, so
antenna can be easily optimized for a different types or thicknesses of the substrate by recalculating
the width of the gap. A correlation between gap width monopole antenna tuned to 4GHz central
frequency and substrate material permittivity for different thicknesses represented on Fig. 4.

Despite the fact that the linear size of the radiating surface of the monopole antenna is succeeded
to be reduced two times in comparison with a standard size of classical dipole antenna. The effective
value of minimum required size of antenna will be at least twice as much as linear size of monopole
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radiating surface, as far as it highly depends on the width of the screen. Thus, the effective width
of the antenna will not be determined by the size of emitting area, but by the width of the screen,
which will be at least 0.2λmax. As a result, the size of the antenna will be almost equal to the
length of a standard quarter-wavelength dipole (described in the next section).

Figure 3: Beam pattern of ring-sector printed monopole antenna for main polarization.

Figure 4: Optimized for tuning on 4 GHz central frequency gap width between monopole and the screen
edge over typical substrate permittivity range.
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Figure 5: Configuration of 6–8 GHz band quarter-
wavelength bow-tie dipole antenna printed on the
1mm-thikness FR-4 substrate.

Figure 6: Comparison of calculated VSWR with
measured one for printed bow-tie dipole antenna.

3. COMPARISON WITH PRINTED QUOTER-WAVELENGTH BOW-TIE DIPOLE
ANTENNA

Also, we have developed and tested prototype dipole bow-tie antenna for 6–8 GHz band. The
frequency choice was made due to the current needs; to compare with monopole antenna the
results of dipole can be scaled at the center frequency of 4 GHz. Relative bandwidth can be
increased through a more precise tuning of the system. Dipole antenna (see Fig. 5) consists of a
microstrip feed line, bow-tie dipole and transforming line (transition from microstrip to the plane-
parallel line). The antenna was designed for the FR-4 substrate with ε = 4.2 and a thickness of
1 mm. At a given frequency range VSWR has been achieved better than 2 : 1 (Fig. 6). Results of
comparison of tow printed antennas are presented in Table 1.

Table 1: Comparison of main parameters of proposed printed monopole and quarter-wavelength bow-tie
dipole.

Ring sector
monopole antenna

Quarter-wavelength
bow-tie dipole antenna

Frequency band 3–5 GHz 6–8 GHz
Bandwidth 50% 30%

VSWR (throw the band) 2 : 1 2 : 1
Directivity 4 dBi 5.7 dBi

Substrate material
Rogers RT-5870

(ε = 2.33)
FR-4 (ε = 4.2)

Linear geometric size: length × width
(in wavelength at center frequency)

(0.18·λ) × (0.28·λ) (0.26·λ) × (0.28·λ)

4. CONCLUSIONS

Two basic approaches for ultra wide band miniature omnidirectional printed antennas were con-
sidered. We optimized antennas for each frequency band (3–5GHz and 6–8GHz) since current
prototypes of the receiving-transmitting modules with direct chaotic modulation is not required
bandwidth of more than 50%. Therefore antenna actually acts as a band-pass filter and cut in-
dustrial noises and noise outside the specified frequency band. We developed two compact UWB
antennas with approximately the same geometrical size (see Table 1). An advantage of proposed
monopole antenna over quarter-wavelength dipole is approximately two times wider bandwidth for
30%-smaller required PCB area. Designed monopole antenna could be easily translated to another
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production technology (namely, the substrate material) by means of antenna tuning involves chang-
ing of a table known (for each substrate materials) parameter - the gap between monopole and the
screen edge.
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