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Abstract— The dynamic velocity tapering is widely used to improve the efficiency of the beam-
wave interaction in the slow wave structure of the TWTs. As an application of this technique,
the varying-period folded waveguide has a series of the advantages such as the mode selection
and the wide bandwidth. In this paper, the principle of taking a space harmonic to synchronize
with the electron beam in the whole interaction process in a varying-period folded waveguide
is present, the varying-period folded waveguide is analyzed by the simulation software, and the
efficiency improvement is obtained.

1. INTRODUCTION

The linear theory of traveling wave tubes (TWT) predicts an exponential growth of the electro-
magnetic field along the interaction domain, provided that the average velocity of the electrons is
close to the phase velocity of the electromagnetic wave in the empty structure, this is the resonance
condition. As the electromagnetic energy increases, the total kinetic energy associated with the
electron motion decreases, therefore their average velocity decreases. If the slow-wave structure is
uniform, the resonance condition is no longer satisfied and the energy transfer is drastically reduced.
This situation has to be avoided if we wish to construct a high gain and high efficiency TWT [1–3].

As the one of the slow-wave structures, the folded waveguide slow-wave structure has advantages
over others in low-cost fabrication, high reproducibility, high-power handling capability with a
moderate bandwidth in the millimeter wave frequency range [4, 5]. Therefore, it is important to
avoid the situation in which the resonance condition is no longer satisfied in the folded waveguide.

To prevent this non-resonance, there must be some additional spatial control that will either
reimburse the beam for energy given up or slow the circuit wave simultaneously to maintain a
favorable phase relationship with the slowing beam. The first can be accomplished by providing
an accelerating dc gradient, the second by tapering the circuit velocity [6, 7]. The varying-period
fold waveguides are the applications of the tapering the circuit velocity. Therefore, comparing to
the periodic folded waveguides, the varying-period folded waveguides are possible to obtain to the
higher gain and the higher efficiency. In this paper, the space harmonic in the varying-period folded
waveguide is analyzed, the condition to maintain the microwave synchronizing the electron beam in
the whole interaction process is obtained, and this condition is proved by the software simulation.
So, it is determined that the efficiency can be improved if the varying-period folded waveguide
satisfied the condition which obtained in this paper.

2. THEORETICAL ANALYSIS

A schematic drawing of a varying-period folded waveguide is depicted in Fig. 1, where Q is the
number of periods, Lq = lq−1 + lq is the period length of the qth “period”, and pq = L + hq + hq−1

is the length along the waveguide of the qth “period”, where q = 1, 2, . . . , Q. It is assumed that
this structure is no loss, and propagates the TE10 mode. The longitudinal electric field can be
expressed as follows:

E(z) =
{

E0e
jβ0z, zq + b/2 > z > zq − b/2

0, zq+1 − b/2 > z > zq + b/2, q = 1, 2, . . . , Q
(1)

Consulting the definition of the space harmonic of the folded waveguide, the space harmonic of
the varying-period folded waveguide can be expressed as follows:





E(z) = Lsum

2π

+∞∫
−∞

E(β)ejβ′zdβ

E(β) = 1
Lsum

∫ Lsum

0 E0e
−jβzdz

(2)
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where β′ is the phase constant of the space harmonic in the varying-period folded waveguide,
analogous to the βn = β0 + 2nπ/L in the periodic folded waveguide, it can be expressed as β′ =
β0 + β, β0 is the phase constant of the fundamental wave, β is similar to 2nπ/L in the periodic
folded waveguide.

Figure 1: Varying-period folded waveguide.

Assuming that the change of the velocity of the electron beam in a varying-period folded waveg-
uide is: it has no change in one “period”, but is changed as A(q)v0 at the initial point of each
“period”, where A(q) is the coefficient of the change of the velocity of the electron beam, v0 is the
velocity of the electron beam at the entrance of this structure, where q = 1, 2, . . . , Q. Because the
velocity of the electron beam is decrease with the increase of the period number q, one can obtain
1 > A(q) > A(q + 1) > 0.

If a varying-period folded waveguide exists a space harmonic synchronizing with the electron
beam in the whole interaction process, one can obtain:

β′ = β0 + β =
ω

A(q)v0
q = 1, 2, . . . , Q (3)

It is found that the phase constant β′ of this space harmonic should increase with the decrease
of the velocity of the electron beam.

Where, in the periodic folded waveguide, the 2nπ/L of the nth space harmonic is related to
L because the periodicity of the regular folded waveguide. However, in the varying-period folded
waveguide, the phase constant of the space harmonic can be obtained by Fourier transform. It can
be found that β is also related to the number of the space harmonic, but can not be expressed as
2nπ/L, since there is no unitary L in the varying-period folded waveguide. Thus, β will only be
decided by the whole structure and the number of harmonics but not Lq. Therefore, for one definite
special space harmonic in a definite structure, β is a constant. As a result, the phase constant of the
fundamental wave in each “period” must increase with the decrease of the velocity of the electron.

Direction of the electric field changes one time for each “period” in the varying-period folded
waveguide, i.e.,:

β0qLq = βwgpq + π q = 1, 2, . . . , Q (4)

where β0q is the phase constant of the fundamental wave in the qth “period”, βwg is the phase
constant of the microwave propagating along the waveguide.

The cut off wavelength of the TE10 mode in the straight waveguide is 2a, thus:

βwg =
2πf

c

√
1−

(
c

2af

)2

(5)

where a is the length of the cross section of the waveguide, c is the velocity of the light.
According to (3) (4) and (5), one can obtain:

2fs

c

√
1−

(
c

2afs

)2 (
pq+1

Lq+1
− pq

Lq

)
+

(
1

Lq+1
− 1

Lq

)
=

2fs

v0

[
1

A(q + 1)
− 1

A(q)

]
q = 1, 2, . . . , Q (6)
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where fs is the frequency of the microwave mode synchronizing with the electron beam. Actually,
there are many modes with different frequencies exist in the varying-period folded waveguide. But
only a mode with a specific frequency can synchronize with the electron beam. And this frequency
should not be changed in any “period”.

It is found that (6) is a unary quadratic equations about fs, and fs should be a unique value.
According to the theorem of mathematic, the condition of existing solution of Equation (6) is the
discriminant ∆ = 0. It is written as:

∆ = 16

[
1

a2c2

(
pq+1

Lq+1
− pq

Lq

)4

+
1
c2

(
pq+1

Lq+1
− pq

Lq

)2 (
1

Lq+1
− 1

Lq

)2

− 1
a2

(
pq+1

Lq+1
− pq

Lq

)2 [
1

A(q + 1)v0
− 1

A(q)v0

]2
]

= 0 (7)

According to (7), there are two cases as follows:

pq+1

Lq+1
=

pq

Lq
and fs =

1
Lq+1

− 1
Lq

2
[

1
A(q+1)v0

− 1
A(q)v0

] (8)

Or

pq+1

Lq+1
=

pq

Lq
± ac

√
1
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[
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− 1

A(q)v0

]2

− 1
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(
1
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− 1

Lq

)2
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c2

[
1
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− 1

A(q)v0

]

2a2
(

1
Lq+1

− 1
Lq

) (9)

It is obviously found that the mode according with condition (8) and (9) will synchronize with
the electron beam in the whole interaction process in this varying-period folded waveguide.

3. SOFTWARE SIMULATION

A practical varying-period folded waveguides is simulated by HFSS, and they are used to compare
the results with that of the calculation.

The output power is almost exponentially in the slow wave structure of the TWT. Therefore, it is
known that the loss of the kinetic energy of the electron beam increases exponentially in the whole

q L /mm p /mm
1 0.5 1.4
2 0.49835 1.3954
3 0.49633 1.3897
4 0.49386 1.3828
5 0.49084 1.3744
6 0.48715 1.364
7 0.48263 1.3514
8 0.4771 1.3359

Table 1.
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Figure 2: Phase velocity in each period.
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interaction process. Thus, we can assume that the initial velocity of the electron beam at each
“period” can be expressed as A(q + 1) = [A(q) ∗ A(q) − 0.004e0.2q]−1/2. The physical dimension
for this example is: “period” amount is Q = 8, the wide side and the narrow side of the cross
section of the waveguide are a = 2 mm, b = 0.3mm respectively, the channel radius of the beam is
r = 0.15mm, the length of the first “period” is L = 0.5mm, and the length along the waveguide
of the first “period” is p1 = 1.4 mm and v0 = 63700000m/s. Then, assuming the fundamental
wave of the mode with the frequency f = 86.1GHz synchronizes with the electron beam at the
first “period”. According to the condition (8), the physical dimension of this structure is shown in
Table 1.

In Table 1, q is the “period” number, L is the “period” length, and p is the length along the
waveguide of one “period”. It is found that the variety of the ∆L(q) = Lq − Lq+1 and ∆p(q) =
pq − pq+1 are not rigorously proportional to the change of the electron beam velocity ∆v(q) =
A(q)v0 −A(q + 1)v0.

In Fig. 2, the theoretical value is the velocity of the electron beam in each “period” i.e., A(q)v0

and the simulation value is the phase velocity of the special mode in each “period”. Considering the
calculation error, it is proved that the velocity of the electron beam is equal to the phase velocity
of the special mode in each “period”, i.e., if a space harmonic synchronizes with the electron beam
in the first “period” and the physical dimension of this structure satisfies the condition (8), this
space harmonic can synchronize with the electron beam in the whole interaction process in this
structure.

4. CONCLUSIONS

The non-synchronization between the space harmonic and the electron beam in the slow wave
structure of the TWTs is a terrible problem. The dynamic velocity tapering is the most important
application to improve this problem. The conditions to maintain the synchronization between a
space harmonic and the electron beam in a varying-period folded waveguide in the whole interaction
process are present in this paper, and the result of the software simulation proves that the conditions
are valid. Conclusively, the conditions obtained in this paper are useful to improve the efficiency
of the beam-wave interaction and it is useful to the further studies on the varying-period folded
waveguide.
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Abstract— In this paper several simultaneously defected microstrip and ground structures
(DMGS) are proposed in order to study the behavior of these novel circuits by displacement of
the defected patterns in circuit or ground planes. Investigation shows that the cascaded defects
in one or two planes, makes to degrade the frequency response particularly in the high frequency,
but by using the DMGS circuit enhances the stopband for wide range of frequency. Also the
circuit parameters that related to the physical circuit configurations are extracted. The proposed
DMGS circuit has larger effective inductance with respect to conventional DGS or DMS. These
circuits have been analyzed and the performance of these circuits has been compared.

1. INTRODUCTION

Recently, there has been considerable research effort in the areas of photonic band gap (PBG) [1, 2],
electromagnetic band gap (EBG) structure (previously termed photonic band gap) [3–6] and de-
fected ground structures (DGSs) [7, 8]. In a defected microstrip structure (DMS), there is no etching
in ground plane. DMS is made by etching a uniform or non uniform slit or pattern and etching
the very small slits perpendicular to the main slits over the signal strip. This defect causes a band
stop frequency response. The DGS structure consisting of the dumbbell cell that etched from the
ground plane. If compared DGS to DMS, DGS occupies more area and the ground plane should be
perforated. For getting the more stopband, cascaded two or more defected patterns on the circuit
or ground planes is necessary but in the high frequency the response may be more affected by the
large coupling. In this paper we have presented the novel DMGS circuit that yields the very wide
stopband frequency response.

2. FREQUENCY RESPONSE OF DMS AND DGS STRUCTURES

Compared to DGS, the DMS has no radiated EMI ground noise but generally its radiation is nearly
equal. For substantiation of this claim, two DMS and DGS circuits have designed (Fig. 1) with the
same resonant frequency as shown in Fig. 2. Fig. 2 shows that the DMS structure provides good
cutoff frequency characteristic and stop band effect with respect to DGS. The line width is chosen
to have 50 ohm. These circuits were simulated using Ansoft HFSS v.11 (a full wave simulator). In
order to obtain good insight into the series inductance due to the physical parameters of the cell,
the narrow gap g, which determines the gap capacitance, was kept equal to 0.2 mm for both cases
(DMS and DGS). The proposed structures are designed on a substrate with relative permittivity
εr = 2.33 and thickness H = 0.787mm.

 

Figure 1: Unit cell DMS parameters with a = 5 mm, b = 0.5728mm, c = 1.3572mm, d = 1.9mm, e = 3 mm,
f = 0.4 mm, g = 0.2mm and h = 2.9346mm.
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Figure 2: Frequency response of two DMS (solid line) and DGS (dot line) circuit with the same resonant
frequency. In DMS, a = 5 mm, b = 0.5728mm and g = 0.2mm. In DGS, a = b = 2.9346 mm (dumbbell
sides) and g = 0.2mm.

3. EQUIVALENT CIRCUIT PARAMETERS OF DMS AND DGS

Based on EM simulation results, the circuit models of the DMS and DGS are established and the
lumped elements of these models are extracted using circuit theory. The equivalent circuits of the
proposed DMS and DGS can be expressed as a parallel RLC circuit. The center frequencies of the
stop bands for the proposed DMS and DGS is determined by the resonance frequencies of these
defects. Thus, the cutoff and stop band characteristics for the proposed DMS and DGS can be
easily estimated. Equations (1)–(7) present the extracted equivalent circuit (RLC) parameters for
a single DMS or DGS cell. The parallel capacitance and inductance value for the given DMS or
DGS cell can be extracted from the attenuation pole location, which is a parallel LC resonance
frequency, and prototype Butterworth low pass filter characteristics:

C =
fc

200π
(
f2
0 − f2

c

) (1)

L =
1

4π2f2
0 C

(2)

Y =
1
Z

=
1
R

+ j

(
ωC − 1

ωL

)
(3)

zin = Z + Z0 (4)

S11 =
zin − z0

zin + z0
=

1
1 + 2z0y

(5)

where f0 and fc are resonant frequency and 3-dB cutoff frequency respectively, and Z0 is the
characteristic impedance of the circuit. For simplicity we ignore the frequency dependence of R
and use a constant value for R obtained in ω = ω0. Using

S21 =
2Z0

2Z0 + Z
, (6)

for ω = ω0, Z = R and then R is given as

R = 2Z0
1− S21(ω0)

S21(ω0)
. (7)

The extracted R, L, and C values for DMS and DGS are 4.19 kΩ, 1.56 nH, 0.14 pf and 1.23 kΩ,
1.6 nH, 0.13 pf, respectively. These values show that the L and C parameters in DMS and DGS
circuit are nearly equal but resistance in DMS due to higher density of current is more than 3 times
of another circuit in the resonant frequency.

4. FREQUENCY RESPONSES OF DMGS CONFIGURATIONS AND EMC EFFECT

Figure 3(a) shows the proposed DMGS circuit, which is loaded to the microstrip line and ground
plane with dimensions as shown in Fig. 1. The simulation result for DMGS is shown in Fig. 3(a).
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The extracted R, L, and C values for DMGS are 7.41 kΩ, 3.27 nH, and 0.053 pf. So it is easy to
conclude that the series inductance of the DMGS circuit is much more than the series inductance of
the only single cell DMS/DGS circuit. This high effective series inductance in the DMGS introduces
a cutoff characteristic at a lower frequency and we obtain the wide stop band frequency. For the
comparison of the different DMGS structures we have changed a to 2 mm. The result is shown in
Fig. 3(b).

0.00 5.00 10.00 15.00 20.00 25.00 30.00

Freq [GHz]

-40.00

-35.00

-30.00

-25.00

-20.00

-15.00

-10.00

-5.00

0.00

Y
1

Ansoft Corporation HFSSModel1XY Plot 1

-35.00

-30.00

-25.00

-20.00

-15.00

-10.00

-5.00

0.00

Y
1

Ansoft Corporation HFSSModel3XY Plot 1

m1

0.00 5.00 10.00 1 5.00 20.00 25.00 30.00

Freq [GHz]

Curve Info

dB(S(WavePort1,WavePort1))

Setup1 : Sw eep1

dB(S(WavePort1,WavePort2))

Setup1 : Sw eep1

S11 

S21

12GHz 

(b)

(a)

Resonance for DGS 

Resonance for DMS 

Figure 3: (a) 3D view of the DMGS and the comparison of simulated magnitude of S11 and S21 between
DMGS (dashed line), DMS (bolded solid line) and DGS (dotted line). (b) S-parameter magnitude for a
DMGS with defects that not to be same frequency response.

For investigation of EMC problem in these two circuits the radiation pattern is a good gauge.
Fig. 4 shows the radiation patterns in E-plane. According to the Fig. 4 the EMC problem in DMS
circuit can be nearly equal with respect to the DGS circuit. However the radiation from DMS and
DGS circuit can be solved by housing the circuit board in the metal case but in DGS the circuit
should be suspended. The radiation from the circuit plane of the DMGS is less than the radiation
from the DMS. Also there is a not significant change in the radiation from the ground plane. In
the Table 1 DMGS has been compared to DMS and DGS structure.

Table 1: Qualitative characteristics of three circuits.

Qualitative

      Characteristics

Type of Circuits

EMI noise

due to

defected

ground 

Easy to 

integration

with other 

components 

Application on 

microstrip 

miniature/milli-

wave circuits

Width of Stop band 

bellow  

-10 dB (1 st. cut off to

 2 st. cut off) 

Value of

effective

inductance 

Value of

capacitance

DGS Moderate moderate  Moderate 4.25 GHz (12.5 GHz) Moderate Moderate

DMS No Fine Compatible 3.75 GHz (10.25 GHz) Moderate Moderate

DMGS Moderate moderate  Moderate 9.5 GHz (22.75 GHz) High Small
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Figure 4: Comparison of the radiation pattern (IEEE gain) in E-plane at the resonant frequency. Dashed
line is for DMGS (12 GHz), solid line is for DMS (10.75 GHz) and dotted line is for DGS (10.7GHz) circuit.

5. DESIGN AND ANALYSIS OF THE CASCADED DMS (CDMS), CASCADED DGS
(CDGS) AND COMPARED WITH DMGS

In order to show that the cascaded defects on circuit or ground plane don’t play role of DMGS two
circuits have designed and analyzed. For a cascaded DMS or DGS (CDMS or CDGS) structures,
the central frequency of stopband can be roughly determined as follow formula [9]:

f0 =
c

λg
· 1√

εeff
(8)

where c is the speed of light in free space, λg = 2 · L is the Bragg condition and L is the period
of CDMS or CDGS. Recently, a more accurate expression for the Bragg condition has been pro-
posed [10], which takes into account the change in the effective dielectric constant of the microstrip
line εeff produced by the pattern etched in the for example ground plane. For a microstrip line with
etched pattern in microstrip or ground plane, the effective dielectric constant εeff can be estimated
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Figure 5: Frequency responses of CDMS and CDGS.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 899

as that of the line with unperturbed microstrip circuit, i.e.,

εeff =
εr + 1

2
+

εr − 1
2

(
1 + 12

h

w

)−0.5

(9)

where d and w are the thickness of the substrate and the width of the line, respectively. In our
design for obtaining stopband center frequency about 12 GHz in CDMS and CDGS, the value of L
becomes 9 mm. The frequency responses of these circuits are shown in Fig. 5. As can be seen in
the figures, the frequency response of these circuits is completely different from DMGS frequency
response. Also this case tested for an uncommon DMGS that defects is cascaded, as demonstrated
in Fig. 6. These disagreements are due to their different equivalent circuits. The related equivalent
circuits have been shown in Fig. 7. Based on Fig. 7, these differences are absolutely revealed. Also
at the high frequency the mutual coupling is tending to be larger and frequency response will be
too degraded. This bad effect starts around the 20 GHz.

0.00 5.00 10.00 15.00 20.00 25.00 30.00
Freq [GHz]

-40.00

-35.00

-30.00

-25.00

-20.00

-15.00

-10.00

-5.00

0.00

Y
1

Ansoft Corporation HFSSDesign3XY Plot 1

Curve Info

dB(S(WavePort1,WavePort1))

Setup1 : Sw eep1

dB(S(WavePort1,WavePort2))

Setup1 : Sw eep1

Figure 6: Frequency responses of an uncommon DMGS.
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(c) (d)

Figure 7: The equivalent circuit of (a) DGS, (b) DMS, (c) uncommon DMGS and (d) DMGS.

6. CONCLUSION

The behavior of DMGS structures with etched simultaneously patterns on circuit and ground planes
are studied. It is shown that the associated stop band in DMS and DGS can be joined together to
form a very wide stopband characteristic by placing the etched patterns on the circuit and ground
planes with the same frequency response as a novel circuit called by DMGS. Also the EMC effect,
which is immediate interest for the design of band stop filters, was presented and analyzed.

This novel device can be used to perform broad band filtering of undesired frequencies, overcom-
ing the narrowband techniques commonly used today. Other possible applications, such as filters
and antenna structures are the future works of the authors.
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Design of 3.1 to 10.6 GHz Ultra-wideband Low Noise Amplifier with
Current Reuse Techniques and Low Power Consumption

Pou-Tou Sun, Shry-Sann Liao, Hung-Liang Lin, Chung-Fong Yang, and Yu-Hsuan Hsiao
RF/MW Circuits Design Laboratory, Department of Communication Engineering

Feng-Chia University, 100, Wen-Hua Rd., Taichung 407, Taiwan, R.O.C.

Abstract— This paper presents a 3.1 to 10.6GHz ultra-dwideband (UWB) low noise amplifier
(LNA) using a current-reused technique and wideband input matching network is proposed. The
implemented LNA presents a maximum power gain of 12.8 dB, and a good input matching in the
required band. An excellent noise figure (NF) of 2.97 to 6.04 dB was obtained in the frequency
range of 3.1 to 10.6 GHz with a power dissipation of 10.13 mW under a 1.8-V DC power supply.
The finished chip size is 1.26 × 1.05mm2. The proposed UWB LNA is implemented by TSMC
0.18 µm CMOS technology.

1. INTRODUCTION

In the year of 2002, the Federal Communication Commission (FCC) in U.S. has approved Ultra-
Wideband (UWB) radio technology for commercial applications. Ultra-wideband (UWB) applica-
tions in the 3.1–10.6 GHz frequency range [1], the related technologies have attracted much attention
from both industry and academia. This new standard provides low cost, low complexity, low power
consumption, high security, and high data-rate wireless communication capabilities, which can be
used in wireless personal area network (WPAN), medical-image systems, and vehicular communi-
cations. The design of the low noise amplifier is one of the challenges in radio frequency receivers,
which needs to provide a good input impedance match, a flat power gain, and a low noise figure
(NF) within the required band.

In this design, wideband technique with a simple wideband matching filter for the input matching
network is adopted, and the current-reused structure proposed in narrow-band LNA design [2] has
been successfully extended to UWB applications. Combining these techniques, an UWB LNA
implemented by standard TSMC 0.18µm CMOS technology demonstrates an excellent NF as low
as 2.97 dB with a power gain of 12.8 dB and low power consumption of 10.13 mW.

2. LNA TOPOLOGY AND CIRCUIT DESIGN

The circuit schematic of UWB LNA is shown in Figure 1 which the proposed CMOS UWB LNA with
the current-reused technique and the wideband matching filter, the inter-stage network composed
of the inductors LG, LD and capacitor CG performs a current-reused function to achieve low power
consumption and high power gain. In addition, an inductor LB is connected between the M3 and
M4 FET for the further bandwidth extension due to a series LC resonance with the gate capacitance
of M4 FET.

2.1. Current Reused Technique [3]
The current-reused configuration can be considered as a two stage cascade amplifier, where the first
stage is the CS amplifier M1, and the second stage is the cascode amplifier M2 and M3 with an
additional buffer stage M4 at the output. M3 is the common-gate stage of the cascode configuration,
which eliminates Miller effect and provides a better isolation from the output return signal. The
purpose of using LG and CG is to perform a series-resonant with Cgs of M2 for a low impedance
path, while the impedance of LD is adequately large in the desired bandwidth to provide a high
impedance path to block the signal. The simulation results indicate that the current-reused function
can work properly as LD exceeds a certain value, and is not affected by the selection of CG and
LG. As a consequence, the input signal can be amplified twice under the same current structure.

2.2. Input and Output Matching Design
In order to active the input matching, we use the source inductive degeneration method combined
with shunt and series LC circuit to get a wideband matching. When impedance is matched, the
real part of the input impedance is equal to the source impedance.

At the output matching, we used a source follower output buffer to active the output matching.
Figure 2 is show the structure of source follower. The output impedance Ri of the source follower
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Figure 1: Circuit schematic of UWB low-noise amplifier.
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So we can choose the gm of the M1 to achieve wideband output matching.

Figure 2: The schematic of source follower.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 903

2.3. Consider of Low Noise Figure

The current reused amplifier functions as a two-stage cascade amplifier. The NF of the second stage
contributed from both the FETs (M2 and M3) and the inductors (LG and LD) can be reduced by
the gain of the first stage. In addition, the NF originated from RL, LL, LB and M4 is reduced
twice by the gains of the first and second stages. With this design technique, not only can a high
gain be obtained, but a low NF can also be achieved simultaneously.

3. SIMULATION AND MEASURED RESULTS

The circuit performance is measured by using on-wafer test. The LNA gain (S21) and input return
loss (S11) simulation and measurement results are shown in Figure 3 and Figure 4. The measured
gain is 9.16 to 12.8 dB at 3.1 to 10.6GHz and input return loss is less then −10 dB at 3.1 to
10.6GHz. Figure 5 and Figure 6 shows the simulation and measurement results of S12 and S22.
The measured S12 is less then −30.34 dB at 3.1 to 10.6GHz and S22 is −9.3 to −17.2 dB at 3.1
to 10.6 GHz. Figure 7 shows the simulation and measurement results of the noise figure. The

Table 1: Simulated and measured performance of 3.1 to 10.6GHz 0.18 µm CMOS LNA.
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Figure 3: Simulation and measurement results of the
gain (S21).
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Figure 4: Simulation and measurement results of the
input return loss (S11).
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measured noise figure is 2.97 to 6.04 dB at 3.1 to 10.6GHz. The simulation and measurement
results of P1 dB compression point and third order intercept point OIP3 are shown in Table 1. The
power consumption is 10.13 mW at VDD is 1.8V. The total chip size is 1.26× 1.05mm2 and the die
photo is shown in Figure 8.
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Figure 5: Simulation and measurement results of the
isolation (S12).
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output return loss (S22).
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Figure 7: Simulation and measurement results of the noise figure.

Figure 8: The die photo of 3.1 to 10.6 GHz 0.18 µm CMOS LNA.
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4. CONCLUSION

A 3.1 to 10.6 GHz ultra-wideband (UWB) low noise amplifier (LNA) with a current-reused tech-
nique is fabricated in a TSMC 0.18µm standard CMOS process. The LNA uses a current-reused
technology to increase gain and save power consumption. The measurements are performed using
on-wafer test. The LNA measurement at 3.1 to 10.6 GHz exhibits the minimum noise figure of
2.97 dB, maximum gain of 12.8 dB, input return loss is < −10 dB at 3.1 to 10.6 GHz and output
return loss is < −9.3 dB at 3.1 to 10.6 GHz with a power consumption of 10.13mW at VDD is 1.8 V.
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Abstract— This paper presents a 5.2 GHz, 0.18 µm CMOS Low-Noise Amplifier (LNA) with
gain controlled and low power consumption for an IEEE 802.11a WLAN application. The LNA
fabricated with TSMC 0.18 µm 1P6M standard CMOS process, the current-reuse technique is
used to increase the gain and reduce power consumption. The circuit performance is measured
by using on-wafer test. The LNA exhibits a noise figure 2.94 dB at 5.2GHz, the maximum
power gain of 13.6 dB, the gain control range is 5 dB, and the power consumption of 4.2 mW at
VDD =1.8 V. The finished chip size is 1.0 mm× 0.9mm.

1. INTRODUCTION

The proliferation of mobile computing devices has fueled the demand for wireless local area net-
works (WLANs). These data communication systems which are implemented as an extension or an
alternative to wired local area networks are the most convenient way to establish high speed. Inter-
net and intranet connections and distribute data throughout the workplace or at home. Worldwide
standards such as IEEE 802.1 la, HIPERLANR and HiSWANa enable unlicensed deployment of
WLAN devices in the 5.2-GHz band at data rates up to 54 Mb/s.

Consumer demand requires WLAN devices that are cheap, small size and light weight, as well
as long battery life. These requirements can be met by utilizing a CMOS technology to integrate
the RF front-end functions on a single die.

A crucial RF front-end building block is the low noise amplifier (LNA) which plays a critical role
in determining the noise figure of the system. This paper presents the design and implementation
of an LNA for 5.2-GHz WLAN applications fabricated in a standard 0.18µm CMOS process. This
LNA have lower power consumption by using current reused topology. This topology is made of a
two-stage common source amplifier to share the operating current and reduce current consumption.
In this paper, a current reused topology of a two-stage common source amplifier is adopted to share
the operating current. The 5.2 GHz LNA is fabricated in a TSMC 0.18µm standard CMOS process.

Figure 1: Circuit schematic of a gain-controlled LNA
with current reuse.

Figure 2: Circuit schematic of gain-controlled switch
transistor.
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2. LNA TOPOLOGY AND CIRCUIT DESIGN

Figure 1 illustrates the LNA with a current reuse topology. M1 and M2 transistors are both
common source configurations, since the sources of M1 and M2 transistors are connected to signal
ground separately. Cascade common source amplifiers share the same supply current to reduce dc
current consumption. Overall transconductance of the LNA topology is the multiplication of the
transconductances of the cascade amplifier. It provides gain expansion. VG is that bias voltage of
the first-stage common source amplifier. R1 and R3 are bias resistances. The bypass capacitance
C3 achieves common source configuration of the second stage amplifier.
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Figure 3: Simulation and measurement results of the
gain (S21).
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Figure 4: Simulation and measurement results of the
input return loss (S11).
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Figure 5: Simulation and measurement results of the
isolation (S12).
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Figure 6: Simulation and measurement results of the
output return loss (S22).
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Figure 7: Simulation and measurement results of the noise figure.
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2.1. Input/Output and Inter-stage Matching
From the sources of noise and how to determine the gate width of the first stage transistor can be
known. Under power consumption limit, the chosen gate width of the first stage transistor M1 is
96µm.

Multi-finger layout technology is used to reduce noise source of the transistor gate resistance.
To achieve input matching to the 50 Ω characteristic impedance of the system, we use series the
inductance L1 and the capacitance C1 to achieve the input matching.

The gate width of the second stage is chosen half of the first stage. Because of too large gate
width will make the circuit unstable. On chip inductance L3 is used for the first stage inductive
load. A choice of inductive load has another advantage which is no extra dc voltage drop. Series
of on chip inductance L2 and capacitance C2 perform conjugated matching between the first and
second stage [2]. Designing the parallel resonant frequency can be made by chose inductance L4
and capacitance C5 at operating frequency. Using series inductance L5 and shunt capacitance C5
performs output matching to the characteristic impedance of the system.

2.2. Gain-controlled Cell
Figure 2 illustrates the gain-controlled mechanism. The voltage Vcrol applied to the switched
transistor, which needs no extra dc current consumption [3].
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Figure 8: Measurement results of the S11 by control
Vcrol from 0 V to 1.8 V.
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Figure 9: Measurement results of the S22 by control
Vcrol from 0V to 1.8 V.
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Figure 10: Measurement results of the gain (S21) by
control Vcrol from 0 V to 1.8 V.
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Figure 11: Measurement results of the S12 by control
Vcrol from 0V to 1.8 V.

3. SIMULATION AND MEASURED RESULTS

The circuit performance is measured by using on-wafer test. The LNA gain (S21) and input return
loss (S11) simulation and measurement results are shown in Figure 3 and Figure 4. The measured
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gain is 13.6 dB and input return loss is −16.6 dB at 5.2GHz. Figure 5 and Figure 6 is shows
the simulation and measurement results of S12 and S22. The measured S12 is 37.7 dB and S22 is
−8.6 dB at 5.2 GHz. Figure 7 shows the simulation and measurement results of the noise figure.
The measured noise figure is 2.94 dB. The simulation and measurement results of P1dB compression
point and third order intercept point are shown in Table 1. The measured P1dB is −20 dBm
and OIP3 is −11 dBm. The gain control characteristic can be measured by the S-parameter for
the control voltage Vcrol from 0V∼ 1.8V. The S-parameter measurement results are show in the
Figures 8 to 11. The S11 is −11.2 to −16.6 dB, the S22 is −5.5 to −8.6 dB, the S21 is 8.4 to 13.6 dB
and S12 is −37.7 to −41.52 dB. The measurement results by changing Vcrol from 0 V to 1.8 V are
summarizing in Table 2, which shows the gain control range is 5.2 dB. The power consumption is
4.2mW at VDD =1.4 V. The total chip size is 1∗0.9mm2 and the die photo is shown in Figure 12.

Table 1: Simulated and measured performance of
5.2GHz 0.18 µm CMOS LNA.

Table 2: Measured performance of 5.2GHz
0.18 µm CMOS LNA by control Vcrol from 0 V to
1.8 V.

Figure 12: The die photo of the 5.2 GHz 0.18 µm CMOS LNA.

4. CONCLUSION

5.2GHz CMOS LNA with gain-controlled and low power consumption is fabricated in a TSMC
0.18µm standard CMOS process, for an IEEE 802.11a WLAN application is presented. The LNA
uses a current-reuse technology to increase gain and save power consumption. The measurements
are performed using on-wafer test. The LNA measurement at 5.2 GHz exhibits noise figure of
2.94 dB, gain of 13.6 dB, input/output return loss of −16.6 dB/−8.6 dB, P1dB of −20 dBm, and
gain control range is 5.2 dB with a power consumption of 4.2 mW at VDD is 1.4 V.
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Abstract— Worldwide interoperability for microwave access (WiMAX) wireless communication
system has been gradually popular in recent years. WiMAX mainly provides a high data rate,
long transmission distance, wide coverage, and good quality of service technology to improve the
drawback in wireless fidelity (Wi-Fi). Power amplifier is one of the most important components in
WiMAX transmitter. A power amplifier operating at 3.5 GHz for WiMAX application is proposed
in this paper. The TSMC 0.35-µm SiGe BiCMOS technology is used in this design. The choice
of using SiGe BiCMOS technology for this design is based on its better breakdown robustness
than CMOS and Si BJT (for same fT ), its technology availability and maturity, and its single-
chip integration potential with multi-million gate digital CMOS. The proposed power amplifier
is design with two stages open collector common-emitter amplifier. The results demonstrate that
it can provide a reasonable efficiency, linearity and good output power.

1. INTRODUCTION

Recently, worldwide interoperability for microwave access (WiMAX) wireless communication sys-
tem has been gradually popular in wireless communication market. This technology provides not
only point to point (PTP) and point to multipoint (PMP) message services, it can also offer a
high data rate and long transmission distance. Power amplifier is one of the key components in
mobile communications. It needs some characteristics, such as high output power, high linearity
and high power added efficiency (PAE). In the past, such implementations were predominantly
made in more expensive compound semiconductor technology like Gallium Arsenide (GaAs) and
Indium Phosphide (InP). The SiGe-heterojunction bipolar transistor (SiGe-HBT) technology is
becoming popular in microwave applications due to its characteristics of low power consumption,
high integration level, and low cost than GaAs and InP. Many papers on SiGe technologies of power
amplifiers have been published in the past [1–3].

In this paper, a power amplifier operating at 3.5 GHz for WiMAX application is studied. A two
stages open collector common-emitter amplifier with active linearity bias circuit is designed. The
utility of active linearity bias circuit is for the purpose of obtaining both high efficiency and low
nonlinear distortions [4, 5]. The TSMC 0.35-µm SiGe BiCMOS technology is used in this design.

2. CIRCUIT DESIGN

Figure 1 shows the schematic diagram of two stages WiMAX power amplifier. This power amplifier
includes driver stage and power stage. In order to increase the available voltage swing at output,
this topology utilizes high breakdown transistor for power transistor (Q2), and the power stage
should be optimized for maximum power or efficiency. The power transistor (Q2) with emitter area
0.9 × 20.3 × 16µm2 HBTs, resulting in a total emitter area (AE) of 292.32µm2, is used for power
stage in this circuit. On the other hand, high gain and high speed transistor is use for the driver
transistor (Q1) to simultaneously achieve both high gain and high output power for the power
amplifier. The driver transistor (Q1) with emitter area 0.3×20.3×8µm2 HBTs, resulting in a total
emitter area (AE) of 48.72µm2, is used for driver stage.

The parasitic inductors of the bonding wires of each stage are also considered in circuit design.
The input impedance consisting of a bonding inductor with high pass on-chip capacitor and inductor
matching network (L1, C1, C2) is matched to 50 Ω. The inter-stage matching network contains
L2, C3, and C4. The quarter-wavelength transmission lines of two stages are used to isolate the
RF signal from the supply voltage. The output matching network can constrict the high-order
harmonics in the output signal.

The schematic diagram of bias circuit is shown in Figure 2. The function of the bias circuit is
to enhance linearity of power amplifier. When input power level is not big enough, the linearizer
is not enabled. On the other hand, when at the high input power level, the impedance of the
bias circuit is decreased by the capacitor Cb and the amount of RF power leaking into the bias
circuit is increased. The linearizer shunt capacitor with the base-emitter diodes of the transistors
compensates the decreased base bias voltage of the transistor (Q1). Therefore, the performance of
1-dB compression point will be improved.
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Figure 1: Schematic diagram of two stages power amplifier.

Figure 2: Schematic diagram of the bias circuit.

3. LAYOUT TECHNIQUES

For high power design, a multitude of parallel devices were used to distribute large current among
small unit devices. In ideal, the current is equally distributed through the devices. However, if
devices are even slightly mismatched, one device will operate at a higher temperature than the
others and draw a larger amount of current. Hence, the power gain is degraded by thermal effect.

Figure 3 illustrates the power cell of the power stage. Every power cell is connected with four
subcells. This type of power cell can make subcells be fed in equal phase, and reduce thermal effect
and the parasitic overlap capacitance of base-collector paths. The layout of the two stages power
amplifier is shown in Figure 4. Total layout chip size of the power amplifier is 1.094× 0.792mm2.

4. SIMULATION RESULTS

The WiMAX power amplifier is designed by TSMC 0.35-µm SiGe BiCMOS technology. The soft-
ware Agilent ADS is used to simulate the circuit characteristics. The simulated results of the circuit
are also including parasitic effects of microstrip lines.

The simulated S-parameters of the WiMAX power amplifier are depicted in Figure 5. The
input return loss S11, output return loss S22, gain S21, and reverse isolation S12 are −16 dB,
−11 dB, 24.1 dB, and −49.7 dB, respectively. The output 1-dB compression point P1 dB is 22.1 dBm
at operating frequency of 3.5 GHz. A reasonable PAE of 44.5% is obtained, as shown in Figure 6.
The supply voltage of the power amplifier is 3 V and the quiescent power consumption is 220 mW.
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Figure 3: Power cell of the power stage. Figure 4: Layout of the two stages power amplifier.

Figure 5: S-parameters of WiMAX SiGe power am-
plifier.

Figure 6: Output Power, Gain and PAE versus input
power.

5. CONCLUSION

A SiGe BiCMOS power amplifier for WiMAX application is proposed. The chip area is 1.094 ×
0.792mm2. The active linearity bias is used to improve 1-dB compression point and achieve high
linearity and efficiency. The power amplifier has 24.1 dB power gain, 46.3% PAE, 22.1 dBm output
power at P1 dB, and 23.7 dBm maximum output power under 3 V operation voltage. The total
quiescent power consumption of the power amplifier is 220 mW.
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A Nut-type Ultrasonic Motor and Its Application on Focus System
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Abstract— This article reports a screw driving polyhedron linear ultrasonic motor (USM) of a
nut type. It consists of a stator of a threaded metal nut bonded piezoelectric plates and a rotor
with external thread. The piezoelectric plates are bonded to the flat surface on the outside of
the nut. A traveling wave in plane is stimulated on the stator when a harmonic electric signal is
applied on the piezoelectric plates. The traveling wave drives the rotor to rotate and the threads
transform the rotation into a linear motion. The lens could be fixed in the rotor and stator
to obtain the auto focus and zoom and to realize the integrated design of focus system. This
structure would omit retarder and directly drive to obtain a high accuracy of positioning and it
is shockproof. The experiment data for a nut-type USM of M7 are obtained, when the applied
voltages are 20–40 Vp-p and the working frequency 17 KHz for the second mode, the consumed
power is 0.25W, the moving speed is 0.5–1 mm/s in shaft direction, the driving force is about 5 g,
and the response time less than 10 ms. A mini AF cellular phone module (8.5× 8.5× 5.9mm3)
driven by this motor has been made. The image resolution of 3–5Mp has been obtained in the
module prototypes of the cellular phone.

1. INTRODUCTION

The explosive development of mobile phones makes it more and more necessary to bring auto focus
into mobile phones so as to achieve better image quality. Tiny motors are needed to create auto
focus and optical zoom in mobile phone which are far smaller than digital still cameras and with
low cost, and could withstand high shock loads. Conventional electromagnetic motors become
dramatically less efficient below 6 mm diameter [1] and require gear reduction, which have reached
their practical limit of miniaturization.

Compared with conventional electromagnetic motors, an ultrasonic motor is a new type actuator
which utilizes the inverse piezoelectric effect of piezoelectric materials to produce vibrations at
ultrasonic frequencies. The outstanding features of low speed, high torque, quick response, self-
hold without power, easy miniaturization and so on quite meet the requirements of mobile phone.

As early as 1980s, Canon Inc. had successfully utilized ultrasonic motors in the focus system
of digital cameras and realized the industrialization of ultrasonic motors [2]. Zeng Daihien and
Seok jin Yoon et al. have developed the small discreteness of lens [3, 4]. What is more, a named
SQUIGGLE motor of New Scale Tech Inc. is 1.55 × 1.55mm square and 6 mm long threaded
nut, which uses the first bending vibration to rotate and drive a threaded screw. It is capable of
sub-micrometer stepping and very cheap, but integrated module with lens is not capable.

The new nut-type linear ultrasonic motors presented here is developed to meet the requirements
of mobile phone [5–7]. The excellent characters of this motor are follows: 1) lens assemblies could
be fixed in the screw rotor or nut stator in order to create auto focus or optical zoom and realize the
unique operating design of focus system; 2) The thread driving system directly drive the rotation
of the rotor into the linear motion without gears or cams, which could obviously reduce the number
of components and more cheap.

2. STRUCTURE AND OPERATING PRINCIPLE

2.1. Structure

A nut-type linear ultrasonic motor mainly includes 3 parts: a stator, a rotor and piezoelectric
elements (as shown in Figure 1). The stator is a nut-typed metal tube, which has threads in the
inner surface and several flat external surfaces (it could be 3, 4, 6, 8, 9, 12, and so on). And the
rotor is a threaded screw, whose threads engage with the stator, so that the rotor could rotate freely
to realize linear motion along the axial direction. The piezoelectric plates with same thickness and
section are bonded on the flat external surfaces and their poling directions aligned along the normal
direction of the external surfaces.
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(a) (b)

Figure 1: (a) Prototype of nut-type linear ultrasonic motor and (b) AF module.

2.2. Operating Principle

Firstly the vibration of the stator is discussed. As piezoelectric elements are quite thin, we ignore
their effect on the stator and take the stator as a thin wall cylinder. According to the vibration
theory [8], under the free boundary state, second mode (n = 2) or higher vibration modes (n =
3, 4, 5 . . .) of the thin wall tube along the circumference direction are shown in Figure 2.

n = 2 n = 3 n = 4 

Figure 2: Schematic of vibration modes of cylinder after distortion-solid.

The higher the resonance frequency, the larger the vibration attenuation, so low order mode is
preferably selected as the operation mode.

When an alternating current signal with one frequency is applied on the piezoelectric elements,
bending vibration will be excited on walls of the stator. If it is assumed that a sine electrical signal
is used for exciting one piezoelectric ceramic sheet, n order mode standing wave can be excited on
the stator.

U1 = A sin(nθ) sin(ωt). (1)

where: A is amplitude, ω is frequency of the exciting signal, θ is polar coordinate (the angle of
corresponding points on the stator walls) and the anticlockwise is defined as the positive direction.

In order to generate elliptic tracks for driving rotation of the rotor on surface points of the stator,
proper combination of many piezoelectric elements is needed. For the stator whose cross section is
an octagon (as shown in Figure 3). Eight piezoelectric elements are divided into two groups; sinωt,
cosωt, − sinωt and − cosωt electric signals are applied on four piezoelectric elements in each group
respectively, then eight piezoelectric elements can be excited for standing waves respectively. Total
vibration of the stator is superposition of the eight standing waves.

U =
8∑

i=1

A sin
[
n

(
θ − i− 1

4
π

)]
fi(ωt) (2)

When n = 2 (the second order vibration mode), eight standing wave vibrations U1 to U8 could
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combine to form a traveling wave.

U = U1 + U2 + U3 + U4 + U5 + U6 + U7 + U8

= A{sin(2θ) sin(ωt) + sin(2θ − π/2) cos(ωt)− sin(2θ − π) cos(ωt)− sin(2θ − 3π/2) cos(ωt)
+ sin(2θ − 2π) sin(ωt) + sin(2θ −5π/2) cos(ωt)− sin(2θ − 3π) sin(ωt)− sin(2θ − 4π) cos(ωt)}

= A [4 sin(2θ) sin(ωt) + 4 cos(2θ) cos(ωt)]
= 4A cos(ωt− 2θ) (3)

Same as the case of n = 2, the third order vibration mode (n = 3) could also obtain a traveling
wave by proper arrangements of drive signals. Under the arrangement of drive signals shown in
Figure 3(b), the combined vibration is obtained as

U = U1 + U2 + U3 + U4 + U5 + U6 + U7 + U8

= A{sin(3θ) sin(ωt) + sin[3(θ − π/4)] sin(ωt) + sin[3(θ − π/2)] cos(ωt) + sin[3(θ − 3π/4)] cos(ωt)
−sin[3(θ−π)]sin(ωt)−sin[3(θ−5π/4)]sin(ωt)−sin[3(θ−3π/2)]cos(ωt)−sin[3(θ − 7π/4)]cos(ωt)}

= A[2 cos(ωt− 3θ)2 cos(ωt− 3θ + 3π/4)]

= 2
√

2−
√

2A cos
[
ωt− 3θ + cot−1

(√
2− 1

)]
(4)

which is 3rd order traveling wave.
In Figure 3(c)

U = U1 + U2 + U3 + U4 + U5 + U6 + U7 + U8

= A{sin(3θ) sin(ωt)− sin[3(θ − π/4)] cos(ωt) + sin[3(θ − π/2)] cos(ωt) + sin[3(θ − 3π/4)] sin(ωt)
−sin[3(θ−π)]sin(ωt)+sin[3(θ − 5π/4)]cos(ωt)−sin[3(θ−3π/2)]cos(ωt)−sin[3(θ − 7π/4)]sin(ωt)}

= A[2 cos(ωt− 3θ) + 2 cos(ωt− 3θ + 9π/4)]

= 2
√

2 +
√

2A cos
[
ωt− 3θ + cot−1

(√
2 + 1

)]
(5)

which also is 3rd order traveling wave. Compared with the arrangement of Figure 3(b), the one of
Figure 3(c) could provide the greater amplitude of vibration, which is optimal.

1 

2 

8

7 
6 

5 

3 

4 

(a)  n = 2 (b)  n = 3 (c)  n = 3

Figure 3: Motor drive signals for (a) traveling wave n = 2 and (b)(c) two kinds arrangements for n = 3.

Similarly, to the stators with different numbers of side surfaces, the proper arrangements of
drive signals on piezoelectric elements are able to provide required traveling wave in the stator.

If the thin wall cylinder is cut along any one generatrix, then the cylinder can be expanded into
a thin plate (as shown in Figure 4). If thickness of the thin plate is assumed as t, according to
the vibration theory of thin plate, the x-y coordinate system is established by taking the neutral
layer as the zero point. It is assumed that the neutral layer has not extension in y direction and
displacement of point P on inner surface of the stator in x and y directions is ux and uy. According
to above stated discussions, the traveling wave of cylinder can be expressed as

ux = u0 cos(ωt− ky), (6)
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where u0 is the amplitude. Therefore, the displacement at y direction could be expressed as

uy = −x
∂ux

∂y
= −kxu0 sin(ωt− ky). (7)

So (
uy

kxu0

)2

+
(

ux

u0

)2

= 1. (8)

Obviously, the orbit of the particle P is an ellipse in the x-y plane, which is the foundation for the
stator driving motion of the rotor on inner wall of the stator.

neutral layer

y

P y

x

x

Figure 4: Schematic of the coordinate system.

3. STRUCTURE OPTIMIZATION DESIGN BY FEM

The vibration of a nut-type stator in the free condition was simulated using the finite element
analysis (FEA) software to predict and verify its operation performance. A 8-side-surfaced stator,
which 3.5mm is in high, 0.25 mm in thick at the thinnest points and with the M7 threads in
the inner wall and 0.25 mm in thick of piezoelectric plates at the outer side surfaces, has the 2nd
vibration mode at 17.025 KHz.

  

Figure 5: FEA modeling of the nut-type stator calculated by FEM software.

4. DRIVING MECHANICS

The contact mechanics is discussed following. Threads between the stator and rotor discussed here
are the most common metric triangular threads shown in Figure 6, whose thread angle 2α is 60
degree. As the obliquity β of thread is quite small, it is roughly considered as zero, which is shown
as Figure 7.

When a traveling wave is excited on the stator, the rotor contacts the stator at the peak. If
there are l circles of threads in the contact region between the stator and rotor, and the number
of contact points in a circle equals the order n of the mode, then there are n × l contact points.
Considered the equivalence between the contact points, the rotor is taken as a mass point moving
along a long side inclined plane. As shown in Figure 7, the coordinate system oξηζ is established
at the thread surface with ζ parallel to the normal direction of the surface and η to the y direction.
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Figure 6: Profile of the nut-type USM.
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Figure 7: Equivalent contact mechanics of the stator and rotor.

Coordinate system oξηζ and oxyz have the relationship as followed:




ξ̂ = cosαx̂− sinαẑ
η̂ = ŷ

ζ̂ = sin αx̂ + cosαẑ





x̂ = cosαξ̂ + sin αζ̂
ŷ = η̂

ẑ = − sinαξ̂ + cosαζ̂

. (9)

The rotor has an axial load Fc at the z direction, a support force Ns at the ζ direction, a load
force T at the y direction and a friction force f which is parallel to the relative speed of the stator
and rotor. During the static state and steady working state of the motor, Ns is equal to Fc/ cosα
because of equilibrium condition of the rotor. Here the friction force is not resistance but a driving
force.

Suppose that the stator and rotor are rigid and there is no deformation at the contact points.
Therefore the contact point is the highest point of the elliptical motion of the particles on the
surface of the stator as shown in Figure 8. At this time, the particles only has the speed of vη max

at the η direction, so that the friction force on the rotor is to right along the η direction. At the
equilibrium state of the rotor, its tangential speed vr equals vη max, while the load force equals the

Rotor 

Stator 

Traveling wave 

Load force T 

Friction force f 

Support force Ns 

v r  

ζ

η

Figure 8: Driving mechanics between the stator and rotor.
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static friction force at the contact surface. The greatest load force output by the motor should
equals the maximum static friction force µFc/ cosα, where µ is the coefficient of static friction at
the contact surface.

Also it could be calculated that the rpm and the linear feed speed vl of the rotor are respectively
equal to 30 vr/πr and dvr/2πr in which r is the rotor’s radius and d is the thread pitch.

Here we suppose that both the stator and rotor are rigid, and more discussions on the viscoelastic
friction layer and the contact pressure distribution can be seen in Reference [9].

5. EXPERIMENTS

About 1000 module prototypes of the cellular phone have been made. Main characteristics are
shown Table 1. By now this new type motor has been experimentally applied in mobile phone AF
systems [10, 11].

The experiment data for a nut-type USM of M7 are obtained, when the applied voltages are
20–40Vp-p and the working frequency 17 KHz for the second mode, the consumed power is 0.25W,
the moving speed is 0.5–1 mm/s in shaft direct, the driving force is about 5 g, and the response
time less than 10ms. A mini AF cellular phone module (8.5× 8.5× 5.9mm3) driven by this motor
has been made. The image resolution of 3–5 Mp has been obtained in the module prototypes of
the cellular phone, and the AF module is shown Figure 1(b).

Table 1: Main characteristics of several module prototypes of the cellular phone.

Type BM620 BM631C BM730 BM731C BM850 BM851C

L×W 7.8× 7.8 7.5× 7.5 8.8× 8.8 8.5× 8.5 10.5× 10.5 9.5× 9.5

Height

(max)
5.6mm 5.6mm 5.9mm 5.9mm 8.5mm 8.5mm

Height

(lensless)
4.7mm 4.7mm 5.2mm 5.2mm 6.2mm 6.2mm

Foot Print

(PCB)
7.5× 7.5 7.5× 7.5 8.5× 8.5 8.5× 8.5 10.5× 10.5 9.5× 9.5

Motor screw driving polyhedron USM

Axial

Resolution
2 µm 2 µm 2 µm 2 µm 2 µm 2 µm

Motor

Speed
180 rpm 180 rpm 180 rpm 180 rpm 180 rpm 180 rpm

Response

Time
< 10 ms < 10ms < 10ms < 10ms < 10ms < 10ms

Stall

Force
5 g 5 g 5 g 5 g 10 g 10 g

Input

Capacitance
< 0.65 nF < 0.65 nF < 1 nF < 1 nF < 1.3 nF < 1.3 nF

Voltage 1.8–5V 1.8–5V 1.8–5 V 1.8–5V 1.8–5V 1.8–5V

Frequency 22KHz 22KHz 17KHz 17KHz 15KHz 15KHz

Input/Holding

Power
0.2/0.0W 0.2/0.0W 0.2/0.0W 0.2/0.0W 0.2/0.0W 0.2/0.0W

Temperature −20–+50◦C −20–+50◦C −20–+50◦C −20–+50◦C −20–+50◦C −20–+50◦C

Shock

Resistance
> 5 g > 5 g > 5 g > 5 g > 5 g > 5 g

Life

Time

500000

cycles

500000

cycles

500000

cycles

500000

cycles

500000

cycles

500000

cycles

Weight 1.5 g 1.5 g 2 g 2 g 2.5 g 2.5 g
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6. CONCLUSION

The lens assemblies could be fixed in the rotor or stator for nut-type USM, so that while the rotor
revolves and moves along the axial direction, it would bring the lens assemblies backward and
forward in order to create auto focus or optical zoom. Not only the motor has the outstanding
features of ultrasonic motors (low cost, high efficiency, self-hold without power and so on), but
also its unique operating design could reduce the linear speed and the number of components, and
improve the precision. What is more, the nut-type ultrasonic motor could have more applications
on the precise position systems which require compact structures and low cost.
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R&D of a New Type Piezoelectric Transformer with a Composite
Structure

Weige Zhou, Jinlong Du, and Bin Wu
China Electronics Corporation WeiHua Research Center, Beijing, China

Abstract— Multi-layer piezoelectric transformers, regardless of thickness type or radial vibra-
tion type, currently have three basic structures: Monolithic-type, Composite structure (bonding
method 1) and Composite structure (bonding method 2). The advantages and disadvantages of
the piezoelectric transformers with different structures are summarized and bring forward a new
composite structure of transformers. Experiments were conducted to verify the comparisons and
developed a brand-new piezoelectric transformer with new composite structure.

1. INTRODUCTION

The trend of both miniaturization and integration of modern power electronic system makes the
disadvantages of traditional magnetic components more and more obvious, and recently the study
on a piezoelectric transformer as a substitution of a magnetic transformer has made great progress.
Piezoelectric Transformers have the following main advantages over current largely used electromag-
netic transformers: non-combustible, non-electromagnetic radiation, smaller size, simpler structure
and higher conversion efficiency.

According to the different work patterns and shapes of piezoelectric transformers, piezoelectric
transformers can be categorized into three types those are Rosen type with strip shape, thickness
vibration type with rectangular shape and radial vibration-type with round shape. Among the
three types, Rosen type piezoelectric transformers are most common.

Multi-layer thickness vibration type piezoelectric transformers were first supplied by NEC from
Japan in 1990s. Their inputs and outputs are composed of longitudinal vibration mode piezoelectric
stack components stacked each other in the thickness direction.

The structure, size, vibration mode and power output method of piezoelectric transformers will
affect their own input and output impedance characteristics, thus affecting the output power and
efficiency of power conversion. A multilayer radial vibration-type piezoelectric transformer is a
developing piezoelectric transformer. Compared with the above two transformers, both the output
power and conversion efficiency of a multilayer radial vibration-type piezoelectric transformer are
increased significantly, meanwhile, its voltage transfer ratio is easier to be adjusted, this type
transformers can meet the application requirements of both step-down and step-up. At the highest
efficiency of the piezoelectric transformer, its optimal load impedance varies from several ohms
to thousands ohms, which is in the middle value of Rosen type and the thickness vibration type
optimal load impedance. A multilayer Radial vibration-type piezoelectric transformer has a broad
range of applications, so it can be effectively used for DC/DC converter, AC/DC SMPS, adapters
and electronic ballasts etc..

Multi-layer piezoelectric transformers, regardless of thickness type or radial vibration type,
currently have the following basic structures:

1. Monolithic-type: namely, to obtain its structure by co-firing both ceramic raw embryo and
Ag-Pd electrode plus polarization. Due to expensive Ag-Pd electrodes, in order to reduce
material costs, electrode paste with smaller palladium content has inevitably be used, and it
is inevitably necessary to reduce the sintering temperature, resulting in decreased performance
of ceramic materials, therefore, it has greatly decreased the application range of transformers.
As a result of post-polarization method, the defects generated during ceramic sintering are
easier to appear in the end, if process control is not good enough, the defects will bring
big losses. Also as a result of Co-firing, the electrical isolation of the transformer can only
use ontology materials, which can not achieve high performance and result in restricting the
application range of the transformer.

2. Composite structure (bonding method 1): the disadvantages of monolith method was aban-
doned., relatively inexpensive silver electrode was used as ceramic pieces, polarization qualified
ceramic pieces are then combined into a transformer through an organic adhesive, thus a very
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wide range of ceramic material can be used, and also ceramic material can be selected accord-
ing to design requirements, avoiding defects which possibly occur in the finished products,
therefore, the reliability of products can be improved. By using high temperature adhesives
with high quality, the temperature can reach 150◦C, fully meeting the application requirements
now.

3. Composite structure (bonding method 2): the structure is between above two ones, the struc-
ture can be obtained by stick ceramic discs with organic or inorganic adhesives, which have
solidifying temperature up to more than 300◦C and then polarize it The high-temperature
performance of adhesives is better than that of ordinary adhesives, but regarding to piezo-
electric ceramic materials whose Curie temperature is only about 300◦C, its high temperature
performance is very difficult to take effect, and post- polarization would bring some problems,
just as monolithic structure have.

2. EXPERIMENT AND RESEARCH

Regarding to the advantages and disadvantages of piezoelectric transformers with different struc-
tures, a new type transformer with composite structure is developed, its output and input have
monolithic structure piezoelectric stack totally or partly, and then are combined into a transformer
by adhesives, glass pieces are incorporated between its output and input as isolating layers. Respec-
tively, tests were conducted using both new method and bonding method. Because of the different
manufacturing methods due to overall structures, the choices of materials are different, but the
transformers with same specifications have the same disc sizes. The following are the material
parameters and experimental designs of two materials:

2.1. Material Parameters

Table 1.

Symbols Monolith structure Bonding structure

εT
33/ε0 1000 1850

tgδ(%) 0.8 0.25

Kp 0.6 0.65

d33(10−12 m/V) 225 460

Np (m/s) 2300 2000

Qm 700 400

σ 0.33 0.33

ρ (g/cm3) 7.5 7.5

Tc(◦C) 310 > 280

2.2. The Performance Comparison of the Transformers Manufactured by Two Methods
Using 20 w transformers as an example, several transformers are manufactures using both new
composite structure and bonding structure. The following are their structures in details.

2.3. A Brand-new Piezoelectric Transformer
A low input and output voltage piezoelectric transformer with new composite structure is manu-
factured.

Combining the advantages of both monolithic and the bonding structures, input and output use
monolithic piezoelectric stack, plus the isolation pieces, a brand-new transformer is formed using
adhesive, can meet the requirements of low voltage, high input current and high isolation.

3. RESULTS AND DISCUSSIONS

3.1. Performance of the Transformers with Different Temperatures
The relationship between capacitance, dielectric loss, L1, R1 and temperature are as followed:

3.1.1. Materials for the New Composite Structure Transformer
Figure 2 shows that within −40◦C ∼ 125◦C of ambient temperature, the capacitance C changes as
much as 20% ∼ 100%, in particular the dielectric loss above 80◦C increase sharply, and transformer
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Figure 1: Dependence of capacitance, dielectric loss of new composite transformers on temperatures.
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Figure 2: Dependence of L1, R1 of new composite transformers on temperatures.

dynamic resistance changes with temperature very greatly, especially when the temperatures are
below −30◦C and above 80◦C, resistance changes can up to 100%. Therefore, after high and low
temperature tests, the performance of most transformers deteriorate, changes in temperature rise
at room temperature are close to 100%, some can not work normally.

3.1.2. Materials for the Bonding Structure Transformer
Figure 4 shows that within −40◦C ∼ 125◦C of ambient temperature, the capacitance C changes
only 20% ∼ 60%, the overall level of dielectric loss is also lower than 80, the transformer dynamic
resistance and inductance as a function of temperature also are relatively stable, so the transformer
can work within −40◦C ∼ 125◦C ambient temperature.

The transformers with two different structures have great different high-temperature perfor-
mance, the reason for that is under different structure conditions the selectable range of the ceramic
material varies. When monolithic structure is used, in order to decrease costs silver electrodes are
used, accordingly reducing sintering temperature of ceramic materials, therefore greatly reducing
the ceramic material performance at high temperature. If high temperature silver-palladium elec-
trodes are used in order to improve sintering temperature, material costs would be greatly increased,
reducing the transformer applicability and feasibility of large-scale production. Bonding structure
transformers don’t have this kind of restrictions, as long as ceramic discs and adhesives those meet
application requirements are selected, they can work in a wide range of temperatures.

3.2. Performance Comparison of Different Structure of Transformer
Above table shows performance parameters of transformer at normal temperature. As for a
20W 10 V transformer, in a certain temperature range, the performance of both transformers is
similar, from the perspective of temperature rise, its temperature rise is not high, and they can
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Figure 3: Dependence of capacitance, dielectric loss of bonding structure transformers on temperatures.
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Figure 4: Dependence of L1, R1 of bonding structure transformers on temperatures.

be used normally. As we know, the transformer output voltages are relative to the thickness of
ceramic disc of output part, generally speaking, the voltage increases with the thickness of disc.
For both 20 W 20V and 20 W28 V transformers, the temperature rise of transformers with different
structures change, the temperature rise of a new type ceramic monolith structure transformer with
higher-thickness ceramic pieces is much higher than that of the transformer with bonding struc-
ture. The reason for that is the temperature rise is relative to higher-thickness of the single-layer
of piezoelectric stack, lower density ceramics in production line due to cast and defects. With
improved monolithic production processes, the problem will be resolved. We know that any kind of
production methods has its limitations and advantages; monolithic cast technology method is very
suitable for the production of thin disc. The input part of above-mentioned 20 W 7V transformer
has only 0.16 mm-thickness of each single-layer ceramic, if the transformer is made using bonding
structure, production costs and control difficulty will be greatly enhanced, because it is too thin to
handle by hand or machine during production process. Instead, if the transformer is made using
new composite structures, the production process would be very simple and easy to be controlled.

Table 2 shows input/output isolation strength and leakage flow of the transformers with different
structures, disadvantage of traditional monolithic structure transformer have been removed from
the new composite structure transformer, which can be up to the isolation level of transformers
with bonding structures.

3.3. Performance of a Brand-new Piezoelectric Transformer

From above analysis we can see, within a certain temperature range, high performance piezoelectric
transformers with low input and output voltage requirements can be supplied by using new com-
posite structures. Fig. 5 shows a new type composite structure transformer, its external diameter
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Table 2.

Transformer Input Output Isolation layer

Transformer

Component

mount structure

New composite

structure

Single layer

ceramic disc

monolithic piezoelectric

ceramic stack
Glass pieces bonding

Bonding structure
Single layer

ceramic disc

piezoelectric ceramic

stack by bonding
Glass pieces bonding

Table 3.

Transformer

structure
Num

f

(kHz)

Vin

(VRMS )

Vout

(VRMS )

RL

(ohm)
η (%) ∆T (◦C)

Disc

thickness

t (mm)

Working

temperature

range(◦C)

New

composite

structure

1 91 54.8 10 5.1 94.6 12

0.23

−25 ∼ 80

92 60.46 10 5.1 96.0

93 67.87 10 5.1 97.4 11

94 76.4 10 5.1 94.9

2 90 55.32 20 20.1 93.1

0.48
91 64.4 20 20.1 94.4 14

92 74.11 20 20.1 93.9

93 84.77 20 20.1 93.2 15

3 90 55.28 28 39.8 92.3

0.7
91 64.95 28 39.8 91.7

92 74.27 28 39.8 90.6 16

93 84 28 39.8 89.2

4 90 67.37 7 2.55 93.5 8

0.16
91 69.35 7 2.55 95.8

92 73.8 7 2.55 98.6 7.5

93 81.1 7 2.55 97.8

Bonding

structure

5 88 61.25 20 19.9 96.1

0.48

−40 ∼ 125

89 65 20 19.9 97.8 8.5

90 69.71 20 19.9 98.2

6 88 58.9 10 5 97.2 8

0.2389 62.3 10 5 98.5

90 66.7 10 5 98.1

7 87 60.1 28 39.3 97.3 8.7

0.788 63.1 28 39.3 98.4

89 67.6 28 39.3 98.2 7

Table 4.

transformer structure input/output isolation strength (V/min) leakage flow (µA)

Monolithic structure 1000 2000

new composite structure 3700 ¡20

bonding structures 3700 ¡20

is 13 mm, the overall thickness is 5 mm, output power is 10 W, and its electrical properties at room
temperature are set in Table 5:
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Table 5.

f (kHz) Vin (VRMS ) Iin (A) Vout (VRMS) RL (ohm) η(%) ∆T (◦C)

159.5 10.4 1.46 12 14.4 96.9

161.5 10.11 1.34 12 14.4 97.6

165 10.32 1.21 12 14.4 97.3 10.5

168 10.81 1.15 12 14.4 98.7 10.5

Figure 5: photograph of the piezoelectric transformer with a composite structure.

4. CONCLUSION

1. Based on the monolithic process, which is mature currently and can be used for large-scale
production, when the temperature is above 80◦C the performance of new transformers with
composite structure becomes worse, which is relative to ceramic materials and monolith tech-
nology.

2. New type transformers with composite structures can work normally at −25◦C ∼ 80◦C, which
is similar with the transformers with bonding structures, and can also achieve the same in-
put/output isolation level with the bonding structures transformers.

3. When requested input/output voltage is low and the application temperature range is small,
plus isolation intensity is great, the new composite structure transformers have the following
main advantages over other transformers with different structure: a simpler structure, easier
mass production process, and lower cost. This kind of transformers will have very high
practical value.
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Heavy Particle Collection by Ultrasonic Actuator
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Abstract— This paper presents a new method to collect heavy particles by the ultrasonic
actuator with two tapered metal strips. Heavy particles, such as medicine pills, can be trapped
and transported in air by the actuator. We define the particle with a mass larger than 10 milli-
grams as heavy particle. A physical model is developed to explain the trapping mechanism.
Effects of driving frequency, input voltage, particle size and weight, and structure of the actuator
on the trapping capability are experimentally investigated.

1. INTRODUCTION

Ultrasonic manipulation of small particles, such as trapping, collection and transportation, has
potential applications in bio-engineering, pharmaceutical industry, chemical engineering, material
engineering, etc [1–4]. So far, only the trapping of light particles (mass/particle < 10 milli-gram)
has been developed [5–8]. Therefore it is essential to seek a method to trap heavy particles. Here,
we define particle with a mass larger than 10 milli-grams as heavy particle.

In this work, a new method of collecting heavy particles by ultrasonic actuator is proposed and
developed. Heavy particles such as medicine pills, are able to be collected and transported in air
by the actuator. To clarify the mechanism of collection, theoretical analyses are conducted. Effect
of driving voltage and frequency, particle shape and weight, and structure of the actuator on the
trapping capability are experimentally investigated.

2. STRUCTURE AND PHENOMENA

The actuator proposed for trapping heavy particles is shown in Fig. 1. Two identical L-shaped
tapered metal strips with the shape and size shown in Figs. 1 (a) and (b) are clamped to a Langevin
transducer shown in Fig. 1(c). The L-shape tapered metal strips are made of aluminum. Each L-
shaped metal strip consists of a rectangular metal plate and a tapered metal strip. The rectangular
metal plate has a size of 40 mm × 45 mm × 3mm with a 10 mm diameter hole at its center. The
metal strip with a length of 90 mm, width of 22.5 mm and thickness of 3 mm, tapers off from the
upper end to the lower end. The two identical L-shaped metal strips are stacked side by side, and
fastened onto the Langevin transducer by M10 bolt. In this way, an air gap is formed between
the two tapered metal strips. The Langevin transducer, consisting of 2 piezoelectric rings with
34mm outer diameter, is 79.5 mm long, and has a resonance frequency of 25.3 kHz. When an AC
voltage with frequency close to the resonance frequency of the ultrasonic actuator is applied to the
actuator, a flexural vibration may be excited in the tapered metal plates.

Pill
ha = 2mm

6mm

(a) (b) (c)

90mm

40mm

22.5mm

x

45mm

Figure 1: Structure and size of the actuator with
two tapered metal strips.

Figure 2: Photos of trapped particles at the end of
metal strips.

In the experiment, the two tapered metal strips in vibration were inserted into a collection of
particles, and then lifted out. It was observed that particles were trapped to the sharp edges of the
metal strips, as shown in Fig. 2. The number of particles trapped to the metal strips was counted
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to express the trapping capability. It was found that heavy particles, such as medicine pills, could
be trapped at the end of the metal plates in air successfully. By moving the actuator, these trapped
particles on the metal strips could be transported from one location to another. The particles used
in the experiments were red pills, brown pills, rectangular pills, circular pills, and cube pills, as
shown in Fig. 3. The mass and size of them are shown in Table 1.

Table 1: Photos and sizes of the medicine pills.

Particle Type Mass (g) Volume (cm3) Density (g/cm3)
Red Pill 0.0259 0.1905 0.136

Brown Pill 0.0359 0.1954 0.168
Cube Pill 0.0350 0.0343 1.019

Circular Pill 0.0690 0.0639 1.080
Rectangular Pill 0.1196 0.1215 0.984

Radius=3.57 mm 

Red pill 

Radius=3.60 mm 

Brown pill

Length=3.25 mm 

Cube pill 

Radius=2.77 mm 

Thickness=2.65 mm 

Circular pill 

Length=10.2 mm 

Width=3.97 mm

Thickness=3.00 mm

Rectangular pill

Figure 3: Photos and sizes of the medicine pills. Figure 4: Relationship between number of trapped
particles and driving frequency under different input
voltages in air.

3. THEORETICAL ANALYSIS AND MECHANISM

When the metal strips are in ultrasonic vibration, there is a standing wave sound field between
the two strips. Near the end of the tapered metal strips, the leaking sound field may have a large
spatial gradient, which may generate a large enough acoustic radiation force to suck the pills.

Assuming the sound pressure of the traveling wave leaking from the sound field between the two
strips is:

P = Pme−αx cos(kx− ωt) (1)

where α is the attenuation coefficient. In the leaking sound field, the relationship between the
acoustic pressure and vibration velocity is [10]:

ρf
∂u

∂t
= −∂P

∂x
(2)

where ρf is the density of the fluid. Therefore the vibration velocity of the fluid in the leaking
sound field near the metal strips is:

u =
P 2

m

√
α2 + k2

ρfω
e−αx cos(kx− ωt + θ) (3)

where θ = tan−1 α
k . The acoustic radiation force acting on a particle in the leaking sound field

is [11–14]:
~F = −∇U (4)
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where U is the time-averaged force potential of the sound field. When the wave number k and the
radius of particle R satisfy kR ≤ 1, the force potential U is:

U = V [−D < KE > +(1− γ) < PE >] (5)

where V is the volume of the particle sphere, 〈KE〉 and 〈PE〉 are the time-averaged kinetic and
potential energy densities of the leaking sound field, respectively, D is a parameter determined by
the densities of the particle sphere and fluid, and γ is the compressibility ratio between the particle
sphere and fluid. D and γ can be calculated by

D =
3(ρs − ρf )
2ρs + ρf

(6)

γ =
ρfc2

f

ρsc2
s

(7)

where ρs and ρf are the densities of the particle sphere and fluid, respectively, and cs and cf are
the sound speed in the particle sphere and fluid, respectively.

Therefore, the acoustic radiation force on a particle in the x-direction is:

~F = −~i
V αP 2

me−2αx

2ρf

[
D(α2 + k2)

ω2
+

1− γ

c2
f

]
(8)

In air, because ρs À ρf , D ≈ 1.5, γ ≈ 0. Therefore acoustic radiation force in air is simply into:

~F = −~i
V αP 2

me−2αx

4ρfc2
f

(9)

Equation (9) shows that the force acting on a particle near the lower end of the air gap of the
actuator points to the −x direction, which traps particles at the end of the tapered metal plates.

4. EXPERIMENTAL RESULTS AND DISCUSSION

Trapping capability is expressed by the number of particles trapped.
Figure 4 shows the relationship between the number of trapped red pills and the driving fre-

quency at different input voltages in air. It can be observed that the number of trapped particles
reaches a maximum at a particular driving frequency or frequency range for a given voltage. This
driving frequency or center of the frequency range is the resonance frequency, because at the fre-
quency the input voltage and current are in phase and the input current is maximum.

Figure 5: Relationship between number of trapped
particles and input voltage for different particles in
air.

Figure 6: Relationship between number of
trapped/lost particles and driving frequency in air.

Figure 5 illustrates the dependence of the number of trapped particles at resonance on the input
voltage in air. It is seen that the maximum number of trapped particles at resonance increases as
driving voltage increases. Also it is observed that it is easiest to trap cube pills among the pills
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used in the experiment. From Table 1, it is known that cube pills have similar mass per particle
with brown pills, but a much larger density than brown pills. If the shape of trapped particles had
little effect on the trapping capability, the trapping capability for brown pills would be stronger
than that for cube pills. So the experimental phenomenon indicates that the shape difference of
the pills may have substantial effect on the trapping capability. For the circular and rectangular
pills, although it is harder to be collected by the actuator because of a larger mass per particle,
one rectangular (120 milli-gram/particle) or circular pill (69 milli-gram/particle) can still be sucked
when the driving voltage is larger than 50 Vrms.

The trapped particles can be transported from one location to another in air by moving the
actuator. Fig. 6 shows the number of trapped cube pills before transportation, and the number of
lost cube pills during the transportation versus operating frequency at an average transportation
speed of 10.7 cm/s, transportation distance of 60 cm, and input voltage of 55 Vrms in air. It seen
that there exists a frequency range near the resonance in which no particle is lost during the
transportation. Hence particle loss can be avoided during the transportation if a strong acoustic
sound field is used.

5. SUMMARY

An ultrasonic actuator which is capable of trapping the medicine pills with a mass up to 120
milli-gram/particle has been developed. The trapping of pills may be caused by the leakage of the
standing wave sound field between the two metal plates. The trapped particles can be transported
at a speed of 10.7 cm/s from one location to another when the actuator is moved.
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Abstract— A new model for the mechanism of photoconductivity in annealed polycrystalline
PbSe film is presented. The combined mechanism with respect to double heterojunction due to
oxidation layer, dopant segregation and carrier trapping at grain-boundary is proposed. This
letter focuses on characterizing the potential profile, which is extremely important from the
viewpoint of carrier transport phenomena. A potential profile adjacent to the boundaries was
calculated, and the effect of biased voltage was in detail discussed, which shows that the mech-
anism of photoconductivity of annealed polycrystalline PbSe film depends on properties of the
grain boundaries.

1. INTRODUCTION

Narrow gap semiconductors such as lead salt materials are widely used to fabricate midinfrared
optoelectronic devices [1, 2]. Thereinto, polycrystalline PbSe films grown on Si or SiO2/Si substrates
have attracted great interest mainly due to midinfrared imaging applications in the 3–5 and 8–12µm
atmospheric windows. Despite the continuous investigation of their properties, many aspects of the
mechanism of photoconductivity in such films have not yet been completely resolved. Recently,
we reported the photoluminescence intensity increased by more than two orders of magnitude at
4.5µm after annealing PbSe in an O2 atmosphere at 350◦C [3]. The results show that the optical
and electrical properties depend on the postgrowth processing significantly.

Modeling the mechanism of carrier transport for polycrystalline PbSe film such as their depen-
dence on dopant concentration, type of dopant, and high-temperature processing becomes very
important for the proper design of the devices. Most of the polycrystalline semiconductor devices
are annealed structures with a complex potential relief, with which in such devices assigns its op-
erational characteristics. Especially, potential profile is extremely important from the viewpoint of
carrier transport phenomena. Therefore, the design of a potential relief of semiconductor devices
is a topical question for engineering of new types and classes of devices.

Enormous analytical and numerical calculations [4, 5] for the electrical properties of a single
Grain Boundary GB have been performed on polycrystalline based electrical conduction GB mod-
eling. One of the big contrasts of polycrystalline PbSe compared with a numerical existing poly-
crystalline model is that much thicker oxide layer PbSeO3 [3, 6] induces heavy overlap of complex
barriers, as shown in Figure 1. Therefore, it is reasonable here to assume two heterojunction
between n-type PbSe grain and P-type PbSeO3 oxide layer both sides of GB, the defects in the
crystallite and the PbSeO3 insulator interface are assumed to be segregated to the GB. A wide
range of continuous defects distribute in the GB with a peak density at the mid gap. Here, our
discussion will focus on the developed potential profile in the active channel layer and its effect on
the properties of PbSe optoelectronic devices, which will reflect the real microscopic view of PbSe
polycrystalline thin film for photoconductivity actions.

We are also able to adequately estimate the unknown trap state densities inside the GBs com-
paring with the experimental values of field effect mobility µ, FE and grain size Lg using this
model.

2. SIMULATION METHODOLOGY AND MATERIAL PARAMETERS

Polycrystalline-silicon films were deposited by MBE at 250◦C. The annealed condition is at 380◦C
for 20 hours. The double heterojunction due to the diffusion of O2 at the grain boundary is formed,
where n-type region in the semiconductor grain is packed by the p-type oxide at the grain boundary.

As an example we compute the potential relief for PbSeO3/PbSe structure which is widely
used in photonics and optoelectronics. The heterostructure is formed by annealing the PbSe.
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Figure 1: SEM image of a polycrystalline PbSe ma-
terial at 104x magnification. In high quality mate-
rial, grains extend throughout the film thickness.

GB

wgb

x

w1 w2
Pn P n

qND

GB
-qNA

-qNg

-x0
x0

-x1 x1

Figure 2: Charge depleted region.

Computation of potential profiles for bulk regions is based on analytical solution for Poisson’s
equation. The linear approximation of the potential relief is used within quantum well layers.
Under simulation of biased potential profiles we also used analytical solution for Poisson’s equation
taking the voltage distribution into account.

If we know distribution of the voltage over the heterostructure, the Poisson’s equation for single
heterojunction can be solved. In compliance with various combinations of single heterojunctions
solutions to the Poisson equation may be expressed as

∂2φ

∂x2
= −q

ε
(p(x)− n(x) + ND+(x)−NA−(x)) (1)

where the concentrations of the free carriers n, p and ionized dopants ND+(x), NA−(x) are described
by Fermi statistics:

n(x) = NcF1/2 [(EF − Ec + eφ(x))/kT ] , p(x) = NvF1/2 [(Ev − EF − eφ(x))/kT ] (2a)
ND+(x) = ND(x)f [(EF − ED + eφ) /kT ] , NA−(x) = NA(x)f [(EA − EF − eφ) /kT ] (2b)

where Nc, Nv are the effective density of states for electrons and holes, ND(x), NA(x) are the
doping profiles; EF is the common Fermi level; Ec is the conducting band edge, ED, EA are the
donor and acceptor levels, respectively. Zero for the energy is set at the valence band edge. f []
and F1/2[] are the Fermi function and Fermi-Dirac integral, respectively, T is the temperature and
k is Boltzmann constant. Fermi level EF is found from the electroneutrality of the whole sample.
Fermi level EF is found from the electro-neutrality of the whole sample

∫

V
[p(x)− n(x) + ND+(x)−NA−(x)] = 0 (3)

Substituting (2) into (1) and (3) the system of two equations is obtained with the unknown φ(x)
and EF . We imply Dirichlet zero boundary conditions for the potential at two opposite sides
of the rectangular sample where the metallic contacts to the sample are assumed and Neuman
boundary conditions along two other sides. The entirely area is separated into three segment, 1)
nP heterojunction (x > x0); 2) trapping segment (−x0 < x < x0); 3) Pn heterojunction (x > x0).
The boundary condition between segments should be piecewise continuity. Using conventional
second order finite-difference scheme the system (1) and (3) is reduced to the system of nonlinear
algebraic equations for digital point. The nonlinear system obtained is solved by means of Newton
method. At each step of Newton iteration process we use advanced direct method for solving
unsymmetrical sparse linear systems. This enabled us to use the grids having as much as 87 nodes
and overcome numerical difficulties caused by very sharp concentration profiles being an inherent
specific of the problem studied.

Material constants for n-type PbSe have been collected as follows: Bandgap Eg1 = 0.27 eV,
Electron affinity χ1 = 4.21 eV, Effective mass of electron in the conduction band m∗

e1 = 0.1994m0,
Effective mass of hole in the valence band m∗

h1 = 0.1658m0, the charge carrier concentration
Nd = 1 × 1017 − 5 × 1017 cm−3, the carrier mobility µ1 = 14000 − 20000 cm2/(Vs), Dielectric
constant ε1 = 21.06, Work function Φ1 = 4.26. These for p-type PbSeO3 have also been collected
or calculated as follow: Bandgap Eg2 = 3.17 eV, Electron affinity χ2 = 3.65 eV, Effective mass
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of electron in the conduction band m∗
e2 = 0.20m0, Effective mass of hole in the valence band

m∗
h2 = 0.18m0, charge carrier concentration NA = 2×1018−8×1018 cm−3, and the carrier mobility

µ = 18000− 22000 cm2/(Vs), dielectric constant ε2 = 4.58, work function Φ2 = 5.76.

3. SIMULATION RESULTS

3.1. Potential Profile without Bias Voltage

In the section, we will discuss some features of the dependence of potential profiles φ on parameter
nP heterojunction position x1, dopant density and several trap densities at GB. In actually sample,
layer of oxidation should thicken and dopant density should increase with annealing temperature
and time increase in a specific range according to the behaviour of the polycrystalline annealing
mechanism. In Figure 3, a single grain boundary structure of PbSe, applied with materials constants
taken from above section, is modeled and treated as an nP-GB-Pn structure. In light of the varied
annealing condition. Figure 3 points up the variation of φ with x for three heterojunction position
x1 = 0.5×10−4, 0.6×10−4 and 0.7×10−4 mm corresponding weak anneal, medial anneal and strong
anneal, respectively. It is reasonable that the potential barrier Vb and the trapping depletion width
Wg should increase with the x1 increase, and vice versa. Figure 4 shows the corresponding energy
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band for different heterojunction position x1. The Vb and Wg will tend to zero when x1 decrease
to a critical thickness, which is analogous to the situation with only carrier trapping model [7].
All energy levels defined in all Figures can be graphically represented by an energy level diagram
including a GB energy band bending profile as also illustrated in Figure 4 and are referenced to
the valence band edge Ev1 = 0. It’s worth noting that an inversion layer will be form in the
heterojunction area, as shown in the circle of the Figure 4, due to the energy band bending the
narrow semiconductor compound such that the valence band edge is above the Fermi level (EF ). It
can be seen from the Figure 4 that the barrier at GB is very sensitive to variation of the annealing
condition which opens the possibility to influence on the electrical properties of the whole material.

3.2. Potential Profile without Bias Voltage
Let us consider Va be the voltage drop across the complete grain boundary region. The voltage
will be dropped across the grain boundary barrier region. This voltage will be dropped across the
grain boundary barrier and the two depletion regions on either side of the grain boundary.

Figure 5 shows the potential profiles for different bias voltage the GB dopant (the bias voltage
0mV, 0.6mV, 1.2mV) obtained by the numerical simulation.

4. CONCLUSIONS

The potential profiles between polycrystalline grains are greatly influenced by the grain-boundary
(GB), doping concentration and temperature, grain-boundary interface states density. In this
paper, a novel model for computing the potential profile in polycrystalline PbSe film is developed.
The model is based on the mechanism of double heterojunction due to O2 diffusing into grain,
grain-boundary trapping, and thermionic emission as well as tunnel transportation through the
inter-grain energy barriers at grain boundary. Figure 1 shows SEM image of the polycrystalline
PbSe prepared in our lab to be used for the calculation of potential profile.
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Abstract— A new field of physics has appeared with the emergence of materials known as
“Left handed materials” (LHM) or “metamaterials”. These materials show very particular char-
acteristics. Their index of refraction has a negative value, which results in the reversal of Snell’s
law. Whereas, in traditional material the Poynting vector S always forms a right-handed triplet
with E and H (S = E∧H). In the left handed media, the Poynting vector S and the wave vector
K are in opposite directions. Thus, the wave moves in the direction opposite to the direction of
the energy flow: phase speed and group speed are anti-parallel. Therefore, a left-handed media
is artificial and does not exist in nature. Indeed, when these materials are inserted into a guided
wave device, one obtains the backward-wave effect. The goal of this work is to study more in
details this physical phenomenon. To undertake this study, this paper presents also the design
of a 10 GHz beam-scanning CPW-Antenna fabricated on metamaterial support.

1. INTRODUCTION

Previously, it was proposed that materials with simultaneously-negative permittivity and perme-
ability are physically permissible and possess a negative index of refraction [1]. Left-handed media
(LHM) were stated because the vectors E, H and K would form a left-handed triplet instead
of a right-handed triplet as is the case in conventional right-handed media (RHM). Although it
has been known for some time that arrays of thin metallic wires, by virtue of their collective
plasma-like behavior, can produce an effectively negative dielectric permittivity, how to produce a
simultaneously-negative permittivity and permeability has not been clear. The recent development
of the split-ring resonator (SRR) by Pendry et al. [2] was successful in this effort. Subsequently,
three-dimensional (3-D) electromagnetic artificial dielectrics (metamaterials), consisting of an ar-
ray of resonant cells, were developed to synthesize the simultaneously- negative permittivity and
permeability required to produce a negative refractive index. Indeed, it successfully demonstrated
reversed refraction [3, 4]. Consequently, the structures can achieve a negative index of refraction
just within a narrow bandwidth. This paper offers a fresh perspective on the operation of LHM
that enables the modeling and the design of a novel backward-wave CPW-Antenna with negative
refractive index. It will first present the fundamentals of LHM. Then it will also describe how to
model them using infinitesimal composite RHM/LHM unit cell (CRLH UC). Finally, we will carry
out a feasibility study of a beam-scanning antenna on coplanar structure. The results show how
the antenna radiates in backfire at low frequencies FL < Fo, while in the high frequencies Fo < FR,
the antenna radiates in endfire. Whereas at the center frequency Fo, the structure radiates in
broadside. Through this application, the metamaterial behavior has been clearly defined. All these
results have been obtained with the Method of Moments used by ADS-Momentum.

2. COMPOSITE RIGHT/LEFT HANDED MEDIA UNIT CELL APPROACH

The unit-cell of the artificial lumped element (LE) and CPW topology implementation of the
right/left handed transmission lines (RLH TL) are shown in this section.

2.1. Circuit Model
The ideal CRLH UC is represented in Figure 1. It consists of the combination of right-handed
series inductance LR and shunt capacitance CR with left-handed series capacitance CL and shunt
inductance LL.

The unit cell topology shown in Figure 1(b) is the most relevant model for practical applications,
where the resonant serial branch CLLR represents a series capacitor with parasitic shunt inductance,
while the shunt antiresonant branch LLCR represents a shorted shunt inductor. However, the
model of Figure 1(c), shown the series connection of RHM and LHM sections. Naturally, from
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an impedance perspective, imposing a negative L and C essentially exchanges their inductive and
capacitive roles so that the series inductor becomes a series capacitor, and the shunt capacitor
becomes a shunt inductor [5]. The emerging dual structure is recognized as having the topology of
a high-pass filter network.

0, Z

dz
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RC LL

LC

H m

F m

F m

H m

0dz

RL LC
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RL

H m

F m

H m

0dz

β

[F m ]

[ ]

[ ]

[ ]

[ ] [ ]

[ ]

[ ]

→ →

(a)

(b) (c)

Figure 1: CRLH UC. (a) Transmission line with physique parameters, (b) infinitesimal circuit model, (c)
infinitesimal circuit model in the balanced case (LRCL = LLCR).

For simplicity, we consider here only the lossless case, which can be straightforwardly extended
to lossy case, we consider also the balanced case that defined by LRCL = LLCR with the advantage
of providing a more direct insight into the physical characteristics of the line [6]. The propagation
constant γ or phase constant β of the unit cell of the Figure 1(a) can be obtained as

γ = jβ =
√

ZY (1)

where
Z = jωLR +

1
jωCL

Y = jωCR +
1

jωLL
(2)

which gives

β = s(ω)

√
ω2LRCR +

1
ω2LLCL

−
(

LR

LL
+

CR

CL

)
(3)

where

s(ω) =




−1 if ω < ωL = min

(
1√

LRCL
, 1√

LLCR

)

+1 if ω > ωL = min
(

1√
LRCL

, 1√
LLCR

)

From the expression of the s(ω), it can be shown that:
— first case (LHM):

∂ω

∂β
< 0 → υg < 0 with β > 0 → υp > 0

— second case (RHM):

∂ω

∂β
> 0 → υg > 0 with β > 0 → υp > 0

In the balanced case,
LRCL = LLCR = LC (4)



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 937

(3) simplifies to

β = s(ω)

√
ω2LC +

1
ω2LC

− 2 = ω
√

LC − 1
ω
√

LC
(5)

The last expression immediately appears to be identical, under condition (4), to the propagation
constant βs of the model of Figure 1(c), which can be written as

β = βR + βL = ω
√

LRCR − 1
ω
√

LLCL
(6)

The balanced condition (4) for the model of Figure 1(b) corresponds to the matched condition
to extract the characteristic impedance Z0 for the model of Figure 1(c).

√
LR

CR
=

√
LL

CL
= Z0 (7)

Equation (6) clearly shows the composite nature of the line of Figure 1(a), characterized by
negative left handed (LH) β a low frequencies. In the limits ω → 0 and ω → ∞, b tends to
the purely LH βL and to the purely RH dispersion βR, respectively. The transition frequency [6]
between the LHM and RHM ranges is obtained at β = 0 and is given by

ω0 =
1

4
√

LRCRLLCL
balanced case−−−−−−−−−→ ω0 =

1√
LC

(8)

Form (6), we obtained the guided wavelength, phase velocity, and group velocity as

λg =
2π

ω
√

LRCR − 1
ω
√

LLCL

(9)

where λg(ω) = ∞
υp =

ω

ω
√

LRCR − 1
ω
√

LLCL

(10)

and
υg =

1√
LRCR − 1

ω2
√

LLCL

(11)

Equations (10) and (11) show that υg is always positive, and that υp is negative from dc to ωo

and positive from ωo to ∞ respectively. It also can be interesting to note that

υg(ω →∞) =
1√

LRCR
=

c

n
(12)

where n =
√

εrµr and c represents the speed of light. Equation (12) shows that the group velocity is
always smaller than c, which alleviates the apparent paradox that in a purely LHM υg may become
larger than c [6]. In fact, a purely, LHM unit cell (only CL and LL) is not physical and can never
be realized because the parasitic effects LR and CR (host media) become dominant as frequency
is increasing so that all LHM effects dispear at high frequency, as shown by (12).

In this case, the periodicity is not necessary because of the fundamental computational and
fabrication convenience. One possibility consists in periodically repeating an electrically small
lumped unit cell, shown in Figure 2, into artificial line, as illustrated in Figure 2.

The artificial CRLH unit cell of Figure 2 is a bandpass filter with a stopband from dc to the LH
cutoff

fcL =
1

4π
√

LLCL
(13)

and a stopband from the RH cutoff

fcR =
2

π
√

LLCL
(14)

Equations (13) and (14) are exact for infinitely periodic RH and LH UCs, respectively, but
provide an excellent estimate of the cutoffs for the structures including over three cells, where
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Figure 2: Practical artificial unit cell.

cutoffs become sharp enough so that they unambiguously correspond to a unique frequency. The
dispersion relation of the CRLH UC of Figure 2 can be computed analytically in a conventional
manner [6] by using the [ABCD] matrix formalism and Bloch-Floquet periodic boundary conditions

β =
a cos

{
1− 1

2

[
1

ω2LLCL
+ ω2LRCR −

(
LR

LL
+ CR

CL

)]}

l
(15)

2.2. CL-LL Implementation

A layout of the CL and LL is shown in the Figure 3. The composite LH CPW section consists of
value CL and shunt inductors of value LL, which are implemented by MOMENTUM. Here, the
CL is simply a gap on the center conductor of the CPW and metallic plate on opposite side of
the substrate to reach the value of CL as shown in Figure 3(a). For more compact design, the
LL consists of two meander microstrip line on each side of the CPW to keep the symmetric of the
structure as shown in Figure 3(b).

Substrate

(b) 

Signal  RF

(a) 

Figure 3: CL-LL implementation for the proposed design, (a) CL layout, (b) LL layout.

2.3. CPW Antenna Implementation

The CRLH UC topology shown in Figure 2 can be virtually implemented in any technology. The
CRLH proposed in this paper will be based on the CPW implementation which is depicted by its
unit cell in Figure 4.

The unit cell of the CRLH CPW-Antenna consists of a series capacitor of value CL and a shunt
stub of a minder line inductor of value LL shorted to the ground plane. Once these parameters
are calculated, the structure will be built with localised elements and will be simulated from 1
to 20 GHz. A simulation in dispersive mode (full-wave) confirms the results obtained analytically.
One finds the cut-off frequencies of the stop-band and pass-band filters. It is also noted that the
propagation constant β sign changes at the transition frequency of fo = 10 GHz.
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3. SIMULATION RESULTS AND DISCUSSION

The parameter-extraction procedure consists of full-wave simulating or measuring separately the se-
riel capacitor and stub minder line-inductor of Figure 4, transforming their S-parameters into Y seriel

and Zstub parameters, respectively, to obtain the the values of CL and LL. Excellent agreement can
be observed, which shows that the circuit model proposed is accurate and can be potentially used
in the more complicated problem of the coupler, which will be described in the following sections.
It should be noted that, in practice, the UC is terminated in each side by a matched impedance of
50Ω for symmetry and improved transmission characteristics.

CL

LL/2

LL/2

Ground Plane

Ground Plane

y

x
z

RF IN 

Figure 4: Layout of the unit cell of CPW-Antenna implementation on flexible substrate: Kapton, h = 1 mil,
ε = 3.4@10GHz.

The balanced CRLH UC dispersion diagram of Figure 5 shows how the CPW-Antenna radiates
in backfire at low frequencies 7 GHz “FL < 8GHz (region II), while in the high frequencies 8 GHz <
FR = 10GHz, the antenna radiates in endfire (region III). Whereas at the center frequency fo =
8GHz, the structure radiates in broadside, the E-plane and H-plane are illustrated in the Figure 6.
Figure 6 shows the phase of the S-parameters in the CRLH CPW-Antenna, ϕ{S21} = 0 at ω →
∞ (open circuit), and phase progressively accumulates as frequency decreases so that eventually
ϕ{S21} = 0 at ω → 0.

Freq. 

[GHz] 

Figure 5: Dispersion diagram of the UC structure. Balanced case (LR = 1nH, CR = 0.1 nF, LL = 2.5 nH,
CL = 0.25 pF).
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Figure 6: Theoretical scanning angle versus frequency.

Figure 7: Simulation normalized E-plane and H-plane radiation 7 GHZ (Backfire), 8 GHz (Broadside) and
10GHz (Endfire).

4. CONCLUSION

A novel CRLH backward-wave leaky CPW-Antenna broad bandwidth has been clearly presented.
First, the isolated CRLH UC has been characterized mathematically and physically, and a CPW
implementation of this UC has been demonstrated. A simple and accurate circuit model has been
proposed and validated by full-wave simulations.
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Abstract— In the rapid metal tooling, high efficient polishing process can improve the mould
quality and shorten the lead time of the rapid tool, but the polishing process is frequently
carried out manually. The application of industrial robot for the polishing process can minimize
the production times and improve the working environment on a certain extent. In order to
improve the robotic polishing efficiency continuously, the robotic polishing process combined
with electromagnetic field is developed to fit for the application of commercial industrial robot,
which is hard to be controlled online for its close control system. Free abrasive and soft polishing
tool are also applied in the robotic polishing process to cooperate with the electromagnetic field.
A minitype electromagnet is trial-manufactured and connected to the robotic end-effector, which
can act on the polished surface along with the robotic moving. The electromagnet is coiled as
solenoid that the polishing tool and the electrical spindle can be fixed in the hollow. A partition
& flexible mapping method based on CAM is developed to generate the uniform robotic polishing
path, which can compensate the elastic deformation and the abrasion of the soft polishing tool.
Experiments are executed to test the influence between the electromagnetic field intensity and
the polishing efficiency. The result shows that the polished material removal can increase over
50% when the ferromagnetic substrate is acted by the electromagnetic field about 170 Gs.

1. INTRODUCTION

Rapid spray metal tooling (RSMT) has attracted extensive attention in the automobile industries,
because it can shorten the designing period of the new type automobile [1]. In the RSMT, high
efficient polishing process can improve the mould quality and shorten the lead time of the rapid
metal tool. But the polishing process is frequently carried out manually. These kinds of operations
are iterative, time consuming and require experience. Automation can introduce cost reduction
by minimizing production times on such manual finishing operations, which mostly includes the
methods of industrial robot and NC machine. The industrial robot has more advantage than
NC machine on polishing a large complex metal mould for its flexibility on machining fashion and
machining range. This fact has attracted much research to investigate possible methods of designing
and implementing robotic polishing systems. A robotic die polishing station controlled by a PC and
a robot controller, which can exchange the grinding tool automatically so that the operation was
completely unmanned [2]. The contact stress for an automated polishing process was modeled and
analyzed, which determined the quality of the polished part, not the force exerted on the polishing
tool [3]. A high precision polishing robot with a learning-based hybrid position/force controller was
developed for polishing PET (Poly Ethylene Terephthalate) bottle molds [4]. An automatic mold
polishing system (AMPS) was present, which integrates with mold geometry process kernel, path
planner, process planner, and force control robot into a system [5, 6]. An automatic planning and
programming system was developed based on data from a CAD system for a robotic polishing cell
for mold manufacturing [7]. So the path planning and force control has become the research focus
of the robotic polishing process now.

Most of the industrial robots in the market now, such as Motoman UP20 robots used for the
RSMT, have a close control system that the user is hardly to intervene or adjust the robotic
program when the robot is working, except terminating the machining process. (Not including the
particular cell that has the open control system especially designed by the robot manufacturer).
And a robotic polishing system with free abrasive and soft polishing tool has been developed to fit
for the close system [8]. The stock removal of the ferromagnetic material in the grind test increased
5 ∼ 21% when the work piece were magnetized up to 16 mT by the alternating current [9]. In order
to improve the robotic polishing efficiency continuously, the electromagnetic field up to 170 Gs is
presented to the robotic polishing process in this paper.
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2. ROBOTIC POLISHING SYSTEM

RSMT is a developing rapid metal tooling technology [10]. The schematic diagram of RSMT is
shown in Fig. 1. Firstly, the master model is formed by the rapid prototyping method such as
SLS or transformed from the part. Secondly, the silicon rubber mould is transformed from the
master model and the original sprayed model is also produced from the silicon rubber mould. Then
the metal film with excellent wear resistance is formed on the original model by robotic plasma
spraying. The original model is no longer necessary after backup and then is broken and separated
from the sprayed layer to obtain the metallic mold surface through the mechanical method. Finally,
the sprayed surface is finished by robotic polishing process and the metal mould is gained, which
can be applied to industrial production after assembly.

Figure 1: Schedule of the RSMT.

The robotic polishing process is an important step of the RSMT. The facilities of the robotic
polishing system consist of a Motoman UP20 industrial robot, a high speed electrical polishing
spindle and a numerical swivel table. Soft polishing tool (made up of unwoven cloth or wool) and
free abrasive are also selected for the system. The CAD/CAM system (such as UG NX) is running
on a separate workstation.

3. ELECTROMAGNETIC FIELD FOR THE POLISHING SYSTEM

In the robotic polishing system, the soft polishing tool and free abrasive are chosen for weakening
the path error of the robotic moving. But the material removal efficiency of three-body abrasion
process is decreased compared with the hard polishing tool. In order to enhance the polishing
efficiency of the soft tool, the electromagnet is tried to combine with the robotic polishing process.
The minitype electromagnet is coiled to form solenoid structure around the soft polishing tool and
connected to the high speed electrical spindle, which are all connected to the robotic end-effector
that the electromagnetic field can act on the polished surface along with the robotic moving. The
electromagnet with robotic polishing system is shown in Fig. 2.

The complex polishing effect of material removal should be tested by the experiment. The
100A/15 V DC electrical source is used for generating the electromagnet field, which is shown in

Figure 2: Robotic polishing process with electro-
magnetic field.

Figure 3: DC electrical source for the electromagnet.
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Fig. 3. The experiment parameters are shown in Tabel 1. The Sketch of the experiment process is
shown in Fig.4. It is formed an angle of 10◦ between the polishing tool axis and the normal direction
of the polished surface which can be propitious to gain the maximum line speed of the rotating
polishing tool and be helpful for expelling the abrasive chipping during the polishing process.

Figure 4: Sketch of robotic polishing process. Figure 5: Ferromagnetic substrate polished in the
magnetic field.

In order to compensate the elastic deformation and the tool abrasion during the polishing process
of the soft tool, the polishing path should be offset down about 1.0 mm along the negative normal
direction of the polished surface basing on the original polishing position. And the position of
the polishing tool should be offset down 0.1 mm every 175mm polishing distance along the same
direction [11]. The polishing force can be controlled between 10 ∼ 20N, which is nearby to the
situation of the man-made polishing force.

Table 1: Parameters of the robotic polishing experiment with magnetic field.

Free abrasive Soft polishing tool Tool diameter Polished substrate

Green SiC Unwoven cloth 30mm 45# steel

Path interval (mm) Path type Moving speed (mm/s) Tool rotating speed

0.1 Z type 10 3600 r/min

Different DC currents from 30 A to 50 A are used to generate magnetic fieldwhich can make the
electromagnet keep normal working temperature. And the electromagnetic field intensity corre-
sponding to the different currents have been demarcated before the experiment. The mass lost of
the ferromagnetic substrate is tested after polished. The polished substrate is shown in Fig. 5 and
the experiment results are shown in Table 2.

Table 2: Relation between the material removal and the magnetic field intensity.

No. DC current (A) Magnetic field intensity (Gs) Material removal (g)

1 0 0 0.2

2 30 120 0.3

3 40 140 0.3

4 50 170 0.4

4. DISCUSSION AND CONCLUSIONS

According to the test results, it is shown that the material removal efficiency of the robotic pol-
ishing process is improved greatly over 50% with the increasing of the magnetic field intensity.
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This is mostly caused by the magnetization of the electromagnetic field. The polished substrate
is ferromagnetic material and the abrasive chipping polished from the substrate will mostly be
magnetized and absorbed around the polishing scrape instead of being expelled by the rotating
polishing tool. So the number of the free abrasive should be increased and three-body abrasive
process is enhanced. Consequently, the robotic polishing efficiency is improved obviously. The
higher magnetic field intensity and the interaction mechanism of the robotic polishing process will
be made further studied in the future.
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Abstract— A three-dimensional nonlinear finite element method combining with Monte Carlo
model was developed to investigate the temperature field and grain growth in the heat affected
zone (HAZ) during the plasma-laser hybrid deposition manufacturing (PLDM) thin wall metal
parts. The numerical study shows that the temperature gradient directly decides the grain growth
speed in the HAZ of deposited wall. However, the effect of thermal impact due to continuous
scanning of laser and plasma arc on the microstructure in the substrate material is negligible.
This thermal-microstructure model could be further applied to study the variable high energy
forming processes.

1. INTRODUCTION

Plasma-laser hybrid direct rapid manufacturing (PLDM) [1–3], consisting of fusion deposition form-
ing based on plasma arc combined with laser beam, fine machining and surface treatment, belongs
to dieless direct rapid manufacturing technology. PLDM could obviously reduce development cost
and cycle of novelty product such as high temperature parts of aerospace engine. As compared
with laser engineering net shape (LENS) technique, PLDM has many advantages, including high
forming efficiency, low investment cost, facilitating to acquire full dense metal parts and finish the
formed surface as the deposition forming. Moreover, it is available for controlling of concentra-
tion distribution of material composition in PLDM [2]. Therefore, PLDM has a huge potential
of development in aerospace, energy, biological engineering, and environment protection fields for
manufacturing difficulty-to-machine parts and functionally graded materials, even long-life mould
with complex geometry.

It is noted that complicated thermal dynamic phenomena exist in the rapid forming metal
parts process by PLDM; especially, when a layer of material is deposited, one or more previously
deposited layers can be reheated or remelted, which under unfavorable process conditions may lead
to undesired effects. For example, during the PLDM of steel, martensite can be reheated above
the martensite start temperature, resulting in retaining of tempered martensite after finally cooling
down. However, according to the previous literature [4], if the process parameters are controlled
such that most of the part remains at temperature higher than the martensite start temperature,
after cooling down this will lead to a uniform microstructure consisting of non-tempered martensite
with minor proportions of retained austenite and carbides. Costa et al. [5] presented that short idle
time and small substrate size can reduce the proportion of tempered martensite and result in
a more uniform microstructure and mechanical property. This is because that “both short idle
time and small substrate size are more probable to keep most of the part at temperature higher
than the martensite state temperature” [4]. Wang et al. [4] also presented that “control of the
molten pool determines the properties of the resulting solidified product”. J. Choi et al. [6] studied
the influence of preheating and power input on the microstructure and mechanical properties of
deposited layer by using laser cladding. PLDM, as a recently developing forming technique, has
a little bit difference with other ones. The addition of plasma arc make the energy input mode
become more complicated, of which it is necessary being fully understood to make the simulation
results reasonable.

Recently, the development of advanced computational science gives us an efficient way to sim-
ulate those grain growth by developing a thermal microstructure model. Great achievements have
been made in the simulation of the grain growth or crystal evolution in the casting, laser welding,
and electric arc welding process by applying the Monte Carlo model in cooperation with thermal
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analysis that uses the finite element method or finite difference method [7–9]. The advantage of this
thermal-microstructure model is that the temperature field analysis and the coupled microstructure
simulation can be performed simultaneously.

In the proposed study, an experimentally based finite element model is used for studying the
temperature distribution and grain growth in the HAZ during the PLDM processes, in which a
new heat source model is developed. And the processing parameters influencing the thermal and
metallurgical behaviors are also investigated in detail.

2. MATHEMATICAL MODELING

PLDM is accompanied with thermal-mechanical-metallurgical behaviors, including the interaction
between laser and arc induced plasma, powder, shielding gas and substrate material. Some features
in this process are shown as following:
(1) Effective energy distribution of PLDM depends on the plasma zone and varies with the powers

and space location between the two ones.
(2) Rapid melting and cooling is followed by the motion of hybrid heat sources and induce a

higher temperature and stress concentration as well as microstructure evolution around and
in the molten pool zone.

(3) Free surface profile and fluid flow in the molten pool are related to the plasma arc pressure
and surface tension due to temperature which act on the molten pool surface, and buoyancy
force in the molten zone.

As shown in Fig. 1(a), in the deposition process, moved heat source radiates on the metal
surface to form a melt pool and directionally conducting temperature field. Powder is melted and
deposited on the substrate point by point, and then rapidly solidifies and metallurgically bonded
with substrate and/or previous deposited layers.

Laser 
Plasma Torch 

Work plane 

(a) Experimental photo (b) Schematic view of PLDM

Figure 1: Representation of plasma laser hybrid deposition manufacturing (PLDM).

An uncoupled thermal-metallurgical analysis is implemented in this study. A thermal analysis
is first performed to acquire temperature field data, which are then applied to the microstructure
analysis by using Mont Carlo (MC) model. All calculations are realized based on ANSYS Paramet-
ric Design Language (APDL). And a “birth and death” technique is used to model the formed clad.
The whole simulation zone consists of substrate and powder materials. To accurately simulate the
thermal behavior of PLDM, temperature dependent material properties are used. In this model,
the grain growth behavior in the melt pool has not been involved due to its much more complexity.
However, it is also noted the heat affected zone is higher danger zone for thermal fracture induced.
Therefore, it is of importance to study the grain growth behavior in HAZ for further understanding
the forming mechanism in the PLDM. The whole microstructure analysis is performed by using
Matlab code.
2.1. Finite Element Thermal Analysis
The governing equation used to analyze the temperature field can be specialized to a differential
control volume and shown as follows:

ρc

(
∂T

∂t
+ {V }T {L}T

)
+ {L}T {q} =

...
q (1)



948 PIERS Proceedings, Beijing, China, March 23–27, 2009

where, ρ is the density, c is the specific heat, and T is the location-time dependent temperature.

{L} is the vector operator, {L} =





∂
∂x
∂
∂y
∂
∂z





; {V } is the velocity vector for mass transport of heat,

{V } =





vx

vy

vz



.

...
q is the heat generation rate per unit volume. {q} is the heat flux vector, and

Fourier’s law is used to relate the heat flux vector to the thermal gradient:

{q} = −[D] {L}T (2)

where conductivity matrix [D] is given by:

[D] =




Kxx 0 0
0 Kyy 0
0 0 Kzz


 (3)

Kxx, Kyy, Kzz are conductivity in the element x, y, and z direction, respectively.
Substituting Eq. (2) into Eq. (1) and ignoring the effect of fluid flow in the weld pool on the

temperature field of the welded joint, i.e., letting {V } = 0, the governing equation of temperature
field solution can be further shown below:

ρc

(
∂T

∂t

)
= {L}T ([D]{L}T ) +

...
q (4)

In addition, the boundary conditions are considered.

(1) Specified heat flow input acting over the weld bead surface S1:

{q}T {β} = −q∗ (5)

where {β} is unit outward normal vector; q∗ is input heat flow due to laser/arc hybrid heat
sources and given by q∗ = qarc(x, y, z) · δ(x, y, z) + qlaser (x, y, z). The whole schematic view
of hybrid heat sources in the welding system is shown in Fig. 1(b). And the plasma arc and
laser hybrid heat source model in Ref. [3] is referenced in this study.

(2) Specified convection and radiation heat loss acting over surface S2 (Newton’s law of cooling):

{q}T {β} = hf (TS − T∞) + φ � (T 4
S − T 4

∞) (6)

where, hf is the heat convection coefficient acting on the surfaces of deposited wall, T∞ is
the bulk temperature of the surrounding air, and TS is the surface temperature. φ is Stefan-
Boltzmann constant, and � denotes the effective emissivity.

Combining Eq. (4) with Eqs. (2), (5) and (6), and integrating them over the volume of the
element, the governing equation of temperature field solution in this study can further yield
as below:

∫

vol

(
ρc

(
∂T

∂t

)
δT + {L}T ([D]{L})T

)
d(vol)

=
∫

S1

δTq∗dS1 −
∫

S2

{
δThf (T − T∞) + δTφ �

(
T 4 − T 4

∞
)}

dS2 +
∫

vol
δT

...
q d(vol) (7)

where vol denotes volume of the element, δT denotes an allowable virtual temperature depen-
dent of the location x, y, z, and time t.
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2.2. Grain Growth Simulation of Heat Affected Zone Based on Monte Carlo Model
The concept behind the Monte Carlo method in grain growth simulation is both simple and fasci-
nating: its only basis is the thermodynamic of atomic interactions. There are no other experimental
or theoretical inferences, nor mathematical approximations. The first step is to represent the ma-
terial as a 2D or 3D matrix, in which each site corresponds to a surface or volume element. The
content of each element represents its crystallographic orientation. Contiguous regions (containing
the same “number”) represent the grains as shown in Fig. 2. The grain boundaries are fictitious
surfaces that separate volumes with different orientations. After choosing the kind of matrix and
filling it with an initial random content, the simulation itself begins. These are the four main steps
of the algorithm:

1) Calculation of the free energy of an element of the matrix (Gi) with its present crystallographic
orientation (Qi) based on its neighborhood.

2) Random choice of a new crystallographic orientation for that element (Qf ).
3) New calculation of the free energy of the same element (Gf ), but with the new crystallographic

orientation (Qf ).
4) Comparison of the two values (Gf −Gi). The orientation that minimizes the energy is chosen

with transition probability W .

These four steps are repeated millions of times in random positions of the matrix. The overall
result is a microscopic simulation of the free energy decay in the system, which is actually the main
impelling force for grain growth. The Hamiltonian that describes the interaction among the closest
neighbors, which represents the grain boundary energy, is:

H = −J
∑
nn

(δsisj − 1) (8)

where, Si is one of the Q possible orientations in the i element of the matrix and δab is the Kronecker-
delta, which is 1 when the two elements are equal and 0 otherwise. As a result, neighbors with a
different orientation contribute J to the system energy and 0 when equal. The transition probability
W is given by:

W =





exp
(
−∆G

kbT

)
→ ∆G > 0

1 → ∆G ≤ 0
(9)

where, ∆G is the change in free energy due to the orientation alteration, kb is the Boltzman
constant, and T is the temperature. Thus the speed of the moving segment is given by:

vi = C

[
1− exp

(
−∆G

kbT

)]
(10)

where, C is the boundary mobility.

Figure 2: The grain structure represented by a 2D square matrix.
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A continuous grain growth model is shown as follows [6]:

Ln − Ln
0 = k(T )t (11)

where L and L0 are the initial and final mean grain sizes calculated with the linear intercept
method, n is the grain growth exponent, and k(T ) generally given as an Arrhenius-type equation
and its expression is shown as follows:

k(T ) = k0 exp
(
− Q

RT

)
(12)

where, k0 is the pre-exponential coefficient, R is the gas constant, and Q is the activation energy
for grain growth. The equation performs well in the simulation when the effect of grain boundary
precipitates is small [7].

Monte Carlo simulation is an efficient way to model the grain growth under constant temperature
or slow and uniform temperature evolution such as the casting process [7]. However, the PLDM
process is a dynamic thermal process with a rapid melting and solidification evolution. In other
words, there exist abrupt temperature gradient in the fusion zone and heat affected zone. In order
to simulate microstructure evolution in HAZ of deposited wall, an experimentally data based (EDB)
model [8] is used in this study to relate time and tMCS in PLDM process.

L = K1 × λ× (tMCS )n1 (13)

where λ is the grid point spacing, while K1 and n1 are constants. Through the regression calculation
of tMCS and the Monte Carlo simulating grain size, the value of K1 and n1 are respectively 0.715
and 0.477 [7]. In the EDB model, the relationship between the tMCS and the real time temperature
T (t) is expressed as follows [8]:

(tMCS )2n =
(

L0

K1λ

)n

+
K

(K1λ)n
exp

(
− Q

RT (t)

)
t (14)

where n is the grain growth exponent and K is the model constant. The tMCS varies with the
thermal cycle as shown in Eq. (14). In order to unify the tMCS in the simulation domain, a site
selected probability P is employed here [7]:

P =
tMCS

tMCSMAX
(15)

here, tMCSMAX is the maximum of tMCS in the simulation domain.

Table 1: Material physical parameters used in this study.

Temperature (◦C) Density (kg/m3) Specific heat (J/(kg ·K)) Thermal conductivity (W/(m ·K))
0 7900 465 50

500 7700 618 39
1000 7450 780 25
1200 7350 610 26
1350 7240 550 27
1400 7200 460 28
1500 7130 390 29
1800 6950 400 29.5
2000 6840 410 30

3. NUMERICAL EXPERIMENT OF PLDM FORMING THIN WALL METAL PARTS

Figure 3 shows the finite element model. The material of substrate and powder used in this study
are both nickel base high-temperature alloy. The computational zone used is half of solid model
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according to the symmetry of geometry and boundary condition. The related physical parameters
of material are shown in Table 1. A double-peak point distribution exists in the temperature &
time curve during PLDM process; one is due to the laser radiation, the other is from the plasma
arc. The temperature distribution is obviously influenced by the coupling of laser beam and plasma
arc as shown in Fig. 4.

A

B

Location at the root of deposited wall 

Location at the bottom of 2nd layer

Location at the bottom of 4th layer 

Location at the bottom of 6th layer 

Location at the bottom of 8th layer 

Figure 3: Finite element mesh. Figure 4: Temperature distribution of PLDM.

Figure 5: Effect of power ratio of laser to arc on the temperature distribution during PLDM (3000 W plasma
arc +800 W laser, scanning speed is 8 mm/s).

Martensite start temperature

t1

t2 

t3 

t4 

(a) Position A located at base metal (b) Position B located at roof of deposited wall

Figure 6: The relation between the Monte Carlo step and real time & temperature during PLDM process.
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The temperature evolution at locations at the different deposited layer is shown in Fig. 5.
Numerical results clearly indicate that the double thermal impact exists in the deposited layer
during PLDM process. Monte Carlo model then use the temperature data from the thermal analysis
as loading. The relation between the Monte Carlo step and real time and temperature is shown
in Fig. 6. According to the Ref. [5], the grain growth behavior exists when the temperature is
higher than the martensite start point. From the results shown in Fig. 6(a), it is clearly seen
that the influence of thermal impact due to deposition manufacturing on the microstructure of
substrate is negligible. To further study the whole grain evolution in the PLDM, a characteristic
location at the root of deposited layer is chosen (see Fig. 6(a)). And several moments in deposition
manufacturing process are also picked, the relation between real time & temperature and MC step
is listed in Table 2. Microstructure simulation results at location A during PLDM are shown in
Fig. 7. Numerical results indicate that the grain growth speed depends on the temperature gradient
and is inclined to slow down with the increasing of deposition time.

Table 2: Relation between real time & temperature and MC step.

Mark in Fig. 6 Real time (s) Temperature (◦C) Monte Carlo step
t1 1.01 895.12 305
t2 1.56 573.45 476
t3 3.88 695.34 1181
t4 4.44 627.41 1352

(a) t = t1 (b) t = t2

(c) t = t3 (d) t = t4

Figure 7: Microstructure simulation result at location A during PLDM.

4. CONCLUSIONS

(1) A three-dimensional thermal and metallurgical analysis based on finite element method com-
bining with Monte Carlo model is developed to study the temperature field and grain growth
in HAZ during the PLDM process.

(2) The thermal impact directly influences the grain size in the microstructure of deposited layers,
but almost has no effect on the substrate material in the PLDM process. And the grain growth
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speed in the HAZ depends on the temperature gradient and is inclined to slow down with the
increasing of deposition time.

(3) The thermal-microstructure model could be further used to study the relation between tem-
perature curve and the grain growth in the deposition manufacturing process by variable high
energy beam techniques.
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Abstract— Archiving functionally gradient materials (FGM) fabrication via digital manufac-
turing methods has attracted considerable attention in recent years. In this paper, a new FGM
powder feeder and its flexible numerical motors control solution used in electromagnetism com-
pressed plasma deposition manufacturing process was developed. The motors control hardware
circuit and its Superior computer control program was introduced and analyzed. The powder
feeder unit was based on the timing belt driving and Pneumatic conveying principle. The Supe-
rior computer control program was based on lab windows/CVI program developing environment
with good man-machine conversation interface. Tests were made with Ni-based alloy powders,
Fe-based alloy powders and ceramic powders in the particle average diameter of 15–350 Microns.
Results showed that powders mixtures obtained from the device are continuous and stable. The
precision of delivering powders mixture can be within 2% error scope comparing to the desired
mixture quality and the flexible proportion of mixture can be easy changed in the computer
control program by synchronously controlling the powder feeder rotation speed.

1. INTRODUCTION

Functionally graded materials (FGM) are a new generation of engineering materials with continu-
ous changes of microstructures and properties across the material [1]. The unique characteristics
in structure distribution make FGM offer great promising characteristics such as low residual and
thermal stresses and improved bonding strength between dissimilar materials. Generally the manu-
facturing processes that can fabricate FGM objects are Laser Engineered Net-Shaping (LENS) [2],
Directed Light Fabrication (DLF) [3], Electron Beam Freeform Fabrication (EBF) [4], which are
termed as rapid prototyping (RP) or layered manufacturing (LM). Electromagnetism compressed
Plasma deposition manufacturing (PDM) [5], as a newly developed direct metal fabrication process,
belongs to 3D welding. This technique is characterized by supply head delivering a well-defined
flow rate of metal powder, which is deposited in molten pool formed by controlled plasma heating.
Thereby full strength parts with the single or multifarious materials can be built up, layer by layer,
by melting and rapid solidifying the feed material into the desired shape. Those fabrication tech-
niques involve deposition of material to create objects, unlike conventional methods, where material
is removed to obtain the final object [6]. The deposition of material can be explicitly controlled
thereby providing unique opportunities to selectively deposit material. In other words, the material
deposited can be varied continuously to yield a functionally graded material object with varying
material distribution.

Powder feeder is the key apparatus for electromagnetism compressed FGM component fabricat-
ing. There are various powder feeders based on different principles having been developed at home
and abroad. Screw feeder, turntable feeder and tub wheel feeder are used broadly in powder appli-
cations. But these feeders are not quite fit for the FGM component fabricating for the reason of
blocking powders frequently, poor capability of deliver superfine powders, can not keep the powder
flow continuous and steady especially in low feed speed. And most of all, these feeders can not
realize numerical control to supply mixing powders with desired blend ratio at fabricating spot. So
it is necessary to develop an apparatus which can well meet the requirement of electromagnetism
compressed FGM component fabricating process.

2. PRINCIPLE OF FGM POWDER FEEDER UNIT

The flexible numerical control FGM powder feeder unit was based on the timing belt driving and
Pneumatic conveying principle. It mainly consists of mechanism which can transport quantity
powders accurately includes powder barrel, time belt, belt pulley, air vibrator, powder falling tube
and its adjust device and so on; the powder feeder body; carrying gas channel; the step-motor and
the control electro circuit. Fig. 1 shows the schematic drawing and photograph of powder feeder
unit.

During the powder delivering process, material powders fall from powder barrel onto the timing
belt by the gravity function. An air vibrator installed near the powder barrel shakes in a Vibration
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(a) (b) 

Figure 1: (a) Schematic drawing and (b) photograph of powder feeder unit.

frequency of 30000 vpm. The high frequency vibration of the powder barrel enhanced the flow
ability of powders and avoided powders block as well as the powder bridging. The powder falling
tube automatic adjust device eliminates the gap between powder falling tube and time belt, so the
quantity measurement of delivered powders is decided by the through hole size at the bottom of
falling tube which guarantees delivering the powders with accurate quantity. The time belt droved
by belt pulley carries the material powders into the outlet channel at the one side of powder feeder
body. The belt structure is able to ensure send the material powders on it to the powder outlet
channel completely. The accelerated powder carrying gas is sent into the powder outlet channel
through the gas inlet hole on the top of the powder feeder body. By using accelerated powder
carrying gas, the material powders out of the feeder can keep good concentration after a long
transportation distance.

3. REALIZATION OF FGM POWDER FEEDER MOTOLS CONTROL

3.1. Hardware Circuit

The motors control hardware circuit mainly includes the power source mold Block, D/A trans-
formation module, V/F transformation module, display module as well as power failure memory
replacement module and so on. The electrical principle is shown in Fig. 2. The monolithic inte-
grated circuit ADUC812 as the core powder feeder motors control circuit, the TLC5620 as appended
D/A transforms making up ADUC812’s D/A channel insufficiency, the voltage/frequency trans-
forms AD564 transforming 3-ways analogy output voltage signals frequency into pulse signals to
actuate motors, Serial EEPROM X5165 as the power failure saves chip and The MAX232 chip
achieving correspondence of ADUC812 and Superior PC machine.

3.2. The Superior Computer Control Program

The superior computer control program of FGM powder feeder was developed based on lab win-
dows/CVI program developing environment with good man-machine conversation interface Fig. 3
shows the GUI of FGM powders feeder control system. The program realized communication be-
tween motors control circuit which installed in powder feeder control box and superior machine
program through the serial port. By setting the figures of desired powder deliver quantity in the
control program GUI (Graphical User Interface) panel, the computer control program sends out
3-ways electrical pulse signal unceasingly to the monolithic integrated circuit. The monolithic in-
tegrated circuit then actuates the step-motor to rotate at certain speed thus makes the time belt
of powder feeder unit move in corresponding velocity and the material powders are sent out with
the quantity as expected. The superior computer control program can also realize control of the
powder feeders in both manual and automatic mode. It realizes two or three material gradient
changes synchronously by adjusting the 3-ways output electrical pulse signal in the pre-defined
mode corresponding to the materials gradient distribution.
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Figure 2: Schematic drawing of powder feeder control principle.

Figure 3: GUI of FGM powders feeder control system.

4. POWDER FEEDER EXPERIMENTS

During the FGM metal component digital manufacturing process, the quantity and the stabil-
ity of delivered metal powders have great influences on the mechanical properties, the operating
mode performance and the standard physical chemistry performance of the fabricated components.
Therefore feeding the metal powder precisely and keeping the powder flow continuous and steady
especially in low feed speed are the key factors to guarantee obtaining component with optimum
performance.

In our paper, the powder mass of the new apparatus is determined by the density of the powder,
the radius of through hole, the rotate speed of the step motor. The mass quantity of delivered
powder per minute is shown in the formulary below.

m = ρ× n× π ×D × 1
2
× π × r2 (1)

where m stands for Powder deliver quality; ρ stands for Powder density; n stands for deliver pulley
rotational speed; D stands for diameter of deliver pulley and r stands for the radius of the through
hole at the bottom of powder falling tube.
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The powder feed precise tests were made with Ni-based alloy powders, Fe-based alloy powders
and ceramic powders in the particle average diameter of 15–350 Microns with carrier Ar gas of
0.2m3· h−1. The powder mass is measured every 30 seconds and the results are shown in Fig. 4(a).
The line is the measure data based linear least squares regression. The fitting equation is M = Kt.
While M is powder mass (g), K is the proportion coefficient and t is the time (s). The proportion
coefficient (K), correlation coefficient (R) and standard deviation (SD) is shown in Fig. 4(b).
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Figure 4: (a) Powder mass and motor ratio. (b) The results of fitting equation.

Experiments results show that powders obtained from the device were continuous and stable.
The powder mass is stabilization and uniformity. Compared with traditional powder feeders, it has
many merits such as low abrasion, broad range in adjusting powder mass, powder uniformity and
the ability of delivering superfine powders etc. The precision of delivering powders could be within
2% error scope comparing to the desired quality and there is no evident difference between different
powder feeder units. So the flexible proportion of mixture can be easy changed in the computer
control program (Fig. 5) by synchronously controlling the powder feeder rotation speed.

Figure 5: Schematic drawing of mixture powder feeding.

5. CONCLUSIONS

An approach to delivering multi-varieties powder precisely for electromagnetism compressed FGM
component fabricating is presented. The apparatus unit is based on the timing belt driving and
Pneumatic conveying principle. The feeding control hardware circuit was based on ADUC812
with appended TLC5620 D/A converter. The Superior computer control program was based on
lab windows/CVI program developing environment with good man-machine conversation interface.
Experiments results showed that powders mixtures obtained from the device are continuous and
stable. The precision of delivering powders mixture can be within 2% error scope comparing to the
desired mixture quality and the flexible proportion of mixture can be easy changed in the computer
control program by synchronously controlling the powder feeder rotation speed to satisfying the
need of FGM component fabricating.
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Abstract— The method of direct rapid metal prototyping and tooling can sharply shorten the
lead-time and reduce the cost of product development, therefore it become the key technology
in the RP&M. In this field, PDM (Plasma Deposition Manufacture) technology, based on low-
cost and high efficiency plasma power resource caused attention. This paper analysis the present
status of direct rapid metal prototyping by PDM technology, discusses how to control the process
parameters in the molding process and the relationship between arc length and arc voltage.
Experiments demonstrate that the hardware scheme is suitable for the friendly open system with
satisfied operation and maintainability. In other hand, as it is difficult to measure the deposition
height directly in the PDM process, a method for measuring deposition height by monitoring arc
voltage is proposed because of the arc voltage is linear with arc length.

1. INTRODUCTION

The PDM (Plasma Deposition Manufacture) technology, based on low-cost and high efficiency
plasma power resource, gathers plasma, laser, material, PC, auto-control system and so on. It is
a melting accumulated process and the research of deposition height measure is very important in
PDM. However, to measure the deposition height directly is difficult, after some experiments. It
has been found that the arc voltage is linear with arc length.

2. HARDWARE ARCHITECTURE OF MOVEMENT CONTROL SYSTEM

In this PDM system, “PC+NC (numerical control) card” scheme is designed to realize movement
control. It adopts PMAC movement card as core controller and Industrial Personal Computer
(IPC) as host machine. The PMAC card’s main function is interpolation, position control, handing
velocity, PLC and other real time control. The main achievement of IPC is management function,
it’s also support using software to change CNC system’s interface, graphic display, dynamic sim-
ulation, NC program, fault diagnose and so on. PMAC card is plugged in the PCI bus slot, the
interface card transfers and isolate signal of the NC control informationfeedback information and
PLC control information. Most of the hardware of NC system adopts common computer hardware
except PMAC movement controller.

The PMAC can work independently. It can obey orders of the host machine too. To commu-
nication with the host machine it can use serial port or by the way of bus. When communicating
through bus, it can also lead interrupt to host machine, therefore, to achieve flexible and effective
management is possible. The PMAC movement control card in which the system is used have servo
loop and calculate, IO function, memory management and PLC function.

Figure 1 shows the 5 Axis NC systems that this paper describes, it can divided into movement
control parts and movement drive parts. The main part of movement parts is movement card,
each axis servo equipments are in the drive part. In order to develop high degree of accuracy, high
stability NC system, it needs many auxiliary electrical circuits, including power supply module,
servo supply module, security loop module, auto zero module etc.

3. DEPOSITION HEIGHT MEASUREMENT

In the process of plasma deposition forming, there are more or less differences between the deposition
height of the forming component and the deposition height which is presetting. As the deposition
process continues, this deviation will accumulate. Hence, there will be two serious consequences: (1)
the parts shape which is forming has large difference with the presetting, it can’t meet the challenge.
(2) When the multi-layer process is finished. The actual thickness of the Deposition may lower than
the preset thickness. As this deviation accumulate, the distant between the deposition parts and
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Figure 1: Five axis control system.

the torch will increase, as a result, the arc will be stretched or go out. Therefore, to detect the
deposition height is very important. There are some design proposals as follow:

(a) Contact sensor measure
At the present, in contact sensors, the LVDT inductive sensor has high precision, anti –jamming

ability. It is flexible, can accurate measure distance, Fig. 2 shows how the contact sensor measure
the deposition height, but there are three problems in this method measuring the deposition height.
(1) In the deposition process, the temperature is very high (often 800◦C above), When using this
method, the probe will distort or damage, the output of the measuring signal will distort. (2)
The contact sensor can only measure single-point. Because of the difference between the parts,
the deposition path is changing. Since putting the contact sensor behind the molten pool is very
difficult, this method is difficult to measure the actual height. (3) Due to the high temperature of
the molten pool, real time tracking molten pool is very difficult to measure the deposition height.
Deposition forming and height measuring can’t be simultaneously carried out. Hence, it can’t
satisfy the real-time requirement of the deposition height measure.

(b) Non-contact measurement
In the field of small distant and high precise non-contact measurement, there are two methods:

laser measurement and ultrasonic measurement. Compare to contact measurement, non-contact
measurement has many advantages such as the structure is simple, it will not cause interference or
influence the deposition process, as the Fig. 3 shows. But the disadvantages can be seen in three
aspects. (1) All the non-contact measurement is spot measurement. Because of the change with
the deposition path it is hard to measure the resurfacing welding height. (2) Laser measurement
has relationship with the surface temperature of the reflecting object and the absorption of objects.
If the material to be deposited is different, the temperature is change, using the laser measure-
ment may cause large measurement error. Another non-contact measurement method is ultrasonic
measurement. It is greatly affected by the environmental temperature. But in the deposition field,
the temperature will achieve more than 1000 degrees. So it is unsuitable to use the ultrasonic
measurement method measuring the deposition height.

For the reasons that is analyzed above. We should find a method that it is affected little by
environment and the change of path.

One of the important features of plasma arc is it has falling volt-ampere characteristic, it is
because in the large current environment, magnet contraction effect will happen. When the current
increase, the magnet contraction effect will be enhance. Also the ampere density and the arc
temperature will increase. As a result, the arc resistance will decrease. The arc voltage will drop
with the increasing current. Hence, the falling volt-ampere characteristic curved line will appear.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 961

Figure 2: Touch sensor instrumentation plan. Figure 3: Non-contacting sensor instrumentation
plan.

But no all the situations are like this. When the current increase to a certain value, even or
ascending volt-ampere characteristiccurved line will appear. Further more, in terms of the change
of current will cause the change of arc resistance, the electric arc resistance is proportional to the
arc stream. It’s inversely proportional to the product of cross section of arc stream and electrical
conductivity. It can be represented by

R =
l

ρ · S (1)

where l is the arc length, ρ is the electrical conductivity of arc stream, S is the cross section of arc
stream, R is the arc resistance.

Because of ρ and S is the function of current, so the arc resistance R can be represented by the
function of current.

R = cf(I) (2)

In order to conveniently analyze, it can be approximately represent by

R =
c

Id
(3)

where c and d are constant, so the voltage is V = IR = cI(l−d).
If the index d > 1, the current will increase and the arc voltage will decrease, the falling volt-

ampere characteristic will be formed; If the index d ≈ 1, the arc voltage will not change with
the current, the even falling volt-ampere characteristic will be formed; If the index d < 1, the arc
voltage will increase with the raise of current. The ascending falling volt-ampere characteristic will
be formed.

The major elements that affect the volt-ampere characteristic of plasma arc are as follow: work-
ing gas flowphysical dimension of nozzle, arc length and the type of working gas etc. When the
other parameters of plasma arc are kept constant, only increase the gas flow, the voltaic arc will
rapid cooling, the compression degree of voltaic arc will increase, the cross section of arc stream will
be thinner, the voltage of arc will rise. So the airstream will increase, as a result, the volt-ampere

Figure 4: VA characteristic curve.
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characteristic will move to the upper right corner. But the increase of airstream should have certain
restrictions, unless it will lead to decreased efficiency or extinguish voltaic arc.

The physical dimension of nozzle is nozzle pore diameter, channel length and compressed angle
of nozzle. When other condition unchanged, decrease the pore diameter of nozzle or increase the
channel length of nozzle and decrease the compressed angle of nozzle can lead the volt-ampere
characteristic to the upper right corner. It is because that the compress and the cooling of arc
stream are enhanced so that the arc stream will be thinned, the voltage will rise, as Fig. 4 shows.

Although many factors have affect the arc length, Include the intensity of current, the airflow
and the diameter of the nozzle, but when this changes can be considered to be neglected, the change
of arc length will linearly reflect the change of voltage. By measure the change of arc voltage to
calculate the arc length, this method provide an important basis for acquire the height of deposition.

4. THE MEASUREMENT OF DEPOSIUTION HEIGHT EXPERIMENT OF PDM
SYSTEM

Deposition height is the major token parameter of forming parts. The measure of deposition height
is important basis for changing deposition parameter and planning deposition route. As mentioned
above, by measuring arc voltage we can indirectly measure the deposition height. Two experiments
are as follow. Table 1 shows when deposition current is different, the experiment of changing
deposition height and measuring arc voltage data. Fig. 5 shows the line chart of this relationship.
Table 2 shows when deposition height is different, the experiment of changing current intensity and
measuring arc voltage data. Fig. 6 shows the line chart of this relationship.

Figure 5: Test ling chart. Figure 6: Test ling chart.

Table 1: The test of Arc voltage data.

Current (A)
Deposition

interval (mm)
Arc voltage (V) Current (A)

Deposition

interval (mm)
Arc voltage (V)

40 9 26.2 60 9 26.5

40 11 29.4 60 11 30.2

40 13 31.1 60 13 32.3

40 15 31.3 60 15 34.1

40 17 35.6 60 17 36.2

It can be seen from the graph that the current intensity has little effect on the arc voltage. And
it is approximately linearly proportional with the deposition height. This system uses the method
which measures the arc voltage and according to current to do compensation to indirect measures
the current deposition height. Fig. 7 is a diagram of computing deposition height.

From the graph it can be seen, where H is the actual height of deposition parts. HS is the
distance between nozzle and base plate. DR is the actual interval between deposition part and
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Table 2: The test of Arc voltage data.

Deposition

interval (mm)
Current (A) Arc voltage (V)

Deposition

interval (mm)
Current (A) Arc voltage (V)

9 40 26.2 9 40 26.2

11 40 29.4 11 40 29.4

13 40 31.1 13 40 31.1

15 40 31.3 15 40 31.3

17 40 35.6 17 40 35.6

Figure 7: Deposition height computing diagram.

nozzle. Hereby, better measuring results can be acquired.

H = HS −DR (4)

5. CONCLUSION

This paper discusses how to control the process parameters in the molding process and the rela-
tionship between arc length and arc voltage. A method of measuring deposition height is developed
in direct rapid metal prototyping and tooling. According to the quantitative relationship between
arc voltage and arc length, the deposition height can be indirectly computed by experimental ver-
ification which measure the arc voltage to obtain arc length data. In the manufacture process, the
metal prototyping and tooling height and other parameters including melting temperature, melting
poor shape could be collected in due course and transmitted to IPC (industry PC). And then,
according to these data, IPC might modulate movement track and deposition parameter to insure
metal prototyping and tooling shape and performance.
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Abstract— In this paper, the mechanism of electromagnetic influence on the compound arc
column is analyzed theoreticly, and the influence rule of electromagnetic on the compound arc
beam is studied experimentally. The experimental results show that the compound arc column
can absorb electromagnetic waves, and electromagnetic waves can compress the compound arc
column. The compound arc column can maintain the same patterns only when the magnetic
compressure and the expansive power outward are balance.

1. THE PRINCIPLE OF HYBRID PLASMA-LASER DEPOSITION MANUFACTURE
(PLDM)

The principle of PLDM technology is shown in Fig. 1. The shape, dimension and function of the
conception model are gained by means of concept design, and then workout a CAD model with the
help of shaping software. According to the requirement of the component’s dimensional accuracy,
the CAD model is dealt with slices and transferred into an STL document. In accordance with the
shape of every layer, the control system draws up to route, generates the CNC code to control the
movement of the NC machine [1–4]. On the one side of the plasma arc, the laser beam is focused on
the plasma arc into the molten pool through adjusting the optical path for light transmitting and
focusing. The deposition and shaping are then carried out under the control of the parameters such
as movement of sending powder system, plasma arc-stream, shielding gas flow, sending powder gas
flow, electric current according to the precious design. The high-temperature alloy powder is sent
to the pool to melt and solidify into a compact metal layer rapidly then continues repeating the
lamination until the entire three-dimensional component’s layers are formed.

Figure 1: Schematic representation of the PLDM process.
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2. THE CHARACTER OF THE COMPOUND ARC BEAM

The compound arc column is most plasma arc beam. Plasma is a kind of ionization gas which
composes of a great deal of free electron and ion and behave whole electricity neuter, which is
the fourth state except solid, liquid and gas. Simply speaking, plasma is a kind of high ionization
gas. And high ionization means that the density of the electrification particle is enough high
and the interaction of the positive and negative charged particle is quite strong. Commonly, the
generation of the plasma is a complicated process which relate to many classical gas discharge
theory, experiments, the atom microcosmic process and exterior effect. In addition, the producing
way of the plasma sometimes close connects the plasma’s restriction and application. The mainly
mechanism of the plasma production include ionization caused by heating, gas discharge and the
laser induction.

3. THE MAGNETISM SHRINK EFFECT OF THE COMPOUND ARC BEAM

In the compound arc beam, the plasma take up the finity area and keep the column, this is called
the linear plasma column as Fig. 2. The angle magnetic field which circle itself will produce when
mightiness electric current pass the plasma along the axis direction. The magnetic field interacts
with the rapidly moving particle, which makes the plasma pressure increasing and the column radial
decreasing. Appearancely, the plasma beam can reach balance till the plasma pressure is equal to
the magnetism pressure [5].

Figure 2: The balance of the linear plasma.

The balance factor of the linear shrinkage plasma is following:

< P > +
< B2

zi >

2µ0
=

B2
ze

2µ0
+

B2
θe

2µ0
(1)

Thereinto:

< P > =
1

πa2

a∫

0

P (r)2πrdr (2)

< B2
zi > =

1
πa2

a∫

0

B2
z (r)2πrdr (3)

In the formula, µ0 is the magnetic conductivity in vacuum, Bzi and Bze parting denote the
inside and outside magnetic field intensityof plasma along the axial direction, Bθe denotes the
outside angle magnetic field intensity of plasma, P denotes the plasma pressure. The left of the
formula (1) denotes the inner pressure and the average magnetic field intensity of the plasma
beam. The right of the formula (1) denotes the external column axial direction and angle direction
magnetism pressure. The balance condition shows, when the inside and outside plasma beam total
magnetism pressure are equal, the plasma beam will reach balance.

When electric current flow through the parallel conducting wire, they will attract for each
other. If regards the voltaic arc beam as numberless conducting wire with electric currents, and
every conducting wire will receive a larenz force which produced by magnetism caused by electric
current. Direction of Larenz force will attract for each other and towards the center of arc column,
which like as a hank wire will become tighter more and more when electric current pass through,
and the arc column diameter will decrease because of the self-magnetic compression.

The element force balance equation of arc column is following:

dP

dr
+ jz ·BΦ = 0 (4)
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Thereinto P is the barometric pressure, jz is axial direction electric current, BΦ is the arc column
self-magenetic field strength, and it always point to the tangential direction, and jz · BΦ delegate
the Lorenz power, the physical significance of the force balance equation formula (4) is that the
Lorenz power in the arc column will be balanced by the pressure gradient. Because of the Lorenz
power is centripetal, the result that the arc column center pressure is inevitable greater than the
other place’s pressure can be gained easily from the formula (4).

Because the arc column is pillar symmetrical, the relationship of magnetic density and electric
current can be get by the Ampere’s law as following:

∮

l

B · dl = µ0

∑
I (5)

Thereinto, µ0 is vacuum magnetic permeability,
∑

I is the the electric current algebraic sum
included in the closed circuit l. If make l as a circle with radius r, then the B and dl have the
same direction, and |B| = BΦ, and they remain the constants in the circle, so the formula (5) can
be predigested as the following:

BΦ =
µ0

r

∫ r

0
jzdr (6)

To get the formula (2)–(4) substitude the formula (2)–(6):

dP = −µ0

(
jz

r

∫ r

0
jzrdr

)
dr (7)

To get the pressure p integrate from arc column edge to the interior, the edge pressure of the
arc column should be the environmental pressure P0, so:

P (r)− P0 = −µ0

∫ r

r∗

jz

r

∫ r

0
jzrdr (8)

That is:
∆P (r) = −µ0

∫ r

r∗

jz

r

∫ r

0
jzrdr (9)

Thereinto, ∆P (r) = P (r)−P0 means the pressure increasing generated along the radial direction
r because of the self magnetic compression. The formula (9) shows the relationship of the one
dimention arc column self magnetism compression, appending pressure, the arc column diameter
and the electric current. If the electric current density distributing form can be got, the relationship
of the appending pressure of self magnetism compress and the electric current of arc beam can be
gained too. Supposing the electric current density in the arc column is constant, ViZ.:

jz =
I

πr2∗
= const (10)

The formula (9) simplified as following:

∆P (r) =
µ0

4π

I2

πr2∗

(
1− r2

r2
∗

)
(11)

Supposing the arc column electric current density distributed like the parabola:

jz = jm

(
1− r2

r2∗

)
(12)

The formula (9) simplified as following:

∆P (r) =
5
3

µ0

4π

I2

πr2∗

(
1− 12

5
r2

r2∗
+

9
5

r4

r4∗
− 2

5
r6

r6∗

)
(13)

In the arc column axis:

∆P (r) =
5
3

µ0

4π

I2

πr2∗
= ∆Pmax (14)
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Above several expressions show that the self magnetism compress appending pressure and arc
current’s square have the direct ratio arelationship, and inverse proportion to the arc radius square,
the appending pressure in the arc axes are will become higher with the electric current density
distribute more steeper.

4. THE EXPERIMENT OF LASER INFLUENCE ON THE APPEARANCE OF THE
COMPOUND ARC COLUMN

The appearance of plasma arc beam changed with the laser average power under the condition that
the repeat frequency is 50Hz and the pulse width is 1.0 ms is shown as Fig. 3. The relationship
between plasma arc characteristic and laser average power is shown as Fig. 4. It is clear that the
plasma arc is becoming smaller when the laser average power is increasing, which means that the
laser has the compression effect on the plasma arc. The reason is that the increase of the laser
average power makes the energy absorbed by the plasma arc increase, improves ionization and
magnetic effect compression, and then results in the reduction of the plasma arc diameter.

(a) The appearance of the single plasma arc beam

(Left: the original arc image.  Right: the image figure)

(b) The hybrid arc beam appearance under the condition of average power 4 W

(Left: the original image.  Right: the image figure)

(c) The hybrid arc beam appearance under the condition of average power 39 W

(Left: the original arc image.  Right: the image figure)
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(d) The hybrid arc beam appearance under the condition average power 91 W

(Left: the original arc image. Right: the image figure)

 

(e) The hybrid arc beam appearance under the condition of average power 160 W

(Left: the original arc image.  Right: the image figure)

(f) The hybrid arc beam appearance under the condition of average power 254 W

(Left: the original arc image.  Right: the image figure)

Figure 3: The hybrid arc beam appearance under the condition of different laser average power (laser
repetition frequency: 50 Hz, laser pulse width: 1.0 ms).
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Figure 4: The relationship between laser average power and plasma arc diameter.
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5. CONCLUSION

(1). Self magnetism compress appending pressure and arc current’s square have the direct ratio
arelationship, and inverse proportion to the arc radius square, the appending pressure in the
arc axes are will become higher with the electric current density distribute more steeper.

(2). Only when the magnetic compression strength and the compound arc column outward expan-
sion power are balance, the arc column can maintain a certain form of the same shape.

(3). The plasma arc is becoming smaller when the laser average power is increasing.
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Abstract— Super alloy was widely used in a variety of industry field such as aeronautics and
astronautics, and plasma deposition manufacturing has provided an effective way in fabricating
refractory and intractable parts e.g., super alloy parts directly from their digital models. How-
ever, there is much difficulty in fabricating parts with large obliquity because of the flowing of
molten pool caused by gravity field. In this paper, an innovated method named electromagnetic-
compressed plasma deposition manufacturing is presented which employs the electromagnetic
field to decrease the effectiveness of the flowing of molten pool. The result shows that the com-
plicated parts with big overhang structure and large obliquity could be fabricated under proper
tool path and the help of electromagnetic. Some parts with complex shape were trial manufac-
tured which proves that electromagnetic-assisted plasma deposition manufacturing is a promising
technology in direct rapid manufacturing.

1. INTRODUCTION

Super alloy, a kind of refractory and intractable material, was widely used in industry, and plasma
deposition manufacturing, one of the Solid Freeform Fabricating (SFF) technologies, has provided
an effective way in fabricating parts made of super alloy with the help of the electromagnetic-
compressed plasma arc. However, complex parts with overhang structure are often difficult to fab-
ricate without support. P. Singh and D. Dutta [1] proposed a customized deposition system named
Compliant Parallel Kinematical Machine (CPKM) and Multi-Direction Slicing (MDS) method to
minimize the support structure. Jun Zhang and Frank Liou [2] investigated an adaptive slicing
technology in which the slicing direction varied according to the normal vectors of the solid surface
and the deposition of some overhang structure could be achieved based on two presented methods
named “Transition Wall” and “Surface Tension”. Jianzhong Ruan [3] et al. proposed a multi-axis
slicing method to search the slicing direction based on centroidal axis computation. R. Dwivedi
and R. Kovacevic [4–6] developed the Laser-based multi-axis direct metal deposition (LBDMD)
technology in which the skeleton of the complex part is utilized to specify its building direction.

Electromagnetic-compressed plasma deposition manufacturing [8, 9], which employs the electro-
magnetic field to decrease the effectiveness of the flowing of molten pool, belongs to 3D welding
and milling. This technique is characterized by the supply head delivering a well-defined flow rate
of metal powder, which is deposited in the molten pool formed by controlled plasma heating. After
deposition of a single layer, the powder delivery nozzle is incremented in the building direction, and
another layer is deposited. Milling is intermittently adopted to remove the excessive portion of one
or more deposited layers of the materials. Thereby, fully dense parts with the single or multifarious
materials can be built up, layer by layer, by melting and rapid solidifying the feed material into the
desired shape. Fig. 1 is the sketch of electromagnetic-compressed plasma deposition manufacturing
system. This system is comprised of two sub-systems. One is electromagnetic-compressed plasma
arc deposition system, the other is milling system. The whole system is established on a five-axis
kinematical platform which consists of three linear axes (X, Y, Z) and two rotating axes (A, C)
associated with a dual-axis rotary-tilting table.

Although many ways and means with great value have been suggested in the multi-axis path
planning, they always belong to laser cladding; less literature has been found on multi-axis plasma
arc deposition. Since the electromagnetic-compressed plasma deposition manufacturing is a kind of
special technology which is based on “Slicing & Deposition”, there must be always physical existence
of a substrate as a “base” on which the materials can be deposited. In other words, “don’t use
support” mentioned above doesn’t mean there is no support material under the subsequent layers,
whereas the previously deposited layers always play a “support” role to prop the subsequent layers
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from below. Hence, the principle of multi-axis strategy of electromagnetic-compressed plasma
deposition manufacturing is to maintain the support relationship between the previously deposited
layers and subsequent layers at any time in the fabrication process with the help of the kinematical
system.

Figure 1: The sketch of electromagnetic-compressed plasma deposition manufacturing system.

2. STRATEGY OF PATH PLANNING FOR ELECTROMAGNETIC-COMPRESSED
PLASMA DEPOSITION MANUFACTURING

In the path planning of SFF process, a STL model is usually adopted which is all comprised of
small triangle faces. Each triangle face consists of four elements — three vertex of triangle and one
normal vector of the face. In SFF process, slicing is the process that is represented as a set of layers
formed by “slicing” a CAD model with a set of horizontal planes. The distance between planes is
called “layer thickness”. Differences in quality can be achieved by controlling the layer thickness.
Research on 2.5D slicing procedures and deposition tool path for layered manufacturing processes
has been widely conducted [3]. And in this paper, the multi-axis strategy will be emphasized.

After STL model is sliced, the 3D contour is generated which consists of the rings in the slicing
plane and a set of surface normal vectors obtained by the intersection of the slicing plane with STL
model.

Slicing plane

Triangle face A with three

vertex one normal vector 

Building Direction +Z

A

Surface normal

Generated ring in the 

slicing plane

Figure 2: The sketch of STL model with triangle faces.

In some complex parts with large overhang structure, the deposition can’t be achieved in the
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+Z building direction because of the flowing of molten pool caused by gravity field. So the torch
direction should be adjusted during the process.

As it’s shown in Fig. 3, Vf1 and Vf2 are the surface normal vectors of the STL model. Since
the STL model is provided with large obliquity, the part can’t be fabricated along the building
direction. Whereas, the torch direction varies in a single layer which is vertical with respect to the
surface normal vector. In Fig. 3, Vt1 and Vt2 are the vectors which represent the torch direction.
It can be seen that when the path is along a certain segment AB , the torch direction along Vt1 is
constant but lean to the +Z direction. Each segment has its own torch direction in the deposition
path. However, the transition between adjacent segments should be continuously. Thus, Vi1 and
Vi2 are the interpolated vectors to keep the nozzle transforming from one direction to another
continuously and stably. Therefore, the torch direction is kept changing in a single layer until the
deposition is finished. So the five-axis path (Location Point) can be listed as follows:

(Ax, Ay, Az, Vt1i
, Vt1j

, Vt1k
)

(Bx, By, Bz, Vt1i
, Vt1j

, Vt1k
)

(Bx, By, Bz, Vi1i
, Vi1j

, Vi1k
)

(Bx, By, Bz, Vi2i
, Vi2j

, Vi2k
)

. . .
(Bx, By, Bz, Vini

, Vinj
, Vink

)
(Bx, By, Bz, Vt2i

, Vt2j
, Vt2k

)
(Cx, Cy, Cz, Vt2i

, Vt2j
, Vt2k

)

where (Ax, Ay, Az) represents the x, y, z components of point A respectively, and (Vt1i
, Vt1j

, Vt1k
)

represents the i, j, k components of vector Vt1 respectively.

A

B

C

Plasma torch 

Figure 3: The Sketch of multi-axis strategy in electromagnetic-compressed plasma deposition manufacturing.

Figure 4: The thin wall sample trial manufactured by electromagnetic-compressed plasma deposition man-
ufacturing.
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3. EXPERIMENTAL VERIFICATION

The Fig. 4 above shows a thin wall sample with large obliquity. An initial observation suggests
that this structure cannot be built along the +Z direction without a support requirement. Thus,
the multi-axis strategy is implemented to treat with this sample and the A axis is oblique to keep
the plasma torch direction vertical with respect to the surface normal vector during the whole
manufacturing process.

4. CONCLUSION

A new method named electromagnetic-compressed plasma deposition manufacturing is proposed
which employs the electromagnetic field to decrease the effectiveness of the flowing of molten pool
and adopts five-axis deposition strategy in fabricating super alloy parts with large obliquity. With
the help of the electromagnetic field and five-axis deposition strategy, a thin wall sample with large
overhang structure was successfully fabricated. The experiment result shows that electromagnetic-
compressed plasma deposition manufacturing is capable of fabricating or depositing structures along
multi-directions and it’s also a valuable technology by which the super alloy parts with overhang
structures can be fabricated directly from their digital models.
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Abstract— During atmospheric plasma spraying (APS), to control the time dependent D.C.
plasma jet behavior requires the comprehensive understanding of its electric, magnetic, thermal,
thermodynamic phenomena. In this paper, influence of particles injection with the form of
suspension on the fluctuation of plasma jet is analyzed, and a control approach is presented
to eliminate the effect. Moreover, an integrated robotic plasma spraying system for advanced
materials processing, i.e., rapid metal tooling and solid oxide fuel cell (SOFC), is developed,
which combines a PC-based controller with a six-axis robot. The intelligent adaptive adjustment
of robot spraying trajectories and self-dispatch of manufacturing strategies were carried out by
the resultant system according to the feedback of the temperature and thickness of sprayed
coatings and other information during plasma praying. The flexibility of the forming system
was promoted by integrating plasma spray forming with robot motion control. Excellent control
performance is observed and this system can be effective to meet the requirements of different
materials processing techniques.

1. INTRODUCTION

Atmospheric plasma spraying (APS) has already been applied in widespread industries for a variety
of applications due to its low cost and simplicity [1]. It can rapidly manufacture coatings with
almost all kinds of materials, such as metals, alloys, ceramics and polymers. Hence, APS has
successfully shifted from a traditional technology for surface engineering to a versatile material
processing one, and drawn keen attention especially for its noteworthy application of solid oxide
fuel cells (SOFCs) [2, 3].

Meanwhile, there is an increasing use of robot in industry domains because of its high flexibility
and broad operating region [4, 5]. For further study on rapid tooling using plasma thermal spray
technology, we conducted developmental research of combining the industry robotic technology and
plasma thermal spray technology to establish integrated robotic rapid spray metal tooling process
for manufacturing injection molding tools and sheet metal forming dies.

2. INTEGRATED ROBOTIC PLASMA SPRAYING SYSTEM

2.1. System Design and Setup
As a line-of-sight process, APS can fabricate satisfying coatings with complex geometries through
holding spray guns by a robot. It is very easy and simple to generate a spray trajectory or modify
processing parameters by using a programmable robot, such as spray angle, spray distance, scanning
velocity and step, etc. Moreover, robotic plasma spraying has proved a feasible and high-efficient
solution to ensure a high accuracy in process and coating repeatability.

System make-up of robotic plasma spraying system is shown in Fig. 1, which includes plasma
jet generator, six-axis industrial robot and turning platform, powder injector, and PC+PLC based
control system. Siemens S7-300 PLC was connected to the system through MPI (Multi-Point
Interface), and the opening OPC (Ole for Process Control) protocol was applied for the data com-
munication between PC and PLC. Communication between PC and UP-20 robot was established
based on the data transmission medium of Ethernet, and the robot control software was developed
for the host control and the exchanging of working jobs by PC. PC was chose as the central con-
troller of the system with the help of process monitoring software with COM (Component Object
Model) technology to meet with the multiple requirements of process monitoring and processing
optimization, information storage, computing resources and so on. Hence, the superiorities of PLC
over the stable and safe control of field apparatus and that of PC over process monitoring, data
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storage, control algorithm were effectively integrated to enhance the system function. Finally, the
robotic plasma spray forming system was established accompanied with forming process monitor-
ing, intelligent adaptive adjustment of robot spraying trajectories, real-time control of robot and
other functions. The intelligent adaptive adjustment of robot spraying trajectories and self-dispatch
of manufacturing strategies were carried out by the resultant system according to the feedback of
the temperature and thickness of sprayed coatings during plasma praying [6].

Figure 1: Schematic diagram of robotic plasma spray forming system.

2.2. Influence of Suspension Injection on the Fluctuation of Plasma Jet

During plasma spraying, to control the time dependent D.C. plasma jet behavior requires the
comprehensive understanding of its electric, magnetic, thermal, thermodynamic phenomena. The
arc fluctuations already have an important influence on particles velocities and temperatures. This
influence is by far more important with the suspension injection because fluctuations act on drops
or jet penetration, fragmentation, particle trajectories, heating and acceleration. Plasma properties
(e.g., velocity, specific enthalpy, gas mass density) vary continuously along the plasma jet radius
i.e., along the suspension penetration path toward the plasma jet axis [7]. The instabilities of the
arc root of the D.C. torch involve high transient voltage fluctuations and thus dissipated power
fluctuations, resulting in plasma jets varying continuously in length and position [8] with strong
variations of their velocities in the axial direction.

(a) (b)

Figure 2: Experimental set-up of (a) SPS and (b) the atomization profile of suspension.

Figure 2(a) presents the scheme of the experimental system for SPS using in this study. The
liquid feedstock system is composed of three stainless steel tanks, in which suspensions are stored,
and stirred and mixed continually by the propeller fixed in the tank. During the process of SPS,
tanks are pressured with compressed air (N2) monitored and controlled with a rotor flow meter
and pressure regulating valve. It is worth noting first that the momentum of the liquid droplets
has to be high enough to ensure their penetration into the core of the plasma jet. Hence, the
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atomized nozzle was self-designed with three inlets for suspensions and one inlet for the atomizing
gas. Picture of suspension drops by the atomized nozzle is shown in Fig. 2(b). Hence, the liquid
feedstock system can be used for the SPS process of three different suspension compositions, and
the pressure of the tank of the suspension feeders can be varied to modify the drop velocities.

In this paper, images of plasma jet are collected by a charge-coupled device (CCD), and then
grey values are calculated through the formal image processing and grey transform, finally, tem-
perature field of plasma jet was obtained through the Abel transformation on the basis of the
relationship between the grey value of images and the radiation intensity of plasma jet, which was
established through the calibration experiment [9]. From the temperature field information, it is
easy to establish optimal processing parameters, and also would further reduce costs and make
spraying tooling more attractive, and furthermore, it can keep the forming process and quality of
coatings. Different profiles of plasma jet during suspension injection are shown in Fig. 3. After the
adjustment, the particle suspension flow fluently from the tank to the injector and it is also easy
to penetrate into the center zone of plasma jet. This case is beneficial to enhance the deposition
efficiency and the utilization ratio of powders.

(a) (b)

Figure 3: Different profiles of plasma jet influenced by suspension injection (a) during and (b) after adjust-
ment process.

3. ADVANCED MATERIALS PROCESSING

3.1. An Application of SOFC

Figure 4 illustrates the surface line-scan photograph of the planar PEN (Positive-Electrolyte-
Negative) coatings. The PEN was composed of anode, graded layer, electrolyte, graded layer
and cathode. In the two graded layers between the respective electrode and the electrolyte, the
material components gradually vary and every component layers contact tightly. The porosity of
the anode graded layer changes gradually from high to low, and the porosity of the cathode graded
layer gradually changes from low to high. The thicknesses of the anode, the electrolyte and the
cathode are 200, 60, and 100µm, respectively. In order to avoid increasing the resistance of cell,
the graded layer only has the thickness of 20 ∼ 30µm. According to the AC complex analysis
results and comparison with the electrical conductivity of the PEN without the graded layers, the
electrical conductivity of the one with the graded layers increased sharply.

Figure 4: SEM of the planar PEN.
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3.2. Rapid Metal Tooling
Rapid metal tooling has received widespread attention because die and mold-making of rapid
tooling for both trial and mass production poses a problem in realizing the rapid development of
new products. It has been demonstrated that thermal spraying process is an attractive method to
manufacture metal molds of any size ranging from small to large.

Our integrated robotic rapid spray metal tooling process was based on the 6-DOF (Degree of
Freedom) industry robot. This industrial robot was employed to perform the central content of
the rapid metal tooling procedure. First, a ceramic block was fabricated into ceramic prototype
mould through robotic milling procedure. Second, the ceramic mould surfaces were coated with
iron-nickel-chromium alloy layers by robotic plasma spraying procedure, and then bismuth alloy,
which undergoes little thermal expansion, or zinc alloy was cast to make the backup of the sprayed
layer. Finally, the ceramic pattern was broken and removed, so that robotic polishing of the sprayed
layer proceeded and the completion of the metal tools for injection molding or sheet metal forming
was obtained [10].

Using the methods of generating robotic trajectory of milling, spray and polishing, the iron-
nickel-chromium alloy spray automobile cover components die mould was experimentally made.
Fig. 5 shows model and mould pictures of integrated robotic plasma spraying metal tooling process.
The fabricated mould can satisfies the craft forming request completely.

(a) (b) (c)

Figure 5: (a) Concave mould, (b) protruding mould assembling chart and (c) the product of the car panel.

4. CONCLUSIONS

1) In order to improve the process quality and reliability of plasma spray, an integrated RPS
system is developed, which provides users with the high quality of spraying forming and
coatings. This system can meet the requirement of advanced materials processing, and also
has satisfying operation and fine control effects.

2) A control approach is presented to eliminate the influence of suspension injection on the
plasma jet. It is helpful for users to achieve the optimal process parameters and develop
process control in spraying process.

3) Fabrication experiments of the automobile cover component and the planar PEN of SOFC
confirm the multipurpose uses of this system. It can enable spraying tooling large and medium
mould with complex surface and the consistent production of those coatings.
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Abstract— Metal products were widely used at a variety of industry, so it is essential to
predict the security and the usability without the destructive testing for the desired production
efficiency under the different their working conditions. Recently, the plasma deposition dieless
manufacturing process (PDM) is an innovative and promising application of plasma heat source
with extensive industrial potential for refractory and intractable material part or prototype,
rebuilding of worn components and especially the direct rapid fabrication of functionally graded
materials (FGMs). However, Residual stress and distortion induced by the highly localized
transient heat and strongly nonlinear temperature distributions would likely promote undesired
and unpredictable warps and cracks in this process. Thus, to distinguish the internal defect
from the significant discontinuities during the nondestructive testing of the metal parts, in this
paper, the finite-element method (FEM) was applied to predict the electromagnetic distribution.
According to the difference the magnetic flux leakage analysis, distinction threshold was built by
the ratio of the peak-to-peak amplitudes of the raw inspecting signal anomaly. Computational
results show that it is potential to decrease the testing period and improve the security of metal
parts, in particular, the micro-raw and hole in the metal parts can be predicted, thus the possibly-
intended breakage would be improved.

1. INTRODUCTION

Tubular products are widely used at a variety of industry. Considering their working condition,
nondestructive testing (NDT) stands essential for both the desired production efficiency and se-
curity [1–3]. As a popular testing method used for the steel pipes’ testing, MFL was supposed
intuitively to provide more health information sufficiently. During the real-time inspection, other
factors, such as shape and orientation could contribute significantly for the defect’s location char-
acteristics, leading the location identification disorder. This problem has been attached more and
more importance during the evaluation system of the steel pipes’ health information in their supply-
ing and in their service. To assess the severity of the flaw in the tubular product, Perazzo et al. have
improved the signal processing and extracted more features. They also suggested some additional
threshold for the reliable inspection [4]. The desired differentiation has yet been achieved in our
experimental inspections to the artificial defects’ designed with different shape and machined at the
same surface of the reference materials with regular wall-thicknesses, respectively. With the help of
the noise-decreasing process, J. Etcheverry et al. threw some light on the signal-processing to the
raw MFL signal. Harmonic functions were used to eliminate the disturbance from the noise, and
transformation was carried out from the inspected vector series into the normalized scalars, which
the latter could function as the index, presenting more information about the flaws. In fact, signal
procession is popular in the defect identification, such as wavelet analysis and neural-network algo-
rithm. Although some promising progress has been taken to identify the artificial discontinuities’
shape characterization, further work needs carrying to achieve the desired inspection, especially
to their application on the natural flaws’ evaluation. Any biased evaluation desperately leads ei-
ther the danger in its service or the un-expected production cost after the inspection. As a kind
of signal processing method, the differentiating index provided in this paper focuses on the ratio
between the peak-to-peak amplitudes of the original-signal anomaly and its difference component
at second order, instead of some single index inspected or some component originating from some
transformation in conventional MFL techniques. Verified by the experimental inspections on the
transverse notches and pits artificially machined on the drill pipe with 9.35 mm in wall-thickness
and 88.7 mm in outer diameter, this method presents the advantage, which is irrespective of the
defects’ critical physical size and shapes, comparing with the currently applied methods. This
alternative discrimination index could be used in the conventional MFL testing system, providing
more information about the inspection result with the minimum cost.
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2. CHARACTERISTIC ANALYSIS OF THE FLUX LEAKAGE

MFL testing probe is designed to scan along the outer surface of the pipe, with some desired lift-off
distance. Any discontinuity in the specimen under magnetic saturation could be taken as a kind
of magnet-dipole, As illustrated in Figure 1, M1–M11 was used for the magnetic dipole simulation,
which configures the magnetic flux anomaly in the vicinity of the defects. As a kind of nonlinear
and micro-spatial sector, specific flux strength distribution is decomposed to normal and tangential
components i.e., HX and HY at the A and Ap points, which are raised by the external discontinuity
and the internal one respectively and denoted through the formulas below:

HX =
∫ h

0
dHM1 +

∫ h

0
dHM11

= 2σs ·
[
arctg

h · (x + b)
(x + b)2 + y · (y + h)

− arctg
h · (x− b)

(x− b)2 + y · (y + h)

]
(1)

HY =
∫ h

0
dHM1 +

∫ h

0
dHM11

= σs · ln
[
(x + b)2 + (y + h)2

] · [(x− b)2 + y2
]

[(x + b)2 + y2] · [(x− b)2 + (y + h)2]
(2)

Figure 1: Illustration of the magnetic flux leakage field dipole model.

3. RESULTS AND DISCUSS

As the conventional MFL inspection illustrating, the peak-to-peak amplitude was always used
as the index to calibrate against to build the threshold. Induced by the discontinuity at the
opposite surface, the flux anomaly is ferrous influenced, and presents being smoothed and weakened,
comparing to those at the scanning surface. As illustrated in Figure 1. With the help of FEA
(Finite Element Analysis) simulation to the 2-dimensional axis-symmetric model, we could find the
relation quantitatively about the amplitudes of the signal anomalies, arising from the simulated
defects with comparable physical size but different location. According to the wall thickness of
5.50mm, 9.35mm, and 12.00mm, the discontinuities were designed with the depths varying with
5%, 10% and 15% of the wall-thickness. The analyzing results were listed in Table 1, and it could
be obviously found that the amplitude index, induced by the discontinuities at the outer surface,
approximately twice the counterpart of the discontinuities at the inner surface.

Table 1: Ratio of the peak-to-peak amplitudes from the simulated internal defects and the external ones.

Wall-thickness N5 (5%) N10 (10%) N15 (16%)

(mm) VED/VID VED/VID VED/VID

5.50 2.30 2.13 2.50

9.35 2.12 2.06 2.23

12.00 2.06 2.04 2.08
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The external notches are commonly set as the reference signal source in the most MFL equip-
ments’ calibration, and some characteristic components were used to assess the severity of the
imperfection in the specimen during the real time production inspection, such as peak-to-peak am-
plitude and other indexes corresponding to the anomaly single. But is it available to identify the
flaws’ location? As shown in the formula (1) and (2) and illustrated in the Figure 1, the lift-off dis-
tance could not be ignored for the defects’ location identification. In fact, the permeability change
happening at the media, which separates the material with high permeability (steel wall) and the
far lower one (air), conventional proportion-approximating procedure and the linear simulation will
definitely distort the inspecting subject with biased inspection result.

Figure 2: Dissimilar characteristics between the signal anomalies.

Figure 3: Tangential flux density induced by defects with the same physical size but at different surface.

As the signal anomaly illustrating at the calibration and real-time inspection, the external flaw
corresponds to some relative sharper flux anomaly than that from the internal one. Based on this,
ad hoc triggering thresholds shall be set independent of each other corresponding to the external
and internal defects during the calibration. As the essential index, width between the crests of
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signal anomaly was discussed below. With the help of 2-dimensional axis-symmetric model FEA
(Finite Element Analysis) model, some flaws were designed at the inner surface, subsurface and the
outer surface, showing the variation of the signal anomaly due to its location. Obviously the width
between the adjacent crests in vicinity of the designed flaws shows their inherent characteristic in
the Figure 3.

4. CONCLUSIONS

Based on the analysis on the original inspected signals belong to the spatial domain and the spectral
domain, the ratio index was formulated by the peak-to-peak amplitudes of raw signal and its second
difference component, supplying an alterative accessing index. To be exempt of the disturbance
from the defects’ physical size and shape during the MFL inspection in field, some procedures were
built and fabricated into the defects’ location identification in this paper, by resort of the further
difference process, the first process, i.e., feature extracting capability could be assessed.
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Abstract— Recent in vivo and in vitro studies suggest that exposures to a weak ELF mag-
netic field close to Larmor frequency of Ca2+ could have a role in changing the development
rate of cells and animals. Several experiments have been performed to assess the influence of
specific exposure conditions on the Xenopus laevis tadpoles development rate. In our study, the
exposition to a weak ELF magnetic field close to Ca2+ cyclotronic resonance, doesn’t seem to
affect the developmental rates of the tadpoles. Otherwise, under exposure conditions different
from those of Ca2+ cyclotronic resonance, a significant retard seems to occur. Comparing these
results, it can be deduced that probably the geomagnetic field B0 plays an important role in
the activation of some processes connected with the development rate of this specie. In order to
find an interpretation of the interaction mechanisms occurring between the magnetic fields and
the biological matter at microscopic level, according to the Zhadin effect, an estimation of the
energies associated to the most important ions involved in the intra/extra cellular activities (K+,
Ca2+, Mg2+) under different exposure conditions, has been performed.

1. INTRODUCTION

The investigation on the effects of weak magnetic fields on biological systems starts in 1985, after
the remarkable works by Liboff [1] and Blackman [2]. Ever since, the attention has been focused on
the effects of an extremely low frequency (ELF) AC magnetic field that manifested themselves as a
change in free calcium concentration in extra and intra cellular media. The results turned out to be
highly dependent on the simultaneous presence and magnitude of a DC magnetic field. The DC and
AC fields were very weak and comparable to the natural geomagnetic one in their magnitudes. The
greatest effect was observed at the AC field frequency close to the cyclotron frequency corresponding
to the charge-to-mass ratio of a Ca2+ ion and to the applied DC field. Subsequently, various
experiments confirmed the existence of these effects [3]. Recent experiments suggest that a weak
extremely low frequency (ELF) magnetic field, tuned to the Ca2+ cyclotron resonance (ICR), can
induce evidence of various effects on living systems. In particular, Lisi et al. [4] find an increase of
the differentiation and maturation of human epithelial cells, while Gerardi et al. [5] show that these
exposure conditions influence the metabolism of rats, causing a rise in body weight, blood glucose
and fatty acid metabolism. The interpretation of the interaction mechanisms occurring between
magnetic fields and living systems at microscopic level is discussed in the scientific community,
and several models based on the resonance idea have been proposed. Among them, the model of
multiple splitting of resonance peak has been proposed by Zhadin first in 1998 [6] and later in deep
studies [7–9]. This model showed the splitting of the natural frequency of ion thermal oscillation
(ω0) within a macromolecule under the influence of combined DC and AC magnetic fields into a
multiple series of new resonant peaks, which exert influence on ion motion. The combined action of
DC and AC magnetic fields at specific frequencies yields changes in the energy of the ion thermal
motion. The numerical estimation revealed the sufficiency of the resonance energy to change a
macromolecule conformation state at the fields compared with the geomagnetic one; a number of
free ions statistically different from that in presence of the only DC field, can be released by the
macromolecule for intra/extra cellular processes. The theoretical analysis is valid for a damping
coefficient γ ¿ ωL where

ωL = qB0/2m (1)

is the Larmor frequency. In this paper, the Xenopus laevis tadpoles (Daudin) have been used to
investigate the role of a particular frequency-amplitude combination of ELF magnetic fields on their
developmental rates. This specie has become the most important amphibian model in the biomedi-
cal research, thanks also to the ease of its management in captivity after hormonal stimulation. The
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results of three different expositions of Xenopus laevis tadpoles to different combinations of AC and
DC ELF magnetic fields are here presented. The possibility that the geomagnetic field B0 plays
an important role in the activation of some processes connected with the development rate of this
specie has been investigated. The results have been discussed according to the Zhadin model [7–9],
estimating the energies associated to the most important ions involved in the intra/extra cellular
activities (K+, Ca2+, Mg2+).

2. MATERIAL AND METHODS

Two sets of experiments with Xenopus laevis (Daudin) tadpoles have been accomplished, each
one made by 3 tests; for each test, a cohort (68 individuals) was reared in two aquariums under
the sinusoidal magnetic field produced by a solenoid (“exposed cohort”). The maturation times of
Xenopus laevis tadpoles have been compared with those of three corresponding “control cohorts”
(68 individuals), grown in two unexposed aquariums. The tadpoles have been managed after
hormonal stimulation. Each test was performed employing individuals obtained from the same
spawning; in different tests the same pair of adults were not used. By using a stereomicroscope
and according to Nieuwkoop & Faber table [10], the individuals were daily classified in the various
stages of their life-cycle until stage 58 (maturation stage). The expositions have been carried
out under controlled conditions of temperature (24.0 ± 0.2◦C). The geometrical characteristics of
the aquariums used for the exposed and control cohorts were identical: 0.26 m (height), 0.26 m
(width), 0.40 m (length), 0.027m3 (volume). The dimensions of the solenoid were: length 1.60m
and diameter 0.38 m. It was made of 1600 copper wire turns (diameter 0.001 m), it had a resistance
of 43 Ω and an inductance of 200 mH. The magnetic induction was measured periodically in the
exposed aquariums centre by EFA3 (Wandel & Goltermann). In the laboratory, static magnetic field
was 25µT, measured by the APS 520 A Fluxgate Magnetometer. One experiment was carried out
fixing the static field (B0) at 65µT (obtained by adding a DC component to the AC component of
the current generator) in order to tune the Calcium cyclotron frequency resonance to the frequency
(50Hz) of the sinusoidal field applied (Bac = 100µT). The other experiment was carried out
employing the geomagnetic field in the laboratory (B0 ≡ Bgeomag = 25µT), while the sinusoidal
magnetic field was 100µT (Bac) at 50 Hz. The results of these two experiments have been compared
with the data of Severini et al. [11], where three cohorts of Xenopus laevis were reared in an
aquarium under the “sawtooth” magnetic field produced by a television. The magnetic field was the
superimposition of two perpendicular saw-tooth components; the first harmonic of the horizontally
polarized component was 50Hz, and that of the other was 15.797Hz.

The results of the daily observations of these three experiments were utilized to obtain the
growth times of the tadpoles, measured in days from the birth. The data have been analysed by
the Analysis of Variance (ANOVA) Two-Ways, assuming a double dependence of the samples growth
times from the oviposition of the specie and the treatment applied (magnetic fields). The results
have been discussed according to the Zhadin model [7–9] and the average energy of the ions at the
resonance (Em) has been calculated, assuming that the combined action of DC and AC magnetic
fields gives the multiple splitting of the resonance peaks of the ion. The most effective action of the
magnetic fields takes place when the ratio ωac/ωL (ωL ion Larmor frequency) is a whole number
m. If it doesn’t occur, a correction of the ion energy has to be applied (Ei), taking into account
the characteristic function of a resonant system around the resonance. For three possible values of
the damping coefficient γ, an estimation of the ratio Ei/E0 has been performed, where E0 is the
ion average energy under the influence of the static field B0. This ratio has been calculated for K+,
Ca2+, Mg2+, that are the most important ions involved in the intra/extra cellular activities.

3. RESULTS

Table 1 shows the results of three experiments, performed with X. Laevis exposed to various com-
binations of weak magnetic fields (Bac) and static fields (B0). Experiment A refers to an exposition
to a weak low frequency magnetic field close to Ca2+ cyclotronic resonance conditions. The cal-
culated significativity level shows that these exposure conditions don’t seem to affect development
rates of tadpoles. The results of Experiments B and C (Table 1), performed with magnetic fields
at frequencies far from those involved in the development or in the enzymatic activity, show that
ELF magnetic fields retard developmental rates of X. Laevis tadpoles with statistically significant
mean delays.
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Table 1: Summary of the results obtained for the X. Laevis exposed to weak magnetic field.

Grow time of X. laevis (in days) Analysis of Variance, F-test 

Test1 Test2 Test3 400 individuals for experiments 

Control Exposed Control Exposed Control Exposed Free

Degrs
F Significativity

Experiment A Mean 35.0 36.1 33.5 34.2 34.9 35.5 

Bo=65 St.Dev 3.9 5.7 3.5 3.8 3.9 4.3 Oviposition 2 6.91 << 0.005 

Bac: Sinusoidal  Mean Delay 1.1 0.7 0.6 Treatment 1 3.98 0.047 

50 Hz,100 Total Mean Delay 0.8 

Experiment B Mean 32.5 35.3 30.8 31.7 35.6 38.7 

Bo=Bgeom=25 St.Dev 5.3 5.7 5.1 5.3 5.7 6.2 Oviposition 2 30.4 << 0.001 

Bac: Sinusoidal Mean Delay 2.8 0.9 3.2 Treatment 1 13.5 << 0.01 

50 Hz,100 Total Mean Delay 2.3 

Experiment C Mean 43.4 48.6 39.6 44.2 40.4 46.4 

Bo=Bgeom=25 St.Dev 4.9 6.3 6.6 7.1 3.7 4.3 Oviposition 2 27.6 << 0.001 

Bac: sawtooth Mean Delay 5.2 4.6 6.0 Treatment 1 134.0 << 0.001 

50 Hz, 30   

15 kHz 11
Total Mean Delay 5.3 

[ ]

µΤ

µΤ

µΤ

µΤ

µΤ

µΤ

4. DISCUSSION

The data in Table 1 can be realized by means of the results of Learch et al. [12], which suggest
that ELF Ca2+ cyclotron resonance depress pineal melatonin in the adults rats, with a rise in their
development rate. For amphibians, melatonin acts as an antagonist of the thyroid hormone, essen-
tial for the development rate of the tadpoles, while the role of Ca2+ in the synthesis of melatonin
has to be more investigated. Then it might be hypothesized that, a statistically significant delay
between exposed and control cohorts doesn’t occur in Experiment A because of a compensation
mechanism between the inhibitory effect induced by weak fields and the probable rise effects on
the development rate due to frequency Ca2+ cyclotron resonance. Comparing the experiments in
non-resonance conditions (Experiments B and C) with the resonance one (Experiment A), it might
be deduced that probably B0 plays an important role in the activation of some processes connected
with the development rate of X. Laevis. In particular, Experiments A and B were carried out
with the same Bac and different B0; statistically significant differences between the exposed cohorts
could then be attributed to B0. It is important to remark that all the tests have been carried out
with the same number of treatment for test, dimension of the sample, boundary conditions (as
temperature, alimentation, etc.), in order to guarantee the comparison. According to the Zhadin
model, the energies of the ions in resonance condition (ωac/ωL = m, with m whole number) can
be calculated. The evaluation of the energies for ions in non-resonance conditions (Ei) requires a
correction, performed by using the characteristic function L(Z) of a resonant system around the
resonance:

L(Z) = 1/
[
(2Z/γ)2 + 1

]
(2)

where Z is the distance between the actual ion pulsation (ωL) and the pulsation of the closest
resonance (ωLris).

In Table 2, the evaluations of the ratio Ei/E0 for the ions K+, Ca2+, Mg2+ in correspondence of
three possible values of the damping coefficient γ are reported together with the estimation of Z. For
the damping coefficient γ, the values hypothesized by Muesham et al. [13] have been assumed. The
data in Table 2, according to the Zhadin model, show that in resonance conditions (Experiment
A), Calcium and Magnesium ions seem to undergo an alteration of their energies (positive for the
Ca2+, negative for the Mg2+). The increase of Ca2+ energy could represent a confirmation of the
melatonin depression hypothesis — And the consequent increase of developmental rate — Caused
by a larger number of Ca2+ ions present in the intra/extra cellular processes. Moreover, considering
the antagonist role of Mg2+ in respect to the Ca2+, the reduction of the Mg2+ energy (Table 2,
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Experiment A) could confirm the above mentioned hypothesis.

Table 2: Evaluation of Ei/E0 for the ions K+, Ca2+, Mg2+ for three possible values of the damping coeffi-
cient γ.

Experiment A Experiment B

Exposure conditions:

B0=65µT; Bac=100µT;

50Hz; ωac= 314

Exposure conditions:

B0=25µT; Bac=100µT;

50Hz; ωac= 314

Ions K+ Ca2+ Mg2+ K+ Ca2+ Mg2+

q/m 2.47E+06 4.81E+06 7.93E+06 2.47E+06 4.81E+06 7.93E+06

ωL 80.1 156.3 257.7 30.8 60.1 99.1

ωac/ωLris=m 4 2 1 10 5 3

ωLris 78.5 157.0 314.0 31.4 62.8 104.7

K+ Ca2+ Mg2+ K+ Ca2+ Mg2+

Em/E0 1 1.70 1.23 1 1 1

Z 1.6 0.7 56.3 0.6 2.7 5.5

Ei/E0

γ = 10 0.91 1.67 0.01 0.99 0.78 0.45

γ = 40 0.99 1.69 0.14 1.00 0.98 0.93

γ = 120 1 1.7 0.66 1.00 1.00 0.99

5. CONCLUSIONS

The Xenopus laevis tadpoles (Daudin) have been used to investigate the role of a particular
frequency-amplitude combination of ELF magnetic fields in their developmental rates. The re-
sults show that B0 plays an important role in the activation of some processes connected with
the development rate of this specie. According to the Zhadin model, the ion kinetic energy has
been calculated in resonance conditions, showing an increase of Ca2+ ion energy. In non-resonance
conditions, an approximation based on the characteristic function of a resonant system, has been
implemented and discussed.
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Abstract— In this work, the theoretical evaluation of the electromagnetic field (emf ) produced
by radio base stations (rbs) in the city of Monselice, sited in the northern part of Italy is presented.
An area of 16 km2, characterized by 11 rbs sites has been selected. A census of the rbs sites has
been carried out, collecting: the location of the sites, the technical data of their antennas, the
shape of the ground, the position of all the buildings (Gauss-Boaga coordinates) in the area and
their heights. Two different evaluations of the emf in this area are presented. The first one,
representing the buildings by their barycentre placed at the height of each building, calculates
in these points the electric field levels using the classical far-field equation, assuming the rbs
working at the maximum power declared. Another theoretical evaluation of the emf has been
carried out by the application of a calculation code working with the ray tracing method. It
provides an output where a map of the electric field produced by the rbs on the surfaces of the
buildings in an area around a electromagnetic sites is shown, assuming the rbs working at the
maximum power.

1. INTRODUCTION

In the last years, the number of the electromagnetic field (emf ) sources in the frequency range of
the microwaves has increased, principally in the urban areas, due to the proliferation of radio-base
stations (rbs) for mobile communications. It has produced concern among the public about the
potential health risks of long time exposition to the emf emitted from the rbs, in the working and
living environments. This leads to the necessity of continuous monitoring and prediction of the emf
strength. At the international level, several organizations have developed guidelines to protect the
general public from the emf emitted from the rbs antennas. In Italy, the issue of public exposure to
sources with frequencies between 100 kHz and 300 GHz is regulated by one decree promulgated in
2003 [1], in terms of three levels: (i) limits, levels that haven’t to be exceeded in any circumstances
for the protection from short terms effects; (ii) attention levels, that have not to be exceeded into
gambling areas, schools and buildings where people stay for more than 4 hours, as a precaution from
the potential risks on health due to long time exposition; (iii) quality targets, levels to achieve in a
long period in order to minimize people exposure. In Table 1, the values related to the upper three
levels, defined in terms of effective electric and magnetic fields and power density, are presented.
Moreover, the decree determines how the measurements have to be performed by averaging the
effective electric and magnetic field on 6 minutes and on an area equivalent to the vertical section
of the human body. In this work, we present an example of the electromagnetic mapping of an
urban area, performed in the territory of the town of Monselice, sited in the northern part of Italy.
Here, the theoretical evaluation of the distribution of the emf generated by the rbs, working in the
urban territory, has been carried out by calculation programs used in the Laboratory of Radiation
and Ultrasounds Pollution of ISPESL.

Table 1: Exposure limits, attention levels, quality target fixed by the Italian law [1].

Exposure limits (3MHz–3 GHz) Attention levels and Quality targets

Eeff 20V/m 6V/m (0.1MHz–300 GHz)

Heff 0.05A/m 0.016A/m (0.1 MHz–300 GHz)

Power density 1W/m2 0.10 W/m2 (3 MHz–300GHz)
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2. METHODS

An area of 16 km2 in the territory of Monselice has been selected, according with the following
criteria: the availability of a detailed and up-to-date vector cartography, high number of buildings
(18.294) and presence of rbs for mobile communications. In particular, about the urban environ-
ment, some specific data have been acquired as the shape of the ground and its altitude above
sea level, the position of all the buildings defined as polygons which vertex are expressed in the
Gauss-Boaga coordinates, the height of all the buildings above the sea level. In the selected area,
a census of the rbs has been performed, finding 11 sites, all located on pylons, which correspond to
66 emitting sources, 9 working in the UMTS technology, 2 characterized by several rbs coexisting
at the same site and they were georef erred. In order to make a theoretical evaluation of the people
exposure levels to the emf produced by the rbs, the following technical data of their antennas have
been collected: type of antenna, its gain and radiation pattern, vertical tilt, frequency band, power
to the connector of the antenna, its position expressed in Gauss-Boaga coordinates, height above
the terrain, orientation respect to the geographical North. Two different evaluations have been
performed. In the first one, we applied the classical equation of the electromagnetic field intensity
in the far-field region [2]. We calculated the electric field levels by using the following far field
equation:

E (V/m) =
√

30 · [Gmax −Att(θ;φ)] · P/r (1)

where Att(θ, φ) is the attenuation respect to the maximum gain Gmax of the antenna as a function
of vertical and horizontal angles, r the distance from the emf source, P is the power at the antenna
connector. Representing all the buildings in the selected area by the barycentre of their polygons,
the calculation of the electric field levels produced by the rbs under examination has been carried
out in one point for each building, placed at its top. We supposed cautiously the rbs working at
the maximum power declared by the company and all channels active [3]. In order to evaluate
the global emf due to the rbs, an overall calculation was made of the emissions of all 66 systems,
considering in every point the sum of each rbs contribution. The electric field was calculated using
the digital terrain model (DTM) on a grid of points with a 50 m step. The theoretical model based
on far-field propagation is weak because of many approximations: it gives good results only in the
far field zone and in a free space transmission approximation, which occurs when no elements of the
propagation environment, like walls, corners, ground, can be encountered. In these conditions, the
far-field model is precautionary, i.e., the results obtained are an over-estimate evaluation of people
exposure to the electromagnetic radiation produced by the rbs. In an open country, where there are
no obstacles, unless the reflection of the ground, the free-space formula can be useful to calculate the
electric field levels. Instead, in an urban environment, it underestimates the electric field levels due
to the presence of the ground, buildings and some other objects around the transmitting antenna
which cause reflections, transmissions, diffractions, diffuse scattering. A careful assessment of the
exposure of urban population to the emf generated by the rbs, requires the use of algorithms that
take into account the interferences in the propagation of the field. This is an important factor for
the accuracy of the simulations, because especially digital systems are more sensitive to channel
degradation in form of multipath distortion and fading. A more rigorous approach is based on the
ray tracing method, which allows the simulation of the propagation of the electromagnetic waves
between the transmitting antenna and the reception point, by taking into account the influence of
all reflection and diffraction phenomena during the propagation, on the basis of the geometrical
optics theory. The total received electric field at a point is the sum of the electric fields of each
multipath component that illuminates the receiver. To implement ray tracing simulations, the
knowledge of both the environmental geometry (digital terrain model) and the three-dimensional
geometry of the city, i.e., shape and location of each building, is necessary. This approach has the
advantage of taking 3D environments into account, and is theoretically more precise, increasing
the accuracy of the prediction of the emf levels, in the neighborhood of a specific electromagnetic
site. Although it is possible to model complex urban environment, using this kind of method, it is
however difficult to get all the input data needed to take into account the geometrical and electrical
features of the obstacles present within a certain urban area of propagation. The inaccuracies
in the topographical and morphological data of the urban scene may influence in any case the
accuracy of the results calculated by this approach. Imprecision in the building database, lack of
information about material properties (medium, thickness, structure, roughness, etc) can occur,
having a strongly negative impact on the quality of the field predictions obtained by this approach.
Then, for the calculation of the emf in the city of Monselice, a second simulation of the electric
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field levels has been performed, using a calculation code which works with the ray tracing method.
Each building has been schematized in terms of a parallelepiped, and the ray tracing procedure has
been implemented to compute the emf everywhere outside, also in the streets and squares of the
city. The output provides a false colour 3D map or 2D representation of the electric field radiated
by the rbs antennas on the surfaces of the buildings in a specific area around the electromagnetic
site, assuming the rbs included in the area working at the maximum power.

3. RESULTS

Figure 1(a) shows the plan of the selected area (16 km2) in the town of Monselice that included
the buildings and the rbs, all georef erred, together with a zoom of the sector of the map where
the rbs are located. The electric field levels, estimated using the far field equation, in the selected
area for the Town of Monselice are shown in Figure 1(b). By the analysis of the map of the emf
strength obtained at the top of each building, it is possible to identify potential critical urban
areas for people exposure in relation to the rbs locations. The data obtained allow to compare
the theoretical electric fields levels with those fixed by the Italian law. It is clear that, in this
representation, mostly of the urban territory is exposed to electric field levels lower than 1 V/m.
Areas characterized by the presence of several rbs coexisting at the same site, show electric field
levels up to 3.0 V/m. The statistical distribution of the electric field levels in the selected area is
showed in Figure 2. The statistics has been performed for n. 4 classes of the electric field levels: the
first referred to results of calculated electric field levels lower than 1.0 V/m; the last class referred
to results of calculated electric field levels higher than 3.0 V/m but lower than 6 V/m. Most of the
estimated electric field levels are in the range E < 1.0V/m (98.63%); the class 1.0 ≤ E ≤ 2.0V/m
includes the 1.35% of the whole electric field values; the third class includes only 0.03% of the
values and the last class E ≥ 3.0V/m doesn’t include any value. Thus, it can be concluded that,
supposing cautiously that all rbs channels are active and working at the maximum power, the
population is exposed to electric fields levels lower than the cautionary level of the electric field of
6V/m, better lower than its half, according with the Italian law.

(b)

E ≤ 1.0 V/m:   ; 1.0 < E ≤ 2.0 V/m:    ; 

2.0 < E ≤ 3.0 V/m: 

(a)

Figure 1: (a) Territory of the town of Monselice with buildings and radio base stations (•) and a zoom of
the area where the rbs are located; (b) Estimation of the electric field levels, using the far field equation,
with different colors in the selected area.

This result is typical for a town in Italy and it seems a good consequence of the Italian standards
concerning electromagnetic safety. Because the evaluation method of ray tracing is very conserva-
tive, including the overlay of all the rbs working at the maximum level — that is not a realistic
condition — we can consider the exposure of people in Monselice close the quality target suggested
by the Salzburg Resolution [4] equal to 1 mW/m2. Two examples of the results obtained using the
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ray tracing algorithm, are shown in Figures 3(a) and (b). Figure 3(a) shows the 3D distribution of
the electric field levels calculated in an square area including the whole region under examination
and containing all the rbs. Figure 3(b) shows a snapshoot of an area 700 m× 700m containing 2
rbs distant 350m one from the other, one of them is a co-site.
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Figure 2: Statistical distribution of the electric field levels calculated by using the far field equation.

(a) (b)

Figure 3: Results of the ray tracing algorithm in Monselice: (a) Distribution of the electric field levels on
the buildings around all the rbs; (b) Distribution of the electric field levels on the buildings around 2 rbs.

4. CONCLUSIONS

An area in the town of Monselice has been selected to evaluate the total electromagnetic field
produced by rbs. Two theoretical evaluations of the emf has been implemented to verify people
exposure to the emitted fields. The first one in the barycentre of the buildings at the top of them,
assuming all the base stations working at the maximum power, by using the far field equation.
Another more detailed analysis, carried out by using the ray tracing algorithm, has been performed
to evaluate the emf in detail for people living in the neighborhood of a rbs. The results allow to
create a map of the electromagnetic impact produced by the rbs and the statistical distribution of
the estimated electric field levels, as a tool to evaluate people exposure to the emf in a complex
urban environment. Moreover, it can be useful for the future when new rbs have to be added
in order to increase the overall network’s capacity. The results of both the simulations carry out
electric field levels lower than the exposure limits (20 V/m), the attention levels and the quality
targets (6V/m) fixed by the Italian law.
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Charge Moment Tensor and the Rotation Equation of a Charged
Rigid Body in a Uniform Magnetic Field

Guo-Quan Zhou, Cao Guan, and Si-Lei Zhang
Department of Physics, Wuhan University, Wuhan 430072, China

Abstract— Based on a new concept, i.e., charge moment tensor, and Euler’s equation in
classical mechanics, the complete dynamic and kinetic equations of the fixed-point rotation for a
charged rigid body under a uniform external magnetic field have been derived, and its equivalence
to the Lagrange dynamic equations in another paper is emphasized.

1. PREFACE

A rotational charged body has magnetic moment [1–3] and must be subject to a moment of force in
an external magnetic field. In view of electromagnetism, it is of theoretical importance and extensive
application background to investigate the electrodynamics of a rotational charged body in a external
electromagnetic field [1–7]. The mathematical formulation of the dynamic theory about a general
charged particle or a continuous charged medium has been well established [8, 9]. References [1–3]
introduces a concept of magnetic-moment quadric, deduces and numerates some rules and examples
about computing the magnetic moment of a rotational charged body. Meanwhile, the conditions
of zero magnetic moment for an arbitrary rotational charged body have been given explicitly in
reference [2]. A natural method of introducing the new concept of charge moment tensor has been
proposed in references [6], making it possible to construct a more explicit dynamic and kinetic
theory for a rotational charged body. As is well known, movement of a rigid body can be viewed
as superposition of movement of its center of mass and the rotation around the center, and the
latter is only the theme of the present paper. In order to maintain the charge distribution to be
constant with respect to the rigid body itself in the course of its movement, we take a charged rigid
body as a reference to study its dynamical equation, put our research object under limitation of
constant charge distribution (e.g., some kinds of charged dielectric media), slow rotation and no
gravitation so that the damping effect of electromagnetic radiation generated from acceleration of
its movement and the relativistic effects caused by rotation can all be ignorable.

2. REVIEW OF SOME FUNDAMENTAL CONCEPTS AND FORMULAE

Starting from following formula of magnetic moment for a moving charged body or a point-charge
system [8]

~Pm =
1
2

∑

i

Qi (~ri × ~υi) , (1)

where ~ri is the position vectors of the point charge Qi measured from the origin O in the body
coordinate frame O-XY Z, ~υi is the velocity of point charge Qi at ~ri, reference [1–3] has introduced
a 3-dimension and 2-rank symmetric charge moment tensor T̃ (O) to calculate the magnetic
moment generated by a rigid charged body rotating about a fixed point O with an angular velocity
~ω (in a fixed reference system).

⇀

Pm(O) =
1
2
T̃ (O) · ~ω (2)

For the case of discrete point-charge distribution, the tensor element is

Tαβ(O) =
∑

i

Qi

[
r2
i δαβ − xiαxiβ

]
, (α and β = 1, 2, 3) (3)

here ⇀
r i = (xi1, xi2, xi3) = (xi, yi, zi). For the case of continuous charge distribution

T̃ (O) ≡
∫

v

(
r2 − ~r~r

)
ρe (~r ) d3~r (4)
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i.e.,

T̃ (O) =




Txx Txy Txz

Tyx Tyy Tyz

Tzx Tzy Tzz


 =




T11 T12 T13

T21 T22 T23

T31 T32 T33


 (5)

with its tensor element given in a more explicit form

Tαβ(O) =
∫

v

ρe (x1, x2, x3)
[
r2δαβ − xαxβ

]
dx1dx2dx3 (6)

here ⇀
r = (x1, x2, x3) = (x, y, z). And δαβ is a Kronecker notation.

Tensor T̃ (O) is apparently determined only by the spatial distribution of the charge system unless
the change of its moving state affects the distribution of charge. Unlike the magnetic moment (2),
charge moment tensor T̃ (O) is independent of the movement of this charged body, just like its
inertial tensor which is independent of the movement of this rigid body.

In a new Cartesian coordinate system O-XY Z spanned with the three principal axes [6],
tensor T̃ (O) can be expressed in a diagonal form

T̃ (O) = diag (T1, T2, T3) (7)

And for the case of fixed point rotation O the magnetic moment is

⇀

Pm(O) =
1
2

(
T1ωx

~i + T2ωy
~j + T3ωz

~k
)

(8)

(Here ~i, ~j, ~k are the unit vectors of axes X, Y , Z, respectively).

3. DYNAMIC EQUATIONS OF ROTATIONAL CHARGED RIGID BODY UNDER A
UNIFORM MAGNETIC FIELD AND A TIME-DEPENDENT TORQUE

According to formula (8), the moment of force generated by the uniform magnetic field (with respect
to the center of mass O in the fixed coordinate frame O-ξηζ) is

−→
M = Mx

~i + My
~j + Mz

~k =
−→
P m×

⇀

B =
1
2

[
T̃ (O) · ~ω

]
× ⇀

B (9)

Note that ~ω is the angular velocity of the moving charged body with respect to fixed coordinate
frame O-ξηζ, but expressed in the body Cartesian coordinate system O-XY Z spanned with the
principal axes of inertia tensor. The uniform magnetic induction ~B is also supposed to be along
with the axis Oζ of coordinate frame O-ξηζ in a fixed reference system, and ϕ, θ, ψ respectively
stand for the angles of precession, nutation, and rotation, shown as Fig. 1.

Figure 1: Euler’s angles for a rotational rigid body around its center of mass.

Then using formula (9), the dynamic equations of the rotational charged rigid body are Euler’s
equations (in the fixed coordinate frame O-ξηζ).

J̃ · d~ω

dt
+ ~ω ×

(
J̃~ω

)
=

1
2

[
T̃ (O) · ~ω

]
× ⇀

B (10)
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or




Jxω̇x − (Jy−Jz)ωyωz = 1
2 [(T21Bz − T31By)ωx+(T22Bz − T32By)ωy + (T23Bz − T33By)ωz]

Jyω̇y − (Jz−Jx)ωzωx = 1
2 [(T31Bx − T11Bz)ωx+(T32Bx − T12Bz)ωy + (T33Bx − T13Bz)ωz]

Jzω̇z − (Jx−Jy)ωxωy = 1
2 [(T11By − T21Bx)ωx+(T12By − T22Bx)ωy + (T13By − T23Bx)ωz]

(11)

here Tij = Tji, (i, j = 1, 2, 3) and J̃(O) = diag (Jx, Jy, Jz), is the principal-axes inertia tensor
of the rigid body with respect to point O. Note that although J̃ is diagonal in the principal-axes
coordinate system, generally the charge moment tensor T̃ isn’t definitely of a diagonal form at the
same time, but still expressed as formula (5). It is due to a fact that the principal axes of the
inertia moment tensor of the rigid body aren’t generally coincident with that of the charge moment
tensor.

Equations (11)–(13) are the complete equation groups which are effective for an arbitrary ro-
tational charged rigid body with an constant charge distribution and under a uniform magnetic
field.

It is worthy of mentioning that Equations (11)–(13) are completely equivalent to the Lagrange
version of dynamic equations proposed in another paper [6], only if we make use of Euler’s kinetic
equations 




ωx = ϕ̇ sin θ sinψ + θ̇ cosψ

ωy = ϕ̇ sin θ cosψ − θ̇ sinψ

ωz = ϕ̇ cos θ + ψ̇

(12)

and combine with following expression of the magnetic field

~B = Bx

⇀

i + By

⇀

j + Bz

⇀

k = B (sin θ cosψ sin θ sinψ cos θ) (13)

By the way, the right hand side of Equation (11) can be rewritten in a matrix form

J̃ · d

dt
~ω + ~ω ×

(
J̃ · ~ω

)
=

1
2
Λ̃ · ~ω (14)

with

Λ̃ =




T21Bz − T31By T22Bz − T32By T23Bz − T33By

T31Bx − T11Bz T32Bx − T12Bz T33Bx − T13Bz

T11By − T21Bx T12By − T22Bx T13By − T23Bx


 (15)

It is easy to find that matrix Λ̃ has a zero determinant, i.e.,

det
(
Λ̃

)
= 0 (16)

Generally it is difficult to find a strict analytic solution to the nonlinear Equations (14)–(15).
Limited to space, but simple conclusions can be drawn for some symmetric cases. For instance, a
charged body with symmetry

Jx = Jy = Jz ≡ J, T1 = T2 = T3 ≡ T, (17)

Equation (10) can be reduced to simple vector form

J
d~ω

dt
+ ~ω × (J~ω) =

1
2
T~ω × ⇀

B, (18)

or

d

dt
~ω =

T

2J
~ω × ⇀

B = ~Ω× ~ω, (19)

~Ω = − T

2J

⇀

B (20)
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This rightly satisfies the sufficient and necessary condition for a vector to make a regular pre-
cession given in reference [10]. Therefore the angular momentum

⇀

J will rotate with a precession
angular velocity ~Ω. This is in fact equivalent to Larmor precession which depicts the movement of
a particle with magnetic moment in a uniform magnetic field. The different point is the rotational
charged medium is of an arbitrary shape and distribution of charge and mass but with symmetry
of (17).

4. CONCLUDING REMARKS

Research on a charged rigid body in an electromagnetic field is an important and valuable pursuit
involved in many disciplines which provide the foundation of its application in many engineering
and technology fields. It is worthy of mention that, even for a rotational rigid body under the
background without electromagnetic field, there are only several examples such as Euler-Poinsot
case, Lagrange-Poisson case, Kovalevskaya case that can be strictly solved. Using Euler’s theory
in classical mechanics and a new concept, i.e., charge moment tensor, we successfully derived the
dynamical and kinetic equations of a rotational charged rigid body with a constant charge distri-
bution in a uniform magnetic field. Its equivalence to the Lagrange version of dynamic equations
proposed in another paper is stressed. It is worthy of mentioning that a tiny classical charged
particle rotating in a steady magnetic field ~B(~r ) (i.e., a time-independent but space-dependent
magnetic field) must approximately satisfy Equations (11)–(13), because within a sufficient small
space the steady magnetic field can be treated approximately as a uniform magnetic field.
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Natural Introduction of Charge Moment Tensor and the Lagrangian
of a Rotational Charged Rigid Body

Guo-Quan Zhou, Si-Lei Zhang, and Cao Guan
Department of Physics, Wuhan University, Wuhan 430072, China

Abstract— A natural method of introducing a new concept, i.e., charge moment tensor, has
been found. Its application in the Lagrange dynamic equations of a rotational charged rigid
body under a uniform magnetic field has been derived for the case of fixed-point rotation, and
the corresponding invariants have also been recognized. Meanwhile, some simple conclusions
about a special symmetric case have been drawn.

1. INTRODUCTION

Any rotational charged body has a definite magnetic moment, and is subject to a moment of force
imposed by an external magnetic field [1–3]. Computing the magnetic moment ~Pm of a rotational
charged body is only the first step to study its dynamic and kinetic behaviors in electromagnetic
fields. In view of electromagnetism, it is very important to derive a dynamic equation for a ro-
tational charged body under a given electromagnetic field [4–6]. For a general charged particle
or a continuous charged medium, the mathematical formulation of its dynamic behavior has been
established and well known [7–10]. Based on a strict and delicate analogue relation, references [1–3]
have introduced the concept of magnetic-moment quadric, deduced a series of rules and given some
examples about calculating the magnetic moment of a rotational charged body. Meanwhile, the
conditions of zero magnetic moment for an arbitrary rotational charged body have been formulated
explicitly in reference [2]. Nevertheless, a natural method of introducing the new concept of charge
moment tensor has been proposed in the present paper, making it possible to construct an explicit
Lagrange dynamic theory and kinetic equations for a rotational charged body.

Generally speaking, movement of a rigid body can be viewed as superposition of movement of
its center of mass and the rotation around the center, and the latter is just the theme of the present
paper. We take a charged rigid body as an instance in the present paper, and put our research
object under limitation of slow rotation, constant charge distribution, and no gravitation so that
the electromagnetic induction, the relativistic effects caused by rotation can all be ignorable.

2. NATURAL INTRODUCTION OF CHARGE MOMENT TENSOR AND THE
MAGNETIC MOMENT FOR A ROTATIONAL CHARGED BODY

A localized steady-state conductive current ~J will generate a magnetic moment [8–10]

~Pm =
1
2

∫
~r ′ × ~J

(
~r ′

)
d3~r ′ (1)

For a point-charge system or a dielectric rigid body with continuous charge distribution rotating
around a fixed point O in the rigid body with an angular velocity ~ω, we can also give an expression
of ~Pm with [10]

~Pm =
1
2

∑

i

Qi

(
~ri
′ × ~υi

′) (For a point-charge system) (2)

Here ~υi
′ (= ~ω × ~ri

′) is the velocity of point charge Qi with respect to the fixed point O. ⇀
r ′ is the

position vector of point charge Qi in the body coordinate system O-X ′Y ′Z ′. ⇀
ri
′ = (x′i1, x′i2, x′i3) =

(x′i, y′i, z′i). Then from (2)

~Pm =
1
2

∑

i

Qi

[
~ri
′ × (

~ω × ~ri
′)] =

1
2

∑

i

[
Qi

(
r′i

2 − ~ri
′~ri
′
)]

~ω (3)

Hence from (2), a new concept — charge moment tensor T̃ (O) with respect to the fixed
point O can be defined as

Tαβ(O) =
∑

i

Qi

[
r′i

2
δαβ − x′iαx′iβ

]
, (α and β = 1, 2, 3) (4)
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or

T̃ (O) =




∑
i

Qi

(
y′i

2 + z′i
2
)

−∑
i

Qix
′
iy
′
i −∑

i
Qix

′
iz
′
i

−∑
i

Qix
′
iy
′
i

∑
i

Qi

(
z′i

2 + x′i
2
)

−∑
i

Qiy
′
iz
′
i

−∑
i

Qix
′
iz
′
i −∑

i
Qiy

′
iz
′
i

∑
i

Qi

(
x′i

2 + y′i
2
)




(5)

For the case of continuous charge distribution,

T̃ (O) ≡
∫

V

(
r′2 − ~r ′~r ′

)
ρe

(
~r ′

)
d3~r ′ (6)

i.e.,

T̃ (O) =




Txx Txy Txz

Tyx Tyy Tyz

Tzx Tzy Tzz


 =




T11 T12 T13

T21 T22 T23

T31 T32 T33


 (7)

with its tensor element given in a more explicit form

Tαβ(O) =
∫

v

ρe

(
x′1, x′2, x′3

) [
r′2δαβ − x′αx′β

]
dx′1dx′2dx′3 (8)

Here ⇀
r ′ = (x′1, x′2, x′3) = (x′, y′, z′), r′2 = x′1

2 + x′2
2 + x′3

2, and δαβ is a Kronecker notation, ρe(~r ′)
is the volume density of charge. Apparently tensor T̃ (O) is decided only by the spatial distribution
of the charge system unless the change of its moving state affects the distribution of charge.

Thus according to (1)–(6), the magnetic moment with respect to the fixed point O in a fixed
reference system (O-ξηζ) is

⇀

Pm(O) =
1
2
T̃ (O) · ~ω (9)

Hence we have introduced a 3-dimension and 2-rank symmetric charge moment tensor T̃ in
a natural method. We find T̃ (O) naturally emerging in expression of the magnetic moment

⇀

Pm(O)
in (9), and apparently different from the existing concept of electric quadruple moment [9], i.e.,

D̃ij =
∫

v

(
3x′ix

′
j − r′2δij

)
ρ

(
⇀
r
′)

dV ′, (i, j = 1, 2, 3) (10)

which had been introduced long before in the theory of electric multi-pole expansion of electric
potential for a charge system. However, it is easy to find a relation between them which can be
expressed as

T̃ (O) = −1
3
D̃(O) +

2
3
r′2I (11)

Here I is a 3× 3 identity matrix.
Suppose the direction cosine of an arbitrary fixed axis is

⇀

l = (cos θ1, cos θ2, cos θ3), then the
so-called scalar charge moment Tl with respect to this fixed axis (which passes point O) is

Tl

(
O,

⇀

l
)

=
⇀

l · T̃ · ⇀

l = T11 cos2 θ1 + T22 cos2 θ2 + T33 cos2 θ3

+2T12 cos θ1 cos θ2 + 2 T23 cos θ2 cos θ3 + 2 T31 cos θ3 cos θ1 (12)

It can be immediately deduced that a rotational charged body with an angular velocity of ~ω

with respect to the same axis (O,
⇀

l ) passing through point O and along with the direction of
⇀

l ,
must has a scalar charge moment (given ~ω = ω

⇀

l ).

Tl =
⇀
ω

ω
· T̃ ·

⇀
ω

ω
(13)
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And the magnetic moment with respect to the fixed axis (O,
⇀

l ) is

⇀

Pm

(
O,

⇀

l
)

=
1
2
Tl~ω =

1
2

(
~ω

ω
· T̃ (O) · ~ω

ω

)
~ω =

1
2
liT̃ijlj~ω (14)

Here the repeated indices represent summation from 1 to 3 according to Einstein’s convention.
In a new Cartesian coordinate system O-X ′Y ′Z ′ (in body reference system), which is rigidly

linked with the charged body and spanned with the three principal axes, charge moment tensor
T̃ (O) has a definite meaning that is independent of the movement of this charged body and can be
expressed in a diagonal form

T̃ (O) =




T1 0 0
0 T2 0
0 0 T3


 (15)

Then according to Equation (14) or (15), in the principal-axes coordinate system, the magnetic
moment with respect to the same fixed axis (O,

⇀

l ) is

⇀

Pm

(
O,

⇀

l
)

=
1
2

(
T1 cos2 θ1 + T2 cos2 θ2 + T3 cos2 θ3

)
~ω (16)

On the other hand, according to formula (9), in the principal-axes coordinates system, the
magnetic moment with respect to fixed point O is

⇀

Pm(O) =
1
2

(
T1ωx

~i + T2ωy
~j + T3ωz

~k
)

(17)

Here ~i, ~j, ~k are the unit vectors of axes X, Y , Z, respectively.

3. THE LAGRANGIAN OF ROTATIONAL CHARGED DIELECTRIC RIGID BODY IN
AN UNIFORM MAGNETIC FIELD

Lagrange’s dynamic theory can be used to depict the above rotation system. Suppose ωx, ωy, ωz

are respectively the three components of the angular velocity expressed in the Cartesian coordinate
frame O-X ′Y ′Z ′ (also the principal-axis coordinate system of its inertia tensor), also suppose the
direction of external uniform magnetic field is along the axis Oζ of coordinate frame O-ξηζ in a
fixed reference system, and ϕ, θ, ψ respectively stand for the angles of precession, nutationand
rotation, shown as Fig. 1.

Figure 1: Euler’s angles describing the movement of a rigid body around its center of mass.

Then the Euler’s kinetic equation is



ωx

ωy

ωz


 =

( sin θ sinψ cosψ 0
sin θ cosψ − sinψ 0

cos θ 0 1

)


ϕ̇

θ̇

ψ̇


 ≡ M̃




ϕ̇

θ̇

ψ̇


 (18)

Here

M̃ =




sin θ sinψ cosψ 0
sin θ cosψ − sinψ 0

cos θ 0 1


 (19)
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We select the three Euler’s angles ϕ, θ, ψ as the generalized coordinates of the systemthen the
rotation kinetic energy of this system is

Ek

(
ϕ, θ, ψ; ϕ̇, θ̇, ψ̇

)
=

1
2

(ωx ωy ωz) Ĩ (ωx ωy ωz)
T =

1
2

(
ϕ̇ θ̇ ψ̇

)
MT Ĩ M

(
ϕ̇ θ̇ ψ̇

)T
(20)

Here the superscript “T” represents transposition of a matrix, Ĩ is the principal-axis inertia tensor,
i.e., Ĩ(O) = diag(Ix, Iy, Iz), and M are given by (19). On the other hand, the uniform magnetic

field
⇀

B along with direction Oζ can be expressed in terms of Euler’s angles ϕ, θ, ψ and the value
of

⇀

B

~B = B sin θ cosψ
⇀

i + B sin θ sinψ
⇀

j + B cos θ
⇀

k = B (sin θ cosψ sin θ sinψ cos θ) (21)

Then according to (9) and (21), the potential energy of a rotational charged dielectric rigid body
in a uniform magnetic field is

Vm = −~Pm · ~B = −⇀

B · ⇀

Pm = −B

2
(sin θ cosψ sin θ sinψ cos θ) ·

{
T̃ ·

[
M

(
ϕ̇ θ̇ ψ̇

)T
]}

(22)

Thus the Lagrangian of this system is

L(ϕ, θ, ψ; ϕ̇, θ̇, ψ̇) = Ek − Vm =
1
2

(
ϕ̇ θ̇ ψ̇

)
MT Ĩ M

(
ϕ̇ θ̇ ψ̇

)T

+
B

2
(sin θ cosψ sin θ sinψ cos θ) ·

{
T̃ ·

[
M

(
ϕ̇ θ̇ ψ̇

)T
]}

(23)

Note that although Ĩ is diagonal in the principal-axes coordinate system, generally the charge
moment tensor T̃ isn’t definitely of a diagonal form at the same time, but still expressed as formula
(7). Then the Lagrange dynamic equations of the conservative system are

d

dt

(
∂L

∂ϕ̇

)
− ∂L

∂ϕ
= 0 (24)

d

dt

(
∂L

∂θ̇

)
− ∂L

∂θ
= 0 (25)

d

dt

(
∂L

∂ψ̇

)
− ∂L

∂ψ
= 0 (26)

The above equations determine the dynamic behaviors of this rotation system. It is easy to
recognize immediately that ϕ and t are ignorable variables (i.e., the cyclic coordinates) of the
system, the corresponding generalized momentum Pϕ = ∂L

∂ϕ̇ and energy are invariants (i.e., the
integrals of motion).

4. SOME SIMPLE CONCLUSION ABOUT A SYMMETRIC CASE

When the concerned dielectric rigid body is of a 4-degree symmetric axis about the distribution
of its mass and charge, then the center of mass and center of charge are just the same point, the
origin O of body reference system. The principal axes of inertia moment tensor Ĩ and those of the
charge moment tensor T̃ are therefore also collinear and define the above body Cartesian coordinate
system, in which both Ĩ and T̃ are diagonal and

Ix = Iy 6= Iz, T1 = T2 6= T3 (27)

According to formula (17)–(19), the magnetic moment corresponding to angular velocity ⇀
ω is

~Pm =
1
2

(
T1ωx

~i + T2ωy
~j + T3ωz

~k
)

=
1
2

[
T1

(
ϕ̇ sin θ sinψ + θ̇ cosψ

)
~i + T2

(
ϕ̇ sin θ cosψ − θ̇ sinψ

)
~j + T3

(
ϕ̇ cos θ + ψ̇

)
~k
]
(28)
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then according to (19), (20) and (27), we have

Ek =
Ix

2

(
θ̇2 + ϕ̇2 sin2 θ

)
+

Iz

2

(
ψ̇ + ϕ̇ cos θ

)2
(29)

and according to (21), (27) and (28), we have

Vm = −~Pm · ⇀

B = −B

2

[
T1

(
ϕ̇ sin2 θ sin 2ψ + θ̇ sin θ cos 2ψ

)
+ T3

(
ϕ̇ cos2 θ + ψ̇ cos θ

)]
(30)

At last we attain the Lagrangian of the above rotational rigid body with a 4-degree symmetric
axis, that is

L
(
ϕ, θ, ψ; ϕ̇, θ̇, ψ̇, t

)

= Ek − Vm =
Ix

2

(
θ̇2 + ϕ̇2 sin2 θ

)
+

Iz

2

(
ψ̇ + ϕ̇ cos θ

)2

+
B

2

[(
T1 sin2 θ sin 2ψ + T3 cos2 θ

)
ϕ̇ + (T1 sin θ cos 2ψ) θ̇ + (T3 cos θ) ψ̇

]
(31)

We can immediately recognize that variables t and ϕ are the cyclic coordinates (i.e., the so-called
ignorable variables) of this system. According to the Lagrange dynamic Equations (24)–(26), the
energy of this system and the generalized momentum Pϕ = ∂L

∂ϕ̇ are invariants (i.e., the integrals of
motion). Substituting expression (31) into Lagrange Equations (24)–(26), we attain the following
dynamic equations which determine the movement of the rigid body

(
Ix sin2 θ + Iz cos2 θ + Iz cos θ

)
ϕ̇ +

1
2
BT1 sin2 θ sin 2ψ +

1
2
BT3 cos2 θ = const. (32)

Ixθ̈ +
1
2

[(Iz − Ix) sin 2θ] ϕ̇2 + (Iz sin θ) ϕ̇ψ̇ +
1
2

(BT3 sin 2θ) ϕ̇

+
(
−BT1 sin θ sin 2ψ +

1
2
BT3 sin θ

)
ψ̇ − 1

2
BT1 sin 2θ sin 2ψ = 0 (33)

Izψ̈ + (Iz cos θ)ϕ̈− (Iz sin θ)θ̇ϕ̇ +
(

BT1 sin θ sin 2ψ − 1
2
BT3 sin θ

)
θ̇

− (BT1 sin2 θ cos 2ψ)ϕ̇ = 0 (34)

Equation (32) is obviously integrable and corresponds to the integral of motion of this system.

5. CONCLUDING REMARKS

Research on a charged rigid body in an electromagnetic field is an important and valuable pursuit
involved in many disciplines [2–7] which provide the foundation of its application in many engi-
neering and technology fields. It should be noticed that the expression of magnetic moment for the
case of fixed-point rotation, (9), is different from that for a fixed-axis rotation, (14), just like the
angular moment of a rigid body about a fixed-point rotation is different from that about a case of
fixed-axis rotation.

Making use of the new concept of charge moment tensor related to magnetic moment of a rota-
tional charged body and Lagrange dynamic theory in analytic mechanics, we successfully derived
the Lagrangian of a rotational charged dielectric rigid body in a uniform magnetic field, giving con-
crete and simple conclusions for a symmetric case. In another paper, we have discussed in detail
the dynamics and stability problem of a concrete model.
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Simplified Variational Principles for Barotropic
Magnetohydrodynamics

A. Yahalom
Ariel University Center of Samaria, Ariel 40700, Israel

Abstract— Variational principles for magnetohydrodynamics were introduced by previous au-
thors both in Lagrangian and Eulerian form. In a previous work Yahalom & Lynden-Bell intro-
duced a simpler Eulerian variational principles from which all the relevant equations of magneto-
hydrodynamics can be derived. The variational principle were given in terms of six independent
functions for non-stationary flows and three independent functions for stationary flows. This is
less then the seven variables which appear in the standard equations of magnetohydrodynamics
which are the magnetic field ~B the velocity field ~v and the density ρ. In this work I will attempt
to improve on our previous results thus reducing the number of functions needed even further.

1. INTRODUCTION

Variational principles for magnetohydrodynamics were introduced by previous authors both in
Lagrangian and Eulerian form. Sturrock [1] has discussed in his book a Lagrangian variational
formalism for magnetohydrodynamics. Vladimirov and Moffatt [2] in a series of papers have dis-
cussed an Eulerian variational principle for incompressible magnetohydrodynamics. However, their
variational principle contained three more functions in addition to the seven variables which appear
in the standard equations of magnetohydrodynamics which are the magnetic field ~B the velocity
field ~v and the density ρ. Kats [3] has generalized Moffatt’s work for compressible non barotropic
flows but without reducing the number of functions and the computational load. Moreover, Kats
have shown that the variables he suggested can be utilized to describe the motion of arbitrary dis-
continuity surfaces [4, 5]. Sakurai [6] has introduced a two function Eulerian variational principle
for force-free magnetohydrodynamics and used it as a basis of a numerical scheme, his method is
discussed in a book by Sturrock [1]. A method of solving the equations for those two variables
was introduced by Yang, Sturrock & Antiochos [7]. In a recent work Yahalom & Lynden-Bell [8, 9]
have combined the Lagrangian of Sturrock [1] with the Lagrangian of Sakurai [6] to obtain an
Eulerian Lagrangian principle depending on only six functions. The vanishing of the variational
derivatives of this Lagrangian entail all the equations needed to describe barotropic magnetohydro-
dynamics without any additional constraints. The equations obtained resemble the equations of
Frenkel, Levich & Stilman [10] (see also [11]). Furthermore, it was shown that for stationary flows
three functions will suffice in order to describe a Lagrangian principle for barotropic magnetohy-
drodynamics. The non-singlevaluedness of the functions appearing in the reduced representation of
barotropic magnetohydrodynamics was discussed in particular with connection to the topological
invariants of magnetic and cross helicities. It was shown how the conservation of cross helicity
can be easily generated using the Noether theorem and the variables introduced in that paper. In
the current paper I improve on the previous results and show that four functions are enough to
describe a general non stationary barotropic magnetohydrodynamics, the idea is borrowed from [12]
see also [13–15].

The plan of this paper is as follows: First we introduce the standard notations and equations of
barotropic magnetohydrodynamics. Next we introduce the potential representation of the magnetic
field ~B and the velocity field ~v. This is followed by a review of the Eulerian variational principle
developed by Yahalom & Lynden-Bell [8, 9]. After those introductory sections we will present the
four function Eulerian variational principles for non-stationary magnetohydrodynamics.

2. THE STANDARD FORMULATION OF BAROTROPIC
MAGNETOHYDRODYNAMICS

The standard set of equations solved for barotropic magnetohydrodynamics are given below:

∂ ~B

∂t
= ~∇×

(
~v × ~B

)
, (1)

~∇ · ~B = 0 (2)
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∂ρ

∂t
+ ~∇ · (ρ~v) = 0, (3)

ρ
d~v

dt
= ρ

(
∂~v

∂t
+

(
~v · ~∇

)
~v

)
= −~∇p(ρ) +

(
~∇× ~B

)
× ~B

4π
. (4)

The following notations are utilized: ∂
∂t is the temporal derivative, d

dt is the temporal material
derivative and ~∇ has its standard meaning in vector calculus. ~B is the magnetic field vector, ~v is
the velocity field vector and ρ is the fluid density. Finally p(ρ) is the pressure which we assume
depends on the density alone (barotropic case). The justification for those equations and the
conditions under which they apply can be found in standard books on magnetohydrodynamics (see
for example [1]). Equation (1) describes the fact that the magnetic field lines are moving with the
fluid elements (“frozen” magnetic field lines), Equation (2) describes the fact that the magnetic
field is solenoidal, Equation (3) describes the conservation of mass and Equation (4) is the Euler
equation for a fluid in which both pressure and Lorentz magnetic forces apply. The term:

~J =
~∇× ~B

4π
, (5)

is the electric current density which is not connected to any mass flow. The number of independent
variables for which one needs to solve is seven (~v, ~B, ρ) and the number of Equations (1), (3),
(4) is also seven. Notice that Equation (2) is a condition on the initial ~B field and is satisfied
automatically for any other time due to Equation (1). Also notice that p(ρ) is not a variable rather
it is a given function of ρ.

3. POTENTIAL REPRESENTATION OF VECTOR QUANTITIES OF
MAGNETOHYDRODYNAMICS

It was shown in [8] that ~B and ~v can be represented in terms of five scalar functions α, β, χ, η, ν.
Following Sakurai [6] the magnetic field takes the following form:

~B = ~∇χ× ~∇η. (6)

Hence ~B satisfies automatically Equation (2) and is orthogonal to both ~∇χ and ~∇η. A similar rep-
resentation was suggested by Dungey [16] but not in the context of variational analysis. Moreover,
the velocity ~v can be represented in the following form:

~v = ~∇ν + α~∇χ + β~∇η. (7)

this representation is a generalization of the Clebsch representation for magnetohydrodynamics [17].

4. THE ACTION OF BAROTROPIC MAGNETOHYDRODYNAMICS

It was shown in [8] that the action of barotropic magnetohydrodynamics takes the form:

A ≡
∫
Ld3xdt,

L ≡ −ρ

[
∂ν

∂t
+ α

∂χ

∂t
+ β

∂η

∂t
+ ε(ρ) +

1
2

(
~∇ν + α~∇χ + β~∇η

)2
]
− 1

8π

(
~∇χ× ~∇η

)2
, (8)

in which ε(ρ) is the specific internal energy. Taking the variational derivatives to zero for arbitrary
variations leads to the following set of equations:

∂ρ

∂t
+ ~∇ · (ρ~v) = 0 (9)

dχ

dt
= 0, (10)

dη

dt
= 0, (11)

dν

dt
=

1
2
~v2 − w, (12)
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in which w is the specific enthalpy.

dα

dt
=

~∇η · ~J

ρ
, (13)

dβ

dt
=

~∇χ · ~J

ρ
. (14)

In all the above equations ~v is given by Equation (7). The mass conservation Equation (3) is readily
obtained. Now one needs to show that also Equation (1) and Equation (4) are satisfied.

It can be easily shown that provided that ~B is in the form given in Equation (6), and Equa-
tion (10) and Equation (11) are satisfied, then Equation (1) are satisfied.

We shall now show that a velocity field given by Equation (7), such that the equations for α, β,
χ, η, ν satisfy the corresponding Equations (9)–(14) must satisfy Euler’s equations. Let us calculate
the material derivative of ~v:

d~v

dt
=

d~∇ν

dt
+

dα

dt
~∇χ + α

d~∇χ

dt
+

dβ

dt
~∇η + β

d~∇η

dt
. (15)

It can be easily shown that:

d~∇ν

dt
= ~∇dν

dt
− ~∇vk

∂ν

∂xk
= ~∇

(
1
2
~v2 − w

)
− ~∇vk

∂ν

∂xk
,

d~∇η

dt
= ~∇dη

dt
− ~∇vk

∂η

∂xk
= −~∇vk

∂η

∂xk
,

d~∇χ

dt
= ~∇dχ

dt
− ~∇vk

∂χ

∂xk
= −~∇vk

∂χ

∂xk
. (16)

In which kx is a Cartesian coordinate and a summation convention is assumed. Equations (10)–
(12) where used in the above derivation. Inserting the result from Equations (13), (14), (16) into
Equation (15) yields:

d~v

dt
= −~∇vk

(
∂ν

∂xk
+ α

∂χ

∂xk
+ β

∂η

∂xk

)
+ ~∇

(
1
2
~v2 − w

)

+
1
ρ

((
~∇η · ~J

)
~∇χ−

(
~∇χ · ~J

)
~∇η

)

= −~∇vkvk + ~∇
(

1
2
~v2 − w

)
+

1
ρ

~J ×
(

~∇χ× ~∇η
)

= −
~∇ρ

ρ
+

1
ρ

~J × ~B. (17)

In which we have used both Equation (6) and Equation (7) in the above derivation. This of course
proves that the barotropic Euler equations can be derived from the action given in Equation (8) and
hence all the equations of barotropic magnetohydrodynamics can be derived from the above action
without restricting the variations in any way except on the relevant boundaries and cuts. The
reader should take into account that the topology of the magnetohydrodynamic flow is conserved,
hence cuts must be introduced into the calculation as initial conditions.

5. A SIMPLER ACTION FOR BAROTROPIC MAGNETOHYDRODYNAMICS

Can we obtain a further reduction of barotropic magnetohydrodynamics? Can we formulate mag-
netohydrodynamics with less than the six functions α, β, χ, η, ν, ρ? The answer is yes, in fact four
functions χ, η, ν, ρ will suffice. To see this we may write the two Equations (10), (11) as equations
for α, β that is:

dχ

dt
=

∂χ

∂t
+ ~v · ~∇χ =

∂χ

∂t
+

(
~∇ν + α~∇χ + β~∇η

)
· ~∇χ = 0,

dη

dt
=

∂η

∂t
+ ~v · ~∇η =

∂η

∂t
+

(
~∇ν + α~∇χ + β~∇η

)
· ~∇η = 0, (18)
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in which we have used Equation (7). Solving for α, β we obtain:

α[χ, η, ν] =

(
~∇η

)2 (
∂χ
∂t + ~∇ν · ~∇χ

)
−

(
~∇η · ~∇χ

)(
∂η
∂t + ~∇ν · ~∇η

)

(
~∇η · ~∇χ

)2
−

(
~∇η

)2 (
~∇χ

)2

β[χ, η, ν] =

(
~∇χ

)2 (
∂η
∂t + ~∇ν · ~∇η

)
−

(
~∇η · ~∇χ

)(
∂η
∂t + ~∇ν · ~∇χ

)

(
~∇η · ~∇χ

)2
−

(
~∇η

)2 (
~∇χ

)2 (19)

Hence α and β are not free variables any more, but depend on χ, η, ν. Moreover, the velocity ~v
now depends on the same three variables χ, η, ν:

~v = ~∇ν + α[χ, η, ν]~∇χ + β[χ, η, ν]~∇η. (20)

Since ~v is given now by Equation (20) it follows that the two Equations (10), (11) are satisfied
identically and need not be derived from a variational principle. Finally The above expressions
should be substituted in Equation (8) to obtain a Lagrangian density L in terms of χ, η, ν, ρ.

L ≡ −ρ

[
∂ν

∂t
+ α[χ, η, ν]

∂χ

∂t
+ β[χ, η, ν]

∂η

∂t

+ε(ρ) +
1
2

(
~∇ν + α[χ, η, ν]~∇χ + β[χ, η, ν]~∇η

)2
]
− 1

8π

(
~∇χ× ~∇η

)2
, (21)

Taking the variational derivatives to zero for arbitrary variations leads to the following set of
equations:

∂ρ

∂t
+ ~∇ · (ρ~v) = 0, (22)

dν

dt
=

1
2
~v2 − w, (23)

dα[χ, η, ν]
dt

=
~∇η · ~J

ρ
, (24)

dβ[χ, η, ν]
dt

=
~∇χ · ~J

ρ
. (25)

Those equations should be solved for χ, η, ν, ρ.

6. CONCLUSION

We have shown that barotropic magnetohydrodynamics can be represented in terms of four scalar
functions χ, η, ν, ρ instead of the seven quantities which are the magnetic field ~B the velocity field
~v and the density ρ. Some algebraic manipulations may result in a simpler expressions both for
the Lagrangian and the equations of motion than can be obtained by brute force substitution this
is left for future endeavors.

Anticipated applications include stability analysis and the description of numerical schemes
using the described variational principles exceed the scope of this paper.

It was shown by the author [18] that variational principles can be used directly for numer- ical
analysis (simulation) without the need to refer to the fluid equations. This mathematical construc-
tion may lead to better algorithms for simulating fluid dynamics in terms of the needed computer
memory and CPU time. This approach was applied to potential flows in a series of papers [19–21].
Moreover, it was implemented in a user friendly software package FLUIDEX (which can be down
loaded from the web site www.fluidex-cfd.com). A variational formalism of magnetohydrodynamics
should have the same application.

As for stability analysis I suspect that for achieving this we will need to add additional constants
of motion constraints to the action as was done by [22], hopefully this will be discussed in a future
paper.
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Semi-analytical Approach for a Specific Microstructured Fiber

Kiyotoshi Yasumoto
Department of Computer Science and Communication Engineering

Kyushu University, Fukuoka 819-0395, Japan

Abstract— A semi-analytical approach for a specific microstructured fiber, which is formed by
layered cylindrical arrays of circular rods in a homogeneous background medium, is presented.
The M circular rods are symmetrically distributed on each of the N -concentric circular cylindrical
surfaces The method uses the T -matrix of a circular rod in isolation, the reflection and transmis-
sion matrices for a cylindrical array, and the generalized reflection and transmission matrices for
a cylindrically layered structure.

1. INTRODUCTION

Photonic crystal fibers, with a core of a higher average index than the microstractured claddings,
are now finding applications in diverse areas such as fiber-optic communications, fiber lasers, non-
linear photonic devices, highly sensitive sensors, and so on [1]. The modal properties of photonic
crystal fibers have been extensively investigated using the finite element method [2], the multipole
method [3], the finite difference frequency domain method [4, 5]. These numerical methods can
be versatilely applied to various microstructured configurations but are computationally intensive.
Approximate analytical methods using the effective index model [6] or a variational principle [7]
have been also proposed to investigate the fundamental modal properties of photonic crystal fibers.

In this paper, we shall present a semi-analytical approach for the scalar field in a specific
microstructured fiber which consists of layered cylindrical arrays of M circular rods symmetrically
distributed on each of N -layered concentric circular cylindrical surfaces. The method uses the T-
matrix of a circular rod in isolation, the reflection and transmission matrixes for a cylindrical array,
and the generalized reflection and transmission matrices for a cylindrically layered structure [8].
Through this approach, the analytical model [9] developed for layered planar arrays of circular rods
is extended to the layered cylindrical arrays.

2. GEOMETRY OF THE PROBLEM

The specific microstructured fiber considered here is formed by N -layered cylindrical arrays of
circular rods located in a homogeneous background medium with material constants εc and µc as
shown in Fig. 1. The M circular rods are symmetrically distributed on each of the N concentric
circular cylindrical surfaces with radii dν (ν = 1, 2, 3, . . . , N). Fig. 1 shows a typical example with
M = 6. The M circular rods should be identical along one ring but those on different rings need
not be necessarily identical. The cylindrical surface with radius dν is labeled as the ν-th layer. The
radius and material parameters of the circular rods distributed on the ν-th layer are denoted by
rν , εν , and µν , respectively. The radii dν and rν must satisfy the condition dν+1−dν > rν+1 +rν so
that the consecutive layers do not interpenetrate each other. The concentric homogeneous region
within dν + rν < ρ < dν+1 − rν+1 is labeled as the (ν)-th region.

3. FIELD EXPRESSIONS

A scalar wave analysis is employed using the cylindrical wave expansion. For simplicity, we assume
the case where M = 6. The general case with arbitrary M can be dealt with in the same way.
From the symmetry of the structure, the field is not changed under the rotation by an angle of π/3
with respect to the global origin O. Taking into account this symmetric properties, the field in the
(ν)-th region can be expressed as follows:

ϕ(ν)(ρ, ϕ) =
∞∑

n=−∞

[
b(ν)
n Jn(κρ)einϕ + c(ν)

n Yn(κρ)einϕ
] 6∑

j=1

(e)−in(j−1)π/3 (1)

where κ =
√

n2
ck

2 − β2, Jn(κρ) and Yn(κρ) are the Bessel and Neumann functions of the m-th
order, {b(ν)

n } are the amplitudes of the cylindrical waves scattered from the outer circular rods on
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Figure 1: N -layered cylindrical arrays formed by
M circular rods symmetrically distributed on each
of concentric circular cylindrical surfaces with
radii dν (ν = 1, 2, 3, . . . , N).
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Figure 2: Schematic view of the scattering process by
the circular rods on the ν-th layer and the six local
coordinates ρν

j = rν (j = 1, 2, 3, . . . , 6) fixed to each
of the rods.

the (ν + 1)-th layer, {c(ν)
n } are those scattered from the inner circular rods on the ν-th layer, and

β is the propagation constant. Equation (1) is rewritten in the matrix form as follows:

ϕ(ν)(ρ, ϕ) = Φ̃T · b(ν) + Ψ̃T · c(ν) (2)

with

Φ̃T = Φ̃T · σ, Ψ̃T = Ψ̃T · σ; Φ =
[
Jm(κρ)eimϕ

]
, Ψ =

[
Ym(κρ)eimϕ

]
(3)

σ = [σnδnn′ ], σn = 1 + (−1)n + 2 cos(nπ/3) + 2 cos(2nπ/3) (4)

b(ν) = [b(ν)
m ], c(ν) = [c(ν)

m ] (5)

where the vector quantities are defined as the column vectors and the superscript T denote the
transpose of the indicated vectors.

4. REFLECTION AND TRANSMISSION MATRICES

4.1. Incidence of the Field Φ̃T · b(ν)

The scattering process characterizing the reflection and transmission by the circular rods on the ν-
th layer and the six local cylindrical coordinate systems fixed to each of the rods are schematically
illustrated in Fig. 2. Let us consider that the field Φ̃T · b(ν) is incident from the (ν)-th region
on the ν-th layer of the arrays and is scattered. The scattered field in the (ν)-th region with
ρν

j > rν (j = 1, 2, 3, . . . , 6) are expressed as follows:

Ψs(ν) =
6∑

j=1

∞∑
m=−∞

a(ν)
m Ym(κρν

j )e
imϕν

j (6)

where (ρν
j , ϕν

j ) (j = 1, 2, 3, . . . , 6) are the local cylindrical coordinate systems whose origins are

located at the centers of each circular rod as shown in Fig. 2 and {a(ν)
m } denote the unknown

scattering amplitudes. It should be noted that {a(ν)
m } take the same values for all the rods because

of the symmetry of the structure. Equation (6) can be rewritten in the matrix form as follows:

Ψs(ν) =




6∑

j=1

ΨT
j


 · a(ν); Ψ(ν)

j =
[
Ym(κρν

j )e
imϕν

j

]
, a(ν) =

[
a(ν)

m

]
. (7)
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The scattered field (7) must satisfy the boundary conditions on the surfaces ρν
j = rν (j = 1, 2, 3, . . . ,

6) of each circular rod under the presence of the incident field Φ̃T · b(ν). Since the structure and
the incident field are not changed under the rotation by π/3 with respect to the global origin O,
we can consider the boundary condition only on the ]1 rod. Note that if this boundary condition
on ]1 rod was satisfied, the boundary conditions on all other rods are automatically satisfied.

In order to apply the boundary condition on the ]1 rod, the scattered fields based on the local
coordinates ρν

j = rν (j = 2, 3, . . . , 6) are transformed into those expressed in terms of the local
coordinate (ρν

1 , ϕν
1). This transformation is easily performed using the Graf’s addition theorem for

the cylindrical functions. After straightforward manipulations, we have the following relations:

Ψs(ν) = Ψ(ν)T
1 · a(ν) + Φ(ν)T

1 ·
6∑

j=2

K(ν)
j · a(ν); K(ν)

j =
[
K

(ν)
j, mn

]
(8)

where

K
(ν)
2, mn = Ym−n(κdν)(−1)mei(m+n)π/3,

K
(ν)
3, mn = Ym−n(

√
3κdν)(−1)mei(m+n)π/6,

K
(ν)
4, mn = Ym−n(2κdν)(−1)m,

K
(ν)
5, mn = Ym−n(

√
3κdν)(−1)me−i(m+n)π/6,

K
(ν)
6, mn = Ym−n(κdν)(−1)me−i(m+n)π/3,

(9)

As the second step of the analysis, the incident field Φ̃T ·b(ν) given in the global coordinate system
(ρ, ϕ) is transformed into the local coordinate system (ρν

1 , ϕν
1) using the Graf’s addition theorem.

Then we have
Φ̃T · b(ν) = Φ(ν)T

1 ·α(ν) · b(ν) (10)

where
Φ(ν)T

1 =
[
Jm(κρν

1)e
imϕν

1
]
; α(ν) =

[
α(ν)

mn

]
, α(ν)

mn = (−1)m−nσnJm−n(κdν). (11)

Using Equations (8) and (10), the total field around the ]1 rod may be expressed in the following
form:

Ψ(ρν
1 , ϕν

1) = Φ(ν)T
1 ·

(
K(ν) · a(ν) + α(ν) · b(ν)

)
+ Ψ(ν)T

1 · a(ν); K(ν) =
6∑

j=2

K(ν)
j . (12)

In Equation (12), the first term may be viewed as the incident field impinging on the ]1 rod, whereas
the second term is the scattered field from the same cylinder. This argument leads to a relationship
between b(ν) and a(ν) as follows:

a(ν) = T(ν) ·
(
K(ν) · a(ν) + α(ν) · b(ν)

)
(13)

where T(ν) is the T -matrix of the circular rod of the ν-th layer in isolation, whose close form
expression is given in the standard text book [8]. From Equation (13) we have

a(ν) = T̄(ν)
+ · b(ν); T̄(ν)

+ =
(
I−T(ν)K(ν)

)−1
T(ν)α(ν) (14)

where T̄(ν)
+ may be regarded as an aggregate T -matrix of the six circular rods symmetrically dis-

tributed on the ν-th layer.
Using Equation (14) in Equation (7), the scattered field is expressed in terms of the amplitude

vector b(ν) of the incident field. However, the expression is still based on the local coordinate
systems ρν

j = rν (j = 1, 2, 3, . . . , 6). As the third step to obtain the reflection and transmission
matrices, Equation (7) is transformed into the expression based on the global coordinate system
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(ρ, ϕ) by making use of the Graf’s addition theorem. The resulting expressions are different in the
(ν)-th region for ρ > dν + rν and the (ν − 1)-th region for ρ < dν − rν . When ρ > dν + rν , we have

Ψs(ν)(ρ, ϕ) = Ψ̃T · χ(ν) · a(ν); χ(ν) =
[
χ(ν)

mn

]
, χ(ν)

mn = Jm−n(κdν). (15)

For the incident field Φ̃T · b(ν) form the (ν)-th region, Equation (15) yields the reflected field into
the same region. Using Equation (14) in Equation (15), the reflected field into the (ν)-th region
may be expressed as follows:

Ψs(ν) = Ψ̃T ·Rν, ν−1 · b(ν); Rν, ν−1 = χ(ν)T̄(ν)
+ . (16)

From the comparison of Equation (16) with Equation (2), it follows that Rν, ν−1 gives the reflection
matrix of the ν-th layer, which defines the reflection from the (ν− 1)-th region to the (ν)-th region
by the circular rods on the ν-th layer. When ρ < dν − rν , on the other hand, the scattered field (7)
is expressed in global coordinate system (ρ, ϕ) as follows:

Ψs(ν) = Φ̃T · η(ν) · a(ν); η(ν) =
[
η(ν)

mn

]
, η(ν)

mn = Ym−n(κdν). (17)

Substituting Equation (14) into Equation (17), the scattered field in the (ν − 1)-region is obtained
as

Ψs(ν−1) = Φ̃T · Fν−1, ν · b(ν); Fν−1, ν = η(ν)T̄(ν)
+ . (18)

From the comparison of Equation (18) with Equation (2), it follows that Fν−1, ν gives the transmis-
sion matrix of the ν-th layer, which defines the transmission from the (ν)-th region to the (ν−1)-th
region through the circular rods on the ν-th layer.
4.2. Incidence of the Field Ψ̃T · c(ν−1)

Let us consider that the field Ψ̃T · c(ν−1) is incident from the (ν − 1)-th region on the ν-th layer of
the circular rods and scattered. Following the same analytical procedure as described in 4.1, the
transmitted field Ψs(ν) into the (ν)-th region with ρ > dν + rν and the reflected field Ψs(ν−1) into
the (ν − 1)-th region with ρ < dν − rν are obtained as follows:

Ψs(ν) = Ψ̃T · Fν, ν−1 · c(ν−1); Fν, ν−1 = γ(ν)T̄(ν)
− (19)

Ψs(ν−1) = Φ̃T ·Rν−1, ν · c(ν−1); Rν−1, ν = η(ν)T̄(ν)
− (20)

with

T̄(ν)
− =

(
I−T(ν)K(ν)

)−1
T(ν)γ(ν); γ(ν) =

[
γ(ν)

mn

]
, γ(ν)

mn = (−1)m−nσnYm−n(κdν) (21)

where Fν, ν−1 defines the transmission matrix from the (ν−1)-th region to the (ν)-th region through
the ν-th layer of cylindrical array and Rν−1, ν defines the reflection matrix from the (ν−1)-th region
to the (ν − 1)-th region.

5. GENERALIZED REFLECTION AND TRANSMISSION MATRICES

If the positions of the 6 cylinders on the ν-th layer are shifted counterclockwise by an angle of θν

with respect to the global coordinate x-O-y. the reflection and transmission matrices are slightly
modified as

R̂ν, ν−1 = θνRν, ν−1θ
−1
ν , R̂ν−1, ν = θνRν−1, νθ

−1
ν (22)

F̂ν−1, ν = θνRν−1, νθ
−1
ν , F̂ν, ν−1 = θνRν, ν−1θ

−1
ν (23)

where θν = [e−imθν δmm′ ] is a diagonal matrix. The generalized reflection and transmission matrices
of the N -layered system as shown in Fig. 1 can be obtained by concatenating the reflection and
transmission matrices for each layer of the cylindrical arrays. This calculation is performed using
R̂ν, ν−1, R̂ν−1, ν , F̂ν−1, ν , and F̂ν, ν−1 given by Equations (22) and (23). Taking into account the
scattering process as schematically shown in Fig. 3, the total field in the (ν)-th region is expressed
as follows:

Ψ(ν) = Ψ̃T · c(ν) + Φ̃T · b(ν) =
(
Ψ̃T + Φ̃T · ¯̄Rν, ν+1

)
· c(ν) (24)
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where ¯̄Rν, ν+1 represents the generalized reflection matrix viewed from the (ν)-th region to all
of outer regions. The recursive relation for the generalized reflection matrix for the N -layered
structure is obtained as

¯̄Rν, ν+1 = R̂ν, ν+1 + F̂ν, ν+1
¯̄Rν+1, ν+2

(
I− R̂ν+1, ν

¯̄Rν+1, ν+2

)−1
F̂ν+1, ν . (25)

Equation (25) is recursively used to calculate the generalized reflection matrices ¯̄RN−2, N−1 to
¯̄R12, starting from ¯̄RN−1, N = R̂N−1, N . It should be noted that the Ψ̃-field does not exist in the
innermost region (0) and the Φ̃-field does not exist in the outermost region (N).
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, 1
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Figure 3: Scattering process in layered cylindrical arrays: (a) two scattering process in a single layer array
and (b) generalized reflection matrix in N -layered arrays.

6. MODAL FIELDS AND PROPAGATION CONSTANTS

In the region (1) of the N -layered system as shown in Fig. 1, we have the following relation:

b(1) = ¯̄R12 · c(1), c(1) = R̂10 · b(1). (26)

Equation (27) leads to (
I− ¯̄R12R̂10

)
· b(1) = 0 (27)

where ¯̄R12 is calculated using the recursive relation (25). Equation (28) yields the dispersion
equation for the mode propagation constant β as follows:

|I− ¯̄R12R̂10| = 0. (28)

The solutions to Equation (29) is used in Equaiton (28) to determine the amplitude vector b(1)

characterizing the mode fields. Using the solutions of b(1) in Equation (27), c(1) is obtained. The
other amplitude vectors b(ν) and c(ν) can be recursively calculated. The mode field distribution
in each of (ν)-th region can be obtained by substituting the calculated amplitude vectors b(ν) and
c(ν) into Equation (24).

7. CONCLUDING REMARKS

We have presented a semi-analytical approach for a specific microstructured fiber which is formed
by layered cylindrical arrays of M circular rods symmetrically distributed on each of N -layered
concentric circular cylindrical surfaces. The method uses the T -matrix of a circular rod in isolation,
the reflection and transmission matrixes for a cylindrical array, and the generalized reflection and
transmission matrices for a layered cylindrical structure. Although the formulation was presented
for the scalar field, its extension to the vector fields is straightforward. In this case, we must
introduce two scalar fields representing Ez and Hz fields. The T -matrix of a circular rod, the
reflection and transmission matrixes, and the generalized reflection and transmission matrices are
defined in terms of the cylindrical harmonics of both Ez and Hz fields as the basis. Then the size
of matrices to be solved becomes four times larger than that of the scalar field case.
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Abstract— Two complete analytical solutions are presented for the double integral with 1/R3

singularity occurring in electromagnetic problems involving the MFIE-f and MFIE-nxf . These
analytical solutions are used to assess the accuracy obtained with high efficiency polynomial
quadratures in the evaluation of the singular outer integral. It is shown that a 16 nodes gaussian
quadrature integration can provide the required accuracy.

1. INTRODUCTION

Using the MFIE to solve for the equivalent surface currents around the closed surface S of metallic
or dielectric bodies requires the evaluation of the integral expression (1).

Zmn =
∫∫

Sm

~wm (~r ) ·
(

1
2
~nm (~r )× ~fn (~r ) +

∫∫

Sn

~fn

(
~r ′

)× ~∇′G ∣∣~r − ~r ′
∣∣ · dS′

)
dS (1)

Remembering that |~r − ~r ′| =
∣∣∣~R

∣∣∣ = R, the gradient of the free space Green function is given by:

~∇′G(R) = ~∇′ e
−jkR

4πR
= (jkR + 1)

e−jkR

4πR3
~R =

[
1

4πR3
+

k2

8πR
− j

k3

12π
− k4R

32π
+ . . .

]
~R (2)

The weighting function ~wm will be ~fm or ~nm × ~fm, where ~nm is the unit vector normal to Sm.
We will consider RWG functions ~fm and ~fn defined on the adjacent flat triangle pairs Sm and
Sn ⊆ S [1]. Consequentely in (1) the integral on Sm and Sn is a sum of integrals on the triangles
T+

m , T−m and T+
n , T−n : Zmn = Z++

mn + Z+−
mn + Z−+

mn + Z−−mn . The expressions of the RWG basis
functions on the triangles T+

n and T−n are given by (3), where A±n is the area of the triangle T±n
and Ln is the length of the edge common to T+

n and T−n .

~f ±n
(
~r ′

)
= ± Ln

2A±n

(
~r ′ − ~p±n

)
= ±C±

n

(
−~R + ~r − ~p±n

)
(3)

The functions ~f −m on T−m and ~f +
n on T+

n are illustrated on Fig. 1. From here on we will concentrate
on one such integral on triangles. When T±m and T±n share common points, R can go to 0, making
the inner integrand in (1) infinite by virtue of the 1/R3 and 1/R terms revealed in (2). For self
terms situations, like T−n = T−m , the improper integral on Sn reduces to its principal value: the
nXf term in (1):

Z−−mn =
∫∫

T−m

~wm (~r ) ·
(

1
2
~nm (~r )× ~f−n (~r )

)
dS (4)

If T±m 6= T±n , the nXf term in (1) is identically 0 and only the double integral on Sm and Sn

remains. For coplanar triangles, like T+
m and T−n , the three vectors involved in the dot and cross

product in (1) lead to Z+−
mn = 0.
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Figure 1: Vectors involved in the two nested surface integrals.

2. EXTRACTION OF THE 1/R AND 1/R3 SINGULARITIES AND THE REMAINING
LOGARITHMIC SINGULARITY

If the triangles share a common edge (T−m and T+
n ) or a common vertex (T+

m and T+
n ) without being

coplanar as in Fig. 1, the extraction of both the R−3 and R−1 singularities [2] decomposes (1) into
the sum of three integrals:

∫∫

T±m

~w ±
m(~r ) ·

(∫∫

T+
n

[
~f +

n (~r ′)× ~R

(
jkR + 1
4πR3

e−jkR − 1
4πR3

− k2

8πR

)]
· dS′

)
dS (5)

∫∫

T±m

~w ±
m(~r ) ·

(∫∫

T+
n

[
~f +

n (~r ′)× ~R

(
k2

8πR

)]
· dS′

)
dS (6)

∫∫

T±m

~w ±
m(~r ) ·

(∫∫

T+
n

[
~f +

n (~r ′)× ~R

(
1

4πR3

)]
· dS′

)
dS (7)

Integral (3) can be evaluated numerically with standard polynomial quadratures: the integrands
are bounded everywhere on Sn then on Sm. Evaluation of (6) and (7), having singular integrands
on Sn, can be performed as follows: analytical closed form solution for the inner integral, then
numerical evaluation of the outer integral. For integral (6), containing the R−1 singularity, this
scheme works perfectly [3]. We now observe from (2) that the contribution of (6) to the real part
of (1) becomes dominant as soon as 1/(4πR3) > k2/8πR, i.e., R < λ/5. This is always the case for
the adjacent triangles we are dealing with: accuracy of the MoM dictates that triangle sides should
never exceed λ/10. It is therefore important to evaluate (7) with enough accuracy.

Using (3) and the fact ~R× ~R = ~0, Equation (7) can be rewritten as:

± Cn

∫∫

T±m

~w ±
m(~r ) · (~r − ~p +

n )×
(∫∫

T+
n

~R

4πR3
· dS′

)
dS (8)

The inner vector integral of (8) can be further decomposed into a tangential component lying in
the triangle T+

n and a normal component directed along ~n′:
∫∫

T+
n

~R

4πR3
· dS′ = −

∫∫

T+
n

~P ′

4πR3
· dS′ +

∫∫

T+
n

~d ′

4πR3
· dS′ = (s) + (n) (9)

The analytical solution of (n) can be shown [4] to be a vector directed along ~n′ towards ~r of length
Ω(~r )/4π, the normalized solid angle from which the triangle T+

n is seen from the point ~r. Its value
is bounded between −0.5 and +0.5. The analytical solution of (s) on the contrary [2], [4] is not
bounded everywhere on Tm:

∫∫

T+
n

−~P ′

4πR3
· dS′ =

1
4π

∑

i

~m′
i

∫

∂iT
+
n

dl′

R
=

1
4π

∑

i

~m′
i · ln

[
R
′+
i (~r ) + l

′+
i (~r )

R
′−
i (~r ) + l

′−
i (~r )

]
(10)
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The unit vector ~m′
i is normal to the edge ∂iT

+
n pointing outwards T+

n , in the plane of T+
n . The

vector ~li
′ = ~n ′ × ~m′

i. The signed values l
′−
i and l

′+
i are the coordinates of the i

′− and i
′+ vertices

at both ends of the edge ∂iT
+
n , the negative and the positive vertex being determined with respect

to the orientation of the unit vector ~li
′. The positive values R

′−
i (R

′+
i ) are the distances between ~r

and i
′−(i

′+).
If ~r is located on the common edge Ln then (10) becomes infinite as R

′−
i (~r ) + l

′−
i (~r ) = 0. The

corresponding outer integral in (8) possesses at its turn a singular integrand. A very elegant solution
to avoid this logarithmic singularity has been proposed in [5], but it introduces some programming
complexity: the order of integration on Tm and Tn must be inverted and line integrals do appear. A
few other integration schemes are available for singular integrands, but they are far more complex
to implement [6]. As an alternative we chose to investigate the possibility to use the high efficiency
polynomial quadratures having only inner nodes described in [7] and more recently in [8]. To assess
the ability or not for these quadratures to evaluate correctly the logarithmic singularity we derived
two analytical solutions for a canonical case.

3. ANALYTICAL SOLUTION

We present the analytical solution for the tangential component of (9) in the canonical situation
depicted on Fig. 2 and for both weighting function ~wm = ~fm and ~nm × ~fm. Straightforward vector
calculus shows that the normal component of (9) is identically zero in this canonical case, for both
~wm. Therefore, (9) becomes:

I = (Cmn/4π) ·
∑

i

∫∫

Tm

~w · [(~r − ~p ′)× ~m′
i

] ·Q′
i · dS (11)

with Cmn = ± LmLn

4AmAn
= ±√2, ~w = (~r − ~p ) or ~n× (~r − ~p ) and Q′

i = ln
[

R
′+
i (~r )+l

′+
i (~r )

R
′−
i (~r )+l

′−
i (~r )

]
.

After computation of the vector cross and dot products, (11) further reduces to the sum of only
two integrals on edges ∂1Tn and ∂2Tn, the integral on ∂3Tn being identically zero:

I =
√

2/4π

{∫∫

Tm

P (x, y) ·Q′
1(~r )dS − (

√
2/2) ·

∫∫

Tm

P (x, y) ·Q′
2(~r )dS

}
=
√

2/4π {I1 − I2} (12)

with P f (x, y) = −x and Pnxf (x, y) = x2 + y2− y, according to the choice of the weighting function
~wm.

Figure 2: Geometry of the canonical case solved analytically for α = 90◦.
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The integrals I1 on ∂1Tn and I2 on ∂2Tn become:

I1 =
{∫ 1

0

∫ 1−y

0
P (x, y) · ln

[√
(1− x)2 + y2 + (1− x)

]
dxdy

−
∫ 1

0

∫ 1−x

0
P (x, y) · ln

[√
x2 + y2 − x

]
dydx

}
= I+

1 − I−1 (13)

I2 =
1√
2





∫ 1

0

∫ 1−y

0
P (x, y) · ln

[√
x2 + y2 + 2y cosα + 1 + (x + y cosα + 1)

/√
2
]
dxdy

−
∫ 1

0

∫ 1−x

0
P (x, y) · ln

[√
(1− x)2 + y2 + (x + y cosα− 1)

/√
2
]
dxdy





= I+
2 − I−2 (14)

Regarding I2, an analytical solution has been derived for I−2 only and in the case α = 90◦. As I+
2

remains bounded everywhere on Tm, it can be evaluated very accurately with numerical methods,
as shown in Table 2.

Table 1: Analytical expressions for I−1 , I+
1 and I−2 .

~wm = ~fm ~wm = ~nm × ~fm

I−1
[
11 + 9

√
2 ln

(√
2 + 1

)]
/36

[−2−√2 ln
(√

2 + 1
)]

/16
I+
1

[
11− 12 ln

(√
2 + 1

)]
/36

[
2− 3

√
2 + ln

(√
2 + 1

)]
/24

I−2
[
11 + 3

√
2

(
ln(
√

2 + 1)− π/2
)

+ 3 ln 2
]
/(36

√
2)

[
1 + ln(

√
2− 1) +

√
2 (π/8− 1)

]
/(12

√
2)

All details of the lengthy computations can be found in [9] for ~wm = ~fm or obtained from the first
author for ~wm = ~nm × ~fm.

4. ACCURACY OF THE NUMERICAL EVALUATION WITH HIGH EFFICIENCY
POLYNOMIAL QUADRATURES

The singular integrands in (13) and (14) become infinite only on the edge ∂1Tn with a smooth
logarithmic behavior. One can hope to converge to the analytical solutions derived above using
efficient polynomial quadratures having only inner nodes. The accuracy that can be obtained with
these quadratures can be observed in the evaluation of I+

2 , the only regular integrand: it improves
very quickly with increasing number of integration nodes. In the absence of analytical solution for
I+
2 , the numerical solution obtained with 73 nodes is used as a reference to measure the relative

error of the other cases, as shown in Table 2.
Let’s examine now the the total terms If and Inxf given by Equation (12) evaluated with the

same quadratures.
The relative error is now improving much slower with the amount of quadrature nodes. Surpris-

ingly enough, the 16 and 42 nodes quadratures outperform all the other choices for both ~wm = ~fm

and ~wm = ~nm × ~fm, showing a relative error (well) below 0.5% with 16 nodes. Note also from
Table 2 that 7 nodes are sufficient to obtain a similar accuracy with non singular integrals.
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Figure 3: Numerical example.
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As explained above, (5) and (6) are comparable to or smaller than (7). Still to obtain the overall
relative error on Zmn = Z++

mn + Z+−
mn + Z−+

mn + Z−−mn it is still necessary to add to (11) the values
of the three other contributors. In the numerical example presented below Z++

12 = 0.01076 and
corresponds to our analytical example in the case ~wm = ~nm × ~fm. The value of Z12 = 0.0849!
This means that the relative error on Z12 is only 8 times smaller than the relative error on Z++

12 ,
emphasizing again the necessity of an accurate evaluation of the singular integral (7).

Table 2: Relative error on the regular term I+
2 .

# nodes I+
2,f : Numerical |Relative error| I+

2,nxf : Numerical |Relative error|
1 −0.08450337367004 0.11e− 0 −0.028167791223347 4.90e− 0
3 −0.094612293851424 1.37e− 3 +0.007012501289788 21.4e− 3
4 −0.094697637869101 2.28e− 3 +0.006604208568921 78.4e− 3
6 −0.094483384173796 10.3e− 6 +0.007157053742892 1.20e− 3
7 −0.094478779228638 38.5e− 6 +0.00717151008889 0.81e− 3
12 −0.094482452578854 0.42e− 6 +0.007165729119605 1.30e− 6
16 −0.094482394759082 0.20e− 6 +0.007165750921513 4.40e− 6
19 −0.094482408305059 54.9e− 9 +0.007165727125872 1.05e− 6
25 −0.094482413691372 2.09e− 9 +0.007165719331997 34.6e− 9
42 −0.094482413496551 28.7e− 12 +0.00716571957576 0.56e− 9
61 −0.094482413493793 0.47e− 12 +0.007165719579858 7.82e− 12
73 −0.094482413493837 Ref. +0.007165719579802 Ref.

Table 3: Relative error on I.

# nodes If = −0.03505 Inxf = 0.01074
Numerical Rel error Numerical Rel error

1 −0.01693 −0.52 −0.00564 −1.53
3 −0.02545 −0.27 +0.00384 −0.63
4 −0.02613 −0.25 +0.00384 −0.64
6 −0.02969 −0.15 +0.00685 −0.36
7 −0.03102 −0.12 +0.00775 −0.28
12 −0.03217 −0.082 +0.00868 −0.19
16 −0.03517 +0.0033 +0.01074 +0.0007
19 −0.03341 −0.047 +0.00954 −0.11
25 −0.03420 −0.024 +0.01026 −0.044
42 −0.03510 +0.0012 +0.01088 +0.0136
61 −0.03450 −0.016 +0.01034 −0.037
73 −0.03481 −0.007 +0.01056 −0.017

5. NUMERICAL EXAMPLE

The four faces metallic pyramid depicted on Fig. 3 is 1m× 1m× 1m and illuminated by a 10MHz
plane wave polarized along X and travelling from −Z to +Z. The electric currents in the middle of
every four faces obtained with the MFIEnxf are depicted as well, showing a strong X-Z orientation,
as expected. On Fig. 3, we also show the influence of the number of quadrature nodes used to
evaluate every singular terms: firstly on Z12, the interaction between the RWGs defined on edges
1 and 2, and secondly on the real part of J3 and J5, the coefficients of the RWGs defined on edge
3 and 5, contributing to the strongest electric currents. If accuracy below 1% is aimed at, then the
best choice seems to be 16 (or 42) nodes. There is no gain to use 25, 61 or even 73 nodes!
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6. CONCLUSION

The 1/R3 singularity arising in electromagnetic problems involving the MFIE needs careful treat-
ment. The integration method presented in this paper as a simpler and more versatile alternative
to [5] provides a less accurate estimation of the singular terms, but it has proved to have negligible
effect on the overall accurracy, especially if the 16 nodes quadrature described in [6] is chosen.

REFERENCES

1. Rao, S. M., D. R. Wilton, and A. W. Glisson, “Electromagnetic scattering by surfaces of
arbitrary shape,” IEEE Transactions on Antennas and Prop., Vol. 30, No. 3, 409–418, May
1982.

2. Hodges, R. E. and Y. Rahmat-Samii, “The evaluation of MFIE integrals with the use of vector
triangle basis functions,” Microwave and Optical Technology Letters, Vol. 14, No. 1, January
1997.

3. Wilton, D. R., S. M. Rao, A. W. Glisson, D. H. Schaubert, O. M. Al-Bundak, and C. M. Butler,
“Potential integrals for uniform and linear source distribution on polygonal and polyhedral
domains,” IEEE Transactions on Antennas and Prop., Vol. 32, No. 3, March 1984.

4. Graglia, R. D., “On the numerical integration of the linear shape functions times the 3-D
Green’s function or its gradient on a plane triangle,” IEEE Transactions on Antennas and
Prop., Vol. 41, No. 10, 1448–1454, October 1993.
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Non-radiating Field Wave Scattering from Discontinuities in Planar
Surface

Feng Chen, Huiling Zhao, and Wei Wan
Northwestern Polytechnical University, Xi’an, Shaanxi 710072, China

Abstract— In order to investigate how discontinuities affect non-radiating fields, one kind of
non-radiating field wave — evanescent wave scattering by a conducting planar surface with groove
is studied. Evanescent wave is generated by a half wavelength dipole antenna corresponding to
its r−2 and r−3 terms in the near field. A numerical model is created via Frequency Difference
Time Domain (FDTD) method computation. Re-radiation boundary condition is introduced in
the process in order to improve the calculation efficiency. By comparing the far field antenna
pattern with groove to without groove, the transformed propagating field from evanescent field
can be obtained. The calculated results indicate that relative location and orientation between
antenna and groove largely affect the transformed propagating part. Groove width and depth
affection also discussed.

1. INTRODUCTION

Any sources can be divided into radiation and non-radiation sources. The former provide propa-
gating wave which is known to contribute to the far-field monostatic or bistatic scattering, while
the latter provide non-radiating field which is confined in a certain region and can not be detected
outside the region [1]. One can obtain local information about an object by perturbation of the
evanescent field [2]. This has been used a lot in near-field microscopy and near-field optics [3].
In microwave region, investigating the perturbation of evanescent field will help to have a better
antenna arrangement, or help to detect objects buried underground [4], or improve the resolution
in microwave imaging, etc.

In this paper, perturbation of evanescent field generated by a half wavelength dipole antenna is
investigated via a modified FDTD. Re-radiation boundary condition (rRBC) which was first intro-
duced into FDTD by R. E. Diaz [5] is used in the calculation process. Compared with Berenger’s
PML [6], rRBC is superior both in code writing and computational efficiency. Using this numeri-
cal model, perturbation affection of relative location and orientation between antenna and groove,
groove width and depth is discussed.

2. RADIATION FIELD OF DIPOLE ANTENNA

It is well known that the radiation electric field components of a dipole antenna as function of
spherical coordinates are:

Er = j
Idl

2π

√
µ0

ε0
cos θ

(
1
r2

+
1

jkr3

)
e−jkr

Eθ = j
Idl

2λ

√
µ0

ε0
sin θ

(
1
r

+
1

jkr2
− 1

k2r3

)
e−jkr (1)

Eϕ = 0

where the dipole is of length dl and current I, be placed coincident with the z axis and with its
center at the origin. k = ω

√
ε0µ0.

It is apparent that only the 1/r terms present a nonzero contribution for the far field, which
corresponds to a spherical wave with 1/r2 variation of the energy. The remaining 1/r2 and 1/r3

terms represent the evanescent waves which are confined in the vicinity of the dipole and cannot be
detected in the far region. Evanescent waves can be detected only if they are perturbed and therefore
are partially transformed into propagating waves. Possible approaches for achieving perturbation
are by frustrating the evanescent waves with geometric or electromagnetic properties discontinuities.

3. DIPOLE RADIATION IN THE VICINITY OF A GROOVE

In order to investigate the part of propagating wave transformed from evanescent wave owing to
discontinuity, a physical model which is illustrated in Fig. 1 is introduced. The half wavelength
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dipole is supposed working at 10 GHz, and is located above a conducting planar surface with the
orientation in either perpendicular (as shown in Fig. 1(a)) or parallel (as shown in Fig. 1(b)) to the
surface. The distance between the dipole and the surface is h. The groove is just beside the dipole
with width w and depth d.

(a)    (b)

Figure 1: Schematic of a half wavelength dipole radiation in the vicinity of a perfect electric conducting
surface with a groove. (a) dipole perpendicular to the surface, (b) dipole parallel to the surface.

A numerical model of Fig. 1 is created via Finite Difference Time Domain method (FDTD)
computation. In the calculation process, one wavelength is divided into 36 cells.

4. THE APPLICATION OF RE-RADIATING BOUNDARY CONDITION IN FDTD

Because of the memory of the computer is limited, the process of the computation is confined in a
certain region. In order to guarantee the correctness of the results obtained, the outgoing traveling
waves are expected not to be reflected back into the computational domain.

The approach is to define planar boundaries inside the FDTD domain at which the discrete
FDTD version of Schelkunoff ’s equivalent currents are calculated. These currents are then flipped
in sign, and used to radiate an exact negative copy of the field crossing the boundary as Fig. 2. The
fields and currents in the FDTD space are discrete. In Fig. 2, the current −Je(n+1,m) which was
located at the same position of E(n+1,m) could not be calculated accurately. Because the Je(n+1,m)
is relative to H(n+1,m), which did not calculate in the FDTD space. Therefore the currents were
obtained from the adjacent cell’s electric or magnetic fields (E or H) as the Fig. 2 showed.

Figure 2: The teleportation recipe for creating an
exact copy of an FDTD field in another FDTD
space.

Figure 3: The attenuation of two wall rRBC and
four wall UPML.
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The Huygens termination which is the simplest possible termination for the Yee grid is located
behind the rRBC. From Fig. 3, with the Huygens termination the field of the re-entering pulse was
about −37 dB below the original pulse. Comparing the two lines in Fig. 3, we see that the two wall
rRBC get more attenuation than four walls UPML, moreover rRBC is simpler than UPML in code
writing.

5. NUMERICAL EXPERIMENTS

For Fig. 1(a), set d = 4 mm and w = 4 mm. Setting h = 3.5mm means the groove is just in the
nearest field of the dipole. Far field antenna pattern with groove and without groove are calculated.
Numerical far field patterns in decibel as a function of θ are shown in Fig. 4 with angle ϕ = 0◦.
It is demonstrated that groove perturbation is negligible when the dipole is perpendicular to the
surface.

For Fig. 1(b), all parameters are set identical to Fig. 5. Numerical far field patterns in decibel
as a function of θ are shown in Fig. 4 with angle ϕ = 0◦. Comparing these two lines, we find that
two new peaks are appeared at θ = 50◦ and θ = 130◦ because of the groove. The beam of the wave
with groove is obviously wider than the beam without groove. It illustrates that the energy of the
evanescent wave is partially transformed into the energy of propagating wave.

Figure 4: Far field pattern for Fig. 1(a) with different
groove width, ϕ = 0◦.

Figure 5: Far field pattern for Fig. 1(a) with different
groove width, ϕ = 90◦.

Figure 4 and Fig. 5 demonstrate that it is observable that part of the evanescent wave transforms
into propagating wave when the dipole is parallel to the surface with groove. Therefore in the next
section, we will study affections of different parameters based on the model as shown in Fig. 1(b).

Figure 6: Far field pattern for Fig. 1(b) with different groove width.
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The groove was set with the different width of 2 mm, 4 mm and 6 mm. Other parameters are
d = 4 mm and h = 3.5mm. As can be seen from Fig. 6, the side lobe of far field pattern increase
with width of the groove and gradually come to saturate when w is larger than 4 mm. In the
meantime, the main lobe decrease a little bit. The resulting beams become wider with increase
width of the groove.

Given w = 4mm and h = 3.5mm, the far field pattern as function of θ and ϕ with different
groove depth are depicted in Fig. 7 and Fig. 8. The depth of the groove was set with 4 mm, 6mm
and 8 mm. As can be seen from Fig. 7, the far field amplitude for d = 6 mm is larger than d = 4 mm
and d = 8mm and vibrate much than the other two. It illustrated that the part of propagating
power transformed from evanescent wave affected by the groove’s depth, and the affection is not
monotony like the groove’s width. Fig. 8 shows that the far field amplitudes as a function of ϕ
don’t change too much, but vibration increase with increase of groove’s width.

Figure 7: Far field pattern for Fig. 1(b) with differ-
ent groove width, ϕ = 120◦.

Figure 8: Far field pattern for Fig. 1(b) with differ-
ent groove width, θ = 90◦.

6. CONCLUSIONS

Far field pattern of a half wavelength dipole antenna in the vicinity of conducting surface with groove
is calculated by FDTD. Re-radiation boundary condition is introduced in the process. By comparing
the far field antenna pattern with groove to without groove, the transformed propagating field
from evanescent field is obtained. Numerical results show that the transformed part is observable
when the dipole is parallel to the surface with groove, while it is negligible when the dipole is
perpendicular to the surface; the affection of groove’s width is monotony, while groove’s depth is
not. The conclusions can be advantageously used in overall arrangements of antennas on aircrafts,
electromagnetic compatibility and microwave imaging.
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Abstract— A high intensity laser incident on a vacuum-plasma interface, insert an Intensive
electromagnetic force on electrons and charged particles. Relativistic charged particle movements
lead to the high order harmonics generation of the incident wave. Efficiency of high harmonics
increases with the intensity laser incident, So that the non-relativistic velocities of the particles
vary to the relativistic velocities. Efficiency of high harmonics increases with the intensity laser
incident. In previous works that has done in this field the researcher have reported-odd harmonics
generated in direction of propagation of laser incident and even harmonics generated in normal
direction of propagation of laser incident but in experimental results we can observe all harmonics
in direction of propagation. The set of equations that are presented in other papers had been
solved for SHG and THG while we have been presenting a set of equations and numerical analytic
program do for any harmonics.

1. INTRODUCTION

With the advent of high power lasers it has become possible to study the interaction of free electrons
in extremely high laser fields. Such lasers based on the principle of chirp pulse amplification [1].
At these ultrahigh intensities electrons quiver with velocities close to the velocity of light. In this
limit, the effect of lights magnetic field on electron motion should become comparable to that
of its electric field, and the electron mass should increase because of the relativistic correction.
The primary quantity of interest is the normalized field strength a◦ given by a◦ = eE/mωc ≈
10−9

√
I(W/cm2λ(µm) for values of a◦ < 1 the electron motion is linear. The nonlinear regime

is accessed when a◦ approaches unity, which corresponds to an intensity ′1018W/cm2. The ultra
relativistic limit corresponds to a◦ À 1. In this paper, we will be primarily interested in the
case a◦ ≈ 1. It can be shown that in this case the electron moves in the well-known figure-eight
orbit. In this paper we study High harmonics generation from free electrons in plasma irradiated
by short intense laser pulse. Using “charge conservation”, “momentum conservation” and Maxwell
equations, we will obtain a set of equations for harmonics.

2. HARMONICS GENERATION

Consider a vacuum-plasma interface at z = 0 with z > 0 as vacuum and z < 0 uniform plasma of
density n◦.

A laser pulse perpendicular on a vacuum-plasma interface is incident on the interface (cf. Fig. 1).

~E◦ = E◦e−(t−τ/(τ/2))2 (1)

where τ is in order of 10−15.

Figure 1: Schematic of incidence of a laser pulse perpendicular on a vacuum-plasma interface.



1026 PIERS Proceedings, Beijing, China, March 23–27, 2009

The equations governing electron momentum and energy are

d~p

dt
= −e ~E − e

c
~V × ~B (2)

dγ

dt
=

1
m◦c2

~V · ~E (3)

where c, e, m◦, and γ are velocity of light electronic charge, rest mass and time averaged value of
relativistic factor, respectively.

Using Eqs. (2) and (3) we can write

∂~V

∂t
=

−1
m◦γ

[
e ~E +

e

c
~V × ~B +

1
c2

(
~V · ~E

)
~V

]
− ~V · ∇~V (4)

Using ~J = −ne~V , current density, and ρ = −ne, electron density, in equation of continuity we get

∂n

∂t
+ ~∇ · n~V = ◦ (5)

Using Maxwell’s equations, we can write

∇2 ~E − 1
c2

∂2 ~E

∂t2
=

1
c2

∂

∂t
(n~V )− 4πe~∇∂n

∂t
(6)

We assume all of harmonics are produced as this process occurred, so we can consider electric field,
magnetic field, velocity and density as a furrier series

~E(z, t) =
+∞∑

n=−∞
~En(z, t)ei(nω◦t−knz) + c · c (7)

~B(z, t) =
+∞∑

n=−∞
~Bn(z, t)ei(nω◦t−knz) + c · c (8)

~V (z, t) =
+∞∑

n=−∞
~Vn(z, t)ei(nω◦t−knz) + c · c (9)

n(z, t) =
+∞∑

m=−∞
nm(z, t)ei(mω◦t−kmz) + c · c (10)

Attention, Negative index shows reflection wave and wave number is kn = nω◦
√

1− ω2
p/n2ω2◦

/
c

where ωp is plasma frequency and ω◦ is frequency of laser incident.
Amplitude of fields is depend on space and time so it seems, we can’t separate harmonics like

single frequency state, we solve this problem by getting furrier transform from Eqs. (7)–(10) and
see, if we assume that overlapping bandwidth of SVA is very negligible, ∆ω ¿ ω◦, we can separate
harmonics from each other (cf. Fig. 2).

 

ω

t

ω∆

ω ω ω

Figure 2: Schematic of harmonic’s spectra.
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Finally, using Eqs. (7)–(10) in Eqs. (4)–(6) we obtain sex coupled equations.
Two equations for electric field in direction of x and z, two equations for velocity in direction of

x and z, one for density and one for magnetic field that obtain from Faraday’s law. We solve these
equations for two state, n = 0 and n 6= 0.

1. Zeroth harmonic (n = 0)
By replacing n as zero in equations we get excellent results about Plasmon waves and drift

velocity that confirm previous work in this field. These results hoped us that our equations and
numerical analytic program are powerful tools to computing harmonic. We don’t discuss about
this topics here.

2. High harmonic (n 6= 0)
If n 6= 0 in equations then we achieve to high harmonics by solve the equations in this situation.

For abbreviating here we only represent density equation. Wave equation, Velocity equation, electric
and magnetic field equation follow such process.

∑
m

(
∂nm(z, t)

∂t
+ imω◦nm(z, t)ei(mω◦t−kmz)

)
+

(
∂n∗m(z, t)

∂t
+ imω◦n∗m(z, t)e−i(mω◦t+kmz)

)

= −
∑
m

∑
p

(
nm(z, t)

(
∂~V zp(z, t)

∂z
− ikpω◦~V zp(z, t)

))
ei((m+p)ω◦t−(km+kp)z)

+n∗m(z, t)

(
∂~V zp(z, t)

∂z
− ikpω◦~V zp(z, t)

)
ei((−m+p)ω◦t−(−km+kp)z) + . . . (11)

For ease we simplify the equations by some variation in variables, as you can see in follows

∂nm(z, t)
∂t

+ imω◦nm(z, t)ei(mω◦t−kmz) +
(

∂n∗m(z, t)
∂t

+ imω◦n∗m(z, t)e−i(lω◦t+klz)

)

=−
∑

p

(
nm−p(z, t)

(
∂~V zp(z, t)

∂z
−ikpω◦~V zp(z, t)

))
ei(mω◦t−(km−p+kp)z)+← l+p = m, l = m−p

n∗−m+p(z, t)

(
∂~V zp(z, t)

∂z
−ikpω◦~V zp(z, t)

)
ei(mω◦t−(−km−p+kp)z)+ ← −l+p = m, l = −m+p (12)

where Lm′ = 2π/km′ and Tm′ = 2π/ω◦m′.

Figure 3: Reflected component of velocity of third harmonic in direction of propagation of laser incident, z,
and its field, x.
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Figure 4: Reflected component of electric field of third harmonic in direction of propagation of laser incident,
z, and its field, x.

Figure 5: Reflected component of electric field of second harmonic in direction of propagation of laser
incident, z, and its field, x.

3. CONCLUSIONS

Solving sex coupled equations velocity, density, electric and magnetic field for each harmonics
gives interesting result. We plot variation of density, velocity, electric field and magnetic field (in
two directions, propagation of laser incident and normal to it) of high harmonics as a function of
time and space. One of considerable results in this paper is harmonics generation in direction of
propagation of laser incident and normal to it (for abbreviating here we only represent result of
third harmonic).

Because the primary electric field is in direction of x, we expect velocity in this direction be
more than in direction of z, as Fig. 3 shows, maximum intensity of reflected component of electric
field in direction of x is 2× 104 m/s and in direction of z is 4× 103 m/s. This process continues for
other harmonics but in higher harmonic the intensity decrease, because of decreasing of harmonics
influence. Fig. 4 shows reflected component of electric field of third harmonic in direction of
propagation of laser incident, z, and maximum intensity in this direction is 2.5 StaV/cm and in
direction of x is 6 × 10−2 StaV/cm. Fig. 5 shows reflected component of electric field of second
harmonic in direction of propagation of laser incident, z, and maximum intensity in this direction
is 4 × 10−2 StaV/cm and in direction of x is 3 StaV/cm. In previous works that has done in this
field the researcher have reported-odd harmonics generated in direction of propagation of laser
incident and even harmonics generated in normal direction of propagation of laser incident [2] but
in experimental results we can see all harmonics in direction of propagation [3]. In this paper
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we consider ~V · ∇~V term in velocity equation (it means plasma is considered as a fluid) and
see all of harmonics in both of direction, but comparison between Figs. 4 and 5 get interesting
result (comparison between intensity of 2th and 3th, the intensity of odd harmonics in direction
of laser incident propagation is more than even harmonics in this direction but in direction of
laser’s field (normal direction) intensity of even harmonics is more. We did our comparison until
16th harmonic. We can say by considering plasma as a fluid, all harmonics has been seen in two
direction but intensity of odd harmonics is more in direction of propagation of laser incident, this
idea confirms for even harmonics in normal direction of propagation of laser incident.
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Abstract— A high intensity laser normal incident (1020 W/cm2) on a vacuum-plasma interface
produces high harmonics in reflected components. Efficiency of high harmonics increases with the
intensity laser incident. So the non-relativistic velocities of the particles vary to the relativistic
velocities. Consequently, electrons in such high fields are predicted to quiver nonlinearly, moving
in figure eight patterns, rather than in straight lines, and thus to radiate photons at harmonics of
the frequency of the incident laser light. To meet the challenge of high power, short wavelength
coherent radiation generation, it is quite to investigate the conditions under which harmonics
generation efficiency can be maximized. We insert a magnetic field on plasma to increase the
harmonics generation efficiency.

1. INTRODUCTION

With the advent of high power lasers it has become possible to study the interaction of free electrons
in extremely high laser fields. Such lasers based on the principle of chirp pulse amplification [1].
At these ultrahigh intensities electrons quiver with velocities close to the velocity of light. In this
limit, the effect of lights magnetic field on electron motion should become comparable to that of
its electric field, and the electron mass should increase because of the relativistic correction. It
can be shown that in this case the electron moves in the well-known figure-eight orbit and radiate
photons in frequency of laser incident. In this paper we study high harmonics generation by a
normal incident, relativistically intense laser pulse on vacuum-magnetic plasma. The equations of
the “charge conservation” and the “momentum conservation” and Maxwell equations are written
for the electromagnetic fields. Then the high order harmonics equations are derived, seven coupled
equations. We plot variation of efficiency of high harmonics as a function of time and space. To
meet the challenge of high power, short wavelength coherent radiation generation, it is quite to
investigate the conditions under which harmonics generation efficiency can be maximized [2]. We
insert a magnetic field on plasma to increase the harmonics generation efficiency. Comparison
between efficiency of high harmonics in underdense plasma and in magnetic underdense plasma
shows, magnetic field can increases efficiency, considerably. One of the work we do in this paper is
considering γ, relativistic factor, as a function of time and space such as other variables, velocity,
density, electric and magnetic field (in other paper γ has been considered constant or as a function
of laser intensity).

2. HARMONICS GENERATION

Consider a vacuum-plasma interface at z = 0 with z > 0 as vacuum and z < 0 uniform plasma of
density no. A laser pulse perpendicular on a vacuum-plasma interface is incident on the interface
(cf. Fig. 1).

~Eo = Eoe
−(t−τ/(τ/2))2 (1)

where τ at order of 10−15.

Figure 1: Schematic of incidence of a laser pulse
perpendicular on a vacuum-plasma interface.

Figure 2: Schematic of harmonic’s spectra.
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The equations governing electron momentum and energy are

d~p

dt
= −e ~E − e

c
~V × ~B (2)

dγ

dt
=

1
moc2

~V · ~E (3)

where c, e, mo, and γ are velocity of light electronic charge, rest mass and time averaged value of
relativistic factor, respectively.

Using Eqs. (2) and (3) we can write

∂~V

∂t
=

−1
moγ

[
e ~E +

e

c
~V × ~B +

1
c2

(
~V · ~E

)
~V

]
− ~V · ∇~V (4)

Using ~J = −ne~V , current density, and ρ = −ne, electron density, in equation of continuity we get

∂n

∂t
+ ~∇ · n~V = o (5)

Using Maxwell’s equations, we can write

∇2 ~E − 1
c2

∂2 ~E

∂t2
=

1
c2

∂

∂t

(
n~V

)
− 4πe~∇∂n

∂t
(6)

We assume all of harmonics are produced as this process occurred, so we can consider electric field,
magnetic field, velocity and density as a furrier series

~E(z, t) =
+∞∑

n=−∞
~En(z, t)ei(nωot−knz) + c.c (7)

~B(z, t) =
+∞∑

n=−∞
~Bn(z, t)ei(nωot−knz) + c.c (8)

~V (z, t) =
+∞∑

n=−∞
~Vn(z, t)ei(nωot−knz) + c.c (9)

n(z, t) =
+∞∑

n=−∞
nm(z, t)ei(mωot−kmz) + c.c (10)

We consider γ, relativistic factor, as a function of time and space such as other variables. In other
papers γ was estimated in this way [3]:

γ =
(
1− V 2/c2

)−1/2 =
(

1 +
1
2

V 2

C2
cos2 ωt + . . .

)
(11)

In relativistic region V = αC where 0 < α < 1 thus 〈γ〉 ≈ 1 + α2/2 for example if α = 0.7 then
γ = 1.33 but we consider γ as a “function” of time and space such as other variables.

γ(z, t) =
+∞∑

m=−∞
γm(z, t)ei(mωot−kmz) + c.c (12)

Attention, negative index shows reflection wave and wave number is kn = nωo

√
1− ω2

p/n2ω2
o/c,

where ωp is plasma frequency and ωo is frequency of laser incident.
Because of ponderomotive force in plasma, velocity and electric field has components in both of

direction, propagation and normal on it.

~V = (Vx, o, Vz) (13)
~E = (Ex, o, Ez) (14)
~B = (o,By, o) (15)
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amplitude of fields is depend on space and time so it seems, we can’t separate harmonics like single
frequency state, we solve this problem by getting furrier transform from Eqs. (7)–(10) and see,
if we assume that overlapping bandwidth of SVA is very negligible, ∆ω ¿ ωo, we can separate
harmonics from each other (cf. Fig. 2).

Finally, Using Eqs. (7)–(10) in Eqs. (4)–(6) we obtain seven coupled equations.
Two equations for electric field in direction of x and z, two equations for velocity in direction of

x and z, one for density and one for magnetic field that obtain from Faraday’s law. We solve these
equations for two state, n = 0 and n 6= 0.

1. Zeroth harmonic (n = 0)
By replacing n as zero in equations we get excellent results about Plasmon waves and drift

velocity that confirm previous work in these fields. These results hoped us that our equations and
numerical analytic program are powerful tools to computing harmonic. We don’t discuss about
this topics here. For non magnetic plasma we consider Bo = 0 in t = 0, z = 0 but in magnetic
plasma we consider it about 105 T.

2. High harmonic(n 6= 0)
If n 6= 0 in equations then we achieve to high harmonics by solve the equations in this situation.

for abbreviating here we only represent magnetic field equation. Wave equation, Velocity equation,
electric and magnetic field equation follow such process.

∑
m

((
∂Exm(z, t)

∂z
− ikmExm(z, t)

)
+

1
c

(
∂Bym(z, t)

∂t
+ imωoBym(z, t)

))
ei(mωot−kmz)

+
((

∂Ex∗m(z, t)
∂z

+ ikmEx∗m(z, t)
)
+

1
c

(
∂By∗m(z, t)

∂t
− imωoBy∗m(z, t)

))
ei(mωot−kmz) = o (16)

We integrate from Eq. (11) over time and space interval
((

∂Exm(z, t)
∂z

− ikmExm(z, t)
)

+
1
c

(
∂Bym(z, t)

∂t
+ imωoBym(z, t)

))
= o (17)

Figure 3: Intensity of 3th, 4th and 5th I (a.u.) in
term of ωo = 4.8× 1013 in non magnetic plasma.

Figure 4: Intensity of 3th, 4th and 5th I (a.u.) in
term of ωo = 4.8× 1013 in magnetic plasma.

3. CONCLUSIONS

We solved seven coupled equations velocity, density, electric and magnetic field for each harmonics
in magnetic plasma and non-magnetic plasma and compared their results.

Comparison between Fig. 3 and Fig. 4 shows by insert a magnetic field on plasma efficiency of
3th, 4th and 5th harmonics intensity increases about 9 times. We do our comparison until 20th
and notice magnetic field can increases efficiency of harmonics.
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Applications of Silicon-based Photonic Crystal
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Abstract— Silicon photonic crystals provide an exciting new tool for the manipulation of
photons in semiconductor industry. In this article, photonic crystal theory and applications of
silicon-based photonic crystal are presented. Photonic bandgap is calculated and analysed, which
are meaningful to the research of silicon-based photonic crystal devices.

1. INTRODUCTION

Silicon photonics has recently attracted intense interest in light of potential as cost effective opto-
electronic solutions for applications in the fields of optical interconnects, telecommunications, and
optical sensors [1, 2]. Any technological development in either silicon or associated microelectronics
industry can provide an impetus in the advancement of silicon based integrated optics. As a good
example, the rapid advances and breakthroughs in silicon-on-insulator (SOI) technology make it
possible to build waveguide-based photonic microstructures on SOI substrate by conventional pro-
cessing techniques compatible with silicon microelectronics manufacturing [3].

2. PHOTONIC CRYSTAL THEORY AND APPLICATIONS OF SILICON-BASED
PHOTONIC CRYSTAL

Photonic crystals, also known as photonic bandgap material, can mold the flow of light in a con-
trolled fashion. They are periodic arrays of dielectric materials that open up band gaps for elec-
tromagnetic waves, that is, frequency ranges where photon propagation is forbidden. It has been
demonstrated both theoretically and experimentally that line defects introduces into a photonic
crystal can guide light within the band gap. PBG waveguides have many advantages over tradi-
tional dielectric waveguides. For instance, they can guide light in air, not only in dielectric, thus
decreasing material losses at optical frequencies. Bends in photonic crystal waveguides can also
carry electromagnetic waves around sharp bends with high efficiency [4].

Silicon photonics is still a booming research area. From optical prospective, silicon is an excellent
dielectric medium at 1.55µm wavelength region. The index is high, ranging from 3.4–3.6 depending
on the growth process. Silica is also transparent at this wavelength, but with lower index around
1.45–1.5 depending on the doping. Silicon and silica can be combined easily for index guiding.
The fabrication process is mostly compatible with CMOS technology. Low-loss waveguides and
other planar devices have been successfully realized on the SOI platform [5, 6]. One big driving
force is the need to replace electronic interconnects in today’s microprocessors, which has become
the bottleneck that limits the operating speed of microelectronic devices. Experts project that
optical interconnects will be used to connect computer boards in five years, while the use of optical
interconnects within the chip is being investigated and will possibly be realized in 10–15 years [7, 8].

3. COMPUTATION OF THE PHOTONIC BANDGAP

In source-free material, the Maxwell equations can be written as

∇×H = ε0ε(r)
∂H(r, t)

∂t
(1)

∇× E = −µ0µ(r)
∂E(r, t)

∂t
(2)

For the frequency ω, we can have photonic Eigen Equation as
[
∇× 1

ε(r)
∇×

]
H(r) =

ω2

c2
H(r) (3)

The result of solving the Equation (3) is the band structure.
Finite-Difference Time-Domain method is a powerful tool in solving electromagnetic problems.

This method was proposed by Yee in 1966 [9] and further developed by Taflove in the 1970s [10]. It
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has been widely used to study electromagnetic wave propagation in different structures for optical
device simulations, antenna design, and etc.

Yee suggested a convenient way to discretize Maxwell equations both in time and in space.
FDTD updates the field components using the values from the previous time step and one must
specify an initial field distribution to trigger the updating. Commonly used source excitations
include plane waves, point Gaussian pulses and waveguide eigen-mode excitations.

Special care must be taken at the boundary of the finite computational domain. The boundary
can be reflecting, such as perfect electric conductor and perfect magnetic conductor, or absorbing.
Commonly used absorbing boundary conditions include first order Mur and perfectly matched layer.

We calculate the photonic bandgaps by FDTD. The results are show in the Fig. 1 and Fig. 2.
From the Fig. 1 and Fig. 2, we see that the band structure for TE and TM modes are completely
different. There are photonic bandgaps for one polarization but not for the other polarization.
Inside the gap, no extended states are permitted, and incident light is reflected. The result provides
some useful insights into the appearance of bandgaps, which are meaningful to the research of
silicon-based photonic crystal devices.

Figure 1: The photonic band structure for TE.

Figure 2: The photonic band structure for TM.
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4. CONCLUSIONS

Photonic crystals, in which the refractive index changes periodically, provide an exciting new tool
for the manipulation of photons and have received keen interests from a variety of fields. In this
paper, we would like to review the applications of photonic crystals by focusing on silicon-based
photonic crystals and calculated the photonic bandgaps by FDTD, which are meaningful to the
research of silicon-based photonic crystal devices.
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Abstract— The focusing properties of radially polarized beam with radial cosine wavefront
phase are investigated. For radially polarized beam without any wavefront phase, focus pattern
is ring for low numerical aperture, while only one intensity peak for high numerical aperture
due to stronger longitudinal field component in focal region. When the radially polarized beam
with radial cosine wavefront phase is focused, focal pattern differs with frequency parameter in
cosine function. For high numerical aperture, focal shift occurs, and focal patterns also evolve
considerably, for instance, from only one peak to two or multiple peaks. Focal shift value fluctu-
ates for low frequency parameter, drops sharply, and then comes back slightly. Simultaneously,
Peak intensity ratio of radially polarized component to longitudinal polarized component in focal
region decreases slowly, and then increases very quickly.

1. INTRODUCTION

As a kind of the vector beam, radially polarized beam has gained much interest recently due to its
applications such as particle-trapping, optical data storage, laser machining and lithography [1].
The presence of high intense longitudinal electric field in focal region of the laser beam can also
enhance nonlinear effects [2], and can also be used for laser particle acceleration without a plasma
wave. Focusing properties of radially polarized beam is worth investigating and may be used in
many optical systems [3]. The intensity distributions near the focal point for radially polarized
laser beams including higher-order transverse modes are also calculated based on vector diffraction
theory [4], which illustrates that the strong longitudinal component forms a sharper spot at the
focal point under a high-NA focusing condition. In addition, the intensity distributions of a tightly
focused radially polarized beam that has a double-ring-shaped transverse mode pattern were cal-
culated based on vector diffraction theory [5] to show that the distribution of the longitudinally
component near the focus varied drastically with the degree of truncation of the incident beam by
a pupil. Many researchers have paid attention to the focusing properties of radially polarized beam
with uniform wavefront distribution in high numerical aperture system. In fact, the wavefront
distribution can affect the focal properties remarkably. In this paper, focusing properties of the
radially polarized beam with radial cosine wavefront phase are investigated in detail. Section 2 in-
dicates the principle of the focusing system, and the results and discussions are shown in Section 3.
The conclusions are summarized in Section 4.

2. PRINCIPE OF THE FOCUSING SYSTEM

When the radially polarized beam is focused, there are two kinds of fields in focal region, radilly
polarized component and longitudinally polarized component, and using the same analysis method
as that in Reference 3, the electric field in focal region can be written as

⇀

E (r, ϕ, z) = Er
⇀
er + Ez

⇀
ez (1)

where ⇀
er and ⇀

ez are the unit vectors in the radially and propagating directions, respectively. Er

and Ez are amplitudes of the two orthogonal components and can be expressed as

Er (r, z) = A

∫ α

0
cos1/2 (θ) · P (θ) sin (2θ) · J1 (kr sin θ) exp (ikz cos θ) dθ (2)

Ez (r, z) = 2iA

∫ α

0
cos1/2 (θ) · P (θ) sin2 (θ) · J0 (kr sin θ) exp (ikz cos θ) dθ (3)
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where r and z are the radially and axial coordinates of observation point in focal region, respectively.
k is wave number and P (θ) is the pupil apodization function. In addition, α = a sin(NA), NA is
the numerical aperture of the focusing optical system. The intensity in focal region is proportional
to the square modulus of the Equation (1) with incident radially polarized beam.

In the system investigated in this paper, the wavefront distribution is radial cosine distribution,
and can be written as

ϕ = π · cos (π · C · r) = π · cos [π · C · tan (θ)/tan (α)] (4)

where C is frequency parameter in cosine part of the wavefront phase distribution, and denotes the
radial change frequency of the phase. r is the normalized radial coordinate in focal region. The
motive to choose this kind of radial cosine wavefront is that it is very simple and easy to carry out.
The electric field in focal region can be written in the same form as Equation (1), however the two
orthogonal components Erm and Ezm are different and should be expressed as

Erm (r, z) = A

∫ α

0
cos1/2 (θ) · exp (iϕ) · P (θ) sin (2θ) · J1 (kr sin θ) exp (ikz cos θ) dθ (5)

Ezm (r, z) = 2iA

∫ α

0
cos1/2 (θ) · exp (iϕ) · P (θ) sin2 (θ) · J0 (kr sin θ) exp (ikz cos θ) dθ (6)

The radial polarized component and longitudinal polarized component can be calculated ac-
cording to Equation (5) and Equation (6), respectively. In this article, the focusing properties of
the radially polarized beam without any wavefront modulation is calculated firstly, then the radial
cosine wavefront modulation is added to investigate the focusing properties of the radial cosine
wavefront radially polarized beam. Without loss of generality, transverse intensity distribution of
the incident beam is uniform.

3. RESULTS AND DISCUSSIONS

Firstly, the focusing properties of radially polarized beam without any wavefront phase modula-
tion are calculated for low numerical aperture NA = 0.5. Total intensity distribution is not one
intensity peak, focal pattern is a intensity ring, which shows that radially polarized beam can not
accomplish tighten focusing for low numerical aperture. In order to understand the cause of this
phenomenon, radially polarized component and longitudinal polarized component in focal region
are also calculated. It should be noted that all intensity distributions in this paper are all normal-
ized by maximum intensity value. Radially polarized component turns on ring focal pattern, while
axial polarized component is only one intensity peak. It can be seen that the peak value of radially
polarized component is stronger than that of axial polarized component, which denotes that for low
numerical aperture, the radially polarized component domains the total intensity distribution in
focal region. In order to understand the focusing properties of the beam deeply, focusing properties
under condition of high numerical aperture are investigated. There is only one intensity peak.
Therefore, the numerical aperture is very important parameter in focusing process of the radially
polarized beam, and can affect focal pattern considerably. When the radially polarized is used as
incident beam, the numerical aperture should be taken into consideration. Radially polarized com-
ponent is ring shape, while axial polarized component is one intensity peak. However, the intensity
scale is different, for high numerical aperture, the longitudinal polarized component is stronger
than radially polarized component, and affects the total intensity distribution in focal region. The
intensity ratio of the radially polarized component to longitudinal polarized component play an
important role in the total intensity pattern in focal region.

The dependence of the ratio on the numerical aperture is calculated and illustrated in Figure 1.
From the figure it can be seen that the ratio increases with increasing numerical aperture, which
denotes that with increasing numerical aperture, the longitudinal polarized component takes more
and more part in total intensity distribution in focal region, and domains the focal pattern more
considerably.

Above all, the wavefront of the radially polarized beam is uniform, now the focal intensity
distribution of radially polarized beam with radial cosine wavefront phase is investigated in detail.
Total intensity distributions in focal region for high numerical aperture NA = 0.9 with increasing
frequency parameter C. It can be seen from calculation that for small frequency C there is one
intensity peak, and with increasing frequency parameter C, the intensity peak shifts along in
axial direction towards optical aperture. Increase the frequency parameter C, focal intensity peak
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Figure 1: Peak intensity ratio of radially polarized component to axial polarized component in focal region
with increasing numerical aperture NA.

continue to shift along optical axis, and simultaneously, several small intensity peaks come into
being in the far side of the maximum peak from optical aperture, and become stronger and stronger.
With increasing frequency parameter C, these several intensity peaks begin overlapping in axial
direction, and form one long focal intensity line with intensity swipe along optical axis in the far
side of the maximum intensity peak from optical aperture. In addition, the intensity value of
intensity line decreases with increasing axial coordinate in wrap line. Increase frequency parameter
C continuously, the value of the intensity line become stronger, and its shape also changes very
considerably, evolves to triangle shape with smooth intensity fluctuation. In the same changing
process, the maximum intensity peak also become asymmetrical in axial direction, its slope side
near optical aperture shrinks with increasing frequency parameter C. When frequency parameter
C increases to C = 2.0, novel focal pattern comes into being, the former maximum intensity peak
evolves very considerably, one intensity peak splits into two intensity peaks, and the new intensity
peak near optical aperture broadens in transverse direction, while the other new intensity peak is
relative narrow transversely, and these two intensity peaks also overlap closely. Simultaneously, the
intensity line also changes sharply, its value of sides in axial direction shrink, so its shape becomes
sharper triangle, in addition, its intensity increases to exceed that of other intensity peaks, which
show that focal switch occurs.

The axial intensity distribution can be plotted to show the changing process more clearly, Fig-
ure 2 illustrates several axial intensity distributions lines, in which focal shift and focal switch
occur simultaneously. Frequency parameter C can affect the focal pattern very considerably, and
some novel focal intensity distributions may occur, so, by altering frequency parameter C, desirable
focal pattern may be obtained. In optical trapping system, it is usually deemed that the forces
exerted on the particles in light field include two kinds of forces, one is the gradient force, which
is proportional to the intensity gradient; the other is the scattering force, which is proportional to

Figure 2: Axial intensity distributions for NA = 0.9 with different C.
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the optical intensity. Therefore, the tunable focal shift predicts that the position of optical trap
may be controllable. Relative intensity value of the raidally polarized component and longitudinal
polarized component can affect the total intensity distribution considerably.

Therefore, peak intensity ratio of radially polarized component to axial polarized component
in focal region with increasing value of frequency parameter C for NA = 0.9 is calculated and
shown in Figure 3(a). It can be seen that the longitudinal polarized component is always stronger
than radially polarized component, while the peak intensity ratio fluctuates for small frequency
parameter C. Then when frequency parameter C increases to about 1, the peak intensity ratio
decreases sharply, and increases back slightly when frequency parameter C is about 1.5, then
decreases continuously. With frequency parameter C approaches to about 1.85, the peak intensity
ratio decreases to the lowest value, comes back to increases quickly. With increasing frequency
parameter C, the peak intensity ratio also fluctuates. The frequency parameter C is very important
parameter that can affect the peak intensity ratio in focal region.

With increasing frequency parameter C, focal pattern and the peak intensity ratio both evolve
considerably. Focal shift also occurs with changing focal pattern. Dependence of Focal shift on
increasing value of C for NA = 0.9 is calculated and illustrated in Figure 3(b). Focal shift means
the motivation of the focal peak whose intensity value is the strongest. It can be seen that the focal
shift decreases smoothly with increasing frequency parameter C firstly, and reaches its minimum
value when frequency parameter C is about 1.5. Then focal shift increases slowly. It should be
noted that the focal shift decreases means that focal peak shifts towards to optical aperture of the
focusing system. However, when frequency parameter C increases to 1.95, focal switch happens, so
the focal shift becomes positive and fluctuates with increasing frequency parameter C.

Figure 3: (a) Peak intensity ratio of radially polarized component to axial polarized component in focal
region with increasing value of C; (b) Dependence of focal shift on increasing value of C for NA = 0.9.

4. CONCLUSIONS

The focusing of radially polarized beam with radial cosine wavefront phase distribution is inves-
tigated. When the radially polarized beam with radial cosine wavefront phase is focused, focal
pattern differs with different frequency parameter in cosine function. For high numerical aperture,
focal shifts occur, and focal pattern evolves considerably, focus splits from only one peak into two
or multiple peaks. Focal shift value also fluctuates for low frequency parameter, drops sharply, and
then comes back slightly. Simultaneously, peak intensity ratio of radially polarized component to
longitudinal polarized component decreases slowly, then increases very quickly.
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Abstract— The dispersion curves of TM modes of two-dimensional (2D) photonic band gap
(PBG) structures formed by triangular arrays of metal posts are calculated using Finite-Difference
Time-Domain (FDTD) method, and the global frequency band gap of TM modes of the PBG
structures with different values of the ration of the post radius (r) to the post spacing (a) are
obtained from the calculated dispersion curves. According to the global frequency band gap, a
PBG cavity supporting TM01-like mode is designed. Furthermore a Ka band slow wave system
with PBG structure is constructed and the electromagnetic characteristic and impedance of which
are analyzed.

1. INTRODUCTION

Vacuum electron devices are important sources of high power microwave for use in radar, com-
munication etc. It is attractive to extend its operation frequency to millimeter wave range, which
would open up many new applications. However, when the frequency increases to millimeter-wave
range, the output power must be confined because of the too small dimension. Though overmoded
structure can alleviate the problem, mode competition is another issue to be solved.

Recently, many theoretic and experimental investigations of photonic band gap (PBG) structures
have demonstrated that they can effectively depress the unwanted modes in vacuum electron devices
such as accelerator [1], gyrotron [2] and Cherenkov oscillator [3].

In this paper, we firstly analyze the dispersion curve and global frequency band gap of TM mode
in metal PBG with triangular lattice, and then investigate the electromagnetic characteristic and
impedance in Ka band slow wave system (SWS) consisting of PBG structure.

2. THE GLOBAL FREQUENCY BAND GAP OF TM MODE

2.1. The Basic Theory

Figure 1 shows the two-dimensional metal PBG structure with triangular lattice, in which the
radius of rods is r and lattice constant is a.

Figure 1: Scheme of metal PBG structure with tri-
angular lattice.

Figure 2: Reciprocal lattices and Brillouin zones
for triangular lattice.

We only consider the TM mode of PBG structure consisting of perfect metal rods, the discrete
equation based on the Maxwell equations can be expressed as following:
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The periodic boundary condition can be written:

Ez(1, j) = Ez(N, j)e(i(a/2)ky+i(
√

3a/2)kx)

Ez(j, 1) = Ez(j, N)eikxa (4)

The dispersive relation can be obtained by solving the Equations (1)–(3) on the periodic bound-
ary condition (4). In Equation (4), the N denotes the number of mesh.

2.2. Simulation and Result
Figure 4 shows the dispersion characteristics for the TM modes as the wave vector k⊥ varies from
the center of the Brillouin zone (Γ point in Fig. 2), to the nearest edge of the Brillouin zone (X
point in Fig. 2), and to the far edge of the Brillouin zone (J point in Fig. 2). For r/a = 0.2, the
first and the second mode are intersecting as shown in Fig. 4, which means no band gap appears
between them. However, there is a cutoff frequency that is zeroth-order band gap.

To determine the global band gaps of TM modes, we calculate the dispersion curves of the
PBG structures with different rations r/a. Fig. 4 shows the TM global frequency band gaps as
functions of r/a, which is in good agreement with the global frequency band gaps obtained using
coordinate-space, finite-difference code [4]. In fact there are any other band gaps, but here we only
take into account the firt two band gaps. This figure shows that the zeroth-order band gap begins
from the zero frequency and another band gap appeares when the ration r/a > 0.2.
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Figure 3: The dispersion curve of two lowest TM
modes.
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Figure 4: Plots of global frequency band gap for
TM mode.

3. THE CHARACTERISTIC OF KA BAND SLOW WAVE SYSTEM WITH PBG
STRUCTURES

According to Fig. 4, with the help of High Frequency Simulator (HFSS), a PBG cavity having a
defect formed by removing seven rods from the center of the lattice is designed. The parameters of
lattice constant and the radius of rods are 3.8 mm and 0.5 mm respectively. Among the TM0n-like
modes, only TM01-like mode can be supported by the cavity [5]. Using the PBG structure, we
have constructed a SWS whose physical mode is shown in Fig. 5. The SWS parameters are: the
thickness of metal plate d = 2mm, the length of period z0 = 3 mm and the radius of center opening
of the metal plate r1 = 5.8mm. The SWS has mode selectivity because of the exiting of PBG
structure. It is hopeful to solve the mode competition in millimeter band Cherenkov device.

To learn about the electric field characteristic of the TM01-like mode in the SWS, we simulate
the electric field of the axial modes. Fig. 6 shows the electric field patterns of the π-mode of
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the TM01-like mode in the SWS. The electric field mainly centers the surface of the SWS, which
implies the electric field is mostly occupied by slow wave. At the same time, there are six peak
values because of the hexagonal boundary of the defect. The poor azimuthal symmetry of the
electric field will make the coupling impedance have a poor azimuthal symmetry. Fig. 7 shows
the coupling impedance as functions of r(x) and r(y). The r(x) and r(y) respectively denote the
location in x direction and y direction in defect. The coupling impedance have a good azimuthal
symmetry in the center of defect. However, at the surface of the SWS, the coupling impedance in oy
axis is much higher than that in ox axis, which means the coupling impedance has poor azimuthal
symmetry. The poor impedance would affect the efficiency of bea-wave interaction. As a result, we
should choose appropriate location of electronic beam to improve the efficiency of the device.

Figure 5: The physical mode of SWS. Figure 6: The electric field patterns in the π point
of dispersion curve of TM01-like mode in SWS.
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Figure 7: Coupling impedance in PBG SWS.

4. CONCLUSION

The global frequency band gap of TM modes of the PBG structures formed by triangular arrays
of metal posts are calculated using FDTD method. According to the global band gap, we design a
PBG cavity and SWS consisting of the PBG structure. Due to the existing of PBG structure, the
SWS has mode selectivity, which is helpful to solve the mode competition. On the other hand, the
characteristic of electric field and copuling impedance of the SWS has been investigated.
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Abstract— Plasma photonic crystal (PC) has been attracted much attention due to their new
particular characteristics in which electromagnetic waves with frequency below plasma frequency
can propagate through it. In this paper, we analyze the transmission characteristics of elec-
tromagnetic waves for two types of plasma PC-the one with plasma rods arranged in vacuum
periodically and an antiparallel one for the second type. A novel Finite-difference time-domain
(FDTD) formulation for plasma is derived, the high accuracy and efficiency is conformed by com-
paring the reflection and transmittance coefficients of electromagnetic waves through a collision
plasma with Z transform method.

1. INTRODUCTION

Photonic crystal (PC) has been attracted much attention since the initial predictions of Yablonovitch
[1] and John [2]. This active research area has been extended to plasma PC which is expected to
obtain many new particular characteristics than conventional one [3–6]. It is well known that
electromagnetic waves with frequency below plasma frequency cannot propagate through a bulk
plasma, while vacuum components are introduced periodically, it is possible for electromagnetic
waves to be guided below the plasma frequency. Generally, there are two types of 2D plasma
PC [7].The first type (type-1) is a 2D PC in which plasma rods are arranged in vacuum period-
ically, while the second one (type-2) is an antiparallel structure composed of air holes in a bulk
plasma. In this paper, we investigate the dispersion characteristics of TE mode for type-1 and
type-2 plasma, the analysis is based on a novel Finite-difference time-domain (FDTD) formulation.
Their transmission curves in the Γ-X direction are also calculated using CST Microwave Stdio, a
3D EM simulation software based on Finite Integration, which is in agreement with the dispersion
curves calculated by the novel FDTD method.

2. THEORETICAL MODEL AND NUMERICAL METHOD

Figure 1(a) and (b) show the schematic structures of two types of 2D plasma PC with square
lattice. We assume the radius of the circular rods and lattice constant are a and R respectively,
the relative dielectric function for circular rods and background are εa and εb, respectively. In this
paper, we utilize the frequency-dependent dielectric function for the unmagnetized collision plasma
that meets the Drude formula [8]:

εr(ω) = 1 +
ω2

p

ω (jvc − ω)
(1)

where ω is the electromagnetic wave frequency, ωp = (e2ne/ε0m)1/2 is the electron plasma frequency
with an electron density ne, and vc is the collision frequency.

Maxwell equations that describe wave propagation in plasma are:

∂H
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We substitute Eq. (4) to Eq. (3) and obtain:
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Figure 1: Schematic structures of 2-D square lattice plasma PC (a) type-1 with circular plasma rods immersed
in dielectric background and (b) type-2 with circular dielectric rods in bulk plasma. The gray area represents
plasma.

where

Pt =
∂P
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E (6)

Multiply Eq. (3) by evct and do time derivative on the two side yields

∂Pt

∂t
= −vcPt + ε0ω

2
pE (7)

Then, the Maxwell equations for propagating in plasma are:
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In a two-dimensional case, the fields can be decoupled into two transversely polarized modes,
namely, the TE mode and the TM mode. As the standard FDTD method, the E field is defined at
integer time steps and H field at half integer time steps. Then, the following FDTD time stepping
formula are the spatial and time discretization of Eq. (8) for the TE mode:
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In order to establish the accuracy of the FDTD method for plasma, a comparison with the Z
transform [9] for the reflection and transmittance coefficients will be made by considering a one-
dimensional plasma slab. The wave is normally incident on the 1.5 cm thick plasma slab which has
a plasma frequency of 28.7GHz (ωp/2π) and a collision frequency vc of 20 GHz, the one-dimensional
problem space consists of 800 spatial cells each 75µm thick, with the plasma slab occupying cells
300 through 500. The time step is 0.125 ps. Fig. 2 gives the refection and transmittance coefficients
for the two methods, red dash line and black solid line are the results for the Z transform and the
new FDTD method, respectively. It can be seen that the two simulation results coincide with each
other. These figures exhibit that the new FDTD algorithm are very accurate. From Fig. 2, we can
also see that there is a cutoff frequency below the plasma frequency 28.7 GHz where electromagnetic
wave can’t propagate through the bulk plasma.
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Figure 2: (a) Reflection and (b) transmission coefficients for one-dimensional plasma slab by two methods,
the red dash line and black solid line denote the results by the new method derived above and the Z transform
method, respectively.

3. DISPERSION CHARACTERISTICS OF TE MODE FOR TWO TYPES OF PLASMA
PC

In this following, we apply the new FDTD algorithm derived above to calculate the dispersion
curves in the Γ-X direction for the two types of plasma PC of Fig. 1, the transmittance curves for
them are also presented which are simulated by Computer Simulation Technology (CST) [10], only
TE mode is considered for simplicity. The main parameters of the simulation are summarized in
Table 1. Note that εb and εa for type-1 and type-2 plasma PC are all assumed to 1.

Table 1: Main parameters for simulation.

Lattice a = 3mm

Filling factor of circle rod f = 0.5

Plasma frequency ωp = 2π × 28.7GHz

Collision frequency vc = 20GHz

Figure 3(a) shows the dispersion curves of TE mode in the Γ-X direction for type-1 plasma
PC, we can see that there is a PBG between 17 and 23 GHz. There is also a band gap in the
transmittance simulated by the CST in Fig. 3(b). If we define frequencies under −30 dB can’t
propagate through the plasma PC, then, the band gap varies from 17 to 23GHz, which is in
agreement with that in Fig. 3(a). Fig. 4 (a) gives the dispersion curves of TE mode in the Γ-X
direction for type-2 plasma PC, there are two band gaps with one varies for 0 to 15GHz and another
varies from 24.1 to 30.2 GHz, they are all in accordance with what are simulated by the CST.
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Figure 3: (a) Band diagram using the new FDTD method and (b) the transmittance simulated by CST of
the TE mode for type-1 plasma PC in Γ-X direction.
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Figure 4: (a) Band diagram using the new FDTD method and (b) the transmittance simulated by CST of
the TE mode for type-2 plasma PC in Γ-X direction.

4. CONCLUSION

In conclusion, a novel FDTD method for calculating unmagnetized collision plasma is derived, the
accuracy of the method is examined by the Z transform method. The dispersion curves for two
types of plasma PC in the Γ-X direction is obtained based on the novel FDTD method, which are
in agreement with the transmission curves simulated by CST.
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Abstract— Recently, because of the increase of computer information handled by computers,
higher density storage devices are expected. The magnetically super resolution (MSR) is one of
the high density versions for improving the conventional magneto-optical (MO) disk. The rear
aperture detection (RAD) is proposed to increase the capacity by ten times or more. The center
aperture detection (CAD) is also proposed for advanced storage magneto-optical (ASMO) disks.
Moreover, narrower focused beam can be realized by using blue laser light, so that the track
pitch can be much more reduced. Therefore, narrower track pitches give rise to the increase of
the crosstalk between adjacent tracks.

In the present paper, we try to apply the three-dimensional finite-difference time-domain (FDTD)
method to the analysis of the light-beam scattering and the characteristic of detected signal from
a rear aperture detection-magnetic super resolution (RAD-MSR) disk model and examine the
influences of the groove depth on the crosstalk characteristics.

1. INTRODUCTION

The magneto-optical disks are used as rewritable type media of information. However, the optical
diffraction limit prevents the possibility for increasing the storage capacity. In order to break such
an optical diffraction limit, the magnetically-induced super resolution (MSR) method [1] has been
proposed. For MSR, several different kinds of methods have also reported such as Front Aperture
Detection (FAD), Rear Aperture Detection (RAD), and Center Aperture Detection (CAD) [2]. We
have already analyzed the signal detection characteristics of MO disks with CAD method [3].

In the present paper, we try to analyze the scattering of light from a RAD-MSR disk model
using blue laser and high NA object lens by FDTD method [4].

2. BASIC THEORY

2.1. FDTD Method

In a MO medium, the Maxwell’s equations in the time domain are expressed as

µ0
∂
∂tH = −∇×E

ε̂ ∂
∂tE = σ̂E +∇×E

}
(1)

where the permittivity and the conductivity are assumed to take tensor forms, and the permeability
to equal the one in free space. The finite difference formulation in time domain of Eq. (1) is the
same as the one for the conventional FDTD method.

The permittivity of the medium is given by the tensor with opposite sign pure imaginary off-
diagonal components as shown in Eq. (2):

ε̂ =

[
ε εxy 0

εyx ε 0
0 0 ε

]
=

[
ε jεxy 0

−jεxy ε 0
0 0 ε

]
(2)

where the sign of the off-diagonal components is changed by reversing the direction of magnetization.
Substituting Eq. (2) in Eq. (1), the FDTD update equation for MO medium can be obtained [5].
In order to calculate the update equation, we have to carry out calculations containing several
complex quantities. Therefore, all electromagnetic field quantities should be defined as complex
quantities.
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Figure 1: Cross section structure.

2.2. RAD-MSR Readout Principle
The RAD-MSR disk is composed of three exchange uniting layers, readout layer [GdFeCo] with
week magnetic wall anti-magnetism, assistance readout layer [GdFe] with both relatively low Curie
temperature and perfect in-plane magnetization characteristic in room temperature, recording layer
[TbFeCo] with big magnetic wall anti-magnetism as shown in Fig. 1.

The each magnetic medium is heated by the illuminated light-beam, and its temperature dis-
tribution becomes Gaussian. Because the disk rotates at high speed, the rear side from the center
of the beam spot becomes high temperature. Therefore, in the illuminated spot, there are two
different kind of magnetized regions, i.e., the mask (reading impossible) region where the initializa-
tion magnetic field still exists due to low temperature and the aperture (reading possible) region
where initialization magnetic field vanishes due to high temperature. As the result, it is possible
to readout electively the readout the small magnetic district below optical resolution.

The readout layer is magnetized in one direction by the initialization magnetic field in low
temperature area, and the readout assistance layer is heated by light-beam until it becomes Curie
temperature. As a result, the readout assistance layer loses its magnetism, and because the magnetic
coercive force of readout layer is decreased, the magnetic field of the recording layer is transcribed
on readout layer. That is, it is possible to detect the record mark.

3. MODEL FOR ANALYSIS

In order to analyze the models, let us consider the three dimensional RAD-MSR disk model which
has five layered structure with Land/Groove as shown in Fig. 2. The disk model is assumed to be
moved in the x direction. In order to make recorded marks, the LD-pulse luminescence magnetic
modulation method is assumed to be used. In this analysis, we consider the case where the recoded
and non-recorded marks are alternately allocated. Therefore, the magnetized area has the shape as
shown in Fig. 3, when it is seen from the surface of the disk. The upward magnetization corresponds
to the recorded state and the downward one does to the non-recorded state. In this figure, the bit
length is assumed to be 240 nm and the bit radius to be 120 nm.

Readout layer

Curie temperature 

 

 

Read cording layer

Protect layer1 

Perfect in-plane magnetization 

Focus pointy 

z 
 

r 

Land 
Groove 

Incident Beam =405nm, NA=0.85

Protect layer2 

Center axis of incident beam 

Readout assist layer 

Groove 

θ λ( )

x

Figure 2: Three-Dimensional RAS-MSR Disk Model.
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Figure 3: Bit mark shape.
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The thicknesses of protective layer 1, readout layer, readout assist layer, recording layer, and
protect layer 2 are assumed to be 50 nm, 20 nm, 30 nm, 40 nm, and 40 nm, respectively. Moreover,
the depth of substrate is assumed to be 40 nm, the width of land to be 265 nm, the width of groove
to be 265 nm, the tilt width between land and groove to be 40 nm and the adjacent mark radii
smaller than about 240 nm. The medium constant of each level is shown in Table 1. The values
of the non-diagonal permittivity can be estimated by the fact that in general the polarized angle
of the detected light from MO medium is about 0.3 degree. We cannot obtain the exact values at
the present time, however, the values used in the present analysis are chosen so that the polarized
angles become about 0.3 degree. In Table 1, ε0 is the permittivity of free space.

Table 1: Medium constant of each level.

Permittivity [F/m]

ε εxy

PC substrate 2.5ε0 0.0

Protect layer 1 4.28ε0 0.0

Readout layer
In-plane 2.0ε0 0.1ε0

Non-rec. 2.0ε0 0.1ε0

Rec. 2.0ε0 −0.1ε0

Readout assist layer
In-plane 2.5ε0 −0.1ε0

Non-mag. 2.5ε0 0.0

Recording layer
Non-rec. 2.0ε0 0.1ε0

Rec. 2.0ε0 −0.1ε0

Protect layer 2 4.28ε0 0.0

In the present FDTD analysis, we use cubic cells with 3 nm edges, and the size of the computation
region is taken as 331 cells in both x and y directions and 201 cells in z direction. The incident
light is assumed to be a Gaussian beam with the beam radius or spot size 150 nm and with the
x-directed electric field, where 405 nm is the wave length of the incident light in free space.

The source distribution for exciting Gaussian electromagnetic fields with given parameters is
assumed be located at the position from the surface of readout layer by the distance 112 cells [9].

It is well known that the crosstalk is greatly decreased when the depth of the track is about λ/6n
derived from scalar theory. However, the narrower track pitch such as blue laser disk structure can
produce much more cross talk. Therefore, in the present paper, we try to analyze the dependence
of the crosstalk characteristics on the groove depth h around λ/6n. Fig. 4 shows four different cases
with or without adjacent marks for recorded or non-recorded case for the present analysis.

 

(d)Recorded (with adjacent marks) 

y x 

z 

 

� h 

(a)Non-recorded (without adjacent marks) 

 

(b)Non-recorded (with adjacent marks) 

 

(c)Recorded (without adjacent marks)

Figure 4: States of recording
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4. RESULTS AND DISCUSSIONS

Figure 5(a) and Fig. 5(b) shows the main-polarized (x-directed) and cross-polarized (y-directed)
components of the far-zone scattered electric fields in x-z plane for the cases where the groove
depth are 10 nm, 30 nm, 50 nm and 70 nm, respectively. On the other hand, Fig. 6(a) and Fig. 6(b)
correspond to the main-polarized and cross polarized components in y-z plane. In MO disks,
the direction of vertical magnetization of bit region dominates the direction of cross-polarized
component of diffracted electric field. In those figures, the scattering patterns are normalized by
the maximum field amplitude scattered from a perfectly conducting plane. The diffraction pattern
of the main-polarized component depends on the groove depth of course, however, it dose not
depend on the recorded or non-recorded state as shown in Fig. 5(a) and Fig. 6(a). On the other
hand, Fig. 5(b) and Fig. 6(b) indicates that the cross-polarized component depends on the states
where the recoded signal exists or not. We can observe the difference of the strength of the cross-
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polarized field between recorded and non-recoded states. In MO disks, the phase angle between
main-polarized and cross-polarized components is also an important factor for the detection of
signals [10]. The phase angles between main-polarized and cross-polarized components collected
by the object lens with a given NA are shown in Fig. 7. From this figure, we can observe that the
phase differences in the direction of optical axis for the non- recorded states take almost constant
value 180 degrees for the change of the groove depth.

On the other hand, the phase differences for the recorded states are varied by the groove depth
change, i.e., they become zero degree for the cases where the depth becomes 60 nm or more, however,
for other cases, they deviate from 0 degree. That is, we have better readout characteristics for the
cases of 60 nm or more groove depth more than other cases. The optimum value of groove depth
λ/6n = 42, 72 nm is predicted by the scalar theory. However, the optimum value based on the
present analysis is greater than the scalar one. For the case of 50 nm groove depth for which the
worst case is indicated in Fig. 7, we show how the phase characteristic depends on the recoding
state of adjacent marks in Fig. 8. From this figure, the influence of the adjacent marks on the phase
characteristic is not observed for this analysis.
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Figure 7: Three-dimensional RAS-MSR disk model.
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Figure 8: Bit mark shape.

5. CONCLUSION

In the present paper, we have applied the three-dimensional FDTD method to the analysis of the
light-beam scattering and the characteristic of detected signal from a RAD-MSR disk model and
examined the influences of the groove depth on the crosstalk characteristics. The results obtained
here indicate that the diffraction pattern of the main-polarized component depends on the groove
depth of course, however, it dose not depend on the recorded or unrecorded state. On the other
hand, the cross-polarized component depends on the states where the recoded signal exists or not.
It has been also shown that the phase difference in direction of optical axis for the non-recorded
states does not depend on the change of groove depth. On the other hand, the phase differences
for the recorded states are varied by the groove-depth change, i.e., they become zero degree for
the cases where the depth becomes 60 nm or more. However, for other cases, they deviate from
zero degree. That is, we have better readout characteristics for the cases of 60 nm or more groove
depth than other cases. It ha been shown that the optimum value of groove depth in this analysis
is grater than the well-known value λ/6n = 42, 72 nm obtained from scalar theory.
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Abstract— The paper presents a laser plasma source with a gas puff target as a metrology tool
for EUV technology. The investigations of the source are described. The spectrum emitted from
the source and the conversion efficiency (CE) was measured. The results give an opportunity to
design a procedure for a calibration of detectors for extreme ultraviolet. The special laboratory
setup was developed based on the procedure. The setup is characterized by very low outlay and
good metrology features as well. Compared to currently used systems, this setup can be applied
in small factories and laboratories producing for instance EUV detectors.

1. INTRODUCTION

Extreme Ultra Violet (EUV) is radiation laying in the wavelength range from 5nm to 40 nm [1].
The range corresponds to the level of photon energy from 250 eV to 30 eV. Nowadays EUV radiation
is applied to many technologies and science fields. The radiation spectral span is very useful for
material technologies. For a short time, EUV radiation has been also used in micro- and nano-
machining of organic polymers. This technology is based on the disruption of the polymer structure
by photons. The use of EUV radiation is a new trend in a new generation projection lithography.
The EUV lithography makes it possible a mass production of nanoelectronics (chips, memories).
In the nearest future the sizes of electronics structures will be less than 32 nm. EUV lithography
is characterized by higher efficiency in comparison with other modern technologies (for example
electron, ion or x-ray lithography). In the paper, the results of the characterization of the EUV
laser-plasma source with the gas puff target are presented. The source has been designed at the
Institute of Optoelectronics [2].

2. LASER PLASMA SOURCE WITH GAS PUFF TARGET

The EUV radiation can be generated during some kinds of physics processes (e.g., recombination
or deexcitation in highly charged ions interior as well as electrons bremsstrahlung.

Nowadays synchrotron is the most composite source with good radiation parameters. However,
many applications would benefit from table-top sources having high power peak and repetition
rate. Compact sources provide better accessibility for application researches as well as lower costs.
Such sources include for example laser plasmas, in which radiation is generated in high temperature
plasma containing highly excited ion stages. The debris-free compact sources can be applied to
metrology and diagnostics of EUV technology elements.

In the described source the gas puff target is irradiated with radiation generated by Nd :YAG
laser. The radiation parameters (irradiance of the order of 0.4 1010 W/cm2) and gas density are
sufficient for hot plasma creation. The main elements of the source are a Nd : YAG laser and a
vacuum chamber with equipment. In the chamber the electromagnetic valves setup with positioning
system was mounted. The setup serves a production of a gas target made up of two areas of different
gases. The gas target with two streams is created by outflow of working gas (for example xenon,
krypton, argon) in the midst of buffering light gas (helium, hydrogen) in concentric manner. Details
of the valves system is described elsewhere [3]. The main task of buffering gas relies on maintaining
high density of the working gas. The double-stream approach provides high density of the gas
target.

3. INVESTIGATION TOOLS

During investigations of the source different kinds of measurements and diagnostics tools were used.
For the spectrum analysis, a transmission gratings spectrograph was applied. The transmission
grating was mounted in the pinhole providing spectrum measurements as well as spatial analysis.
The image of the source was observed by pinhole camera with Mo/Si multilayer mirror. The
picture was recorded by special CCD cameras operating at the EUV spectral range. The received
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spectrums also make it possible to determine energetic features of the source. However the energy
efficiency was calculated basing on signals from the calibrated silicon photodiodes. The scheme of
the investigation setup is shown in Fig. 1.

Figure 1: Experimental setup with investigation tools.

4. INVESTIGATION OF RADIATION SOURCE

During the first part of research the influence of the composition of the gas target as well as the
time delay between the synchronization signal for gas nozzles opening and Nd :YAG laser pulse
(∆tXe, He, H, Ar) on EUV radiation intensity were investigated. The nozzle time delay results
directly in density profile of the working gas in the target. The preliminary results showed that
for Xe working gas the time delay of 800µs is the most optimal for the maximum source intensity.
The comparison of the registered EUV source intensity at wavelength of 13.5 nm for different time
delays and for selected buffering gases is presented in Fig. 2.

The results show that the lowest radiation intensity in the EUV range was measured in the
Xe/Ar gas puff target case. Deep analysis of the time delay influence on EUV intensity for Xe/He
and Xe/H targets show that the maximum source intensity is observed for time delays in the range
from 300µs to 400µs. The highest intensity at 13.5 nm wavelength range was obtained for Xe/H
target.

The determined optimal values of the time delays were selected for measurements of the EUV
radiation energy at 13.5 nm using AXUV 100 series calibrated photodiodes. In Fig. 3, the radiation
energy versus time delay for Xe/He gas puff target is presented. The optimum value of the time
delay ∆tHe = 350µs was found.

The investigations of influence of the laser focal spot position on the gas target were performed
for established conditions of target creation: tXe = 800µs and tHe = 350µs. The position of the
focal spot was controlled in three directions: H — height, ∆y — width, and ∆x — depth. The

Figure 2: The relative intensity of the EUV radia-
tion source vs. time delay of nozzle opening for some
composition of gas target.

Figure 3: Pulse energy of the EUV at 13.5 nm source
vs. time for Xe/He gas puff target.
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investigation results are presented in Fig. 4. The maximum energy pulses of EUV radiation were
observed for H = 1 mm (distance from the nozzles exit) and ∆x = 1 mm (defocusing).

The absolute measurements of the EUV source energy at 13.5 nm were made using the calibrated
photodiodes. Additionally, calculations of the pulse energy for various laser focal positions, based
on the spectral investigations, were also made. The obtained results are shown in Fig. 5. The
maximum value of pulse energy at 13.5± 0.5 nm was 0.79± 0.15mJ/sr/pulse corresponding to the
source efficiency of 0.88%/2π (BW = 7.4%). The optimal position of the laser focal spot in regard
to the gas puff target corresponds to following values of optimization parameters: H = 1 mm,
∆x = 1 mm and ∆y = 600µm.

Figure 4: EUV source spectrum depending on posi-
tion of the laser focal spot on gas target [4].

Figure 5: EUV source CE and stability vs. ∆y po-
sition of laser focal spot on gas target.

The influence investigations of the gas pressure in the valves on EUV intensity were carried out
for Xe/He gas puff target (for optimal parameters of the time delays and the position of the laser
focal spot on the target as well). The measurements were made using calibrated photodiodes. In
Fig. 6, the measurements results of the mean pulse energy for different values of the gases pressures
are presented.

Analysis of the characteristics shows that there is neither significant nor straightforward depen-
dence of pulse energy on helium pressure in the valve. The maximum pulse intensity value was
1.32± 0.11mJ/sr per pulse for pressures: PXe = 1.2MPa and PHe = 0.3 MPa and is the maximum
intensity attained during the source investigations. The present data corresponds to conversion
efficiency of 1.91% (for BW = 7%) or 0.36% (for BW = 2%).

5. CALIBRATION PROCEDURE

The presented results show that the conditions of plasma generation in the source fundamentally
determine the metrology parameters of the laboratory setup for detectors calibration. The operation
conditions of the source must be a compromise between high efficiency and a good stability. For
the selected conditions, the radiation energy of the source is of 1 mJ/sr/pulse and stability of 5%.

Figure 6: EUV source pulse intensity at 13.5 nm vs.
pressure of the gases in valves.

Figure 7: The view of the calibration setup.
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The measured stability of the source radiation results in accuracy of the calibration procedure. For
this reason, a special testing procedure was prepared. The procedure is based on responsivities
comparison of the tested detector with the model one. The calibration setup uses a special optical
element that acts as beam splitter consisted of two multilayer mirrors. The view of the setup is
presented in Fig. 7. The diagnostic beam is separated into two chamber flanges. At the same time,
the one part of radiation irradiates the tested detector and the second one is directed to the model
calibrated detector. Based on the measured signals from the both detectors, the responsivity of the
tested detector is calculated.

In the calibration method, the influence of the source stability on the calibration procedure is
minimised. Metrology analysis of the testing procedure and used instruments makes it possible to
determine the accuracy of the calibration process. The uncertainty of the responsivity measure-
ments at 13.5 nm± 7.4% was of 7.3%.

6. CONCLUSIONS

The paper presents results of the investigation of the laser plasma source with the gas puff target.
The investigations give an opportunity to determine optimal parameters of the source operation.
The results showed that the efficiency and stability depend on conditions of plasma generation.
The conditions relate to changes of time delays between opening time delays of valves nozzles and
Nd : YAG laser pulse, energy of the laser pulse, pressures of the gases in the valves, and the position
of the Nd : YAG laser focal spot on the target. Optimum operation parameters of the EUV source
were determined. Maximum value of the measured energy was 1.32± 0.11 mJ/sr/pulse. The value
is equivalent to conversion efficiency of 1.91% (BW = 7%) or 0.36% (BW = 2%). The further work
in the direction of commercialization of the calibration setup should put emphasis on increasing
of the EUV source intensity by rise the energy of Nd : YAG laser pulses and their duration and
frequency as well.
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Abstract— In this work, we study the main features of the spectra of electromagnetic modes
propagating in porous Si layered systems. We consider the case of the combination of pe-
riodic (Bragg-like) and quasiregular layered components, taking into a quasiregular-periodic-
quasiregular geometry. The non-periodic sequences used to simulate the quasiregular regions are
of the Fibonacci type. Normal incidence transfer matrix formalism is used to calculate the elec-
tromagnetic modes as well as the electric field amplitudes corresponding to each of them. The
existence of a selectively localized behavior of some optical modes in the structures is particularly
discussed.

1. INTRODUCTION

The use of quasiregular dielectric heterostructures as a source for the design and fabrication of
one-dimensional (1D) systems with original optical and mechanical properties has been a subject of
study in recent years [1–7]. Within this context, the design of hybrid periodic-quasiperiodic systems
is among the proposals for the obtention of 1D quasicrystals. For instance, the selective spatial lo-
calization of atom displacements has been studied in one-dimensional hybrid quasi-regular/periodic
atomic chains [5, 6]. In the case of dielectric multilayers, the hybrid systems are said to show com-
plementary optical responses [3]. On the other hand, by combining two Fibonacci quasi-periodic
structures and a periodic structure to form a heterostructure, a broad omnidirectional reflection
band is obtained [8].

The study of the properties of the electromagnetic field associated to transverse electrical modes
propagating through hybrid periodic-quasiregular dielectric heterostructures is the subject of the
present article. In this work we provide a theoretical analysis of the optical propagation in hybrid
periodic/Fibonacci dielectric multilayers designed with the values of refractive indices typical of
the porous silicon (PS). Periodic parts of the structures are represented by λ/4 Bragg mirrors.
Fibonacci generations of A and B layers of the same widths of Bragg ones are the corresponding
quasi-regular constituents in the systems. The geometrical configurations considered are of the
types Bragg-Fibonacci-Bragg (BM-FN-BM), and Fibonacci-Bragg-Fibonacci(FN-BM-FN). In this
sense, we show the properties of selective localization of the electric field intensity for certain specific
light modes within the porous silicon dielectric multilayers.

2. MODEL SYSTEMS AND SIMULATION TOOL

Hybrid structures here studied are designed using Bragg reflectors fulfilling the λ0/4 condition.
In our particular case we have chosen λ0 = 800 nm, and the corresponding refractive indices are
nA = 1.8 and nB = 1.2. Consequently, the layer widths are dA = λ0/4nA = 111.11 nm, and
dB = λ0/4nB = 166.67 nm.

The theoretical simulation is made using the transfer matrix formalism. This tool is derived
for one-dimensional problems that can be resolved via the solution of a master equation which
ultimately reduces to a linear system of first order ordinary differential equations [9]. Here, the
analysis is made in the case of the 1D Maxwell equation for the TE modes propagating in a dielectric
structure. Information about the implementation of this approach to investigate light propagation
in dielectric structures can be obtained from several different sources in the literature. To refer
only to some of the more recently published ones we mention those of of Refs. [10, 11]. For the
sake of simplicity, in our particular case normal incidence is assumed, although oblique one is
straightforward.
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3. RESULTS AND DISCUSSION

The intensity (squared amplitude of the field) of TE modes in hybrid BM-FN-BM porous silicon
dielectric heterostructures is shown in Figure 1. The Bragg substructures are eighth-period mirrors
while the central part is a fourth order Fibonacci sequence. Four different values of the wavelength
are used to illustrate corresponding oscillation behaviors. It is seen that some modes exhibit what
it might be called a selective confinement within the structure. This feature is present in several
forms; but there are two main ones. One of them corresponds to the localization of the amplitude
of the oscillation within the quasi-regular -central- substructure (Figure 1(c))). The value of the
wavelength of this particular mode is λ = 843.93 nm. The second form shows the field intensity
confined to one of the -outermost- periodic substructures, for λ = 689.19 nm (Figure 1(d))). These
two kinds of oscillation patterns were also theoretically predicted for phonon modes associated
with the vibration of hybrid Fibonacci-Periodic chains of atoms [5, 6]. However, in our case we are
detecting them in dielectric systems for a considerably smaller number of active layers.

On the other hand, less spectacular confinement properties can be noticed. For instance, there
is a suggested stationary pattern in Figure 1(a)) (λ = 420.47 nm). In addition, sharp peaks of the
field intensity are located only centered at positions that correspond to the middle of the A-layers
in the structure (Figure 1(b)), λ = 400 nm). In this case, it is clearly seen that there are two sharp
double-peaks located within the Fibonacci part of the hybrid structure. The position of these
double-peaks coincide with those of the two AA defect-like layers introduced by the presence of the
quasi-regular structure.

It is worth mentioning at this point that the four wavelengths above considered belong to
stationary electromagnetic modes in the structure. That is, they correspond to oscillations with

(a) (b)

(c) (d)

Figure 1: Electric field normalized intensities of TE modes in 8BM-4FN-8BM hybrid porous silicon dielectric
heterostructure as functions of the position. The corresponding values of the wavelength are: (a) λ =
420.47 nm, (b) λ = 400 nm, (c) λ = 843.932 nm, and (d) λ = 689.19 nm. The layer profile, according to the
values of the refractive indices is superimposed for illustration.
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zero field intensity on both ends of the system. The mode with λ = 400 nm is, at the same time,
stationary for each of the Bragg substructures.

Figure 2 shows the results for the normalized field intensities of TE modes that propagate
through hybrid 4FN-8BM-4FN porous silicon heterostructures. This is the geometry complemen-
tary to the one previously investigated. In this case we again see the two main selective mode
localizations above discussed. In Figure 2(a)) sharply defined intensity peaks centered at the A
layers of the structure -with double-peaks located in the AA defect-like of Fibonacci substructures-
are obtained for the mode of λ = 400 nm, that is stationary for both the Bragg parts and the entire
structure. Figure 2(b)) shows a side-located within a Fibonacci substructure field intensity for a
mode of λ = 800 nm. This mode is such that its amplitude becomes zero for at both ends of the
complete structure, at both ends of the central Bragg substructure, and is also stationary for both
Fibonacci substructures. Curiously this wavelength coincides with λ0, that determines the widths
of the A and B layers via the λ0/4 condition.

Figures 2(c) and 2(d) represent modes with selective localization at the central Bragg substruc-
ture. The mode whose field intensity depicted in 2(c) has λ = 683.95 nm. Figure 2(d) corresponds
to a mode for which λ = 963.49 nm. Besides the difference in shape of the central higher peaks in
both figures, it is interesting to notice that in case (c) they are centered at A layers while in case
(d) those peaks are centered at B layers. Both modes are stationary for the whole structure.

(a) (b)

(c) (d)

Figure 2: Electric field normalized intensities of TE modes in 4FN-8BM-4FN hybrid porous silicon dielectric
heterostructure as functions of the position. The corresponding values of the wavelength are: (a) λ = 400 nm,
(b) λ = 800 nm, (c) λ = 683.95 nm, and (d) λ = 963.49 nm. The layer profile, according to the values of the
refractive indices is superimposed for illustration.

4. CONCLUSIONS

In this work we have studied the properties of the amplitude of stationary TE oscillations asso-
ciated to the propagation of light throughout hybrid Periodic-Fibonacci porous silicon dielectric
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multilayers. It is shown that several of these wavelengths correspond to modes with selective spatial
localization. Confinement of the field intensity is found to occur almost completely whether at the
quasi-periodic Fibonacci substructure or at the periodic Bragg ones, for different values of λ. This
fact could be of utmost interest if it can be proved that such a property may contribute to electric
field confinement in hybrid-designed microcavities. In these systems, a laser field is confined in the
microcavity, together with certain stationary eigenmodes of the system. The possibility of some
kind of resonance between both fields is certainly very much appealing.

Noteworthy, the results has been obtained for system with a rather small number of layers.
Undoubtedly, increasing the orders of both types of substructures will lead to more accurately
defined localization patterns. But this could become inconvenient for some photonic applications.
The many different designs that can be derived using hybrid geometries for dielectric multilayers
open the scope for ulterior investigations. It could be interesting to explore the use of another
quasiregular sequences to fabricate the hybrid heterostructures. We can mention, for instance,
the Thue-Morse, the Period-Doubling, and the Rudin-Shapiro. Work along this line is already in
progress.
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Abstract— The effect of the angle of incidence upon the omnidirectional reflectance of an elec-
tromagnetic wave that propagates throughout λ/4 multilayered dielectric porous-silicon-based
heterostructures is theoretically studied. The transfer matrix formalism is used to perform sim-
ulations of light propagation for different angles of incidence. Several distinct arrays for the
dielectric profiles are considered. They include periodic, quasiregular and hybrid quasiregular-
periodic layer sequences. The same study is extended to deal with non-quarter-lambda stacking
rugate and Gaussian structures. All structures have a total thickness of around 15.8m approx-
imately, with refractive indices of 1.2 and 2.5 for the constituent layers. The results show the
advantage of the porous-silicon hybrid structure to generate enhanced omnidirectional reflectance
up to 60◦.

1. INTRODUCTION

The capability of creating layered structures endowed with diverse properties has attracted great
attention to study the optical properties of the photonic crystals (PC) [1, 2]. A one-dimensional
PC-say, for instance, a Bragg mirror (BM)-consists of a periodic arrangement of different mate-
rials with a period of the order of the optical wavelength, which forbid the propagation of light
in specific wavelength ranges [3–5]. These ranges are called photonic bandgaps (PBGs) and are
angle dependent, due to the differences in the periodicity experienced by light propagating at non-
normal incidences [6]. The ability to reflect the radiation in a particular range of frequencies, for all
possible angles of incidence and whatever polarization, is denominated omnidirectional reflection
(ODR) [7–11]. In 1998 Fink et al. demonstrated the first theoretical and experimental omnidi-
rectional mirror (OM) using one dimensional PCs [7]. Later Chigrin et al. described the effect
at optical frequencies (604.3–638.4 nm) using 19 layers of Na3AlF6/ZnSe [11]. Since then many
materials have been used to construct these systems. One of them is silicon, which has interesting
properties for the fabrication of photonic devices in the near-infrared as well as it is compatible with
silicon-based microelectronics. This has already investigated in combination with SiO2 to produce
omnidirectional mirrors.

Another way to produce an omnidirectional mirror consists of the modulation of the porosity
inside of a bulk silicon substrate by HF electrochemical etching, denominated porous silicon (PS),
which produces a periodic variation of the refractive index as is typical in the case of multilayer
systems as Bragg mirrors (BM). In spite that one-dimensional porous silicon PCs, like BM, are
easy and feasible to fabricate at any frequency, these do not have a wide omnidirectional range.
Therefore, different procedures have been considered to enlarge the omnidirectional range of PS
mirrors, such as (a) by increasing the refractive index contrast, (b) by considering structures with
variable period or variable number of layers [12], and (c) by constructing a sequence of two or more
periodic structures with an omnidirectional gap higher than the individual omnidirectional gaps.
Besides, in recent years the possibility of obtaining enhanced PBGs and ODR from multiple and
hybrid structures has been put forward [13, 14].

In this work we report the theoretical omnidirectional reflectance of four different quarter-
wave stack structures such as periodic Bragg mirror (BM), quasi-regular Thue-Morse (TM) and
Fibonacci (FN), as well as a hybrid BM-FN-BM structure. In addition, a Gaussian structure
(GS) was generated and simulated to compare its ODR with the structures mentioned above. The
results show that the hybrid structure exhibits a wide photonic bandgap, even larger than the GS
structure, enhancing the omnidirectional reflection until an incident angle of 60◦, after of which the
ODR band divides in multiple ODR sub-bands.
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2. MODEL SYSTEMS AND SIMULATION TOOL

The heterostructures here studied are built from two different porous silicon layers with refractive
indices nA = 2.5 and nB = 1.2. These layers are designed to satisfy the λ/4 condition and are
stacked following the substitution rules for the construction of a periodic structure called Bragg
mirror (A → AB, B → AB), a quasi-regular TM (A → AB, B → BA), a quasi-periodic FN
(A → AB, B → A), as well as a hybrid Fibonacci structure. The hybrid structure is built of
a sandwich-like combination of two Bragg and one FN multilayered structures; that is, a Bragg-
Fibonacci-Bragg (BM-FN-BM) geometry. In our particular case we have chosen λ = 800 nm.
Therefore, the corresponding layer widths will be dA = λ/4nA = 80nm, and dB = λ/4nB =
166.67 nm. With the aim to compare the optical response of the distinct structures we have also
simulated a multilayered system that does not satisfy the λ/4 condition. In this case it is a
Gaussian heterostructure, whose type has proven to show interesting properties such as a wide
omnidirectional reflectance band [15, 16]. The refractive index is smoothly and progressively varied
following a Gaussian profile between nmax = 2.5 and nmin = 1.2. In order to have a good basis
for a comparison of the increment/reduction of the omnidirectional reflectance, all structures were
calculated for a total physical thickness of 15.8µm approximately.

The theoretical simulation is made using the transfer matrix formalism. This tool is derived
for one-dimensional problems that can be resolved via the solution of a master equation which
ultimately reduces to a linear system of first order ordinary differential equations [18]. The analysis
is made in the case of the 1D Maxwell equation for the transverse electric modes propagating in
the structure, which has piecewise constant dielectric functions. In this case, it is necessary to use
the variant suitable to deal with oblique angles of incidence [17].

3. RESULTS AND DISCUSSION

In Figure 1(a) we show the reflectivity of one periodic structure for two arbitrary values of incidence
angle at 0◦ and 60◦. As can be observed, the reflectance spectrum shows a wide photonic bandgap
of 5700 cm−1 (for normal incidence) centered at 12500 cm−1 (800 nm) and multiple sidelobes out the
PBG, which is blue-shifted and its width is reduced to a value of 4004 cm−1 at incidence angle of 60.
Nevertheless, the ODR range where the reflectance is maximum corresponds to 2036 cm−1 at 60◦.
These are usual optical properties of the periodic structures which have been reported for different
authors, and recently theoretically discussed by Kumar et al. [17]. On the other hand, Figure 1(b)
shows the optical reflectance of quasi-regular Thue-Morse structure of 7th order, which consists
of 128 layers following the substitutional rule mentioned above. In view that TM structure is
considered as a kind of an intermediate between periodic and quasi-periodic systems, it is reasonable
to expect multiple narrow PBGs in the whole spectrum at normal incidence, as can be observed
in the Figure 1(b). The reflectivity spectrum shows two major photonic bangaps of 2135 and
2205 cm−1 centered at 8120 and 16915 cm−1, respectively. Increasing the incidence angle the PBGs

(a) (b)

Figure 1: Reflectance spectra calculated for periodic and quasi-periodic Thue-Morse structures. (a) Period
structure was simulated with 64 periods AB having refractive indices of nA = 2.5 and nB = 1.2 with
thicknesses of dA = 80nm and dB = 166.67 nm, respectively. (b) Quasi-periodic Thue-Morse structure
was simulated with 128 layers corresponding to 7th order generation with the same refractive indices and
thicknesses as corresponding to the BM structure. Solid line displays the reflectance spectra at normal
incidence (0) while the dashed line displays the reflectance spectra at 60◦.
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decrease and shift to the higher wavenumber side, giving a reduction in the ODR which disappears
after 50◦ (see, Figure 3(b)) due to there is no matching between the narrow PBGs appearing at
this incidence angle with respect to the PBGs at normal incidence. Therefore, at 60◦ (Figure 1(b))
only very small photonic bandgaps are observed.

In Figure 2(a) it is shown the reflectivity spectrum of a 10th order quasi-periodic Fibonacci
structure containing 140 layers. The four missing layers were removed in order to obtain a total
thickness of 15.8µm. However all remaining layers were disposed following the substitutional rule
of Fibonacci construction. Figure 2(b) shows the outcome of the reflectivity spectrum calculation
for the hybrid BM-FN-BM structure. Two periodic structures of 17.5 periods together with an 8th
order FN structure are the components of the hybrid structure. The major PGBs presented in both
the FN and hybrid BM-FN-BM structures decrease and blue-shift with increasing the incidence
angle, as was discussed for the two previously considered structures. However, some important
aspects can be pointed out from these two structures. Firstly, the FN structure (Figure 3(a))
shows only two narrow PBGs with ODR of 582 and 142 cm−1 centered at 10583 and 17170 cm−1,
respectively. In spite that the ODR band of the periodic structure (2726 cm−1 for 17.5 periods)
does not match with the ODR bands of the FN structure, the combination of both as a hybrid
structure gives a broad ODR band of 5831 cm−1 shown in the part b) of Figure 2. Secondly, the
right side of the ODR band in the hybrid structure remains almost constant with an increase in
the incidence angle and only the left side is blue-shifted. This effect results from the significantly
different dielectric contrast associated to the “sandwich-like” geometrical distribution of FN and
BM structures, since it does not seem to be observed in the individual structures. However, a more
carefully study must be carried out later on.

Owing to understand the enhancement of the ODR due to the hybrid BM-FN-BM structure,
we simulated a Gaussian structure which has been demonstrated to have a broad ODR band. The
structure was generated to obtain a PBG centered at 12500 cm−1 (800 nm), in order to compare
it with the previously quarter-wave stack structures, by repeating a substructure of width D =
226 nm, where its refractive index is given by the envelope of a Gaussian profile. The whole
structure is composed of 70 cycles with a total thickness of 15.8µm. The reflectivity spectrum
exhibits a broad PBG of 4327 cm−1 at normal incidence which decreases to 1772 cm−1 at incidence
angle of 60. What comes out of this comparison is that until now the hybrid structure BM-FN-BM
seems to have a better broad ODR band (5831 cm) than the other structures at least to an incidence
angle of 60◦.

Figure 3(b) shows the change of the ODR with an increase in the incidence angle for all structures
mentioned in this work. As can be seen, the quasi-periodic FN and TM structures have the smaller
ODR bands, with respect to the other structures, which disappear at angle of incidence of 50◦
and 60◦, respectively. On the other hand, the hybrid BM-FN-BM structure have the largest ODR
(5831 cm−1) band until an incidence angle of 60◦, after of which the ODR band divide into two

(a) (b)

Figure 2: Reflectance spectra calculated for quasi-periodic Fibonacci and Hybrid BM-FN-BM structures.
(a) 10th order FN structure simulated with 140 layers following the substitutional rule of Fibonacci, and
(b) hybrid BM-FN-BM structure simulated with a 8th order FN structure sandwiched between two BM
consisting of 17.5 periods. The refractive indices and thicknesses used for layers A and B are the same as
corresponding Figure 1. Solid line represents the reflectance spectra at normal incidence (0◦) and dashed
line represents the reflectance spectra at 60◦.
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(a) (b)

Figure 3: (a) Reflectance spectra calculated for the Gaussian structure which consists of a repetition of 70
substructures with a thickness D = 226 nm each ones. The refractive index of the substructure follows a
Gaussian profile between the values of nmax = 2.5 and nmin = 1.2. Solid line represents the reflectance
spectra at normal incidence (0◦) and dashed line at 60◦. (b) The graph shows the decrease of the ODR band
of the different structures with an increase in the incidence angle.

ODR sub-bands of 1208 and 2019 cm−1 (two blue circles joined with a dashed line) for an angle
of incidence of 70◦. Beyond this angle, the two sub-bands again divide by two to form four ODR
sub-bands and the process of division continue with increasing the incidence angle. It is worth to
note that although the Gaussian structure has not a large ODR band, compared with the hybrid
structure, this can retain the ODR behavior for almost all incidence angles. Finally, depending on
the application of interest we can use a hybrid structure to obtain a broad PBG with a wide ODR
band, like reflectors, to obtain a good reflectance until a certain critical angle of incidence, or we
can use a Gaussian structure to obtain a whole ODR band at any incidence angle.

4. CONCLUSIONS

We have theoretically investigated in this article the effect of the variation of the angle of incidence
of the electromagnetic waves that propagate across porous silicon dielectric multilayers. Several
geometrical distributions for the arrangement of layers in the heterostructures are considered, in-
cluding periodic, Thue-Morse, Fibonacci and Gaussian profiles. These preliminary studies show
that the fabrication of porous-silicon-based Periodic/Fibonacci hybrid can lead to reflectors with
wide omnidirectional photonic bandgaps.
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Abstract— We demonstrate inverted bottom-emission organic light-emitting diodes (IBOLEDs)
using 8-Hydroxyquinolinolatolithium (Liq) as an electron injection layer and an indium-tin-oxide
coated glass substrate directly as cathode. The performances of devices with different thickness
of Liq were investigated. Experiment results show that the efficiency of device with 1-nm-thick
Liq is four times higher than that without Liq. The turn-on voltage of devices decreased from
20 to 9 V as the 1-nm-thick Liq was employed. Liq itself is an organic material which has a very
similar electronic structure to Alq3. Therefore the energy level mismatch would be minimal and
made the number of injected electrons and holes balance, and it significantly improves the device
properties by inserting Liq electron injection layer between the emitting layer and cathode. At
the same time, we also demonstrate IBOLEDs using LiF as an electron injection layer and an
indium-tin-oxide coated glass substrate directly as cathode. We found that the device using Liq
as an electron injection layer is less sensitive to the Liq thickness than using LiF in efficiency.
This property of Liq would be very important in the mass production. The difference may be at-
tributed to the fact that Liq is an organic semiconductor and LiF an insulator, it can only be used
when deposited as an ultra-thin layer. Our experimental results support the assumption that
free lithium released from lithium quinolate is responsible for the improved device performance,
and this release is more effective than that observed in devices with LiF. The results prove that
Liq layer is also suitable for electron injection in IBOLEDs with an indium-tin-oxide coated glass
substrate directly as cathode. This IBOLEDs can be integrated readily with the n-channel of the
α-Si TFT backplane, which is proved to be useful in manufacturing Active-matrix organic light
emitting device with high-power efficiency and long device stability for future large-size OLEDs
display applications.

1. INTRODUCTION

In recent years, organic light-emitting devices (OLEDs) have attracted considerable interest due
to their promising applications in flat-panel displays by replacing cathode ray tubes (CRTs) or
liquid crystal displays (LCDs). They have various advantageous features such as self-emission, high
luminous efficiency, full-colour capability,wide viewing angle, high contrast, low power consumption,
low weight, potentially large area colour displays and flexibility.

Transparent or surface-emitting OLEDs are of considerable interest for many display applications
as they can easily be integrated with either Si or organic thin film transistor driver electronics for
active-matrix displays [1, 2]. For display drivers employing n-channel field effect transistors, it is
desirable that the bottom contact of the OLEDs is the cathode. This requires that OLEDs have an
inverted structure with a cathode as the bottom contact [3, 4]. The inverted OLEDs enable a direct
connection between the bottom cathode and the n-channel field effect transistors drain line, which
results in a decrease in driving voltage andan improvement of stability. Several researchers usually
have opted for Al as bottom cathode and have tried to sputter transparent indium tin oxide (ITO)
as anode on organic layers to fabricate inverted top-emission OLEDs (ITOLEDs) [5–7]. However,
the sputter deposition of ITO is known to induce radiation damage to the organic layer [8]. This
problem can only partially be overcome by using protective buffer layer, such as PTCDA and CuPc,
et al. Other authors have used a semitransparent film of Au (10–20 nm), NiO, indium zinc oxide,
or Ag/TeO2, as the top anode of ITOLEDs [9–11]. However, the variation of electroluminescence
(EL) spectra at different viewing angles caused by microcavity effect induced by the two opposite
reflective metal/semitransparent metal electrodes somehow limits the advantage of this approach.
Taking the above-mentioned problem into consideration, this study focused on inverted bottom-
emission OLEDs (IBOLEDs). Therefore, the bottom electrodes were formed on ITO, which was
used as the transparent current carrier.

At the same time, Enhancement and optimization of charge injection and transport and carrier
balance are very important issues in achieving highly bright and efficient devices. In the past years,
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great efforts have been made to improve and balance carrier injection into the emitting layer to
achieve high-efficiency devices [12–15]. To enhance electron injection, considerable research has
been carried out with various electron injection layers (EILs) of salts and metal oxides. Recently, it
has been reported that several research groups have improved OLEDs with 8-hydroquinolatolithium
(Liq) as an EIL [16–18]. Liq has attracted attention on account of its superior evaporation property
and insensitivity to thickness control compared with other insulator EIL. Moreover, Liq itself is an
organic material which has a very similar electronic structure to Alq3, the most common electron
transport material. Therefore the energy level mismatch would be minimal and would contribute
to an improvement in device performance.

From all things considered, in this study, we recently succeeded in fabricating novel IBOLEDs
with the structure of ITO/Liq/Alq3/TPD/MoO3/Al. Here, Liq was electron injection layer, ITO
was the cathode, Al was the anode and MoO3 was hole injection layer. We will demonstrate that
this device structure makes the number of injected electrons and holes balance, and it signifi-
cantly improves the device properties by inserting Liq electron injection layer between the emitting
layer and cathode. It is generally believed that the IBOLEDs developed in this work can be inte-
grated with α-Si TFT process that would considerably accelerate the commercialization of large-size
Active-matrix organic light emitting device.

2. EXPERIMENTS

In our experiments, the device structure with ITO/Liq/Alq3/NPB/MoO3/Al was fabricated. The
control devices with the structures of ITO/LiF/Alq3/NPB/MoO3/Al and ITO/Alq3/NPB/MoO3/Al
were also prepared for comparison. The devices structures are shown in Fig. 1. The thickness of
either Liq or LiF was varied in the range of 0.5–2.0 nm. Indium tin oxide (ITO) coated glass with
a nominal surface resistance of 20 Ω/sq was used as the substrate for IBOLEDs. ITO substrates
were cleaned by ultrasonication in acetone and alcohol separately. After being rinsed in hot and
cold de-ionized water for several times, the substrate was dried in an infrared oven. For thermal
deposition of the organic and metal layers, the operating vacuum was 1.2×10−3 Pa. The aluminum
cathodes were depositioned through a shadow mask to form devices with an area of 0.16 cm2. The
electrical characteristics of The IBOLEDs were measured with a keithley 2400 source meter.

(a) IBOLEDs structure A (b) IBOLEDs structure B 

Figure 1: Structure of devices of different election injection layer.

3. RESULTS AND DISCUSSION

Figure 2 and Fig. 3 show the curve of current density-voltage (J-V) of the devices with various
Liq and LiF thickness while fixing thickness of all the other layers, respectively. From the figures,
it can be seen that both devices have the obvious rectification characteristic. When the driving
voltage is less than the turn on voltage of the device, the current density of the device is very
small. However, when the driving voltage is higher than the turn on voltage of the device, the
current density promptly increases with the rising of the driving voltage. It can be also seen that
the performances of the devices using Liq or LiF as an injection layer are nearly identical. What
is more, they are far better than the device with an only ITO cathode. As the thickness of Liq or
LiF layer increases, the current density-voltage curves does not shift to higher continuously, but
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shift to lower when the thickness of LiF or Liq is higher than 1.0 m. It might be attributed to the
following two reasons.

Figure 2: J-V curve of devices with different thick-
nesses of Liq.

Figure 3: J-V curve of devices with different thick-
nesses of LiF.

On the one hand, Cho et al. [18] measured the photoelectron emission and found that the energy
band of Alq3 was bent downward by more than 0.56 eV when Alq3 surface is in contact with Liq,
thus lowering the electronic barrier height. When Liq or LiF was inserted, this cause electron
injection to increase at a given driving voltage compared with the structure without Liq or LiF.
That is to say, using Li ion can improve the electron injecting efficiency. Therefore, when the
thickness is less than 1.0 nm, current will be higher as the thickness gains.

On the other hand, Tak and Bässler [19] found that current and quantum efficiency (QE) of
OLEDs may depend on the thickness (Le) of an organic layer between the cathode and the emitting
layer and current decreases with the increased Le. As a result, we deduce that the insertion of EIL
in OLEDs may lead to the accumulation of positive charges at the internal interface increase the
electric field inside the cathodic compartment while the electric field acting at the hole injectioning
contact is screened accordingly. This causes hole injection (holes are considered to be the majority
carriers), and the total current to decrease at a give external field. As Le increases the hole as well
as the electron density stored at the interface per unit area decreases.

From above two aspects consideredwhen the thickness of EIL is less than 1.0 nm, the former plays
a crucial role, current increases with the increase of the thickness. However, when the thickness of
EIL is more than 1.0 nm, The latter plays a crucial role, current decreases with the increase of the
thickness.

Figure 4 and Fig. 5 show the cruve of brightness-voltage (B-V) for device with various Liq and
LiF under fixed thickness of other layer, respectively. Considerably higher brightness was observed
in the device with Liq or LiF EIL compared with that without it. We believe it is due to the
increased injected electrons, which is caused by the EIL, that results in more balanced charge
carriers injected and more carrier recombination at the emitting zone. Therefore, the property of
the devices with EIL is improved. For example, at a current density of 100 mA/cm2, the devices
using Liq (1.0 nm)/ITO, LiF (1.0 nm)/ITO and Al cathodes require driving voltage of 10.7 V, 11.4 V,
27V, and have luminance of 309 cd/m2, 314 cd/m2, 77 cd/m2, respectively.

Figure 6 shows the variations of efficiencies at a current density of 60 mA/cm2 for Liq/ITO
and LiF/ITO devices with different thicknesses of Liq and LiF. As the thickness of Liq or LiF
layer increases, the efficiencies are increase first and decrease later in both cases. For instance,
when the thickness of Liq or LiF increases to 1.0 nm from 0 nm. The efficiencies ascend to 3.2 and
3.1 cd/A from 0.6 and 0.6 cd/A respectively,but when the thickness of Liq or LiF increases to 2.0 nm
from 1.0 nm. The efficiencies drop to 2.5 and 0.9 cd/A from 3.2 and 3.1 cd/A, respectively. These
tendencies of dependence of the EL efficiency on the thickness of injection layer in the two devices
are similar, but the variation of efficiency of Liq device vs thickness of injection layer is smaller
than that of LiF device. This means that the device performance by using Liq as an injection layer
is less sensitive to Liq thickness than LiF as an injection layer. This property of Liq would be very
important in the mass production. The difference may be attributed to the fact that Liq is an
organic semiconductor and LiF an insulator.
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Figure 4: B-V curve of devices with different thick-
nesses of Liq.

Figure 5: B-V curve of devices with different thick-
nesses of LiF.

Figure 6: Variations of elefficiencies at current density of 100 mA/cm2 for devices with different thicknesses
of Liq and LiF, respectively.

4. CONCLUSIONS

In summary, we have succeeded in fabricating the IBOLEDs of high efficiency by inserting an
electron injection layer using Liq or LiF between the emitting layer and cathode. The thickness
of Liq and LiF influences the curve of J-V, B-V and EL η-V by testing and analysing. The result
demonstrates that the thickness of Liq or LiF influences the performance of the IBOLEDs. In
considering the electrical and optical properties, Liq layers with a thickness of 1.0 nm are excellent
obtaining high-performance devices. And, the performance of the device with Liq as an EIL is less
sensitive to Liq thickness than that with LiF as an EIL. Such a structure with optimal thickness
of 1 nm Liq or LiF not only improved brightness and EL efficiencies, but also decreased turn-on
voltage. What’s more, this IBOLEDs can be integrated readily with the n-channel of the α-Si TFT
backplane, which is proved to be useful in manufacturing Active-matrix organic light emitting
device with high-power efficiency and long device stability for future large-size OLEDs display
applications.
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Abstract— A comprehensive understanding of the electronic states of the surface and interface
is meaningful for organic light-emitting devices (OLEDs). 8-Hydroxyquinolinolatolithium (Liq)/
indium-tin-oxide (ITO) thin film are analyzed using X-ray photoelectron spectroscopy (XPS).
Atomic force microscopy (AFM) is also applied to investigate the morphology of Liq/ITO film.
The above-mentioned ITO is directly employed as cathode and Liq as electron injecting layer in
inverted OLEDs. AFM observation indicated that the surface is complanate, the Liq growth is
uniform and defects cover basically the surface of ITO. Furthermore, the number of pinholes is
small. And what is more, the analysis of the sample surface and interface further verifies this
result by using XPS. XPS results show, the core-levels of Li 1s, C 1s, N 1s, O 1s, In 3d5/2, and
Sn 3d5/2, spectra slightly shift towards lower binding energy with the increase of the sputtering
time, which may be caused by the effect of oxygen, indium and tin in ITO diffusing into Liq
layer. At the same time, Liq is found to have the ability of restraining the diffusion of chemical
constituents from ITO to the electron transport layer, which is beneficial to the improvement of
the performance and useful lifetime of the inverted OLEDs. Besides these, the single feature of
the Li 1s peak becomes two peaks, indicating there is the interaction of Li atoms with ITO. This
reaction has caused a chemical change in Liq, which also might be an important reason that Liq
layer can enhance the injection of electron. Our experimental results support the assumption
that free lithium released from Liq. These results may explain that Liq is very effective to be
used as an electron injection layer for inverted bottom-emission organic light-emitting diodes.

1. INTRODUCTION

In recent years, organic light-emitting devices (OLEDs) have attracted considerable interest due to
their promising applications in flat-panel displays by replacing cathode ray tubes (CRTs) or liquid
crystal displays (LCDs). They have various advantageous features such as self-emission, high lu-
minous efficiency, full-color capability, wide viewing angle, high contrast, low power consumption,
low-weight, potentially large area color displays and flexibility. Enhancement and optimization
of charge injection and transport and carrier balance are very important issues in achieving high
bright and efficient devices. In the past years, great efforts have been made to improve and bal-
ance carrier injection into the emitting layer to achieve high efficiency devices [1–4]. For example,
selecting fluorescence material with high efficiency, multi-layer structure and interface modifica-
tion of cathodeand anode, etc. Inverted OLEDs are of considerable interest for many display
applications as they can easily be integrated with either traditional amorphous silicon thin film
transistor (a-Si TFT) or organic thin transistor driver electronics for active-matrix displays. For
display drivers employing n-channel field effect transistors, it is desirable that the OLEDs have
an inverted structure with a cathode as the bottom contact [5, 6]. The inverted OLEDs enable a
direct connection between the bottom cathode and the n-channel field effect transistors drain line,
which results in a decrease in driving voltage and improved stability. However, due to the difficulty
or shortcoming forming a transparent electrode onto an organic layer, the bottom electrodes were
formed on indium-tin-oxide (ITO) which was used as the transparent current carrier. In addition,
8-Hydroxyquinolinolatolithium (Liq), instead of LiF, was widely used to enhance the injection of
electrons in the OLEDs industry on account of its superior evaporation property and insensitivity
to thickness control [7–9]. According to the study of the inverted transparent OLEDs with the
ITO bottom contact directly as the cathode [6, 10], the electron-injection potential barrier is de-
creased because of the influence of dipole. That is to say, using Li ion can improve the electron
injecting efficiency. Prior to this work, we have reported an inverted device with the structure of
ITO/Liq/Alq3/NPB/MoO3/Al,compared with the device without Liq, the performance of device is
improved. This paper reports the influence of Liq in inverted OLEDs using atomic force microscopy
(AFM) and x-ray photoemission spectroscopy (XPS).
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2. EXPERIMENT

The substrate is an ITO coated glass. It was cleaned by ultrasonication in acetone and alcohol
separately. After being rinsed in hot and cold de-ionized water for several times, the substrate was
dried in an infrared oven. In a vacuum better that 5×10−4 Pa, Liq was evaporated and deposited on
the surface of the ITO coated glass substrate. The substrate temperatureis is 50◦C. The thickness
of Liq film was about 200 nm.

The surface morphology of the Liq/ITO was observed by a Topometrix Explorer atomic force
microscopy (AFM) with high resolution, and it was scanned in two modes of the topographic and
lateral force contact. The scanning area of the AFM image was 8.0 × 8.0µm2, and the height in
the direction vertical to the surface was shown by grey scale. The weaker the grey scale, the larger
the undulated height of microscopic outline in Z direction.

The x-ray photoemission spectroscopy (XPS) data were collected by an ESCALAB-220IXL x-
ray photoemission spectroscopy with a base vacuum better than 1 × 10−8 Pa. Mg Kα radiation
(hν = 1253.6 eV) used as x-ray source was operated at 300 W. In order to investigate the electron
state of the interface, the Liq/ITO sample was sputtered by argon ion beam with 3.0 KeV kinetic
energy for 20 minutes in a vacuum chamber of 3×10−7 Pa. The sputtering area was 0.75×0.75 cm2

and the ion beam density was 1.0µA/0.75 × 0.75 cm2. Then the XPS results were treated with
scienta 300 data system and related software.

3. RESULTS AND DISCUSSION

3.1. The Effect of Defects in the Surface of ITO Film on Quality of Transport Materials
The contact between crystal grains of ITO is quite tight, so dislocations are usually formed on grain
boundaries [11]. Moreover, the surface atoms are more active than bulk atoms and the activation
energy of forming point defect is small [12], thus the concentration of point defects such as the In
vacancies in the surface is much higher than in the bulk [13]. The uneven distribution of defects
in ITO has great effect on film quality of the transport material. Because the binding ability of
transport material with defects is stronger than with perfect surface, the deposited material will
first combines with them and crystal nucleus are formed [14]. The uneven distribution of defects
determines the uneven formation of crystal nucleus, therefore the transport layer deposition on ITO
has defects and pinholes, and the film quality is poor. All these immediately result in many effects:
(1) The interfacial resistance of ITO and transport layer, and the working voltage of the device
becomes higher. (2) Oxygen atoms diffuse from ITO into transport layer, causing the degeneration
of the transport material, forming luminescence quenching centers, and leading to the low efficiency
of carriers injection and bad long-term stability of the device.

3.2. Analysis of the Surface of Liq Injecting Layer Deposited on ITO Using AFM
Figure 1 shows the surface morphology of Liq/ITO by AFM. From this figure, we can see that
Liq molecules form an island-like structure, and the distribution of these island is uniform, so the
surface of Liq is complanate. Though the growth of Liq big-area islands appears on some places,
it covers basically the defects on ITO and the number of pinholes is small.

(a) (b)

Figure 1: AFM micrographs of Liq/ITO surface, (a) the lateral force mode, (b) the topographic mode.
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3.3. Analysis of the Surface and Interface of Liq/ITO Using XPS
The whole XPS scanning spectrum of the Liq/ITO surface is shown in Fig. 2, and its peaks
correspond to the electron states of Li 1s, C 1s, N 1s and O 1s. The facts that In 3d and Sn 3d peaks
are extremely weak indicate ITO film is completely covered by Liq layer with almost no cracks.

The Li 1s fine XPS spectrum of the sample is given in Fig. 3. In this figure, the peak of
Li 1s spectrum is located at 55.4 eV, corresponding to the binding energy of Li+. The results
demonstrate that the Li 1s spectrum peak gradually become weaker as the sputtering time increases,
indicating that the Liq layer gradually becomes thinner and the Li atoms decrease. As the sputtering
time increases, the Li core-level has about a 0.2 eV shift to higher binding energy, reflecting the
energy-level bending in Li at Liq/ITO interface. Furthermore, the single feature of the Li 1s peak
becomes two peaks. New peak or broadening are observed in Li 1s spectrum, indicating there is
the interaction of Li atoms with ITO.

Figure 2: XPS whole scan spectra of Liq/ITO sur-
face.

Figure 3: The evolution of the XPS fine spectra of
Li 1s of the sample as the sputtering time increases.

In Fig. 4, we also can find that there are three peaks in the C 1s spectrum, with the main
peak locating at 284.7 eV corresponding to the binding energy of carbon in C-C and C-H bonds of
the quinolate rings in the Liq molecule [15, 16]. There are two components at 286.0 and 287.4 eV,
which can be attributed to the C-O bonds (286.1 eV) and C-N=C bonds (287.0 eV). The evolution
behavior of the Cls peak area differs from the Li 1s, with the increase of the time, the C 1s peak area
first increases gradually and then reduces slowly. This is because the ITO-coated glass substrates
were cleaned ultrasonically in the organic solvent, and there was considerable carbon contamination
remaining on the ITO film surface. In general, if the carbon contamination on the ITO film surface
is only considered the number of C atoms should decrease continuously as the depth increases.
So we have to consider the carbon contamination on the ITO film surface. Cleaning procedure
can only partly diminish and not completely decrease the carbon contamination. At the same
time, according to different binding energies of C atoms, we can distinguish between carbon that
migrates from the ITO into the Liq and the carbon already found in the Liq. The number of C
atoms diffused from the ITO surface into Liq increases gradually with increment of C 1s peak area.
At the same time, the carbon contamination was removed from the Liq and ITO by argon ions
sputtering, termed as the selective sputtering effect of argon ions [17], so the C 1s peak area does
not increase continuously.

Figure 4: The evolution of the XPS fine spectra of
C 1s of the sample as the sputtering time increases.

Figure 5: The evolution of the XPS fine spectra of
N 1s of the sample as the sputtering time increases.
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From Fig. 5, we can find the fine spectrum of N 1s is comprised of only one component. The
core-level of N 1s locates at 401.6 eV corresponding to the binding energy of nitrogen in C-N bonds
of the quinolate rings in the Liq [18]. It is similar to the Li 1s spectrum that the N1s spectrum
also becomes weaker with the increasing sputtering time. However, the N 1s spectrum gradually
becomes more irregular as the sputtering time increases, which may be resulted from the N atoms
interaction with O, In and Sn atoms diffused into the Liq.

Figure 6 show the evolution of the XPS fine spectrum of O 1s of the sample as the sputtering
time increases. The main peak at 533.6 eV corresponds to the binding energy of oxygen in C-O
bonds, while the other peak locates at about 534.1 eV, which may be caused by the absorbed O2

and H2O. As the Liq layer becomes thinner, the absorbed O2 and H2O reduce, so the O 1s peak area
decreases drastically first. But as sputtering time increases, more and more O atoms in the ITO
film are excitated, which results in substantial increases of the O1s peak area when the sputtering
time is ≥ 10min. The O 1s peak slightly shifts to lower binding energy because of the transmission
of more secondary electrons of the O atoms in ITO, and O atom in In2O3 and SnO2 with binding
energies of 529.8 and 530.1 eV, respectively, which are lower than that in Liq molecules. The fact
demonstrates that the addition of Liq can restrain the diffusion of chemical constituents from ITO
to electron transport layer in multi-structure inverted OLEDs

Figures 7 and 8 show the evolution of the XPS fine spectra of In 3d and Sn 3d of the sample as
the sputtering time increases. The peak of In 3d and Sn 3d are both weak for the surface, which
further accounts for the covering effect of Liq to the defects on ITO surface. The peak at 447.1 eV
corresponds to the binding energy of indium in In-O bonds in In2O3.

Figure 6: The evolution of the XPS fine spectra of
O 1s of the sample as the sputtering time increases.

Figure 7: The evolution of the XPS fine spectra of
In 3d of the sample as the sputtering time increases.

In the Sn 3d spectrum (Fig. 8), the peak of Sn 3d5/2 is located at 488.6 eV corresponds to the
binding energy of tin in Sn-O bonds in SnO2. In the process of argon ions sputtering, the signal of
In 3d secondary electrons stronger and stronger because the Liq layer become thinner and thinner,
and increasing In 3d secondary electrons are excitated. The In indium 3d5/2 peak locates at about
447.1 eV, corresponding to the binding energy of In atoms in In2O3. As sputtering time increases,
the In 3d spectrum has no significant difference in binding energy and particularly in the shape of
peak, which implies that the ITO structure is not significantly modified by argon ions sputtering
and ITO film has stable property. The peak of Sn 3d is relatively weak, The Sn 3d5/2 peak locates
at about 488.8 eV corresponding to the binding energy of Sn atoms in SnO2 [19]. As sputtering time

Figure 8: The evolution of the XPS fine spectra of Sn 3d of the sample as the sputtering time increases.
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increases, the Sn 3d spectrum also has no significant difference in binding energy and particularly
in the shape of peak. However, the excitation of Sn atoms is much weaker than that of In, so the
peak of Sn 3d is much lower than that of In 3d. At the same time, the selective sputtering effect
of argon ions make the O that exist in ITO film decrease gradually, in which the interaction of O
atoms with Li, C and N become stronger, and the interaction of O atoms with In and Sn atoms
gradually is declining, with the result of the In2O3 and SnO2 turning into suboxides or metal states
In and Sn [20], so that the binding energy of In and Sn atoms decreases.

4. CONCLUSIONS

In summary, we have investigation that the surface and interface electron states of the Liq/ITO
sample with the utilization of AFM and XPS technology. For the surface of the Liq/ITO thin film,
AFM results suggest that the surface is complanate, the Liq growth is uniform and defects cover
basically the surface of ITO, and the number of pinholes is small. And these can also be testified
from the In and Sn peaks are extremely weak in the whole XPS scanning spectrum of the Liq/ITO
surface. Through the evolution of the XPS whole scanning spectrum recorded at the surface of
the sample as the sputtering time increases, the peak area of C atoms increases first and then
decreases slowly because of the carbon contamination. At the interface, N interacts with O, In and
Sn respectively. Furthermore, the single feature of the Li 1s peak becomes two peaks, indicating
there is the interaction of Li atoms with ITO. These reactions have caused a chemical change in Liq,
which might be an important reason that Liq layer can enhance the injection of electron. Besides
these, the layer of Liq is found to behave as an obstacle to the diffusion of O atoms from ITO
film. So the addition of Liq injection layer can restrain the diffusion of chemical constituents from
ITO to electron transport layer, decreasing the number of luminescence quenching centers, so the
carriers injection efficiency and long-term stability of the devices are improved, which benefits the
improvement of the performance and useful life time of devices.

ACKNOWLEDGMENT

This research was supported by the National Natural Science Foundation of China under Grant
Nos. 60676033 and 60276026, the Natural Science Foundation of Gansu province under Grant
No. ZS031-A25-012-G, and ‘Qing Lan’ Talent Engineering Funds from Lanzhou Jiaotong University
under Grant No. QL-08-18A.

REFERENCES

1. Chu, T. Y., J. F. Chen, S. Y. Chen, C. J. Chen, and C. H. Chen, Appl. Phys. Lett., Vol. 89,
053503, 2006.

2. Guo, T. F. , F. S. Yang, and Z. J. Tsai, Appl. Phys. Lett., Vol. 88, 113501, 2006.
3. Uchida, T., T. Mimura, M. Ohtsuka, T. Otomo, M. Ide, A. Shida, and Y. Sawada, Thin Solid

Films, Vol. 496, 75, 2006.
4. Wang, H. F., L. D. Wang, and Z. X. Wu, Appl. Phys. Lett., Vol. 88, 131113, 2006.
5. Bulovi, V., P. Tian, P. E. Burrows, M. R. Gokhale, and S. R. Forrest, Appl. Phys. Lett., Vol. 70,

2954, 1997.
6. Zhou, X., M. Pfeiffer, J. S. Huang, J. Blochwitz-Nimoth, D. S. Qin, A. Werner, J. Drechsel,

B. Maennig, and K. Leo, Appl. Phys. Lett., Vol. 81, 922, 2002.
7. Zheng, X. Y., Y. Z. Wu, R. G. Sun, W. Q. Zhu, X. Y. Jiang, Z. L. Zhang, and S. H. Xu, Thin

Solid Films, Vol. 478, 252, 2005.
8. Liu, Z. G., O. V. Salata, and M. Nigel, Synth. Met., Vol. 128, 214, 2002.
9. Qu, B., Z. J. Chen, F. Xu, H. Y. Cao, Z. H. Lan, Z. Y. Wang, and Q. H. Gong, Organic

Electronics, Vol. 8, 529, 2007.
10. Lee, Y. J., J. Y. Kim, S. N. Kwon, C. K. Min, Y. Yi, J. W. Kim, B. K. Koo, and M. P. Hong,

Organic Electronics, Vol. 9, 407, 2008.
11. Taga, N., H. Odaka, Y. Shigesato, I. Yasui, M. Kamei, and T. E. Haynes, J. Appl. Phys.,

Vol. 80, 978, 1996.
12. Yun, Z. Z., E. X. Wang, and L. X. Wan, Surface and Interface Physics, 40, University of

Electronic Science and Technology of China Press, Chengdu, Chinese, 1993.
13. Wu, C. C., C. I. Wu, J. C. Sturm, and A. Kahn, Appl. Phys. Lett., Vol. 70, 1348, 1997.
14. Wu, Z. Q. and B. Wang, Film Growth, 179, Science Press, Beijing, Chinese, 2001.



1078 PIERS Proceedings, Beijing, China, March 23–27, 2009

15. Le, Q. T., F. M. Avendano, E. W. Forsythe, L. Yan, C. W. Tang, and Y. Gao, J. Vac. Sci.
Tech. A, Vol. 17, 2314, 1999.

16. Watts, J. F. and J. E. Castle, J. Mater. Sci., Vol. 19, 2259, 1984.
17. Guo, Y. C. and Z. X. Wang, The Physics of Amorphous State, 249, Science Press, Beijing,

Chinese, 1984.
18. Marsh, J., L. Minel, and M. G. Barthes-Labrousse, Appl. Surf. Sci., Vol. 133, 270, 1998.
19. Ou, G. P., Z. Song, Y. Y. Wu, X. Q. Chen, and F. J. Zhang, Chin. Phys., Vol. 15, 1296, 2006.
20. Liu, L. M. and Y. Q. Xiong, Acta Physica Sinica, Vol. 49, 1883, 2000.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 1079

Low Cost 1× 2 Acrylic-based Plastic Optical Fiber Coupler with
Hollow Taper Waveguide

Abang Annuar Ehsan1, Sahbudin Shaari1, and Mohd Kamil Abd. Rahman2

1Institute of Microengineering and Nanoelectronics (IMEN), Universiti Kebangsaan Malaysia
43600 UKM, Bangi, Selangor, Malaysia

2Faculty of Applied Science, Universiti Teknologi MARA
40450 Shah Alam, Selangor, Malaysia

Abstract— A 1 × 2 Plastic optical fiber (POF) Y-coupler has been designed and fabricated
using a simple acrylic (PMMA) mold insert. The device is composed of three segments: an
input POF fiber, an intermediate hollow taper waveguide and output POF fibers. The acrylic
mold insert has been fabricated using EGX-400 desktop engraver machine with a spindle speed
of 15K rpm and feed rate of 5mm/sec. The engraved regions which is a form of U-groove allows
1mm core step index PMMA POF fibers to be slotted into the mold insert. The short POF
fibers at the input and output ends are slotted inside the mold insert before the interfaces of the
taper waveguide. A top acrylic plate is then placed on top of the fabricated device and sealed.
The final device has been tested for both splitter and combiner operations for an effective power
of 1 mW. The device has an insertion loss of 10.48 dB. In the splitter operation, the device has a
splitting ratio of 52 : 48. In the combiner operation, the combined power is −11.15 dB for input
power of −11.90 dB and −12.05 dB.

1. INTRODUCTION

Plastic optical Fiber (POF) is a well known medium for short distance communication application
and it is finally making a way into the optical fiber market. It does not require any expensive or
special tool, no special training and no long technical procedures to operate. POF is basically an
optical fiber with large-core size with multimode characteristics, low cost, and robust characteristics.
In addition to short distance communication, POF is also being used in signaling, lighting and
decoration system. Other niche application of POF are in the automotive, entertainment, and
sensor industries [1]. In all of these applications, it is necessary to split or combine the optical
signals using passive optical components.

Among the passive components for POF applications, optical coupler plays an important role
that is borne out by the availability of a complete line of products. There have been many techniques
of assembling POF couplers. These techniques include (i) twisting and fusion (ii) side polishing
(iii) chemical etching (iv) cutting and gluing (v) thermal deformation (vi) molding (vii) biconical
body and (viii) reflective body [2].

The 1×2 POF coupler which has been fabricated here may be an alternative to that of the optical
1 × 2 POF coupler which was fabricated by IMM (Institut für Mikrotechnik Mainz ) in Germany.
The insertion loss of the device by IMM is about 6 dB [3]. The fabrication technique requires several
additional steps including laser machining (excimer laser) for PMMA resist patterning and injection
molding for moulding. A similar device with circular cross section have also been fabricated by
Takezawa et al. [4] which showed low excess loss (1.91 dB). Nevertheless, the device requires the use
of injection molding tool which can increase the cost of making these devices. Hollow waveguides
on the other hand are waveguides where the inner section is hollowed. They have been previously
used in laser light delivery system for medical application [5, 6] where the radiation wavelengths
used are greater than 2µm [6]. These devices are also being used for photonics integrated circuits
where temperature insensitivity is required [7, 8].

A 1 × 2 POF coupler has been designed using a simple acrylic-based mold insert. The POF
coupler device is composed of three sections: an input POF fiber, an intermediate hollow taper
waveguide and output POF fibers. Finally, based on the CAD design, mold insert of the device is
fabricated using a desktop engraver on an acrylic block. POF cable of 1 mm core size is inserted
at the input and output branches of the coupler. The POF coupler here is part of the passive
components that are being designed and fabricated to be used in a new portable optical access-
card system [9, 10]. This 1× 2 POF coupler will be one part of the optical code generating device
where the other part will be the 1 × 2 asymmetric couplers. By using low-cost arcylic material
which can be easily obtained in large bulk sheet and low-cost desktop engraver system, we are able
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to fabricate POF coupler with very minimum cost. The design and fabrication processes shown
in this paper illustrate the potential of low-cost acrylic material and a simple engraving technique
for producing POF coupler. Nevertheless, some modifications are required in order to improve the
optical performance of the devices which will be illustrated also along in this paper.

2. POF COUPLER DESIGN

The 1 × 2 coupler is the simplest coupler design where the input optical power is split into two.
The basic coupler design will utilize a simple 1 × 2 Y-coupler which is shown in Fig. 1. In this
coupler design, the splitting angle is set large at an angle of 53◦, as shown in this figure.

Figure 1: CAD design of 1× 2 POF Y-coupler with large splitting angle.

The input and output waveguides are constructed using POF fibers which are slotted into a
Y-shaped mold insert, shown in Fig. 2. The POF fibers are slotted until the fibers are positioned
just before the taper waveguide region as shown in this figure.

POF fibers

Hollow taper region

Figure 2: 1× 2 POF Y-coupler block layout.

The slot width of the mold insert has been set at 1 mm which allow the POF fiber to fit in
firmly. The POF fibers used are standard SI POF with NA of 0.5, core size of 980µm, refractive
indices of the core and cladding are 1.49 and 1.42 respectively. Due to the hollow structure of the
taper waveguide region, non-sequential ray tracing will not give a good result of the device optical
characteristics based simply on the acrylic material itself. However, the optical characteristics of
the hollow taper waveguide region can be modified by simply filling this space with low-cost UV
curable glue, normally used for connecting fibers and are easily available. The ray tracing results
for the UV-glue filled taper waveguide region will be shown briefly to illustrate how the simple
optical device can be constructed and ray traced easily. Fig. 3 shows the device construction of the
1 × 2 POF coupler with the UV-glue filled taper waveguide region and the ray tracing results for
this device is shown in Fig. 4.

Input POF 

n=1.49 

Output POF 

n=1.49 

Cladding  n=1.0 

Cladding n=1.49Taper waveguide n=1.56 

Cladding 

n=1.0 

Figure 3: 1× 2 POF Y-coupler block layout with UV-glue filled taper waveguide region.

The output power for the POF couplers have been obtained from the ray tracing plot. The
output signal measured at the output ports of the 1 × 2 POF coupler is 0.24mW and 0.25 mW.
The insertion loss of this device is about 6 dB whereas the excess loss of this device is about 3 dB.
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Figure 4: 1× 2 POF Y-coupler ray tracing diagram.

3. POF COUPLER FABRICATION AND MEASUREMENT

In this project, a rigid mold insert is designed and fabricated using a micro engraving tool. We have
used acrylic material as the main substrate and cladding region for the taper waveguide. The RI
of the acrylic material used is about 1.49. The waveguide design is then engraved onto the acrylic
substrate using EGX-400 desktop engraver tool.

The fabrication start with the acrylic sample positioned onto the workpiece of the machine. The
machine parameters are configured using a CAD/CAM machining software. Milling tool size of
0.5mm is used and spindle speed of 15,000 rpm and feed rate of 5 mm/sec have been utilized. After
the mold insert has been fabricated, short SI POF fibers (10 cm) are inserted into the engraved
slots (input and output ports) until the fibers are positioned just before the taper waveguide region.
Fig. 5 illustrates the steps taken in the fabrication of the 1× 2 POF coupler.

POF fibers 

Hollow 

taper region

(a) (b)

(c) (d)

Figure 5: 1 × 2 POF Y-coupler fabrication step, (a) acrylic mold inert with engraved U-grooves, (b) POF
fibers insertion, (c) POF fibers alignment, (d) enclosed POF coupler.

The insertion and excess loss of this device has been tested using a light emitting diode (LED)
at a wavelength of 650 nm using Advanced Fiber Solution FF-OS417 and optical meter OM210.
The effective input power Pin is 0 dBm. The output power detected at both output ports are
P1 = −10.1 dB and P2 = −10.48 dB. The insertion loss of this device is about 10.48 dB. The effective
tap-off ratio or the splitting ratio is 52 : 48. The high loss is expected due to the hollow structure
of this device. Similarly in the combiner operation, the device exhibit high loss as expected due to
the hollow taper waveguide region. The output power detected for each input port individually are
Pout (1) = −11.90 dB and Pout (2) = −12.05 dB. The output power detected when both input ports
are activated are Pout (combine) = −11.15 dB. These values correspond to the expected result for a
combiner where the combined output power will be halved.

The fabricated devices are shown in Fig. 6. The acrylic-based mold insert for 1×2 POF couplers
are shown in Fig. 6(a) and a close up view in Fig. 6(b). The connected 1× 2 POF coupler is shown
in Fig. 6(c).
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(a) (b) (c)

Figure 6: Fabricated 1 × 2 POF coupler, (a) Y-Coupler mold insert, (b) close view of the taper region, (c)
Y-coupler with POF fibers.

4. CONCLUSIONS

Low cost 1× 2 POF coupler with hollow taper waveguide has been designed and fabricated. This
device is part of our initial work on an optical code generating device for a portable optical access-
card system. The POF coupler has been fabricated using cheap acrylic material and fabricated
using a desktop engraving system. The device structure is composed of input POF fiber, middle
hollow taper waveguide and output POF fibers where the hollow structure can be modified by filling
this area with cheap UV curable glue. The insertion loss of the hollow structure device is still high
at 10.48 dB but the device has been shown to work in both splitter and combiner operation.
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Abstract— In this paper a new magnetic field measurement using polarization imformation of
fiber grating including polarization dependent loss (PDL)and different group delay (DGD) is pro-
posed. Through the formula derivation in certain condition, the linear relationship between the
peak value of DGD or PDL and magnetic field in measurement range is gained. The simulations
and experiments validate this method.

1. INTRODUCTION

Fiber grating is sensitive to the stress, temperature and other environmental factors. It has caused
much attention because of its advantages and it has been used widely. There are many papers about
measurements of electromagnetic field [1–4]. [1–3] reported the method using magnetostrictive ma-
terials. This kind of method has cross-sensitive effect and needs special compensation, what’s more
it can’t measure pulsed electromagnetic field. [4] proposed a direct measurement using magnetic
birefringence. But this method is not suitble for weak electromagnetic field because the Verdet
constant of fiber is very small. In this paper a new magnetic field measurement using polarization
imformation of fiber grating including polarization dependent loss (PDL)and different group delay
(DGD) and the simulations and experiments validate this method.

2. THEORETICAL ANALYSIS

For silica, the change in index induced by a magnetic field applied to a fiber is given by

nL − nR =
V Bλ

π
(1)

where the subscripts L and R represent the index for right and left circularly polarized light at
FBG. At a wavelength of ∼ 1.3µm, the Verdet constant is ∼ 8× 10−5 rad/Gm. B is the magnetic
field value.

TL(λ) and TR(λ) present the transmission power coefficients of the left and the right circularly
polarized light at FBG respectively. That is derived in [5],

TL(R)(λ) =
∣∣tL(R)(λ)

∣∣2 =
α2

L(R)

σ2
L(R) sinh2(αL(R)L) + α2

L(R) cosh2(αL(R)L)
(2)

where αL(R) =
√

κ2 − σ2
L(R), κ = πνδn/λ, σL(R) = 2πnneff ( 1

λ − 1
λB,L(R)

) + 2π
λ δn, nneff is the

mean effective refractive index of the fiber. σ is the “dc” self-coupling coefficient and κ is the “AC”
coupling coefficient. δn is the index modulation of the FBG and ν is the contrast of the interference
pattern. L is the grating length. λB is the Bragg wavelength,define as λB = 2neff Λ where Λ is the
grating period.

PDL is defined as the maximum change in the transmitted power when the input state of
polarization is varied over all polarization states. For FBG,

PDL(λ) = |10 log10 (TL(λ)/TR(λ))|(dB) (3)

We derived the simple expression of PDL and under the condition of σ2
y/k2 À 1, the equation

of (3) can approximately given by

PDL(λ) = 80Bk
neff V λΛ

(ln 10)λ2
BσLσR (dB)

(4)
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DGD is defined as the difference of group delay of the two polarized modes [6–9]. For FBG the
group delay is

τ =
neff

c

κ2

ασ2 sinh(αL) cosh(αL)− L
κ2

σ2 cosh2(αL)− 1
(5)

So the DGD of FBG is the difference of the two group delay, that is ∆τ = |τL − τR|, with Eq. (5),
we can get

∆τ = |τL−τR|=
∣∣∣∣∣
neff ,L

c

κ2

αLσ2
L

sinh(αLL) cosh(αLL)−L

κ2

σ2
L

cosh2(αLL)− 1
−neff ,R

c

κ2

αRσ2
R

sinh(αRL) cosh(αRL)−L

κ2

σ2
R

cosh2(αRL)− 1

∣∣∣∣∣ (6)

On the condition of σ2
y/k2 À 1, Eq. (6) can be simplified as

∆τ = B
6n2

eff V Λ
cλBσLσR

(7)

In the measure range of magnetic field, σL, σR are constants approximately. Under those approx-
imate conditions, the linearity between peak value of PDL or DGD and the magnetic field have
been find from Eqs. (4) and (7), respectively.

3. SIMULATION ANALYSIS

We design a FBG with 1.455 of neff , 535 nm of Λ, 40 mm of L and 5 × 10−5 of δn. According to
the given data and Eqs. (5) and (8), the simulation results can be get to systematically analyze the
wavelength evolution of PDL and DGD.

In this section, we used previous analytical relations to analyse the impact of grating parameters
on the wavelength evolution of PDL and DGD. Fig. 1 to Fig. 3 (fo PDL) and Fig. 4 to Fig. 6 (for
DGD) represent the wavelength dependency of PDL and DGD as a function of the magnetic field B,
the grating length L and the grating modulation index δn, respectively. For all simulation results
we chosen neff = 1.455 and Λ = 535 nm.

Figure 1: PDL versus wavelength at different mag-
netic field.

Figure 2: PDL versus wavelength at different grating
length.

As expected, the increase of B leads to a general increase of PDL and DGD amplitude. Moreover,
the magnetic field does not change the shape of the spectrum. The modifications of L and δn have
the same effects on the PDL and DGD spectra. For high values of L and δn, DGD and PDL present
a greater variation at the limits of the main transmission band. The increase of L and δn leads
to very high values of DGD and PDL. So we can design gratings with different length or index
modulation to meet the requirements.

Further research find that PDL and DGD are not always have linear relationship with magnetic
filed. That is consistent with theoretical analysis. The linearity will tend to saturation when B
exceed the measurement range. Fig. 7 shows the PDL and DGD peak versus magnetic field at fiber
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Figure 3: PDL versus wavelength at different mod-
ulation depth.

Figure 4: DGD versus wavelength at different mag-
netic field.

Figure 5: DGD versus wavelength at different grat-
ing length.

Figure 6: DGD versus wavelength at different mod-
ulation depth.

length 40 mm and 50 mm (for PDL) and 50mm and 60 mm (for DGD). From these figures we can
see that the saturated PDL are 30 dB and 35 dB respectively and the saturated DGD are 700 ps and
1300 ps respectively. Thus we can determine the measurement range given designed parameters.
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Figure 7: PDL and DGD peak versus magnetic field at different length of fiber grating.

4. EXPERIMENTS

The FBG used in the experiments was fabricated by written into a hydrogen-loaded standard
single mode fibre using the phase mask method with a cw frequency-doubleed Argon laser. The
parameters are: neff = 1.455, Λ = 535 nm, δn = 2.4 × 10−5, λB = 1547.54 nm. Fig. 8 and Fig. 10
depict the PDL and DGD evolutions of the grating at different magnetic field. There are two clear
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peak in PDL and DGD. Fig. 9 and Fig. 11 show the difference between the experimental results and
simulational results in which the linear relationship of experimental data is shown.. The two curves
are parallel approximately and the gap is about 0.3 dB and 13 ps for PDL and DGD respectively
which are due to the intrinsic PDL and DGD. The fluctuation of experiment curve is come from
two reasons: one is the vibrancy of fiber or grating, the other is that the fiber used to connect
grating and OVA is common fiber but not polarization maintaining fiber.
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Figure 8: The PDL with magnetic field.
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In PDL experiments the sensitivity of this sensor is 6.3× 10−6 dB/Gs when the PDL resolution
of OVA is 10−5 dB and the minimum value of magnetic field that can be measure is 2 Gs. Using
the same OVA in DGD experiment the minimal magnetic field which can be measured is about
0.001Gs. The simulations and experiments validate this method.

5. CONCLUSIONS

A novel, simple method to measure magnetic field directly with PDL and DGD of FBG is reported.
The simulations show the linear relationship between the peak value of polarization imformation
and magnetic field in the measurement range. The effect of grating length and index modulation
coefficient to PDL and DGD are researched as well as the measuring range. Simulations and
experiments validate this method.
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Abstract— The paper presents opportunities of Cavity Enhanced Absorption Spectroscopy
(CEAS) technique application in nitrogen oxides (NOx) detection. In this method the absorbing
gas concentration is determined by decay time measurement of the light pulse trapped in an op-
tical cavity. Measurements are not sensitive to fluctuation of both laser power and photodetector
sensitivity. CEAS technique is a modification of Cavity Ring Down Spectroscopy (CRDS) tech-
nique. It is based on off-axis arrangement of an optical cavity. NOx detection is carried out in
the visible and infrared range. The signal is registered with a developed low noise photoreceiver.
Features of the presented sensor show that it is possible to build a portable trace gases sensor.
Its sensitivity could be comparable with that of chemical detectors. Such a system has several
advantages: relatively low price, small size and weight, and possibility of detection of other gases.

1. INTRODUCTION

Spectroscopic measurements based on the light absorption belong to the most common methods
of matter investigation. Direct absorption spectroscopy is a simple, non-invasive, in situ technique
for obtaining information about different species. From an absorption spectrum, quantitative ab-
solute concentrations can be extracted. However, direct absorption spectroscopy suffers from a low
sensitivity that limits its extension into several research fields. This low sensitivity results from the
fact that a small light attenuation must be measured.

Several experimental schemes can improve the sensitivity, increasing the absorption path length
(multipassing, in a White cell or a Herriott cell), and combining direct absorption spectroscopy
with a modulation technique. In 1988 O’Keefe and Deacon developed pulsed absorption technique:
cavity ring-down spectroscopy — CRDS [1]. In the last decade many various experimental schemes
of CRD spectroscopy were elaborated.

Recently, Engeln et al. presented modification of CRDS technique, called Cavity Enhanced
Absorption Spectroscopy (CEAS) [2]. It is based on off-axis arrangement of the optical cavity. In
this configuration, the light is repeatedly reflected by the mirrors, however, the reflection points
are spatially separated (Fig. 1). There are some advantages of this setup. The light passes the
resonator many times before the beams overlap. Due to that, either the dense mode structure of
low finesse occurs or the mode structure does not establish at all. Avoiding the light interference, it
provide eliminating sharp resonances of the cavity, so the problems connected with their coincidence
with laser modes and sharp absorption lines do not occur. In these conditions, all wavelengths and
phase information of the electric field can be neglected, leading to description of optical intensity
only.

Figure 1: Idea of CEAS method (R — mirrors refraction coefficient, I(t) — light intensity, L — resonator
length).
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Moreover, the off-axis design eliminates optical feedback from the cavity to the light source
(which is especially important for diode lasers). Then in these configurations the light is many times
reflected by the mirrors and it fills the whole volume of the cavity. At least in comparison with
ordinary CDRS, the integrating spectroscopy with off-axis cavity adjusting is much less sensitive
for the cavity misalignment caused, e.g., by the refractive index fluctuations due to turbulences or
small mechanical instabilities.

Nitrogen oxides are ones of the most important factors of atmosphere quality. At present, NOx

are commonly detected by using the methods based on chemiluminescences. Their sensitivities
reaches single ppb, while e.g., common ambient NO2 concentration is about 20 ppb. However for
many applications, especially in medicine and explosives materials detections, such precision is not
sufficient. Moreover the price of such detectors is rather high. Recent development of GaN and
InGaN laser diodes working in blue-violet spectral region, where high absorption of NOx occurs,
provides opportunity to construct fully optoelectronic detector. Due to that CEAS technique can
be applied to NOx monitoring.

2. ANALYSIS

In CEAS method, the pulse of the laser light is injected into optical cavity (resonator) equipped
with spherical and high reflectance mirrors. The pulse yields to multiple reflections in the resonator.
After each reflection, part of the laser light leaves resonator because of lack of 100% mirrors reflec-
tivity. The part of light outgoing from cavity is registered by a photodetector, the most frequently
by the photomultiplier tube (PMT). The electric signal from the PMT can be observed and archived
e.g., by the digital oscilloscope (Fig. 2).

Figure 2: Typical experimental setup.

The amplitude of this signal exponentially decreases

I(t) = I0e
[(1−R)+αL]c

L
t = I0e

− t

τ , (1)

where I0 is the initial intensity, c denotes the light speed, α is the absorption coefficient. Speed of
the decay intensity I(t) of the pulse of the laser light is dependent on mirrors reflectivity coefficient
R, resonator length L, diffraction losses, and extinction, that is absorption and scattering of a light
in absorber filled cavity.

The cavity losses are inversely proportional to decay time of exponential signal in the cavity τ ,
and the maximum intensity in the cavity is directly proportional to τ . Engeln et al. are shown that
time-integrated intensity of the light leaking out of the cavity is linearly proportional to the cavity
decay time τ . Therefore, by measuring of radiation decay time constant τ , determination of the
absorption coefficient is possible [3],

τ =
L

c · [(1−R) + αL]
. (2)
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The decay time τ is measured once when the cavity is empty (α = 0), and next when the cavity
is filled with the absorber (α > 0). By comparison of decay times for these two cases, a value of
the absorber concentration N can be found

N =
α

σ
=

1
σ · c

(
1
τ
− 1

τ0

)
, (3)

where σ denotes the absorption cross section, while τ0 and τ are the time constants of the exponen-
tial decay of the output signal for empty resonator and for the resonator filled with the absorber,
respectively.

Assuming that relative precision of τ determination is equal to

F =
τ0 − τ

τ0
, (4)

detectable concentration limit NL can be described by the formula

NL =
F

cστ0
. (5)

3. EXPERIMENTS

In the researches we used the experimental scheme presented in Fig. 2. The resonator consisted of
two mirrors (Los Gatos) which reflectivities R reached value better than 0.99992 at the wavelength
of interest. The distance between the mirrors was 60 cm. During investigation 200 mW pulsed diode
laser (TopGaN) working at 414 nm, and dye laser with rhodamine as lasing medium and Nd : YAG
laser as a pumped source were used. The diode generated pulses of radiation which FWHM duration
time was about 50 ns and the repetition rate was 1 KHz, and ca. 10 Hz in the case of dye laser.
The laser radiation was directed into the cavity using the diffraction grating and the mirror. The
use of the diffraction grating eliminated the broadband fluorescence of the diode, which affected
the output signal. The cavity was also connected with the gas mixing system (two mass flow
controllers: β-ERG) supplied from bottle with gas mixture and source of pure nitrogen. Intensity
leaking the resonator through the rear mirror was measured by a photomultiplier connected with
computer through A/C transient digitizer and USB interface. After averaging of the signal over
100000 pulses, the precision of the decay time determination about F = 0.1% was achieved (Fig. 3).
It corresponds with the NO2 detection limit few hundreds of ppt (10−12).

In the case of nitrogen dioxide detection we used optical system, which wavelength was well
matched to the NO2 absorption spectrum (Fig. 4). As a light source pulsed blue diode laser (414 nm)
was applied. The value of NO2 absorption cross section σ around this wavelength exhibits several
minima and maxima, but varying around value of 6× 10−19 cm2 [4].

The measurement with a good detection limit requires also good filtration of the investigated air,
which is necessary to avoid the light scattering in the aerosol particles as well as the dust deposition
on the mirror surfaces. Thanks to optimization of optical system and signal processing system we
achieved detection limit better than 0.5 ppb (for σ = 6×10−19 cm−2) [5]. After averaging the signal

Figure 3: Precision of decay time determination as
a function of a pulses number.

Figure 4: Dependence NO2 absorption cross section
σ, mirrors transmission T , and laser intensity I on
wavelength λ.
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of over 2048 pulses, about F = 1% precision of the decay time determination was obtained, and
after averaging of the signal of over 10000 laser pulses, precision about F = 0.2% [6].

Our sensor was also used to demonstrate of nitrate (NO3) absorption spectrum measurements.
In this case a dye laser working in the 629 nm–676 nm range was applied. We achieved outcomes,
which we are comparable with NO3 reference spectrum (Fig. 5) [7].

In the frame of our further work we will apply our sensor to nitric oxide (NO) detection. The
NO absorption cross section is presented in Fig. 6 [8]. There, QCL laser (e.g., Alpes laser model #
sb1770DN) and photoreceiver with detector optimized for wavelength of interest (ca. 5.25µm) will
be used. Such detectors with thermoelectric coolers are available from Vigo Systems (e.g., PVI-
2TE-5 type). These detectors are produced using mercury cadmium telluride (MCT) epitaxial
techniques.

Figure 5: Measured and reference NO3 absorption
spectrum.

Figure 6: Dependence NO absorption cross section
σ on wavelength λ.

4. CONCLUSIONS

The paper presents spectroscopic technique, CEAS, which was applied to construction of opto-
electronic NOx detection system. The resonator quality was determined by measuring the time of
the radiation imprisonment, and therefore is not sensitive for fluctuation of both the laser power
and the photodetector sensitivity. The features of constructed detection system show that it is
possible to build NO2 detector, the sensitivity of which could be comparable with that of chemical
detectors. Such a kind of system has several advantages for example: relatively low price, small
size and weight, it might be also applied to other gas detection.
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Abstract— We present numerical calculations that support the existence of electronic states
confined in the continuous part of the spectrum in single rectangular quantum wells and barriers.
We study the conditions necessary for the creation of these states. We find strong energetic and
spatial localization of quasi-bound states at high energies in the conduction band. The results
can be used in the design of optoelectronic devices that operate on the basis of continuum bound
states.

1. INTRODUCTION

The quantum mechanics predicts the existence of quasi-bound states in the continuous part of the
spectrum for electronic confinement of exotic potentials [1–3]. Experimentally, these states have
been demonstrated in 1992 [4]. These states, also known as continuum bound states or above
barrier states, have properties — strong energetic and spatial localization — similar to those of the
discrete energy levels. Optical transitions involving electronic states of this type have been found
recently in several complex quantum systems [6–8]. The development of new spectroscopies, such
as those that work with temporal resolution, opens way to study the quasi-bound states from the
experimental standpoint [9, 10]. The aim of this work is to begin systematic, detailed and profound
studies about the conditions that generate quasi-bound states. So it would be possible to design
optoelectronic devices that operate through optical transitions between these states.

2. MODEL

Earlier, we have been carried out works where we study the quasi-bound states in quantum wells
with different potential profiles [11–15]. These studies show that the quasi-bound states exist
not only for exotic potentials, but also for typical confinement potentials. In the present paper,
the systems under study are a rectangular quantum well AlxGa1−xAs/GaAs/AlxGa1−xAs and a
rectangular quantum barrier GaAs/AlxGa1−x/GaAs. In Fig. 1, we show (a) the density of states of
the bulk materials GaAs and AlxGa1−xAs, and (b) the schematic representation of the formation
of the GaAs/AlxGa1−xAs quantum well. The methodology of the study relies on solving the
Schrödinger equation within the tight-binding model [16] in terms of the Green functions. The
electronic structure calculations are performed within the lines of the spin-dependent sp3s∗ orbital
basis and the Surface Green Function Matching method (SGFM). We calculate numerically the
density of electronic states (DOS) in the center of the two-dimensional Brillouin zone, around the
interval of interest, from −15 to +15 eV. We found the energy and spatial distributions of the
quasi-bound states.

3. RESULTS AND DISCUSSION

In Fig. 1(a), we present the DOS versus energy for the continuum part of the energy spectrum in
the case of a rectangular quantum well with a thickness of 5 ML and potential depth of 282meV
that corresponds to an Aluminum concentration of 0.3. It is possible to see the existence of a state
above the barrier at an energy of 4.915 eV. In Fig. 1(b), we show the spatial distribution of the
mentioned energy state finding a strong localization that resemblances to a rather large state linked
to the discrete spectrum part. At first sight, the electronic state above the barrier seems a bound
state, so in order to investigate a little bit more about the nature of this kind of states we calculate
the spatial distribution for the above barrier state of Fig. 1 as well as the spatial distribution of
the firsts state confined within the discrete spectrum part for the same parameters used in Fig. 1.

To determine the degree of localization of a bound state or quasi-bound state we analyzed its
spatial distribution in discrete scale where the unit is one atomic layer (Figs. 2 and 3). In Figs. 1–3
the monolayer is a discrete unit that contains two different atomic layers, one of cation and one of
anion. We can see a bound state in the discrete spectrum part as a Bloch state of constant spectral
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(a)

(b)

Figure 1: (a) Density of states for bulk GaAs and
AlxGa1−xAs; (b) Representative sketch of the for-
mation of a well through the band gap discontinu-
ities of the materials.
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Figure 2: (a) Density of states versus energy above
the barrier of a GaAs/AlxGa1−xAs quantum well
and (b) spatial distribution of the above barrier state
with energy 4.915 eV. The well width and potential
depth are 5 ML and 277 meV, respectively. The en-
ergy origin is at the valence band of AlxGa1−xAs
when x = 1.
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Figure 3: Spatial distribution at atomic scale for (a) the first bound state of the discrete spectrum and (b)
the bound state in the continuum for the quantum well of Fig. 1.

strength which oscillates at the atomic scale with a monolayer period, Fig. 3(a). The amplitude
of these oscillations changes when we change the imaginary part of the energy in the numerical
calculation. In other words, the probability of finding the bound state outside the well tends to
zero. The curve in monolayer scale is the envelope of the curve at atomic scale. If the state is
bound in the continuum we observe the same behavior (Fig. 3). However, the magnitude of the
oscillations is still within the numerical error of the calculation.

In the process of building a barrier or well, as usual, we look at the main gap, but if we
consider higher energies we see pseudo-gaps in which other confinement effects can occur (see
Fig. 1). The confinement effects in the pseudo-gaps can be radically different from these effects
in the main gaps. As an example we consider a potential barrier (in the main gap) formed by
GaAs/AlxGa1−xAs/GaAs with the same parameters (well width and potential depth) as in Fig. 1.
If we look at the energy interval of 3 to 5 eV it is possible to observe the formation of a “pseudo-well”
due to the “pseudo-band gap” discontinuities between GaAs and AlxGa1−xAs, Fig. 4. So, a state
would be within a “pseudo-well” and would be quasi-bound, see Figs. 2 and 3. We can understand a
quasi-bound state as a Bloch state that was confined some time in the well. The state then escapes
because the density of states in the pseudo-gap is different from zero. We have found other energy
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intervals within “pseudo-wells” that could confine, better or worse, energy states. This could be
an explanation of the quasi-bound states observed in single quantum barriers [17, 18]. Although,
further studies are needed to understand the exact mechanism that originates the quasi-bound
states in single quantum wells and barriers.

DOS [eV   ]-1 

Figure 4: GaAs/AlxGa1−x/GaAs quantum barrier (at the main gap) forming a “pseudo-well” in the energy
interval of 3 to 5 eV. The parameters and energy origin are the same as in Fig. 1.

4. CONCLUSION

We found a way to design quantum wells that generate quasi-bound states for electrons. The
procedure is based on the wave nature of the electron. The results will facilitate the search for
systems that contain embedded quantum wells between two superlattices where Capasso states
appear with spatial localization in the well region and with strong energy localization over the
barrier. Optical transitions between quasi-bound states and between bound and quasi-bound states
could be of practical interest in different applications of quantum wells.
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Abstract— Co growth on the Ru(0001) surface from submonolayer to multilayer at room
temperature and with different annealing temperature treatment were studied by using scanning
tunneling microscope (STM). At room temperature, the Co forms a 2-D wetting layer at the
first layer and followed with grow in the 3-D clusters mode from the second layer. In multilayer
with different annealing temperature treatment case, 3-D Co clusters changed into 3-D islands
and their height increased with the annealing temperature and then decreased at even higher
annealing temperature. In about one monolayer case, the individual Co 2-D islands coalesced
together to form Co wetting layers and the Co layer diffused away from the edges of the Ru steps
with their shape changed from uniform to compact as the annealing temperature increased, no
3-D Co islands were observed.

1. INTRODUCTION

Investigations of the magnetic properties of magnetic thin films on nonmagnetic surfaces have been
attracted much of interest since they involve the viewpoint of fundamental issues and technological
applications such as magnetoelectronics and high-density magnetic storage devices [1–3]. As a first
step, understanding of the growth mechanism and formation of magnetic nanostructures will pro-
mote to have a better view on the relation between the nanostructures and the magnetic properties
of magnetic thin films [4, 5]. Nanostructures of magnetic materials by self-assembly are of great
interests to create new functional materials approach to ultrahigh-density storage media. Co mag-
netic nanodots grow on the Ru(0001) surface, as a typical and interesting self-assembled epitaxial
magnetic structures, has been studied by atomic force microscopy (AFM), magnetic force mi-
croscopy (MFM), low energy electron microscopy (LEEM), and photoemission electron microscopy
(PEEM) [3, 6–10]. This system has been under intense scrutiny for the last several years and its
magnetic properties have been mapped very precisely, however the detailed understanding of the
growth mechanism of Co on Ru(0001) is still limited.

In this paper, we report on our recent investigations of Co growth on the Ru(0001) surface by
using scanning tunneling microscopy (STM). The results showed clearly the structural and morpho-
logical evolutions upon Co coverage of the film and annealing of the film at different temperatures.

2. EXPERIMENTAL

The experiments were performed in a multifunctional ultrahigh-vacuum (UHV) VT-SPM system
(Omicron) with a base pressure better than 2 × 10−10 mbar. The system has been described in
details elsewhere [11–13]. In brief, it consists of a fast entry lock for sample and tip loading, a
preparation chamber, an analysis chamber, and a STM/AFM chamber. The system is equipped
with a few of resistive-heating and electron-beam-heating evaporators, an electron-bombardment
sample heater, an argon-ion sputter gun, a low-energy electron diffraction (LEED) optics and
ultraviolet photoemission spectroscopy (UPS) and X-ray photoemission spectroscopy (XPS).

The cleaning of the Ru(0001) surface was achieved by several cycles of argon-ion sputtering and
e-beam heat annealing (> 1200 K). The sample cleanliness was verified by LEED, STM and XPS
measurements. Co was deposited from pure Co coil, which was cleaned thoroughly with preheating.
The deposition rate was about 0.2ML/min. The sample was kept at room temperature during the
growth. All the STM measurements were taken with constant current mode at room temperature.

3. RESULTS AND DISCUSSION

3.1. Co Film Growth at Room Temperature
Figure 1 shows the typical STM images collected on Co films deposited on the Ru(0001) surface
at different coverage. For a Co film at a coverage of about 0.1 ML, the STM image (Fig. 1(a))
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showed that single-atomic 2-D Co islands, with an upward triangular shape, randomly distributed
on the Ru terraces. As the coverage increased, for example, to 0.7 ML (Fig. 2(b)), larger and more
irregular 2-D Co islands were formed on the Ru terraces because of Co islands coalesce, and some
new Co islands (clusters) started to form on the top of the first Co atomic layer (wetting layer).
Further deposition of Co results in 3-D Co clusters growth on the top of Co wetting layer. Fig. 1(c)
shows a typical STM image of about 1.5 ML of Co on Ru(0001), the Co clusters are formed on the
top of the Co wetting layer, but the density of the clusters is still lower. For Co film at a coverage
of 3.2 ML (Fig. 1(d)). The amount of the Co clusters increased, and the size of the clusters becomes
smaller, giving rise to more rough surface.

The results showed that, at the present growth conditions, the growth of Co on Ru(0001)
in submonolayer regime is in the single atomic-layer growth mode. Thermodynamically, this is
understandable considering the surface and interface energies in film growth [11, 14]. A smaller
surface free energy of the overlayer and a strong overlayer-substrate binding lead to the first atomic
layer coating the whole surface (wetting layer) to provide optimum energy reduction. The surface
free energy of Co is 2.709 Jm−2, which is smaller than the Ru substrate surface free energy of
3.4 Jm−2 [15]. On the other hand, diffusion and nucleation kinetics of adatoms play an important
role in determining the morphology and 2D island shape of the overlayer. For example, formation of
fractal islands is typical for the overlayer in the diffusion limited aggregation (DLA) [16, 17] growth
in which diffusion of individual atom on both substrate and island terraces is activated whereas
atomic migration along island edge is prohibited. If edge-diffusion is also highly activated, the island
shape should be compact. More interestingly, as shown in Fig. 1(a), at the lower coverage limit,
the Co overlayer grows into the 2-D triangular islands with the edges running along the equivalent
[1000] direction, reflecting the threefold symmetry of the Ru(0001) substrate, and formation of
these triangular islands indicates the diffusion anisotropy of Co adatoms across the corners on the
Ru(0001) substrate, which results in the triangular growth mode [19, 20]. Because of the mismatch
between the Co and Ru (about 8%, the lattice constant: 2.5 Å for Co while 2.71 Å for Ru), the
Co film has to via misfit dislocation to release the strain to remain the smooth of the film. In this
case, a Stranski-Krastanov (SK) mode with one wetting layers and subsequent 3-D clusters growth
occurred.

Figure 1: STM images of Co deposited on Ru(0001) surface at the coverage of (a) 0.1 ml (200 × 200 nm2,
Vgap = −0.475 V, I = 4.112 nA), (b) 0.7 ml (100 × 100 nm2, Vgap = −0.526V, I = 0.804 nA), (c) 1.5ml
(100× 100 nm2, Vgap = 1.423V, I = 0.643 nA), (d) 3.2 ml (100× 100 nm2, Vgap = −0.072V, I = 4.426 nA).

After deposition of 3.2ML Co on Ru(0001) at room temperature, the sample was then be
annealed at different temperatures. Fig. 2(a) shows a typical STM image after the sample was
annealed at 200◦C for 30 min, 3-D interconnected Co islands with flat tops and characteristic
shape holes in the islands were observed. The typical height of those islands is about 0.25–1 nm.
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Further annealing the sample at 300◦C for 30min leads to significantly thicker, and well-shaped 3-D
interconnected islands (see Fig. 2(b)). The holes in the islands grew larger, since some Co atoms
diffuse and cooperated into form these thicker 3-D islands (typical height: 1.2 nm). The atomic
structure on the topmost surface of those Co island shows good coincidence to bulk Co(0001) (see
Fig. 2(g)). After the sample was then annealed at 400◦C for 30 min, those 3-D interconnected
islands were separated to higher divided 3-D islands and the thickness of these islands increased to
about 2.5 nm (Fig. 2(c)). When the annealing temperature was increased even higher, for example,
to 500◦C, some islands stop growing higher (marked as A in Fig. 2(d)), while the thicknesses of
some other islands decreased (marked as B in Fig. 2(d)), indicating desorption of some Co atoms

Figure 2: STM images of Co deposited on Ru(0001) surface at the coverage of 5.1 ml with annealing treatment
at the temperature of (a) 200◦C for 30min (500 × 500 nm2, Vgap = −0.207 V, I = 1.144 nA), (b) 300◦C
for 30 min (1000 × 1000 nm2, Vgap = −0.429V, I = 1.159 nA), (c) 400◦C for 30 min (1000 × 1000 nm2,
Vgap = −0.224V, I = 1.144 nA), (d) 500◦C for 30 min (1000×1000 nm2, Vgap = −0.358V, I = 0.504 nA), (e)
600◦C for 30 min (1000× 1000 nm2, Vgap = −0.156V, I = 1.670 nA), (f) 700◦C for 30 min (1000× 1000 nm2,
Vgap = −0.152V, I = 1.886 nA), (g) atomic structures of the Co islands (10 × 10 nm2, Vgap = −0.002 V,
I = 6.973 nA).
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at this temperature. Further increase the annealing temperature up to 600◦C and 700◦C results
in decrease in the height of Co islands (as shown in Figs. 2(e) and (f)) and change in the shape of
those islands from sharp to compact.

At room temperature, a Stranski-Krastanov (SK) mode with one Co wetting layers and subse-
quent 3-D Co clusters growth on Ru surface occurred, this growth behavior provide the smallest
surface energy of Co/Ru system. Meanwhile, annealing the sample provide a additional kinetic
energy for the system to overcome the energy barrier and drive away from the local energy min-
imum at room temperature and develop towards a broader energy landscape. At high annealing
temperature, the system could be trapped in another growth behavior to get energy minimum,

Figure 3: STM images of Co deposited on Ru(0001) surface at the coverage of about 1ml with annealing
treatment at the temperature of (a) R.T. (100 × 100 nm2, Vgap = 1.423V, I = 0.630 nA), (b) 100◦C for
30min (100× 100 nm2, Vgap = 1.423 V, I = 0.872 nA), (c) 200◦C for 30 min (500× 500 nm2, Vgap = 1.162 V,
I = 0.837 nA), (d) 300◦C for 30 min (500 × 500 nm2, Vgap = −0.029V, I = 1.490 nA), (e) 400◦C for 30min
(1000 × 1000 nm2, Vgap = 1.367V, I = 0.756 nA), (f) 500◦C for 30min (1000 × 1000 nm2, Vgap = 1.028 V,
I = 1.068 nA), (g) 600◦C for 30min (1000×1000 nm2, Vgap = −0.743V, I = 1.026 nA), (h) atomic structures
of the Co wetting layer (10× 10 nm2, Vgap = −0.002V, I = 37.626 nA).
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such as 3-D islands growth behavior for this case.
The growth behavior of multilayer Co on Ru(0001) at room temperature and followed with

annealing procedures shows that 3-D Co islands growth occurred only when the system was annealed
to a given temperature, that’s the same reason why all the Co nanodots of Co/Ru(0001) system were
obtained as the substrate temperature was hold at about 350◦C during Co depositions [3, 6–10].

Figure 3(a) shows a STM image of about 1ML Co deposited on the Ru(0001) surface, small
Co dots were observed on the Co wetting layer, and the shape of those individual 2-D Co islands
(wetting layer) were not compact. When the sample was annealed at 100◦C for 30 min, little had
changed in the morphology (shown in Fig. 3(b)). However, with the sample annealed at 200◦C for
30min, the surface morphology was changed a lot, as shown in Fig. 3(c). Those individual 2-D
wetting Co islands diffused together with holes left inside the Co wetting layer. Those holes tends
to be straight along the six-fold [0001] direction of the Ru(0001) substrate. Fig. 3(h) shows the
atomic structure of Co wetting layer, unlike the structure of Co island (Fig. 2(g)), the unite cell is a
little ???(?? nm to 0.25 nm), which maybe due to mismatch between Co and Ru. The formation of
Co wetting layer and uniform shape holes (vacancy islands) is mainly attributed to a stress-driven
mechanism. Annealing the sample provide enough diffusing energy for Co atoms to overcome the
diffusion barrier. Those vacancy islands are immerged together and became larger as the sample
was annealed at 300◦C (shown in Fig. 3(d)). The size of the vacancy islands are further increased
as the sample was post-annealed at 400◦C as shown in Fig. 3(e), and these vacancy islands became
a little compact. The compacting of the vacancy islands more clear as the annealing temperatures
increased to 500◦C and 600◦C (see Figs. 3(f) and (g)). Another interesting phenomena is that
when the annealing temperature was increased to 300◦C and higher, the borders of the Co wetting
layer run away from the Ru steps. As discussed above, the formation of fractal islands is typical
for diffusion limited aggregation (DLA) [21] growth in which diffusion of an individual atom on
both substrate and island terraces is activated whereas atomic migration along an island edge is
prohibited. If edge diffusion is also highly activated, the island shape should be compact. In the
present case of Co growth on Ru(0001), the shape of the vacancy islands are uniform for the film
grown at room temperature, and those islands are compact with the sample be annealed at a
temperature of 400◦C and higher, indicating that the diffusivity of Co atoms on Ru(0001) is fairly
low at room temperature, and highly activated at a temperature of 400◦C and higher. The relatively
low diffusivity of Co atom at RT is also evidenced by the random distributed small triangle Co
islands on the Ru surface when the coverage was very low (see Fig. 1(a)). In general, because of
the more coordinate numbers at the Ru steps, the adsorption energy for Co atoms at the Ru steps
could be larger than that for Co atoms on the Ru terrenes. Meanwhile, the diffusion barrier of
Co atoms is fairly high at RT. Only when the sample was annealed at enough high temperature,
Co atoms have enough kinetic energy to overcome the barrier to diffuse away from the edge of
the Ru steps and form compact islands. It is also the reason for formation of the well-shaped 3-D
crystallites islands at low annealing temperature, and those islands become compact ones at high
annealing temperature, in the case of multilayer Co on Ru(0001) (see Fig. 2 and discussions above).

To have surface free energy minimum, 3-D Co islands grew on the bare Ru(0001) is unacceptable.
In fact, though the sample at this coverage was annealed to even higher temperature till the Co
wetting layer was desorbed, no 3-D Co islands were observed in our measurement. This result also
provide the evidence for the conclusion of multiplayer Co deposited onto Ru(0001) and be annealed
case, which will formed 3-D islands that grew on the Co wetting layer over the Ru surface instead
of on the bare Ru surface.

4. CONCLUSION

We have carried out STM measurements of Co growth on the Ru(0001) surface from submonolayer
to multilayer. The results show clearly Co growth on Ru(0001) exhibits a Stranski-Krastanov mode.
The Co forms a 2-D wetting layer at the first layer and starts to grow in the 3-D clusters mode from
the second layer. The growth behavior can be understood in terms of optimum energy reduction
for Co coating the whole substrate surface with smaller free surface energy.

We also investigated the morphology of multilayer and about one monolayer Co on the Ru(0001)
surface with different annealing temperature treatment by STM. For multilayer case, 3-D Co islands
would formed on the Co wetting layer, the height of those islands increased with the annealing
temperature and then decreased because of the Co atoms diffusing into the vacuum at even higher
annealing temperature. It is annealing that provides an additional kinetic energy that drives the
Co/Ru to a new SK growth behavior (3-D islands grew on wetting layer) to get energy minimum.
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For about one monolayer case, as the annealing temperature increased, the individual Co 2-D
islands coalesced together to form Co wetting layer, the Co layer diffused away from the edges of
the Ru steps and their shape changed from uniform to compact, no 3-D Co islands formed at even
higher annealing temperature. With higher kinetic energy at high annealing temperature, the Co
atoms will then have higher diffusivity to form compact shape, overcome the barrier and diffused
away from the edges of Ru steps. No 3-D Co islands formed on bare Ru surface because of request
of the surface free energy minimum.
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Abstract— Up to the best of our knowledge, the first report on the relationship between
childhood cancer and electromagnetic field emitted from power lines dates back to 1979. In our
research, a group of 202 children suffering from leukemia has been studied (as case group). Map of
Tehran was divided to 921600 square regions using AUTOCAD software. Using random number
generator 4000 square regions were selected of which 86 were located 100 meters or less from
the power line (as simulated control group), corresponding to 0.2 µT. Out of 202 children 7 were
living in these selected area. Statistical analysis shows that Odds Ratio is equal to 1.63 (95%
CI = 0.8 − 3.6) that shows a causal relationship between electromagnetic field and childhood
leukemia.

1. INTRODUCTION

Wertheimer and Leeper [1] were of the pioneer that researched about the effect of electromagnetic
fields on the occurrence to childhood leukemia. After that, other researchers like Savitz [2] and
M. Feychting [3] in different countries such as US, Sweden and Denmark surveyed this topic. All
named researcher showed that being in front of the magnetic field of power lines increase risk of
childhood leukemia. Also some more effects reported for magnetic fields, that we can mention
nervous system tumors for example. But nervous system tumors, was not subject of this research.

Two prevalent type of leukemia is Acute Lymphoblastic Leukemia (ALL) and Acute Myeloge-
nous Leukemia (AML). Percent of suffering from ALL is 78% and from AML is 19% [4].

We enrolled randomly 202 children with acute lymphoblastic leukemia (ALL) who were under 9
years of age, in Tehran as case group. Mathematical simulation has been applied for control group,
too. So, this research based on case-control study.

2. MATERIALS AND METHODS

The average of magnetic field in 100 meters, for power lines, is about 0.2µT [5].
In case group, those children their houses was in distance of up to 100 meters from 230 kV and

400 kV cables, were considered “exposed case group”. As described above, mathematical simulation
for control group has been used. In the way that, map of Tehran was divided to (921600 =)960×960
squares by using AutoCad software and with this software earmarked a number for every square,
and generated random number between 0 and 921600, then we selected 4000 first numbers (squares)
as control group, if this number showed residential point. This 4000 numbers was our control group.
In this 4000 squares, those numbers (squares) was in 100 meters region, named “exposed control
group”. In fact, this squares, shown children’s habitat. Dwelling place of children can be expanded
to their population. This election and expand is true, because number of children suffering from
leukemia is too smaller than healthy children. Since afoul to leukemia in children is 3 in 100,000
per year [6], so with excellent approximation all children of a city can be assumed healthy. Notice,
showing 92,1600 squares on letter sheet or in this article is impossible, because showing this number
of squares in bounded size of this paper, redound to a black picture. Thus, only for presentation
this method, showed just very lesser number of squares in Figure 1. But in Figure 2, an arbitrary
region of Tehran is selected. And in this case squares size is real.

We should not forget effect of exposure from internal sources in the house. But this effect equal
for every peoples, thus can neglect that.

3. STATISTICAL CALCULATION

Relation existence between power lines magnetic field and childhood leukemia, done by statistical
calculations. This association calculated by Odds Ratio (OR) and the random variability was
assessed by 95% confidence intervals (95% CI). Being little number of leukemia patients was one
of reasons that we chose OR.

The calculations indicated in Table 2.
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Figure 1: The divided map of Tehran (squares size is not real). Blue lines indicate 230 kV power lines. Red
lines indicate 400 kV power lines.

Figure 2: 230 kV power lines transition, in arbitrary region of Tehran (squares size is real). Gray shadow
shows the 100 meters border in per side of cable.
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Table 1: Exposed and unexposed case and control group.

All population Exposed No. Exposed (%)
Confidence Interval

(95% CI)
Unexposed No.

Case group 202 7 3.46 1.52–7.3 195

Control group 4000 86 2.15 1.73–2.66 3914

Table 2: Calculated Odds Ratio and confidence interval.

Value
OR 1.63

Confidence Interval (95% CI) 0.8–3.6

4. CONCLUSIONS

By using content of Table 1 Odds Ratio was calculated. As shown, this value equal to 1.63 (95% CI
0.8–3.6) which is greater than 1. Hence, can deduced, magnetic field of power lines can be influence
on the increase of leukemia risk. This result had accordance on other researches done by Savitz,
Martha, or Feychting and other researchers. The difference was only on OR value. They acquired
OR respectively: 1.93, 1.53, 2.49 [7]. This difference, arise from various conditions.
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Abstract— The effect of electromagnetic pulse (EMP) exposure on blood-brain barrier (BBB)
permeability in rat brain after whole-body exposed or sham exposed to EMP at 200 kV/m for 400
pulses (1 Hz) was investigated. At 1, 3 and 6 h after EMP exposure, disruption of BBB integrity
in rat frontal cerebral cortex was detected by transmission electron microscopy and immunohisto-
chemistry using lanthanum nitrate and endogenous albumin as vascular tracers respectively. The
results showed that in control rat brain, lanthanum nitrate tracer was limited to the capillary
lumen, no lanthanum nitrate and albumin tracer extravasation was found. After EMP exposure,
lanthanum nitrate ions reached the tight junction, basal lamina and the pericapillary tissue. Sim-
ilarly, albumin immunopositive staining was also found in the pericapillary tissue. The changes
of BBB permeability were transient, the leakage of BBB was found at 1 h, and reach the peak
at 3 h, then began to recover at 6 h after EMP exposure. These results suggest that exposure to
EMP at 200 kV/m for 400 pulses (1Hz) could increase the permeability of BBB in rat frontal
cerebral cortex and this change is recoverable.

1. INTRODUCTION

With the increasing use of modern techniques including electromagnetic applicationspossible health
risks to the human body and, in particular, the brain being exposure to electromagnetic fields has
already become a public concern. It was reported that radiofrequency field exposure from mobile
telephones resulted in a significantly increased risk for brain tumors [1], but this view has not
been confirmed by laboratory studies. It is well known that blood-brain barrier (BBB) plays an
important role in maintaining the homeostasis of brain microenvironment, which is essential for
the normal function of brain. A variety of pathological conditions can adversely affect the BBB
and lead to its disruption in humans and laboratory animals. Usually, the disturbances of the BBB
permeability were assessed by observing the extravasation of external tracers such as Evans Blue
and lanthanum nitrate or of internal serum constituents such as albumin. In this study we used
both endogenous albumin and lanthanum nitrate to assess the changes in BBB permeability in rats
after electromagnetic pulses (EMP) exposure.

2. MATERIALS AND METHODS

2.1. Animals and EMP Exposure
Sprague-Dawley rats, male, weighing 200–250 g, were obtained from Animal Center of the Fourth
Military Medical University (Xi’an, China). The rats were kept separately in a specific pathogen-
free environment with free access to sterile laboratory pellets and water. The animals were sham
or whole-body exposed to 1Hz EMP at 200 kV/m for 400 pulses. During exposure, the rats were
awake and not restrained the exposure chamber. The exposure conditions produced a rise in rat
rectal temperature less than 0.2◦C.

2.2. Albumin Immunohistochemistry
At 1, 3 and 6 h after EMP exposure, five animals from each group were anesthetized with 40 mg/kg
sodium pentobarbital, i.p. The heart was exposed and the left ventricles were perfused with 0.9%
saline, followed by perfusion with 200ml fixative (4% paraformaldehyde in phosphate-buffered
saline, pH 7.4) for 15min. After the perfusion, brains were immersed in the fixative and kept for
more than 24 h, then coronal slices were embedded in paraffin and 4µm sections were cut. The
accurate histological detection of any extravasated endogenous albumin was performed using goat
anti-rat albumin (Bethyl Laboratories, Inc) as the primary antibody and 2-step plus poly-HRP
anti goat IgG detectionsystem (ZSGB-Bio). The sections were counterstained with hematoxylin
to enhance the nuclear staining. The efficacy of the vascular tracer was confirmed with a positive
control group exposed to adrenaline known to increase vascular permeability in the brain. For
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negative controls, adjacent sections were processed with the same steps with the exception of the
primary antibodies. Pictures were taken from the sections by means of a digital camera attached
to Nikon light microscope.
2.3. TEM Study of Blood-brain Barrier Permeability
Transmission electronic microscopic (TEM) studies were conducted at the Electronic Microscope
Center of the Fourth Military Medical University using JEM-100SX electronic microscope (Hitachi,
Tokyo, Japan). At 1, 3 and 6 h after EMP exposure, four animals from each group were anesthetized
with 40 mg/kg sodium pentobarbital, i.p. The heart was exposed and the left ventricles were per-
fused with 0.9% saline, followed by perfusion with the fixative consisting of one part 4% lanthanum
nitrate and two parts 6% glutaraldehyde-0.1M sodium cacodylate (pH 7.40–7.50) for 2 h. At the
end of brain perfusion, the frontal cerebral cortex were isolated and cut into 1mm3 pieces. The
isolated tissues were immersed in 4% glutaraldehyde for 2 h, and then washed in two changes of
PBS. The tissues were immersed in 1% osmium tetroxide for 2 h, and then washed with PBS for
5min. After being embedded, the specimens were heated at 60◦C for 48 h. The sections were dyed
with acetic acid uranium and lead, and then observed under TEM.

3. RESULTS

3.1. Effect of EMP on Permeability of BBB Using Albumin Tracer
In the sham exposure rats, no blood vessels showing albumin leakage in the frontal lobe of rat
cortex, at 1 h after 200 kV EMP exposure for 400 pulses, a little extravasated serum albumin was
found in a few capillaries, the albumin leakage of BBB became evident at 3 h (Fig. 1).

  

(a) (b)

Figure 1: Extravasated serum albumin in the frontal lobe of rat cortex at 3 h after EMP exposure (200 kV,
400 pulses). (a) Sham exposure; (b) EMP exposure; Bar = 40 µm.

3.2. BBB Permeability after EMP Exposure by TEM
Lanthanum nitrate has been proven lacking the ability to penetrate the BBB and thus widely used
as a marker to examine the integrity of BBB by TEM [2, 3]. As shown in Fig. 2, in sham exposure rat
brain, the lanthanum stains were exclusively located in cerebral capillary. EMP exposure resulted
in the leakage of capillary lanthanum stain to the surrounding of cerebral capillaries. Lanthanum
stains could be found in the tight junction and basal lamina at 1h after EMP exposure (200 kV, 400
pulses), which invaded into the parenchyma area at 3 h after EMP exposure, then the extravasation
of lanthanum nitrate decreased at 6 h after EMP exposure.

   

L L 

L 

* 

Sham exposure 1h after EMP exposure 3h after EMP exposure

Figure 2: Electron micrographs of representative frontal lobe cortex microvessels from sham exposure rats
showing lanthanum nitrate circumscribed at the luminal (L) space, no lanthanum tracer is reaching the basal
lamina. At 1 h after EMP exposure (200 kV, 400 pulses), the extracellular tracer appears in base membranes
(arrow), and invaded into the parenchyma area at 1 h after EMP exposure (asterisk).
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4. DISCUSSION

BBB is a specialized structure responsible for the maintenance of the neuronal microenvironment,
which protects the brain from foreign toxic substances but allows passage of the molecules that
are necessary for metabolism. A wide variety of toxic conditions such as anoxia, hypertension
and ionizing radiation could increase the permeability of BBB. Since Frey et al. [4] reported that
1.2GHz CW exposure induced a significant increase in BBB permeability, many studies have been
performed, but the results were controversial. Most of the researchers believe that the permeability
change is associated with an increase in temperature induced by electromagnetic field. In recent
years, the effect of nonthermal radio frequency exposure on BBB permeability has also been in-
vestigated, both positive and negative findings were reported [5, 6]. Salford group using more than
1800 Fisher rats proved that sub thermal power levels from both pulse modulated and continuous
RF fields have the potency to significantly open the BBB for the animals’ own albumin (but not
fibrinogen) to pass out into the brain and to accumulate in the neurons and glial cells surrounding
the capillaries [7]. But their results could not be replicated by other laboratories [8]. One study
exposing of Rats to a 1436MHz TDMA Field at a high SAR (2000 mW/kg) also reported no sig-
nificant albumin leakage [9]. Recently, Grafström et al. investigated in a rat model the effects of
repeated exposures under a long period (55 weeks) to 900MHz GSM radiation in order to mimic
the real life situation, with often life-long exposure to the electromagnetic fields emitted by mobile
phones, but no significant alteration of any these histopathological parameters was found [10].

In this study, we investigated the BBB permeability after EMP exposure using lanthanum nitrate
and endogenous albumin as vascular tracers. The results showed that EMP exposure (200 kV, 400
pulses) increased the BBB permeability. Moreover, we investigated the time course (1, 3 and 6 h)
of BBB opening induced EMP exposure. It was found that the BBB permeability increased at 1 h
after EMP exposure and reach the peak at 3 h, then began to recover at 6 h. These results indicate
that EMP exposure under this condition could transiently alter the permeability of BBB in rat.
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The Research on the Harm of Biological Effect of Mobile Phone
Radiation to Human Body

Yang Li and Guizhen Lu
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Abstract— This paper presents recent situations about the biological effect of mobile phone
radiation, and enumerates some relative investigations and experiments. The former theoretic
research has been reviewed, and then it indicates that classical theory may be not suitable
to explain microcosmic phenomena and the methods should be ameliorated. The viewpoint
that the interaction between the DNA molecule and adscititious electromagnetic wave can be
analyzed with the quantum theory in the microcosmic domain namely in the nucleus has also
been given. It is proposed that one reason of the electromagnetic biological effect is due to
that the DNA molecule is affected by adscititious electromagnetic waves and then molecular
energy level structure changes. The formula derivation of the quantum theory is listed and the
explanation of its quantum theory effects is put forward. Finally, the paper points out that the
results of action between microwave radiation and DNA molecule is probably belong to a kind
of biological effect which is long-time and slow-effect.

1. INTRODUCTION

As early as in 1975, when the mobile communication was still at the beginning in the Europe and
North America, some environmentalists predicted that the human beings would face the serious
problems about electromagnetic pollution in the 21st century. After many years, the prediction
gradually became the truth along with the development of mobile communication technology and
popularization of personal cell phones.

In 1982, the U.S government made a new standard of radiofrequency radiation. Although the
new standard was also established based on the thermal effect, it had difference from the former
one for it had more experimental data from the animals and its main characteristic was adopting
the conception of dosimetry. It still used field intensity and power density, but its standard was
calibrated by dose rate, namely specific absorption rate (SAR, which unit is W/Kg or mW/g) [1].
From then on, the SAR has been employed to measure the thermal effect of handsets and gradually
accepted by the whole world. There have been numerous papers which take FDTD as their primary
method to study the SAR and a lot of progress in experiments has been obtained since 1992. So
far many countries have pushed electromagnetic radiation standards according to the SAR value.

From the research papers in recent 10 years it can be concluded that thermal effects are relatively
simple and more popular to investigate. Almost all the papers of the IEEE start with the SAR
and use different electromagnetic calculational methods (but the most commonly used method is
FDTD) to obtain the theoretical calculation or computer simulation results about the SAR values in
the human head under different mobile phone radiation condition. The calculation and simulation
results make us know how the energy from mobile phone radiation distribute in the head. However,
it is very hard to validate the results in the experiments and the majority of the experiments are
just simulation ones with the phantoms or human body models. There are so many cases that
are correlated with the health if the mobile phone users use their phones for a long time and it
is difficult to explain with thermal effects. Therefore, the thermal effects and SAR actually can’t
open out the biological harm to the human body and the brain tissue. Therefore, the research
of non-thermal effects especially biological effects with the characteristic of window effects [2] is
considered to be a hotspot about mobile phone radiation.

2. THE EXAMPLES OF BIOLOGICAL EFFECTS

The biological effect of the mobile phone radiation is that a human being has physiological changes
evidently when he is under the radiation of his mobile phone but the temperature of his body
doesn’t change anything clearly.
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2.1. The Research of Epidemic

There was an investigation in Sweden, which indicated that the mobile phones of analog format
could be more hurtful to the users than the ones of GSM from the aspects of attention and mem-
ory [3]. Another investigation in Sweden was taken by Harrell and his workmates, which pointed
out that the users would have more chances to suffer from the neuroma when they were using the
mobile phone of analog format [4]. Szmigielski also had a research in Poland, in which the soldiers
who were often irradiated by the RF were checked up and at last they were found to have 6 times
of probability of getting lymphoma and leukemia [5]. The literature [6] had a lot of tests from the
swatch of some people aged between 18∼50 in Chengdu China, which presented that the mobile
phone radiation would cause syndrome of nervous system.

2.2. The Animal Experiments in Microwave Frequency Band

The frequency band of electromagnetic wave from the mobile phone belongs to microwave band,
so plenty of animal experiments are done as analogs under microwave radiation. Salford and his
assistants put the rats to the exposure of electromagnetic field produced by mobile phones, and the
SAR values were respectively 2 mW/Kg, 20mW/Kg, and 200 mW/Kg. Afterward, they found that
blood brain barrier permeability increased under the condition of non-thermal [7]. The report [8]
gave us results of experiments about the damage produced by mobile phone radiation to the rats,
and told us that the radiation could reduce the activity of SOD and the content of NO in blood
serum and inducing apoptosis of hepatocyte.

In addition, some studies on the rodents show that RF fields can influence the DNA molecules
directly. When the rats were put into the 2.45 GHz EM field for 2 hours everyday, the researchers
discovered gene rearrangement in brain tissues or experimental cells after 120, 150 and 200 days [9].
Lai and Singh notified that single-stranded DNA and double-stranded DNA of some animals’ brain
cells were obviously destroyed after 2 hours when the animal were exposed in the EM field of
2.45GHz pulse wave or continuous wave [10, 11].

3. THE REVIEW OF FORMER THEORIES ABOUT BIOLOGICAL EFFECTS

At present, there are some old theories which were put forward before 1990s, such as coherent
electric vibrations theory, cyclotron resonance theory, ion channels of biomembrane theory, free
radical theory and so on [12]. But these theories and hypotheses have their limitations respectively,
only being able to explain partial phenomena, and some of them are oppugned by K. R. Foste, who
thinks that all these theories need to be improved further [13]. In recent years, there is a new theory
named “adaptive resonance theory”, which tries to explain the biological effects from the viewpoint
of quantum theory and considers the interaction between the microwave and the cell membrane [14].
As we all know that the quantum theory accords with all laws of movement, especially the problems
in the microcosmic domain in which classical mechanics and classical electromagnetics are not able
to resolve the phenomena. Adaptive resonance theory tries to explain the biological effects with
the assumption that the EM radiation can tamper with the original membrane construction. It
supposes that permeability of membranes to particles will be affected and place a premium on
the biological effects when the external EM filed acts on the membranes to interfere the electric
potential difference between both sides of them, with the status of resting, keeping the potential of
50∼100mV from inside to outside of the membrane.

Besides the cell membrane, the affect to the nucleus and DNA should also be considered. Blank
and Reba Goodman has pointed out that microwave has the chance to change the DNA molecule,
because the frequency of the EM fields radiated from the mobile phones are very high and there are
charges shuttling on the DNA double helix, and the interaction between the microwave and charges
will disturb the genetic material, namely genes [15]. Of course, their explanations barge up against
difficulties, as Robert. K concludes and gets his conclusions that due to the ingoing electromagnetic
wave energy is too weak even far less than the energy of particle vibration, and then he think that
the parlance about the direct interaction between the EM fields and DNA molecules is hard to
come into existence. However, the order of magnitude of DNA molecule is 10−8 m, and it is not
a macroscopic object, so the classic theory is apparently not suitable. It naturally takes trouble
when we use the classic electromagnetics to explain the microcosmic phenomena for the order of
magnitude of DNA molecules, but if we try to use quantum theory to solve this problem it is may
promising.
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4. THE INTERACTION BETWEEN ELECTROMAGNETIC WAVES AND DNA

If we can see the DNA molecule as a microcosmic quantum system and also take the external
electromagnetic field as a tiny disturbing, the action from the microwave radiation to the DNA
molecule can be ulteriorly studied with quantum theory.

It is supposed that the Hamilton functor of this system is H and it is time-independent, then it
can be written as

H = HDNA + HEM (1)

where HDNA is the Hamilton functor of the DNA molecule and the HEM is the Hamilton functor
of external electromagnetic field as a tiny disturbing. If the eigenvalue EDNA and eigenfunction
ψDNA of HDNA are both known, and the eigenvalue and eigenfunction of H are separately En and
ψn, then

Hψn = Enψn (2)

If there is not the tiny disturbing, the H is the HDNA, En and ψn just are EDNA and ψDNA. When
the external electromagnetic field as a tiny disturbing is considered, the energy level will change
from EDNA to En, which means the energy level take a move and the wave function ψDNA can be
turned into ψn.The energy level En corresponds with H, and can be inferred by the known discrete
energy level EDNA derived from HDNA. Similarly, ψncan be get from eigenfunction ψDNA.
4.1. EDNA Is Non-degenerate

In this situation, there is only one eigenfunction relevant to the eigenvalue HDNA, namely ψ
(1)
n ,

and it is the zero order approximation of ψn. The ψ
(1)
n satisfies the condition that

H(1)ψ(1)
n = E(1)

n ψ(1)
n (3)

On the assumption that the ψDNA has been normalized, then it can be deduced that

ψDNA · (HDNA − EDNA)ψ(1)
n = −ψDNA ·

(
H(1) − E(1)

n

)
ψDNA (4)

It is can be noticed that the eigenvalue EDNA of HDNA must be real number, therefore the
HDNA is Hermitian operator. Make the spatial integral of the upper formula, and consider the
orthonormalization of ψ

(1)
n , we can get the equation

E(1)∗
n =

∫∫∫⊙
ψ∗DNAHEM · ψDNAdτ (5)

which means the second order correction of the energy namly E
(1)
n equals to the mean value of

EDNA state. On the other hand, if EDNA is marked as

EDNA = E(0)
n (6)

and
EDNA = E(0)

n (7)

then En can be written to be

En = EDNA + λE(1)
n + λE(2)

n + · · · (8)

At the same time, E
(2)
n =

′∑
l

a
(1)
l H ′

nl =
p∑
m

H′
lnH′

nl

E
(0)
n −E

(0)
l

=
′∑
m

|H′
nl|2

E
(0)
n −E

(0)
l

, if it is put into the formula (8),

and combined with formulas (5), (6), (7), the energy of the DNA molecule which is affected by the
tiny disturbing can be presented as

En = E(0)
n + H ′

nn +
′∑
m

|H ′
nm|2

E
(0)
n − E

(0)
m

+ · · · (9)

It can be educed with formulas (6) and (8) that

ψn = ψ(0)
n + λψ(1)

n + λψ(2)
n + · · · (10)
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and then take the ψ
(1)
n =

′∑
m

H′
mn

E
(0)
n −E

(0)
m

ψ
(0)
m into the formula (10), it can obtain the wave function of

this system

ψn = ψ(0)
n +

′∑
m

H ′
mn

E
(0)
n −E

(0)
m

ψ(0)
m + · · · (11)

The condition of a tiny disturbing comes into existence given the series formulas (9) and (11)
both are convergent. If we want to judge whether the series is convergent, the general term must
be known first, but both of these two series are unknown. Therefore, we only require that some of
the known terms ought to be much less than the foregoing terms. So it is concluded that

∣∣∣∣∣
H ′

mn

E
(0)
n − E

(0)
m

ψ(0)
m

∣∣∣∣∣ ¿ 1,
(
E(0)

n 6= E(0)
m

)
(12)

As the expression of the formula (12) shows that if the condition has been satisfied, it not only
lies on the matrix element H ′

mn, but also rests with the distance
∣∣∣E(0)

n − E
(0)
m

∣∣∣ between energy levels.
When the formula (12) is satisfied, a more accurate result is commonly able to be got in case of
having calculated the first order correction.
4.2. EDNA Is Degenerate

If EDNA is degenerate, there is formula (6) EDNA = E
(0)
n , and it is supposed that eigenvalue E

(0)
n

belonged to H has κ eigenfunctions: φ1, φ2, · · · , then it will be induced that

Hφi = E(0)
n ψi, i = 1, 2, . . . , κ (13)

In this case, it is necessary to choose zero order approximate wave function from these κ eigen-
functions, and make the equation (H(0) − E

(0)
n )ψ(1)

n = −(H(1) − E
(1)
n )ψ(0)

n solvable. Based on this
condition, it is able to zero order approximate wave function ψ

(0)
n as a linear combination of κ

eigenfunctions:

ψ(0)
n =

κ∑

i=1

C
(0)
i φi (14)

In order to confirm the corresponding the zero order approximate wave function of the energy

Enj = E
(0)
n + E

(1)
nj , we can put the value of E

(1)
nj into the equation Enj −E

(0)
n =

κ∑
i=1

(H ′
li −E

(1)
n δli),

then solve a set of C
(0)
i using the condition C

(0)
i = 0, l = 1, 2, . . . , κ, and finally get the result if

only take the C
(0)
i into formula (9).

Because the Hamilton functor of a DNA molecule system is complex, it is possible to obtain no
precise result but an approximate result, and then solve this problem with the approximate one.

5. CONCLUSIONS

The research about the biological effect of mobile phone radiation is of interdisciplinary subject,
and relates to microwave technology, biology, medicine and physics. Although there are many
experiments and theories, there is not any important breakthrough yet. There is still bifurcation
on the viewpoint, and the conclusions of the experiments are often poles apart. The causation
is likely to be ascribed to inconsistent experimental conditions, and for the complexities of the
organisms themselves, and then for the repeatability of experiments is not good enough due to
difference among Individuals. Accordingly it makes the researchers of these experiments have
totally different conclusions.

It is well-known that ionizing radiation for its powerful ray energy has the ability to interact with
the DNA molecules directly and lead to chemical bonds fracture, which is how ionizing radiation can
scathe the human body. That is to say, ionizing radiation has the characteristic of short-time and
fast-effect to harm the human beings, so its biological effects are very visible. If electromagnetic
radiation in the microwave frequency bands is like the ionizing radiation to affect the DNA, to
result in rupture of the chemical bonds and bring on the DNA damage, according to the actual
situations, its effects should be of long-time and slow-effect. Whether or no, if the assumption that
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the electromagnetic wave really can make DNA molecules change in some condition, the mobile
phone radiation causing cancer will make theory become reality based on the hypothesis about
gene mutation inducing cancer [16]. Thus it can be seen that these problems are needed to have
more deep studies from the microcosmic domain.
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Abstract— The paper describes a magnetic resonance (MR) method for establishing the diffu-
sion coefficients in heterogeneous materials. The pulsed field gradient stimulated-echo methods
have a reduced coupling between the applied magnetic field gradient and a constant internal
magnetic field gradient caused by different susceptibilities throughout the sample. When study-
ing systems where it is necessary to keep the duration of the pulse sequence at a minimum or
to study diffusion as a function of observation time, the spin-echo method should be chosen.
The basic idea is to acquire the spin echo amplitude with pulsed field gradient of opposite signs
and to subtract in a suitable way the NMR signals measured. The measuring method and the
digital signal processing enable eliminating the effect of static magnetic field on the accuracy of
measuring. The method proposed can be used to measure diffusion-weighted images of liquids
found in porous materials, and in the development of new MR tomography measuring methods
in the Institute of Scientific Instruments of the Academy of Sciences of the Czech Republic, v.v.i.

1. INTRODUCTION

Imaging based on nuclear magnetic resonance is one of important methods for the study of tissues
and molecules. The knowledge of the diffusion and other motions of the nuclei of different substances
in the porous material under examination can bring new diagnostic results. The MR method enables
measuring the slow motion of nuclei and molecules. In heterogeneous systems, where relaxation
time T2 is shorter than T1 and where diffusion coefficient D is small, the use of the Pulsed Field
Gradient Spin Echo (PFG-SE) sequence may be advantageous [1]. More sophisticated methods that
eliminate the effect of magnetic susceptibility of biological materials have been introduced [2–7].
They are based on producing a stimulated echo, for which the diffusion time can be extended even
in materials with a short relaxation time T2. These techniques eliminate the effect of the so-called
cross terms related to the space-dependent gradient of the basic field of the MR system.

The proposed method employs the PFG-SE pulsed sequence for three magnitudes of diffusion
gradient and enables calculating the diffusion constant of the material being measured. The above
procedure for calculating the b-factor makes it possible to eliminate the effect of the heterogeneity
of static magnetic field, which is due to the magnetic susceptibility of the material being measured.

2. METHOD

The principle of measuring in the current spin-echo pulse sequence consists in applying two diffusion
gradients of length δ [8]. The first of them is located between two RF pulses and serves the spins
being brought out of phase in a defined way while the other gradient is applied after the 180◦ pulse
and serves to bring the spins into phase again, Fig. 1. For the whole period of measuring, a static
gradient magnetic field G0 is acting on the spins, which is due to the magnetic susceptibility of
the material being measured. The effect of this field on the precision of measuring the diffusion
coefficient should be minimized.

If due to the diffusion the spins move randomly, the MR signal attenuation M can be described
by a simple exponential equation

M = M0ebD, (1)
where M0 is the signal intensity without diffusion (e.g., measured by a sequence without both
the diffusion gradients and the static gradient magnetic field G0). The constant b (the so-called
b-factor) gives the pulse sequence sensitivity to diffusion, and is given by the integral

b = −γ2

2τ∫

0




t∫

0

G(t′)dt′




2

dt. (2)
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Figure 1: PFG-SE sequence.

Equation (2) is used to calculate the b-factor of pulse sequences of any effective gradient waveform.
For the proposed technique [1] it can be derived that the drop in spin echo magnitude as expressed
by the b-factor will be

b = −γ2
[
a1G

2
D − a2GDG0 + a3G

2
0

]
, (3)

where

a1 = −γ2δ2

(
∆− δ

3

)
, a2 = γ2δ

[(
δ2
1 + δ2

2

)
+ δ (δ1 + δ2) +

2δ2

3
− 2τ2

]
, a3 = −γ2 2

3
τ3.

The effect of term (3) can be eliminated by measuring in the presence of gradient G0 and in the
presence of both gradients, G0 and GD.

After mathematical re-arrangement we obtain

b = −γ2

{
δ2

(
∆− δ

3

)
G2

D − δ

[(
δ2
1 + δ2

2

)
+ δ (δ1 + δ2) +

2δ2

3
− 2τ2

]
GDG0

}
. (4)

For the ratio of the magnitudes of spin echoes measured with and without the diffusion gradient,
(GD = 0) (MGD and M0), it holds

ln
(

MGD

M0

)
= −γ2

[
a1G

2
D − a2GDG0

]
D. (5)

By measuring the spin echo amplitudes MGD , M−GD , and M0 and calculating according to relation
(5) it is possible to calculate from three experiments the diffusion coefficients, according to the
relation

D =

ln

(
MGDM−GD

M2
GD=0

)

−2γ2δ2

(
∆− δ

3

)
G2

D

. (6)

The accuracy of the measurement of diffusion coefficients depends on the inaccuracy of the
diffusion gradient magnitudes, timing and determination of the spin echo magnitude. The timing
error can be neglected in current tomography systems. The accuracy of determining the spin-echo
magnitude greatly depends on the signal-to-noise ratio and on the drop in echo magnitude for the
diffusion gradient used. The diffusion coefficient in heterogeneous materials calculated by relation
(4) carries an error that is due to the cross term. In this case, the relative error due to the error in
measuring the amplitude of NMR signal is given by the relation

δD =
4δM

ln

(
MGDM−GD

M2
GD=0

) (7)

The error δM depends on the magnitude of signal-to-noise ratio in MR signal or in MR image.
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3. EXPERIMENTAL VERIFICATION

Some experimental tests were made by measuring the diffusion coefficient of water both inside and
outside of selected samples of porous materials of different properties. The change in the diffusion
of water in porous materials was studied. The measuring method was experimentally tested on the
MR tomograph 200 MHz/120 mm (4.7 T) in the ISI ASCR in Brno. The 6-interval sequence (PFG-
SE), shown in Fig. 1, was used in the measurement. The error measured for the determination of
spin echo magnitude for GD = 0 and G0 = 0 is δM = 1.8%.

When greater amplitudes of the two gradients are applied, the magnitude of spin echoes decreases
to as little as one third, with the magnitude of noise remaining the same and with the error δM

increasing. The non-suppressed effect of background field gradient will lead to a greater error
of diffusion coefficient measurement than the error of spin echo determination is. For standard
diffusion measurements with the spin or the stimulated echo one usually acquires several echo
amplitudes as a function of the b-factor. This enables performing a fit or even a deconvolution of
the data, and thus increasing the certainty of the results and gaining the distribution of diffusion
coefficients. We believe that the method of three measurements provides for this kind of processing.

The samples were immersed in a beaker with deionized water and placed, together with the
beaker, in the working space of tomograph. The diffusion coefficients were measured for the diffusion
gradients GD = 0 and ±161mT/m by the method of three measurement. Transverse slices, 3 mm
thick, were measured in all samples. The images detected were 256× 256 pixels. For each sample,
the diffusion was determined in several different areas and the resultant value was determined as
the arithmetic mean of these values.

The first sample to be measured was a 20 × 30mm cylinder of a material used in industry for
mechanical filters with diameter 0.5 mm pores. Fig. 2 gives the MR image of the sample, weighted
by spin density and diffusion, with areas of diffusion evaluation marked out.

Figure 2: Measurement results for a sample of porous material, with 0.5 mm pores. (a) photograph of sample,
(b) NMR image weighted by spin density, and (c) MR image weighted by diffusion.

After processing the values measured, the diffusion of water outside of the sample and at a
temperature of 20.5◦C is D = 2.5 · 10−9 m2s−1. The diffusion inside of the sample is D =
2.3 · 10−9 m2s−1 [9]. The difference between these diffusions amounts to 0.182 · 10−9 m2s−1 and
is proportional to the size of pores in the sample being measured. The measurement error, de-
termined from the magnitude of standard noise deviation in the area of diffusion evaluation is
4.08 · 10−10 m2s−1.

The second sample to be measured was a 20 × 40mm cylinder of a material used in industry
for mechanical filters with diameter 3.5mm pores. Fig. 3 gives the photograph of the sample, its
image weighted by spin density and its diffusion image with areas of measurement marked out.

After processing the values measured, the diffusion of water outside of the sample and at a
temperature of 20.5◦C is D = 2.66 · 10−9 m1s−1. The diffusion inside of the sample is D = 2.5 ·
10−9 m2s−1. The change in the diffusion of water due to porous material is 0.16 · 10−9 m2s−1. The
measurement error is 3.22 · 10−10 m2s−1.

The third sample to be measured was a white porous material used in catalysts of 35×35×20mm
in dimensions. Fig. 4 gives the photograph of the sample, the MR image of water weighted by spin
density, and the diffusion MR image with areas of measurement marked out.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 1117

Figure 3: Measurement results for a sample of porous material with 3.5mm pores. (a) photograph of sample,
(b) MR image weighted by spin density, and (c) MR image weighted by diffusion.

Figure 4: Measurement results for a sample of porous material with 1.5 mm pores. (a) photograph of the
sample, (b) MR image weighted by spin density, and (c) MR image weighted by diffusion.

After processing the values measured, the diffusion of water outside of the sample and at a
temperature of 20.5◦C is D = 2.44 · 10−9 m2s−1. The diffusion inside of the sample is D = 2.2 ·
10−9 m2s−1. The change in the diffusion of water in porous material is 0.16 · 10−9 m2s−1 and the
measurement error is 3.22 · 10−10 m2s−1.

When measuring the diffusion map of thin slices, the noise in the image is pronounced and
higher than in the measurement of the whole volume on an NMR spectrometer. Time averaging
is often used to increase the signal-to-noise ratio. Gradient pulses in imaging sequences in all
directions (readout, phase and slice selection) can affect the accuracy of diffusion measurement.
The methods proposed reduce this effect. These methods can be applied in measurements on
current MR tomography systems, which are in most cases furnished with the standard spin-echo
method for diffusion measurement.

4. CONCLUSIONS

In the paper, the measurement of the diffusion coefficients of water in heterogeneous systems is
described. It is characterized by a special method of measuring, digital image processing, and
calculation of the diffusion coefficients. An advantage of the three measurement arrangement is
the elimination of both the cross terms GDG0 and the term with G2

0. The diffusion constant being
measured depends on the time parameters of measurement, stability of the RF channel for nucleus
excitation and MR signal reception, accuracy of the determination of spin echo magnitude, and on
the magnitude of the diffusion gradient.

The technique will be made use of in the measurement of diffusion-weighted images of solids or
gas found in porous materials, and in the development of new MR tomography measuring methods
in the Institute of Scientific Instruments of the Academy of Sciences of the Czech Republic, v.v.i.
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Abstract— The paper describes a modified PFGSE MR method of measuring diffusion coef-
ficients in heterogeneous materials. The principle of the proposed method consists in measuring
the decrease in spin echo when applying diffusion gradients of different polarities. The detected
images must be processed using special methods. The method greatly reduces the effect of static
magnetic field gradient on the precision of measuring diffusion coefficients.

1. INTRODUCTION

When studying the properties of live tissues and also inanimate materials, one of the currently
most important methods can be seen in imaging techniques based on the magnetic resonance (MR)
principle. These methods allow measuring the very slow motion (diffusion) 10−10 ÷ 10−12 m2/s
of atomic nuclei and molecules in substances examined. The knowledge of the motion of atomic
nuclei in porous materials brings new diagnostic potentials. The very first method for diffusion
measurement, the Pulsed Field Gradient Spin Echo (PFGSE), was described as early as 1965 [1].
It can only be used to measure diffusion in substances with sufficiently long relaxation times T1 and
T2. The nuclei of substances encountered in porous materials have short relaxation times (units of
milliseconds).

In the years 1987–2004, PFGSE methods of measuring diffusion were described [2–6] that do
away with the interfering effect of magnetic susceptibility of examined substances, based on the
appearance of simulated echo. Their advantage is that substances with short relaxation times T2

can be measured but relaxation times T1 must be longer than the time interval between two diffusion
impulses. Measuring sequences were developed based on the spin echo and on the application of
bipolar gradients [7], which were less dependent on the undesirable mutual influencing of gradients.

Our proposed method employs the PFGSE measuring sequence, in which three or four diffusion
gradients of different polarities are generated [8]. Simple calculations can be used to compensate
for the inhomogeneities of static magnetic field, which are due to the magnetic susceptibility of the
substance being measured. Shaped impulses in the measuring sequence extend the diffusion mea-
surement time, which is always limited by relaxation time T1 of the substance under measurement.
To be able to measure diffusion in substances with short relaxation times T1, we must reduce the
measuring time to a minimum while maintaining sufficient precision of the measurement.

2. METHOD

To measure the diffusion coefficients of atoms and molecules, the PFGSE measuring sequence is
used, which is shown in Fig. 1. The regular sequence of spin echo is extended by two diffusion
gradients. The first of them, applied between two RF impulses, puts the spins out of phase in a
defined way. The second gradient, which brings the spins into phase again, follows after a 180◦
impulse. A static gradient G0, which results from the magnetic properties of the substance being
measured, is acting here during the whole measurement.

The drop in MR signal MGD due to diffusion can be described by the exponential function

MGD = M0ebD, (1)

where M0 is the value of a signal measured without the application of diffusion gradients and GD.
The constant b gives the sensitivity measuring sequence to diffusion and is given by the relation

b = −γ2

2τ∫

0




t∫

0

GD(t′)dt′




2

dt. (2)



1120 PIERS Proceedings, Beijing, China, March 23–27, 2009

Figure 1: PFGSE MR technique for measuring diffusion in heterogeneous systems.

For the PFGSE method [1] the constant b is expressed by the relation

b = −γ2

{
δ2

(
∆− δ

3

)
G2

D − δ

[(
δ2
1 + δ2

2

)
+ δ (δ1 + δ2) +

2δ2

3
− 2τ2

]
GDG0 +

2
3
τ3G2

0

}
. (3)

Substituting

a1 = −γ2δ2

(
∆− δ

3

)
, a2 = γ2δ

[(
δ2
1 + δ2

2

)
+ δ (δ1 + δ2) +

2δ2

3
− 2τ2

]
,

relation (3) can be rewritten in the form

b = −γ2
[
a1G

2
D − a2GDG0 + a3G

2
0

]
. (4)

The effect of the last term in Equations (3) and (4) can be eliminated by measurement in the
presence of gradients G0 and GD, and by measurement for GD = 0. The diffusion coefficient can
be calculated from the drop in the magnitude of spin echo when measuring with MGD , and without
the diffusion gradient MGD = 0 according to the relation

ln
(

MGD

MGD=0

)
= −γ2

[
a1G

2
D − a2GDG0

]
D. (5)

In a heterogeneous material the coefficient b, calculated from relation (5), carries an uncertainty
due to the cross term. On the assumption that the timing error and the gradient level error are
eliminated and only errors in determining the level of MR signal δM show up, the diffusion error
in relative measure δD can be estimated according to

δD =
∆D

D
=

2δM

ln
(

MGD

MGD=0

) . (6)

Let us suppose that relative errors of determining the levels of spin echoes MGD , M−GD and
MGD=0 are identical. To eliminate the cross term in Equation (5), three measurements can be
performed: for positive, negative and zero diffusion gradients. Relation (5) can be rewritten quite
simply to the form

ln

(
MGDM−GD

M2
GD=0

)
= −2γ2a1G

2
DD, (7)

The diffusion coefficient can be established from the relation

D =

ln

(
MGDM−GD

M2
GD=0

)

−2γ2δ2

(
∆− δ

3

)
G2

D

. (8)

The relative error for three measurements is then

δD =
4δM

ln

(
MGDM−GD

M2
GD=0

) . (9)
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If the positive and the negative gradient levels differ

−GD = (1 + ξ)GD,

where ξ is the relative error of negative gradient

ξ =
∆GD

GD
,

there will be a systematic measuring error. For GD and −GD relation (4) will change to

b+GD = −γ2
[
a1G

2
D − a2GDG0 + a3G

2
0

]
, (10)

b−GD = −γ2
[
a1(1 + ξ)2G2

D + a2(1 + ξ)GDG0 + a3G
2
0

]
. (11)

Relation (5) will change to

ln
(

MGD

MGD=0

)
= −γ2

[
a1G

2
D − a2GDG0

]
D, (12)

ln
(

M−GD

MGD=0

)
= −γ2

[
a1(1 + ξ)2G2

D + a2(1 + ξ)GDG0

]
D. (13)

For three measurements (GD, −GD and GD = 0) the diffusion coefficient can be calculated
according to the relation

ln

(
MGDM−GD

M2
GD=0

)
= −2γ2

(
a1G

2
D + a1G

2
Dξ +

a2

2
GDG0ξ

)
D. (14)

It can be seen from a comparison of relations (7) and (14) that the error of coefficient b is given
by the sum of relative errors a1G

2
Dξ, which are independent of gradient G0 and error a2/2GDG0ξ.

For low levels of the diffusion gradients applied the latter error can have a considerable effect.
Another method of eliminating the effect of gradient G0 is based on four measurements, in

which the diffusion gradients 2GD, −2GD, and GD, −GD are applied. In this case we obtain for
the decreases in spin echo the relations

ln
(

M2GD

M0

)
+ ln

(
M−2GD

M0

)
= −γ2

[(
a1G

2
D(1 + (1 + ξ)2) + 2a2GDG0 + 2a3G

2
0

)]
D. (15)

ln
(

MGD

M0

)
+ ln

(
M−GD

M0

)
= −γ2

[(
4a1G

2
D(1 + (1 + ξ)2) + a2GDG0 + 2a3G

2
0

)]
D. (16)

The difference of relations (15) and (16) only depends on the parameters of time intervals and
on the diffusion gradient. The effect of gradient G0 and of the cross term is suppressed, as can be
seen from the relation

ln
(

M2GD

M0

)
+ ln

(
M−2GD

M0

)
− ln

(
MGD

M0

)
− ln

(
M−GD

M0

)
= −6γ2

[
a1G

2
D + a1G

2
Dξ +

a2

6
GDG0ξ

]
D. (17)

For ξ = 0, the cross term will be eliminated, coefficient b will depend on the time interval chosen,
on the accuracy of determining the magnitude of MR signal δM , and on gradient GD. Relation (17)
can be used for the calculation of the diffusion coefficient

D =
ln

(
M2GDM−2GD

MGDM−GD

)

−6γ2δ2
(
∆− δ

3

)
G2

D

. (18)

For four measurements according to (17) the error of coefficient b will drop to one third in
comparison with three measurements.

δD =
4δM

ln
(

M2GDM−2GD

MGDM−GD

) . (19)
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3. EXPERIMENTAL VERIFICATION

The proposed methods were verified experimentally by measuring diffusion in deionised water at
temperatures of 20± 0.2◦C. The measurements were carried out on an MR tomography 200 MHz /
120mm (4.7 T) in the Institute of Scientific Instruments, Academy of Sciences of the Czech Republic
in Brno. The relaxation times of the water measured were T1 = 2700 ms and T2 = 380ms. The
6-interval PFGSE sequence was used in the measurement. The sequence parameters were set at
δ = 5 ms, ∆ = 20 ms. The diffusion gradients chosen were GD = ±2 and ±144mT/m. The static
gradient was measured in the range G0 = 0÷144mTm. The resultant waveforms of the dependence
of diffusion coefficient on gradient G0 are given in Fig. 2.

Figure 2: Results of measuring the diffusion of deionised water by both the PFGSE technique for the diffusion
gradients GD ± 72 mT/m and ±144mT/m and the proposed four measurement method.

4. CONCLUSIONS

The method described in the paper has been proposed for measuring diffusion coefficients in het-
erogeneous systems. Its characteristic feature is a special measuring procedure and the calculation
of coefficients. The advantage of conducting three of four measurements is the elimination of the
influence of cross terms between the diffusion and the static gradients, and the elimination of the
influence of the static gradient itself. The diffusion constants are dependent on the time parameters
of the measuring sequence, the stability of the RF channel of tomograph for the excitation of nuclei,
the accuracy of determining the spin echo magnitude, and on the level of the diffusion gradient.

The method will be used when measuring diffusion-weighted images of solids and gases that are
present in porous materials.
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Abstract— The paper describes the pre-processing and subsequent segmentation of NMR
images of growing tissue cultures. Images obtained by the NMR technique give three separately
growing cultures. The aim of the work was to follow the speed of their development. Images
obtained by means of the NMR device used are of very low resolution and contrast and there
are no sharp edges between regions. Processing such images may prove to be quite difficult. A
suitable algorithm was found, which consists of the pre-processing of the image and subsequent
multiphase level set segmentation. The proposed method segments the image based on the
intensity of the regions sought, and is suitable for working with NMR images in which there are
no sharp edges. The method is described by partial differential equations that were transformed
into corresponding difference equations solved numerically. Processing the detected images and
measuring the sequence of NMR data give a graph of the growth development of the tissue
cultures examined in comparison with manual measurement of their content.

1. INTRODUCTION

MRI is useful to obtain the number of hydrogen nuclei in biology tissue or to follow growing of
cultures. There was provided examination by MR techniques [1] for rate of growth considering,
rising of percentage of protons and cluster’s shape of somatic germ. These measurements were part
of research for hypothesis verification about increase percentage of water in process of tissue culture
growth in case of cadmium contamination. In this case we put into tomograph operating area the
measured tissue, choose the right slicing plane and measure MR image in this plane. The image is
weighted by spin density and pixel intensity is equal to number of proton nucleus in chosen slice.
MR image is a map of protons distribution in measured cluster of growing tissue culture [2].

The same technique was used for growth characterizing of early spruce germs contaminated
by lead and zinc. There was computed intensity integral characterizing the number of protons
in growing cluster and there were specified the changes of this value during the growth from MR
images.

For measurement was used the spin-echo method because in contrast to gradient-echo technique
the influence of the base magnetic field non-homogeneity is eliminated and images have better signal
to noise ratio. The signal to noise ratio depends on the chosen width of slice. With thinner slices
is the number of nucleus which generates signal smaller and the signal to noise ratio decreases.
However the minimum width of slice is useful for tissue cultures imaging. The optimum width
2mm was found. There was placed small flask filed by deionized water for tomograph parameters
instability suppression during long-term measurement. Obtained intensities of each image were
scaling according to intensity of water in the flask (Fig. 1).

For described experiments was used MR tomograph with horizontal magnet (magnetic field
4.7T) and operating area with diameter of 120mm. Active shield gradient coils generate the
maximal gradient field 180mT/m.

At the first the data were processed in MAREVISI software where was achieved the manual
computation of cluster surface from diffusion image and intensity integral of clusters from images
weighted by spin density. Further the images weighted by spin density were filtered by wavelet
transformation and segmented by region level set method. From segmented clusters was computed
their surface and intensity integral too. Both methods were compared.
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3 days 10 days 14 days 19 days

21 days 24 days 31 days 38 days

Figure 1: Example of obtained image with 6 clusters and small flask filed by water for checking and scaling
the image, at the top are the clusters contaminated by Zn, at the bottom are the clusters contaminated by
Pb, on the right is the example of one cluster growth which is contaminated by lead 1000 mg/l.

2. MEASUREMENT METHODS

The integral of image data could be established by two approaches. The first of them is sum of
intensities in chosen part of image containing contaminated clusters divided by count of pixels

Ii =
xmaxymax

M ·N
M∑

1

N∑

1

si, (1)

where Ii is intensity integral, xmaxaymax are maximum dimensions of image in axis x and y.
The second approach utilizes properties of Fourier transformation and relation between MR

image and interferential image which consist of obtained complex data. This relation could be
described by following equation [3]:

si (kx, ky) =

∞∫

−∞

∞∫

−∞
ρi(x, y) · e−2π(kxx+kyy)dxdy, (2)

where kx and ky are axis in measured interferential image called spatial frequency, ρi(x, y) is
distribution of spin density in MR image. For kx = ky = 0 we obtain:

si(0, 0) =

∞∫

−∞

∞∫

−∞
ρ(x, y)dxdy = Ii. (3)

Number of the protons nucleus in measured sample is proportional to integral Ii which is equal
to intensity of interferential image in zero point, i.e., for kx = ky = 0. Integral of MR image after
DFT could be computed by this equation:

Ii =
xmaxymax

M ·N si(0, 0). (4)

The results of both methods are identical and the error is less than 1%. This approach is useful
in case measurement of one tissue cluster.

For the results verification were the images filtered by means of wavelet transformation and
consequently segmented by four-phase level set method, which is described by this equation:

F4(c,Φ) =
∫

Ω

(u0 − c11)
2 H (Φ1) H (Φ2) dxdy+

∫

Ω

(u0 − c10)
2 H (Φ1) (1−H (Φ2)) dxdy

+
∫

Ω

(u0 − c01)
2 (1−H (Φ1))H (Φ2) dxdy+

∫

Ω

(u0 − c00)
2 (1−H (Φ1)) (1−H (Φ2)) dxdy

+ν

∫

Ω

|∇H (Φ1)|+ ν

∫

Ω

|∇H (Φ2)| , (5)
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In Fig. 2 is shown the example of processed image by described approach. The surface and in-
tensity integral is then computed only from bounded clusters and due to the result is not devaluated
by noise around clusters. The results are compared in the next chapter.

Figure 2: Example of the image processing, from the left: the original image, the wavelet transform filtered
image and the segmented cluster by four-phase level set segmentation (green curve).

3. RESULTS

Relation between intensity of cluster (thereby relative number of protons) and time of growth is for
various Zn and Pb contaminations shown in Fig. 3 and Fig. 4. Clearly, the proton concentration in
cluster of tissue culture grows all the time independently on tissue culture growth capability. The
capability of growth dramatically decreases after 14–20 days to minimum. Relation between number
of protons in tissue culture with contamination Zn or Pb and level of concentration by this element
is shown in Fig. 5 and Fig. 6. We can find a concentration in which the percentage of protons is the
highest all the time of growing. With zinc contamination is the optimal concentration 250 mg/l and
for lead is the concentration 50mg/l. In diffusion images are the clusters more precisely bounded
and the evaluation of cluster surface is more accurately. It does not reflect a concentration of
proton nucleus and the results are different from intensity integral measurement. The cluster’s
surfaces were evaluated from images weighted by spin density by wavelet filtration method and
consequential region four-phase level set segmentation.
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Figure 3: Measurement of intensity integral of clusters in the time for various Zn concentrations, on the top
is the result of the manual method, on the bottom is the result of the segmented image processing.
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Figure 4: Measurement of intensity integral of clusters in the time for various Pb concentrations, on the top
is the result of the manual method, on the bottom is the result of the segmented image processing.
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Figure 5: Measurement of intensity integral of clusters for various Zn concentrations, on the top is the result
of the manual method, on the bottom is the result of the segmented image processing.
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Figure 6: Measurement of intensity integral of clusters for various Pb concentrations, on the top is the result
of the manual method, on the bottom is the result of the segmented image processing.

4. CONCLUSIONS

The MRI technique is useful for observing of the growth of the spruce germs and for verification
of the hypothesis of increasing amount of water in the growing tissue cultures with various metal
contaminations thereby their faster elutriation. The basic measurements and data processing by
two different methods were taken. The aim of this work was the surface and the intensity integral
measurement in time. Firstly the data were manually processed in the MAREVISI software by
measuring of the cluster’s surface in the diffusion images and then by the measuring of the intensity
integral in the images weighted by the spin density. Further the images weighted by the spin density
were processed by the wavelet transformation and segmented by the four-phase level set method
and both monitored values were obtained in the Matlab. Both methods gives similar results thereby
the measurement was verified.
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Abstract— The paper describes using of MRI methods to assess the perimeter of the profile
of spruce needles. The aim of this work is to create of multi-instrumental equipment for research
on heavy metal (cadmium and lead) influence on development of spruce needles cellular germ
(somatic embryos). During the research were observed differences in germ growth with different
concentration of cadmium. With a certain concentration of cadmium the perimeter of needle
increases more than with other. It is due to more intensive water usage from cultivation medium
and then attenuation of heavy metal concentration inside the needle. As one of the observational
methods of the mentioned phenomenon, was chosen analysis of the NMR image susceptible to
estimation of the needle growth by the perimeter of the needle profile. Slices of the spruce
needles were observed on MR tomograph UPT AV CR with the induction of magnetic field 4.7 T.
Concurrently a method in AF MZLU was applied by cutting the needles on hand microtome, the
images of the slices were observed by a digital camera with 1600× 1200 pixels resolution and by
using a binocular magnifying glass. The aim of the article is to compare of experimental results
observed by both mentioned methods.

1. INTRODUCTION

The perimeter and volume measurement can be important in taxonomy. The aim of research is
the assessment of impact of heavy metals (cadmium and lead) on cellular germ development. The
paper describes different approaches of the image processing for perimeter of the spruce needle
crosscut measurement. There were measured the perimeters of 6 needles by four different methods.
The result of the measurement is the perimeter of needle crosscut and it can be consequently useful
to the volume computation by creation slice-by-slice three-dimensional model, which is the aim of
the future work.

The slices of spruce needles were obtained by two ways. First of all the needles were analyzed
by nuclear magnetic resonance (NMR) and obtained images were then processed. We can see the
NMR images in Figure 1. The images were processed by manual tracing of a needle border and
the perimeters of the needles were given by the length of the boundary. This is a time-consuming
method, but it has good results. Then the NMR images were processed by semi-automatic method
in ACC software. The second approach consist in manual slicing by a microtome and consequently
taking a photo by Olympus digital camera with 1600 × 1200 pixels resolution using a binocular

Figure 1: The samples of Picea abies needles, on the left are needles year-class 2, on the right are needles
year-class 1.
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magnifying glass as we can see in Figure 2. The three slices were made in the middle of the needles
and the individual perimeters were averaged. The obtained images were processed automatically
in GIMP software (edge detection, length of edge measurement).

Figure 2: The manual slicing of Picea abies needle, photographed by Olympus digital camera and by using
a binocular magnifying glass.

The goal of the processing was the comparison of all results and verification of described methods.
Therefore the reference method for segmentation of the NMR images was proposed. It is similar
to manual tracing but the boundary of needle is established by isolines in Matlab. For a reason to
specify an intensity level of the isoline was measured a reference image of a plastic tube filled with
water with the inside diameter 4 mm. In this image, the suitable intensity level of the isoline was
found. Then the perimeters of needles were measured on three levels around the reference level and
the resultant perimeter was computed as their average.

2. PROPOSED METHOD

For correct evaluation of the perimeters of the needles it was necessary to find the mean value of
intensity in the interface between the background and the needle. The experimental measurement
was prepared. The plastic tube with known diameter filled with water was put into operating area
of the mentioned tomograph. In the obtained image was found the suitable isoline for the correct
perimeter measurement. The reference image and the found boundary are shown in the Figure 3.
The results of the measurements in the reference image are summarized in Table 1.

Figure 3: Reference images for suitable intensity assessment of pixels for isolines between background and
object (plastic tube with inside diameter 4 mm).

As we can see in Table 1, in the reference image A the suitable intensity level was found 80 and
in the reference image B (different resolution) level 120 in the full range 255. For the perimeter
measurement of the needles was chosen mean value of these levels 100. The perimeters were
computed from three isolines with pixel intensities 80, 100 and 120 and the resultant perimeter was
given by their average. The example of the described measurement is shown in Table 2.
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Table 1: Measured perimeters and corresponding tube inside diameters in reference images in relation to
intensity of boundary-line, the real tube diameter was 4 mm.

Reference image A (50x50 mm, 256x256 pixels) 

intensity level 

(in the range 0-255) 

measured perimeter 

Om [mm] 

corresponding 

diameter Dm [mm] 

relative error Dm 

in relation to D [%] 

80  12.50 3.98 0.50 

100 .85 4.09 -2.25 

120 .31 4.24 -6.00 

Reference image B (30x30 mm, 256x256 pixels) 

intensity level 

(in the range 0-255) 

measured perimeter 

Om [mm] 

corresponding 

diameter Dm [mm] 

relative error Dm 

in relation to D [%] 

80 .18 3.88 3.00 

100 .35 3.93 1.75 

120 .54 3.99 0.25 

 12

 12

 12

 12

 12

Table 2: The perimeter measurement by three isolines and the resultant mean value of the perimeter.

number 

of needle 

intensity 

level 
found boundary of needle 

perimeter 

[mm] 

mean value of the 

perimeters [mm] 

1 80 

 

3.1556 

1 100 

 

3.2314 

1 120 

 

3.3534 

3.2435 

Table 3: Comparison of measurement results obtained by 4 methods.

method / the perimeter of needle [mm] 

number 

of needle 3 isolines 

in MR image 

manual tracing 

in MR image 

semi-automatic 

method by ACC 

SW in MR image 

automatic 
measurement 

in photographed 

image (GIMP) 

1 3.2435 3. 66  3.320 

2 2.9596 2. 54  3.071 

3 2.9085 2. 08  3.027 

4 2.5294 2. 95  2.609 

5 2.7971 2. 03  2.992 

6 2.8609 2. 85  3.022 

246 3.2

953 2.8

904 2.9

528 3.1

799 2.9

850 3.1
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3. RESULTS

The results of measurements of the four described methods are compared in Tables 3 and 4. In
the Table 3, we can see the perimeters of 6 needles obtained by the described methods and in the
Table 4 there are shown errors of methods in relation to the proposed method which is taken as
reference method.

Table 4: Comparison of relative errors of described methods in relation to “3 isolines” method.

measurement 

method 

maximum relative 

error 

max
δ  [%] 

average relative 

error 

avg
δ  [%] 

median of 

relative error

med
δ  [%] 

manual tracing 

in MR image 
0.38  0.16 0.12

semi-automatic method 

by ACC SW in MR image 
26  3.68

automatic measurement in 

photographed image (GIMP) 
6.97  4.32 3.9 

.32 7.62

4. CONCLUSIONS

The growth of trees is dependent on the environmental impact. The paper compares some meth-
ods for perimeter of slice of spruce needle measurement as an instrument for monitoring of their
development. There is noted the comparison of the perimeters obtained by the measurement in
photographed image of manual sliced needle by the microtome and then by measurement in the MR
image for verification. Both approaches give the similar results with 4% of average error. However,
the semiautomatic processing method in ACC software gives the results with wide differences in
individual measured values. This method is largely affected by random error.
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Abstract— In this paper, we will describe the statement of our current advance in continuous
and pulsed wave analysis on AchE activation. Acetylcholinesterase (AchE) is a major enzyme
that catalyzes the hydrolysis of the neurotransmitter Acetylcholine into Choline and Acetic Acid,
a reaction necessary to allow a cholinergic neuron to return to its resting state after activation.
In a more general way, it controls nervous and neuromuscular impulses in mammalians species.
We will try to determine how continuous waves (CW) or Pulsed Waves (PW) interact with this
polarized entity. Dielectric relaxation determination in real time, will give us information about
the synthesis output, and power density measurement, the energy activation threshold.

1. INTRODUCTION

In this paper, we will present the state of our works and the follow-up of a reaction of hydrolysis
of acetylcholine in the presence of a catalyst, by broadband dielectric characterization during con-
ventional thermal treatment and microwave treatment. The catalyst is an enzyme, acetylcholine
esterase (AChE) [1, 2]. Acetylcholine is a neurotransmitter of neuromuscular junctions, a very often
used exciter. The AChE of the central nervous system is involved in regulating the transmission of
nerve impulses.

The experimental study will help in implementing various parameters: the power transmitted to
the sample, the intensity of the electric field in the sample, the application duration of the intense
field, the energy transmitted to the sample charges, and the relaxation activation energy of dipoles.

The study will particularly focuses on the early stages of the implementation of strong field
(first seconds), step during which it will be assumed that the scope of power is directly linked to
conductive entities instantly compared to the times involved in the experience and can then act as
a catalyst for the reaction.

In a first step, the study of isolated molecules in the presence of an intense field will generalize
previous studies carried out on non-biological molecules. Indeed, these studies have helped to
evaluate the energy transmitted to the dipoles they carry. In a second step, we will achieve the
study of the reaction follow-up itself.

Figure 1: Hydrolysis reaction.

2. INSTRUMENTATION

The measuring bench under conventional and microwave thermal treatments [3] directly ensues,
at the beginning, from experiences made on saponification [3–6]. The idea is to monitor under
conventional heating the dielectric characteristics obtained by measuring admittance or reflectance
coefficient of the cell placed at the end of a coaxial guide. For microwave treatment, a power
wave at 2.45 GHz is applied for a fixed period (typically around 10 s) before switching electro-
mechanically the cell on the impedance or network analyzer in order to measure the admittance.
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Figure 2: Instrumentation for dielectric characterization under MW irradiation.

During microwave treatment, we will essentially study the early stages of the treatment, crucial
step in the evolution of the reaction for variable powers (1 to 10 Watts).

Dielectric characterization under microwave treatment is carried out using a cell with inhomo-
geneous filling [4, 5]. The measurement frequency band is 1 MHz–1.8 GHz. At room temperature,
broadband characterization (100Hz–18 GHz) is also done with a cell suitable for measuring liquids
consisting of a cylindrical guide ended by a short circuit [7] and sealed by adding a dielectric coaxial
top without loss (PTFE, PEEK . . . ).

(a) (b)

Figure 3: (a) Microwave heating cell. (b) Cell for broadband measurement of liquid.

3. FIRST RESULTS

The first measures concern basic products of the hydrolysis reaction, the molecule acetylcholine
chloride and choline chloride in water at different concentrations.

The first measures (Figs. 3–4) show conductions and interface relaxation phenomena of type
Maxwell-Wagner (MW) effects in low frequencies (f < 10KHz). The significant conductivity of
biological solutions generates significant interaction between electrodes and mobile charges which
may mask the real part of epsilon by a polarization of the connection electrodes [8]. The relaxation of
pure water is found at high frequencies (beyond 500 MHz for acetylcholine chloride). The evolution
of conductivity for different concentrations of product in various solvents used (water, ethanol cf.
Fig. 4, octanol cf. Fig. 3) shows that one of the first exploitable markers of reaction will be the
conductivity marker of ions cl.

The concentration of the product also affects the relaxation of the dipole (s) although the
intrinsic relaxation is hidden or “convoluted” with the one of solvent, conduction increasing with
the concentration of molecules, ion cl− seems to be a first possible marker of reaction, relaxation
remaining hidden until 1.8 GHz. The search for reaction markers has led us to test different solvents
in order to try to observe (and monitor) a dipolar relaxation marker. Fig. 3, which represents the
initial and final product dissolved in octanol clearly shows differentiated spectra allowing to identify
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the beginning and the end of the reaction. The choice of solvent will be a decisive criterion for the
quality of measures in fields carried out under power CW microwave fields.

On Figs. 5–6, we present an example of measures of broadband conductivity under microwave
treatment at 2.5–5 W for the solvent (water) and mixtures. The response of materials allows
checking the speed of temperature rise. It will be necessary to be able to observe the evolution of
the reaction following the evolution of the permittivity and conductivity over time and temperature.
After testing the treatment of the hydrolysis reaction under microwave fields CW at 2.45 GHz,
we will adapt the bench in order to apply an impulsion field of high voltage to limit the effects
of temperature while considering triggering the reaction. This instrumentation PW generator
characteristics are 2 ns rise time, 100 ns fall time, maximum repeatability of 10 KHz and maximum
voltage of 7 KV. The very quick peak of energy is supposed to polarize the enzyme, which could
lead to inactivation or on the contrary to fasten the hydrolysis via the so called “Athermal Effect”.
That’s what the study is about. The spectrum signal is equivalent to a spectrum UWB (PSD from
DC to 3–4 GHz).
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Figure 6: (a) Conductivity (S/m) of Achcl+water under microwave (2.5 W). (b) Conductivity (S/m) of
Chcl+water under microwave (3W).

4. DIELECTRIC MODELLING

Studying complex reactions relaxations process like enzymatic ones, it was necessary to introduce
new software for dielectric modeling. In fact, a lot of algorithms try to optimize dielectric models
represented in Argand diagram such as Cole-Cole [8], Cole-Davindson and Havriliak-Negami, but
these last are quite useless for ultra complex materials including multiple relaxations (AchE). So we
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choose to develop a visual approach in order to interact between physical model and dielectrics data
(Fig. 9). Previous computational tools have been developed within the team, which only handle vi-
sual interaction of geometric optimization with classical Cole-Cole model. We actually have chosen
a new approach that could manage each time it is necessary, either a robust optimization method
based on classical geometric evaluation followed by the exact physical model corresponding [9] or
manual evaluation of dielectrics data by the end user.

ε(ω) = εs + A× (jω)−r; 1 ≥ r ≥ 0 (1)

ε(ω) = εs +
∆ε

[1 + (jωτ)α]β
(2)

with: Cole-Cole: 1 ≥ α ≥ 0 and β = 1, Cole-Davidson: α = 1 and 1 ≥ β ≥ 0 and Havriliak-Negami:
1 ≥ α ≥ 0 and 1 ≥ β ≥ 0. These two steps can be performed on both low frequency conductivity,
usually modeled by a first order polynomial (Eq. (1)), and relaxation representation, those based
on Debye ones, previously quoted (Eq. (2)).

Figure 7: Automatic computed decorrelation of low
frequency conductivity.

Figure 8: Computer-aided decorrelation of low fre-
quency conductivity.

Figure 9: Computer-aided estimated relaxation model of Li0.2V2O5 (ε′′r vs ε′r).

Explaining the home-made software, Fig. 7 shows automatic selection points for automatic
decorrelation computation of low frequency conductivity whereas Fig. 8 shows manual selection of
base model first order polynomial. Integrated legends describe that blue and red dots represent
complex permittivity data, red dots are those selected automatically by the algorithm. On Fig. 8,
red line is traced by user itself, allowing manual selection of model parameters decorrelation, very
useful for noisy dielectric measurement. Finally, when user decides to stop automatic or manual
decorrelation step, the visual interaction process takes place (Fig. 9). Blue dots, are decorrelated
dielectric data; blue lines, user fitted model data; and red line represents the sum of the various
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dielectrics models at each frequency, the aim being to match red line (physical model), with blue
dots (data). As it’s showed above, graphical interaction lies on the various cursors, here, square
ones and green ones, which by a user mouse displacement, will modify model parameters, which
one (Eq. (2)) could be chosen within the software menu for each relaxation marker.

5. CONCLUSIONS

This paper describes the methodology used to try to observe the effect of a high-powered field on
a biochemical reaction in the detection thresholds of power from which the reaction is modified or
inhibited. The first concerns the treatment results achieved in CW on the reaction of hydrolysis
of acetylcholine before interest in a sign of high intensity pulsed (PW). Today’s work is about
reinforcement of automatic decorrelation algorithm robustness in order to improve dielectrics data
processing especially with Maxwell-Wagner effect. Further description will be providing soon on a
complete article.
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Abstract— Lentil belongs to Fabaceae family which has been cultivated since 8000 years ago.
Nowadays different varieties of lentil are considered to be optimized because of its nutrient impor-
tant and some medicinal properties. An experimental study of the influence of external magnetic
field on the germination, ontogeny growth and anatomical structure were carried out. In this
research, seeds of Lentil (Lens culinaris L.) were magnetically pretreated by different magnetic
field intensities from 0.06 to 0.36 tesla (T) for different periods of time 5, 10, 20 minutes. Some
seeds were plunged into the water during exposure to magnetic fields. Then seeds were placed in
germinator and seed germination rate and seedling excretion rate were measured. Mean germina-
tion time showed a reduction for most of magnetic treatments therefore their rate of germination
was increased. The range of greatest increase of germination were obtained from 0.18 T to 0.24 T.
15 days seedlings grown from pretreated seeds, which were plunged into the water during expo-
sure to magnetic fields with 0/06 tesla intensity in 10, 20 minutes treatments, showed less and
disorder growth in comparison to control. This decreased growth in 20 minutes treatment was
more than 10 minutes treatment. On the other hand, 15 days seedlings grown from pretreated
seeds in the same condition, but without water, showed more growth and leaf size increased
too. Anatomical examination were carried out on 15 days seedlings, which were grown up from
pretreated seeds in green house condition with natural light cycle 14-h light/10-hdarkness and
25§3±C daily night temperature. The results of experiments suggested that stele and xylem
vessels develop and grow more than control and parenchyma cells are larger than control. The
greatest difference was observed in leaf section. Air chambers and parenchyma cells were larger
than control. These results suggested that some intensities of magnetic field improve significantly
seed germination and growth of plants.

1. INTRODUCTION

Over many years, the effect of magnetic fields on plant life has been the subject of several studies. It
has been reported that external magnetic fields influence both the activation of ions and polarization
of dipoles in living cells. As early as 1930 Savostin reported 100% increase in the rate of elongation
of seedlings under the influence of magnetic condition. Later Murphy [13] reported changes in seed
germination Also, It was reported a strong magneto tropic affection on root development [2, 15].
Smith found that using different field combination one could separately alter the root mass, Leaf
size and stems thickness [17]. In general the enhancement of growth under magnetic conditions
appears to have been confirmed by many scientists [3, 7, 15]. Magnetic field were used widely
as pretreatment for seeds to increase seed vigor, seedling growth and yield [1, 16]. However its
physiological and mechanism are still poorly understood. In this study, we used Lens culinaris
which is the most abundant species of Lens genus from Fabaceae family. We object to determine
the optimal range of magnetic field intensities for increasing germination rate, growth and health
of Lentil and generally finding the effect of magnetic field on plant in different aspects.

2. MATERIAL AND METHODS

2.1. Germination Test
Seeds of Lens culinaris cultivars (obtained from dry land agricultural research institute, IRAN) were
selected for uniform size and shape. They were placed in the glass tube subjected to magnetic fields.
Magnetic fields were generated by zeeman system with different magnetic induction (B1 = 0.06T,
B2 = 0.12T, B3 = 0.18T, B4 = 0.24, B5 = 0.30T, B6 = 0.36 T).

In this experimental design three replicates (n = 3), with 20 seeds in each one were used. Thus
groups of 50 seeds were subjected to each magnetic treatment, and analogous groups were used
as control. Magnetic treatment was Provided, varying the exposure time (5, 10 and 20 minutes)
and magnetic field induction (from B1 to B6). After pretreatment seeds were spread in moist filter
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paper on Petri dishes and were placed in germinator. Some seeds were sowed in homogenous garden
soil. The natural light cycle was 14-h Light/10h darkness and temperature 23± 3◦C. The number
of germinated seeds were registered 24h after pretreatment two times per day, and also seedling
excretion rate was registered 48h after pretreatment. These parameters have been calculated using
the seed calculator software for seed germination data analysis specifically developed by plant
research international. The seed calculator program fits the accumulated germination data, using
an equation which starts at zero value at time t = 0 (control)and ends at time 20 minutes. The
software then calculates the germination parameters of the three replicates and mean germination
data, including standard errors.

Seeds

Figure 1: Set up of zeeman system.

2.2. Statistical Analyses
Seed calculator software analyzed the cumulative germination data, percentage of germinated seeds
and time required for germination. A student t-test was done to find the significant differences
between each magnetic treatment and control. Statistical analyses of the data of growth was
performed with SPSS for windows software. The results were subjected to an analysis of variance
(ANOVA) to detect differences between mean parameters of pretreated seeds with control.

3. RESULTS

3.1. Seed Germination and Seedling Emergence
Cumulative germination data and seedling data including standard error were calculated. Seed
germination rate increased 33.7% (P < 0.05) in 5 minutes pretreatment by 0.18T, which shows
the most augmentation, and it decreased 16.7% (P < 0.05) by 0.06 T pretreatment. But in 10
minutes pretreatment by 0.18 T, seed germination rate increased 11.36% (P < 0.05). Beside that
0.24T increased seed germination rate by 33.7% (P < 0.05) in 20 minutes pretreatment. These
results showed that the best range of magnetic field intensities in order to augment seed germination
rate are 0.18 T to 0.24 T. Fig. 1 illustrated the germination characteristics of the seed for various
applied magnetic flux densities and exposure times at each fixed pretreatment time period of 5,
10 and 20 minutes. The percent germination of the seed is shown to have increased values of 1.5
times in 5 minutes pretreatment when the magnetic field intensity of 0.18 T was applied. The same
augmentation was observed in 20 minutes pretreatment when magnetic field intensity of 0.24 T was
applied. In 5 minutes pretreatment 0.18T increased seedling emergence by 23% (P < 0.05) which
shows the most augmentation in seedling emergence.

When immersed seeds in the water were pretreated by 0.06 T in different times (10, 20 minutes
with a pause for 2 hours between them). Seedling after 15 days showed significant unarranged and
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less growth than control. But pretreated seeds by magnetic field without water in the test tube
grew more than control, especially in 20 min treatment with a pause between treatment. (Figs. 3,
4), water temperature exposure to 0.06 T increased up to 4◦C.

Figure 4: Seedlings yielding from pretreated seeds
without water. They grew more by increasing ex-
posing time.

Figure 5: Immersed seeds in the water pretreated
by magnetic field (0.06 T) showed unarranged and
less growth by increasing exposing time.

3.2. Anatomical Structure Observation
Thin section cut using a Mod, 1130 Biocat microtome were observed by Olympus microscope.
Stem sections of the 15th days seedlings grown from seeds magnetically pretreated. These obser-
vations showed that stele and xylem vessels develop and grow more than control. Parenchyma
cells are also larger than control. In root sections xylem vessels grew and developed more than
control. Stele showed little development in comparison to control. The most significant alteration
in structure was observed in leaf which has been illustrated in Fig. 5. Parenchyma cells (especially
spongy parenchyma) looked larger. Air spaces seemed more volume and sub-stomata chambers
were observed significantly larger than control.

4. DISCUSSION

As one of physical pre-sowing seed treatments that increased yield of cultivated plants, the feasi-
bility of a magnetic flux density field treatment on biological objects had been discussed for more
than a century. Our results showed that magnetic fields treatment can change and mostly enhance
seed germination rate and seedling emergence rate which was consistent with many previous stud-
ies [10, 13, 20]. The authors found that suitable MF-pretreatment (0.18T) could speed up seedling
development and increase biomass. Similar result were also reported in cauliflower, tomato and cu-
cumber [21]. In general the rate of germination of pretreated seed was higher than untreated seed.
Carbonell found that magnetic treatment produced a biostimulation of the germination. Florez
observed an increase for the initial growth stages and an early sprouting of rice seeds exposed to
125 and 250 mT stationary magnetic field [18].

The mechanisms are not well known yet, but several theories have been proposed, including
biochemical changes or altered enzyme activities by Phirke et al. (1996). Garcia and Arza [9] carried
out an experiment study on water absorption by lettuce seeds previously treated in a stationary
magnetic field of 1 to 10 mT. They reported an increase in water uptake rate due to the applied
magnetic field, which may be the explanation for the increase in the germination seed of treated
lettuce seeds. It seems changes in intracellular levels of ca2+ and in other ionic current density
across cellular membrane (Lyle et al., 1991) cause alteration in osmotic pressure and changes in
capacity of cellular tissues to absorb water [9]. By analyzing the changes in ca2+ distribution and
contents in cells of pea flax, lentil, onion and radish seedlings exposed to weak magnetic field, it was
concluded that such a stress has resulted in serious disturbances at the cellular level. Magnetic fields
cause effects related to interference with cytoplasm ion currents or ion distribution [20]. Therefore
potential sensing component could be ca2+ ions. The increase of ca2+ level is fully consistent with
assumption of the parametrical resonance model (Ledney 1996). It is believed that primary link in
the chain of events triggered by weak magnetic field action in a biological system is the ca2+ ions
connected with ca2+ — binding site of the proteins [4, 5]. We also observed seedlings growth from
treated plunged seeds in the water that showed unarranged and less growth than control. On the
other hand seedlings grown from pretreated seeds without water in the same condition showed more
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growth by increasing the exposure time (there was a pause between times of treatment). Considering
that these plants have ferritin cells, and each ferritin cell has 4500 Fe atoms, it is obvious that they
have an outstanding role in the plants growth. As the last spin magnetic moment of the Fe atom
posed to an external magnetic field, the composition of them creates an oscillator in the system.
Then we have a moment of force on ferritin cells. This oscillator exerts its energy, then damps
and finally locates in the field direction. The relaxed energy increased the internal temperature,
as a result it is situated in a proper temperature for growing. This phenomenon occurs in the
initial minutes of applying the magnetic field. So it depends on the number of times of locating
the plant in magnetic field (Vaezzadeh M. et al., 2005). Different growth rate in different growth
condition (such as immersed seeds in water) suggested that response to magnetic treatment would
be different. Therefore, the response depends not only on the magnetic induction and its gradient
(Wittkind et al., 1990), but also on the physiological state of experimental organism as proposed
by Mcleod et al. [19]. As a result we need to concentrate on defining the environmental conditions
accompanying the response to magnetism.

Anatomical structure observation showed that stele and xylem vessels develop and grow more
than control. This may be attributed to peroxidase enzyme augmentation which causes more
lignifying and it speeds up making secondary structure. Parenchyma cells are larger than control
in both root and shoot (including stem and leaf). Belyauskays in 2004 reported that magnetic field
effect on G2 Phase of cell cycle in lentil and flax.

In fact magnetic fields causes G2 phase to become longer and cells division decrease. Air pores
and sub-stomata chamber in leaf are more and larger than control. It suggests that gas exchange
would be easier and more accelerated than control. Spongy parenchyma cells are the most effective
cells under stress and different environmental factors, because their cell walls are thinner than
others.

In conclusion, the magnetic field pre-treatment enhanced seed germination rate and seedling
emergence percentage. Also it has positive effect on lentil seedlings, such as stimulating seedling
growth and development.
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Abstract— Magnetic fields are considered as an environmental factor that has significant effects
on function and growth of plants. In this research, seeds of Lentil (Lens culinaris L., which
contains significantly Fe2+ as a ferromagnetic element) were magnetically pretreated by different
magnetic field intensities from 0.06 to 0.36 tesla (T) by using Zeeman system for different periods
of time 5, 10 and 20 minutes. Seedlings growth data were measured in green house condition with
natural light cycle 14-h light/10-h darkness and 25± 3◦C daily and night temperature. Activity
changes assay of Ascorbate peroxidase (APX) and Superoxide Dismutase (SOD) were carried out
by spectrophotometer in 15 days seedlings.
The greatest root growth in 3 days seedlings was observed in seedlings which were grown up from
pretreated seeds by 0/3 tesla magnetic field intensity in 20 minutes pretreatment. The greatest
shoot growth was also seen in 0/24 tesla magnetic field intensity in 20 minutes pretreatment.
The results of experiments suggested that in 15 days seedlings, the greatest growth and biomass
was observed in 0.18 T. Root had more growth than shoot under effect of magnetic fields. Leaf
size and stem thickness were increased too. These seedlings were more resistant to drought
stress. Activity enzymes assay suggested that APX activity increased in both root and shoot by
increasing magnetic field intensities and SOD activity also increased in root of pretreated plants.
All the results suggested that pretreated plants by magnetic fields are more resistant against
harmful environmental factors. Moreover growth data of seedlings changed in comparison with
control and in some intensity of magnetic fields increased.

1. INTRODUCTION

The effects of magnetic field on living systems, particularly the effect on growth of plants have
been the object of numerous researchers. The first studies were conducted by Savostin (1930)
who reported 100% increase in the rate of elongation of seedlings under the influence of magnetic
condition. Audus (1960) and Pittman (1965) reported a strong magneto tropic affection on root
development. Smith, et al. (1993) found that using different field combination one could separately
alter the root mass, leaf size and stems. In general the thickness roots seem more susceptible to
magnetic field than shoots [10] enhancement of growth under magnetic conditions appears to have
been confirmed by many scientists [4, 10, 18]. Magnetic field were used widely as pretreatment for
seeds to increase seed vigor, seedling growth and yield [1, 16]. Previous studies by them indicated
that suitable magnetic treatment increased the absorption and assimilation of nutrients [10], and
ameliorated photosynthetic activities [11]. Akoyonoglou (1964) reported that the activity of carboxy
dismutase was increased by exposure to magnetic field. Many studies found that MF-Pretreatment
could alleviate the inhibitory effect of heat and stress enhanced its saline-alkali tolerance [19, 23],
and delayed the senescence process [15]. However, its physiological and mechanism are still poorly
understood. Magnetic treatment are assumed to enhance seed vigor by influencing the biochemical
process that involve free radicals and by stimulating the activity of proteins and enzymes [14]. The
vast majority of biological substances are proteins that contain metal ions, such as hemoglobin,
cytochrome or ferritin, which can be paramagnetic [17]. In this research, we used Lentil (Lens
culinaris L) contain significantly Fe as a ferromagnetic element. We object to find the range of
magnetic field intensities which has positive effect on growth and health of Lentil. In general we
aim to find the effect of magnetic field on plant cell in different aspects.

2. MATERIAL AND METHODS

2.1. Growth Test
Seeds of Lens culinaris cultivars (obtained from dry land agricultural research institute, Iran) were
selected for uniform size and shape. They were placed in the glass tube exposed to magnetic fields.
Static magnetic fields were generated by zeeman system (Fig. 1) with different magnetic induction
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(B1 = 0.06T, B2 = 0.12T, B3 = 0.18T, B4 = 0.24, B5 = 0.30T, B6 = 0.36T) in steps 0/06 T.
Magnetic treatment was Provided, varying the exposure time (5, 10 and 20 minutes). Glass tube
contains seeds were placed between pole pieces which is made of soft iron with variable horizontal
magnetic field strength (from B1 to B6). A DC power supply with continuously variable output
current (up to 15A) was used for the magnet. A digital tesla meter operating on the principle
of Hall sensor monitored the field strength produced in the pole gap of 2.5 cm. Tesla meter in
connection with B-Probe measured intensity of magnetic flux in the range of 0/01mT to 2 T.

Having calculated the best fit, the software calculates growth parameters of the three replicates,
including standard errors. After 3 days, ten such seedlings from each replicate were randomly taken
for measuring root and shoot length in cm. The growth and physiological tests were carried out at
the spring season. The seeds were sowed in homogenous garden soil after germination. This test
was performed under a natural light cycle of 12-h light/12-h darkness, and temperature 25±3◦C.
Total fresh weight (root and shoot) were measured in the 15th days seedlings. Some of pretreated
seeds, after disinfecting were cultured in MS solid culture medium.

Seeds

Figure 1: Set up of zeeman system.

2.2. Activity Enzyme Assay
The assays of SOD and APX were performed on 15 days seedlings (root and shoot separately).
Shoot and root (2 g of fresh weight) exhibiting no visible injury symptoms were homogenized in
10ml of 100 mM potassium phosphate buffer (pH 7.5) containing 2 mM EDTA and 2% (w/v) soluble
PVP-10.5mM. AsA were added for measurement of APX activity. The slurry was centrifuged at
15000×g for 20 min. The supernatant was filtered (Millipore, Mitex 0.5µm) and used for enzyme
analysis. APX activity was determined by monitoring the decrease in A290 for 4 min in 3 ml of
reaction mixture containing 100 mM potassium phosphate buffer (ph 7.5), 0.5mM AsA, 0.4 mM
H2O2 and shoot or root extract. Correction were made for the oxidation of AsA in the absence of
H2O2. The SOD activity was measured by spectrophotometer as described by Beyer and Fridovich
(1989). The reaction mixture contained 50 mM potassium phosphate buffer (pH 7.8), 9.9 mM
methionine, 57µm nitro blue tetrazolium (NBT) and 0.9µm riboflavin and 0.025% (w/v) triton
X-100 and appropriate amount of shoot or root extract. The A560 was recorded after a 10 min
illumination period. In this assay 1 unite of SOD is defined as the amount required to inhibit the
photo reduction of nitro blue tetrazolium by 50%. The specific activity of SOD was expressed as
units mg−1 fresh weight of plant (Calatayud A. et al., 2003).
2.3. Statistical Analyses
Statistical analyses were conducted using SPSS for windows. After testing the normality of the
data distribution, the variance analyses (ANOVA) was used to test the main effects of magnetic
field pretreatment. A student test t-test was done to find the significant differences between each
magnetic treatment and control. Means were compared to detect differences between parameters
of pretreated seeds and plants grown from them with control.

3. RESULTS

3.1. Seedling Growth
Cumulative seedling data (shoot and root length, biomass, enzyme activity) including standard
error were calculated In order to perform our experiment precisely. The most significant different
growth was observed in seedlings grown from pretreated seeds by 0.18 T and 0.24 T magnetic
intensities (Fig. 3).
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Growth data measured on 3rd and 15th days after seeding allow us to corroborate the effect
observed in the activity enzyme assays. The greatest root growth in 3 days seedlings was observed
in seedlings which were grown up from pretreated seeds by 0/3 tesla magnetic field intensity in 20
minutes pretreatment (Fig. 7). In shoot, it was seen in 0/24 tesla magnetic field intensity in 20
minutes pretreatment Root had more growth than shoot under effect of magnetic field (Fig. 6).

Table 1: Effect of seed pretreatment by static magnetic field and its duration on growth characteristics of
lentil.

Root length in 3 days seedlings (cm) shoot length in 3 days seedlings (cm)

± mean standard error ± mean standard error

Magnetic

Fields (T)
5 min 10 min 20 min 5 min 10 min 20 min

Control 1.73± 0.145 1.73± 0.145 1.73± 0.251 1.4± 0.208 1.4± 0.208 1.4± 0.208

0.06 1.9± 0.208∗ 1.85± 0.202∗ 1.93± 0.404∗ 1.07± 0.066∗ 1.0± 0.0∗∗ 1.33± 0.166∗

0.12 2.25± 0.144∗ 2.75± 0.144∗ 2.5± 0.5∗ 1.32± 0.928∗ 1.7± 0.0∗∗ 1.5± 0.288∗

0.18 2.25± 0.144∗ 2.35± 0.202∗ 2.5± 0.5∗ 1.25± 0.144∗ 1.76± 0.12∗ 2± 0.0∗∗

0.24 2.75± 0.086∗ 2.2± 0.115∗ 2.75± 0.25∗ 1.55± 0.288∗∗ 1.25± 0.144∗ 2.25± 0.144∗

0.30 2.85± 0.202∗ 3± 0.173∗ 1.65± 0.05∗∗ 1.35± 0.202∗ 1.35± 0.086∗ 1.25± 0.144∗

0.36 2.25± 0.144∗ 2.25± 0.144∗ 1.75± 0.251∗ 1.77± 0.208∗ 1.66± 0.166∗ 1.23± 0.208∗

Significant difference ∗P < 0.05 Significant difference ∗∗P < 0.01

Also these data allow us to distinguish significant differences between fresh weights of lentil
seedlings exposed to a magnetic field for different time versus control. Total fresh weight (biomass)
of plants measured on the 15th days after plotting (Fig. 4). The most increase in biomass was
observed in 20 minutes treatment by 0.18 T which was 1.46 times more than control particularly
in roots. The root characteristics of the seedlings showed significant increase in root length, root
thickness and lateral roots.

In summary most of Lentil seedlings which have been grown from pretreated seeds by different
magnetic fields induction values, were significantly higher and heavier than control (Figs. 2 and 3).

600 G
5 m

1800 G
5 m

2400 G
5 m

3600 G
5 m

Control

Figure 2: This figure illustrates that the most in-
creased growth was provided by 0.18 T (in solid MS
culture medium).

 

Figure 3: 3 weeks seedlings grown from pretreated
seeds.

3.2. Activity Enzyme Results
Figure 5 illustrates APX activity in root and shoot. APX activity increased by augmenting intensity
of magnetic field from 0.18 T to 0.36T. SOD activity didn’t show significant differences especially
in shoot. In part of our experiment we observed that seedlings yielding from pretreated seeds by
stronger magnetic fields are more resistant to drought and stress. That cooperated with increasing
of APX activity.
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Table 2: Effect of seed pretreatment by static Magnetic field and different exposure time on biomass (fresh
weight) and APX activity in15 days seedling.

Biomass (gr) APX activity in APX activity in

± Mean standard error shoot root

Magnetic

Fields (T)
5 min 10 min 20 min 20 min 20 min

Control 0.26± 0.0028 0.26± 0.0028 0.26± 0.0028 0.92± 0.002 0.8± 0.042

0.06 0.25± 0.0098∗ 0.33± 0.0115∗∗ 0.33± 0.0034∗∗ 1.1± 0.378 0.86± 0.014∗∗

0.12 0.318± 0.0011∗∗ 0.32± 0.0034∗∗ 0.34± 0.0017∗∗ 0.95± 0.005∗∗ 1.24± 0.032∗

0.18 0.34± 0.0005∗∗ 0.31± 0.0046∗∗ 0.38± 0.0057∗∗ 2.06± 0.145∗ 3.19± 0.0.012∗

0.24 0.31± 0.0046∗∗ 0.30± 0.0063∗∗ 0.28± 0.0057∗∗ 2.26± 0.145∗ 3.4± 0.152∗

0.30 0.250± 0.046∗∗ 0.30± 0.0057∗ 0.27± 0.0086∗ 2.43± 0.233∗ 3.23± 0.384∗

0.36 0.25± 0.0005∗∗ 0.20± 0.0057∗∗ 0.23± 0.0046∗∗ 2.86± 0.202∗ 3.62± 0.273∗

Significant difference ∗P < 0.0 Significant difference ∗∗P < 0.01
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Figure 7: Root length (cm) of 3 days seedling (se-
ries1: 5 min, series2: 10 min, series3: 20 min).

4. DISCUSSION

Magnetic fields are only one of several factors that effect on plant growth and development. Results
obtained in this growth test allow us to conclude that magnetic treatment improves first stages of
growth in higher plants. In general the seedlings from seeds magnetically pretreated grew taller
and heavier than untreated controls. These seedlings showed greatly improved root characteristics.
It is suggested that this technique may be profitably exploited as lentil is generally grown without
irrigation and enhanced root growth will be useful in extracting moisture from deeper layers. The
stimulatory effect of the application of different magnetic intensities on the growth data reported in
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this paper is in agreement with that obtained by other researchers. Florez et al. (2004) observed an
increase for the initial growth stages and an early sprouting of rice seeds exposed to 125 and 250 mT
stationary magnetic field. Martinez et al. (2000, 2002) observed similar effects on wheat and barley
seeds magnetically treated. The mechanisms are not well known yet, but several theories have
been proposed, including biochemical changes or altered enzyme activities by Phirke et al. (1996).
Lentil seedlings from magnetically pretreated seeds grew more than the untreated, and also biomass
and root growth were significantly increased in most of intensities. This effect was accorded with
other crop or horticultural species with magnetic field treatment, e.g., strawberry [1] wheat [16]
and cucumber [24]. Biomass increasing needs metabolic changes particularly increasing protein
synthesis. Magnetic field is known as an environmental factor which effects on gene expression.
Therefore by augmentation of biological reactions like protein synthesis, biomass would increase too.
Moreover transcriptional factors are under effect of magnetic field stimulation [23]. The effects of
magnetic fields are superimposed on endogenous rhythms in some situation leading to inhibition,
and in others to stimulation, while sometimes no effects had been reported. The interaction of
magnetic field and exposure time indicated that certain combination of magnetic field and duration
like 0.18 T and 0.24 T for 20 min were highly effective in enhancing growth characteristics. This
observation suggests that there may be a resonance-like phenomena which increases the internal
energy of the seed that occurs when there is an appropriate combination of magnetic field and
exposure time [10]. Therefore it may be possible to get higher yield [22]. Also, it appears that
there is a window at 0.06 T and 0.36T for 5 min exposure where magnetic field negatively interacts
and reduced the seedling traits. Belyauskays in 2004 reported that magnetic field effect on G2
Phase of cell cycle in lentil and flax. In fact magnetic fields causes G2 phase to become longer and
cells division decrease.

Another parameter is activity enzyme assay. Stress enzyme like APX increased in seedling
which was grown from pretreated seeds. But SOD doesn’t show significant differences. These
stress enzymes scavenge free radicals. They have antioxidant mechanism. APX Scavenges OH◦−
and SOD also scavenges O◦−

2 . In fact stress enzymes decrease oxidative stress. Some studies have
suggested that magnetic field exposure could be due to both the increase in the concentration [9]
and oscillating of free radicals [21]. Magnetic fields are known to effect radical pair recombination
and they may increase the concentration of oxygen free radicals in living cells. Increasing the
concentration of free radicals creates oxidative stress, enhances stress response and some biological
reactions, such as DNA damage occurs under this concentration.

At present, we hope to attract the attention of the scientific community to study this interesting
phenomenon. Many tests in collaboration with engineers, chemists, physicists and biologists are
necessary in order to establish the proper mechanism of action.
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Abstract— Subchronic effect of weak combined magnetic fields (MFs) on spatial memory and
level of brain β-amyloid (βA) was studied in mice with ablation of the olfactory bulbs and
control sham-operated (SO) animals. The bulbectomized (BE) mice show the main signs of
Alzheimer’s type degeneration such as memory impairment, the increase of the βA level in the
brain, pathology in the acetylcholinergic system, and the loss of neurons in the brain structures
responsible for memory [5–7, 9]. The combined MFs consisted of the constant component 42 µT
and of the variable component 0.08 µT The variable field was the sum of two signals of frequencies
of 4.38 and 4.88 Hz. Exposure to the MFs (4 hours for 10 days) induced the reduction of the
βA level in the brain of the BE mice, but did not protected their memory from impairment.
However, the same MFs improved the spatial memory in SO mice. The beneficial effect of the
MFs in the SO animals was prolonged and was revealed for a month after exposure to the MFs.
The results suggest that the MFs can be used to prevent the Alzheimer’s disease in a group of
risk as well as in other diseases involving amyloid protein deposition in different tissues.

1. INTRODUCTION

β-amyloid (βA) is a key pathogenic agent in Alzheimer’s disease (AD). The abnormal amyloidoge-
nesis, leading to βA protein deposition in the extracellular and perivascular spaces of the brain, is
one of the main causes of neuron death in AD. Therefore, efforts of many researchers are focused
on investigation of methods to prevent the βA deposition and to remove the senile plaques, formed
by βA, from the brain. The efficiency of this approach was demonstrated in transgenic animals
carrying the inserted human gene of βA precursor protein. The cleaning of their brain from amyloid
plaques, caused by immunization against βA, was accompanied by recovery of spatial memory [1].
However, this method has a number of negative side effects in patients with AD. Therefore, the
problem of removing of βA aggregates from the brain remains quite important.

Earlier we studied the mechanisms of the effect of weak combined magnetic fields (MFs) on prop-
erties of aqueous solutions of various biologically active ions and also proteins and peptides [2–4].
We used the low-frequency variable component with strength about 10 nT and constant component
with strength comparable to the geomagnetic field. According to our proposed algorithm the fre-
quencies of the variable component of the MF formally corresponded to the cyclotron frequencies of
ionic forms of a number of amino acids at a ratio between the inductions of the constant and vari-
able components of 500–3000. Such MFs have an extremely high biological activity; in particular,
it was shown that its can accelerate the decomposition of the βA into soluble peptide fragments
with a decreased neurotoxic effect and with less capability to form the insoluble aggregates.

In this work the effect of the weak combined MFs was studied in vivo in bulbectomized (BE)
mice. Previously we showed that ablation of olfactory bulbs induced the behavioral, morphological,
immunological, and biochemical signs similar to AD in mice, rats, and guinea pigs [5–9]. BE animals
demonstrated pronounced impairment of the spatial memory, an increase in the βA level in the
brain, pathology in the acetylcholinergic system, and the loss of neurons in the brain structures
responsible for memory. Therefore, BE animals are a valid model of sporadic AD.

2. METHODS

The experiments were carried out on 3-month-old male NMRI mice weighing 25± 0.6 g. Animals
were allowed food and water ad libitum and housed in groups of eight in standard laboratory cages
under 12 h: 12 h light-dark conditions (light from 8.00 AM) at 21–23◦C. Bulbectomy was performed
under Nembutal anesthesia (40 mg/kg, ip) using a 0.5% Novocain solution for local anesthesia in
scalping. The olfactory bulbs were removed bilaterally by aspiration through a rounded needle
attached to a water pump. Single burr hole of 2 mm diameter was drilled over the olfactory
bulbs, using a stereotaxic coordinates (AP-2; L 0; H 3.5). The extent of the lesion was assessed
both visually and histologically at the end of the experimental study. The control was sham-
operated (SO) mice, subjected to the same procedures except the olfactory bulb ablation. The
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BE and SO animals were exposed to the weak combined MFs five weeks after bulbectomy. A
setup for generating a MF consisted of two pairs of coaxial Helmhollz coils oriented along the
geomagnetic field vector. A direct current was supplied to one of the pairs of coils to generate
a constant component of MF with induction of 42µT. An alternating current signal produced by
a programmable sinusoidal current generator was fed to other pair of coils to create a variable
component of MF with induction of amplitude of 80 nT. The current signal was the sum of two
signals with frequencies of 4.38 and 4.88 Hz, which correspond to the cyclotron frequencies of lysine
and aspartic acid, respectively. In this case, the magnetic induction vectors of the constant and
variable components of the field were aligned. The MFs were measured with a Mag-03 MS 100
threeaxial MF sensor (Bartington Instruments Ltd, United Kingdom). The animals were exposed
to MF in 4-h sessions for 10 days. The experiments were carried out in the presence of the natural
and technogenic magnetic backgrounds with an induction of 50-Hz component of 20–40 nT. The
SO and BE animals without exposure to the weak combined MFs were groups of active controls.
They were under activity of natural geomagnetic field with an induction of −40− 42µT and at the
same magnetic noise level as for the test groups.

After exposure to the MF, the mice were trained in a Morris water maze for 5 days (four trials
per day). Experiments were performed in a test room with extra-maze cues to facilitate spatial
learning. A circular swimming tank (80 cm diameter and 40 cm wall height with an escape platform
of 5 cm-diameter) was filled to depth of 30 cm with water at 23◦C and rendered opaque by adding
powdered milk. The tank was mentally divided into four sectors: The escape platform was located
in the middle of the third quadrant during training. It was submerged to a depth of 0.5 cm so
as to be invisible to a swimming animal during the whole period of training. Latency to reach
the invisible platform was then determined. If the animals failed to locate the platform within
test period for 60 s, they were placed on the platform for 10 s. Spatial memory was tested on
the following day after completion of training in the absence of the hidden platform. During the
test period (60 sec), occupancy time spent in each sector was recorded. To reveal the possible
aftereffect of the MF, in a month, the animals were trained again in the water maze where the
escape platform was placed into another sector. Procedure of training and testing of memory were
repeated. After behavioral experiments the mice were decapitated under anesthesia. The neocortex
and the hippocampus were removed, and the β-amyloid level was determined in extracts of these
brain structures using a modified DOT analysis described earlier [5]. In this method, a nitrocellulose
membrane was pretreated for 1min with 40% ovalbumin in phosphate buffer and then for 10 min
with 2.5% glutar aldehyde, samples were applied to the membrane, and the membrane was kept
for 1 h in 4% ovalbumin in phosphate buffer with 0.1% NaN3. Statistical analysis of the spatial
memory training and testing was carried out with ANOVA using the ANOVA statistical package
“Statistica 6.0”. The p values were reported for repeated measures. The preference for platform
target sector in comparison to other indifferent sectors was assessed by post hoc analysis using a
multiple-range LSD test. The statistical significance of the difference of βA level was evaluated
using two-tailed Student’s test. All data were expressed as mean± sem. All animal experiments
were performed in accordance with the guidance of the National Institutes of Health for Care and
Use of Laboratory Animals, NIH Publications No. 8023, revised 1978.

3. RESULTS AND DISCUSSION

The data in Table 1 show that the latencies to reach the escape platform were not significantly
different in animals of different groups in each day of training; however, the average latency in the
SO animals were significantly lower than in the BE mice. It indicates the decreased ability to study
spatial skills in the BE animals. The exposure to the MF decreased the average latency in the SO
animals only. The data suggest that the MF does not affect the learning rate in the BE mice and
that the SO animals have an increased sensitivity to the MF. One month after exposure to the MF
the SO animals demonstrated an increased latency on the first day of retraining. The reason for
this could be the high level of spatial memory, which allows these mice to remember, where the
escape platform was located at the first training and makes difficult to find its new location. This
effect of the MF was not revealed in BE mice.

The results of the factor analysis are presented in Table 2 demonstrate not significant factor
of sector preference for both groups of BE and BE exposed to MF (BE+MF). This indicates that
these mice have no preference for any sector of the water maze. The SO animals exposed to the
same MF demonstrated a significant increase in the factor of sector preference. It was due to the
recognition of the sector, where escape platform is located during training, as the results of the Post
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Table 1: Effect of the weak combined MF on latency (sec) to find the escape platform in BE and SO mice
during days of training and repeated training (one month after first training).

Days of Training 
Groups of 

animals
 

Average of latency, 1 2                  3                 4                  5

BE
46.8

±4.1

29.9

±6.0

16.7

±4.4

17.1

±2.5

17.0

±5.3

25.5**

±2.3

BE+

MF

36.3
±5.2

30.8
±5.0

19.1
±4.1

22.5
±4.1

12.0
±3.2

24.1 * 
±2.2

SO
37.4

±7.1

19.4

±5.5

11.7

±2.2

7.5

±2.1

7.3

±1.9
16.7
±2.3

SO+

MF
21.4**

±6.4
11.8
±4.0

11.3
±3.0

7.8
±1.5

9.2
±1.8

12.3*
±1.8

T

R

A

I

N

I

N

G

BE
16.3
±4.4

12.1
±2.3

12.8**
±1.8

12.1
±3.0

14.2
±1.9

13.5
±1.3

R
E

BE+

MF

19.1
±4.7

14.2
±3.9

11.5**
±1.9

14.1*
±2.4

13.1
±2.7

14.4 * 
±1.5

T
R
A

SO
9.4

±2.5
7.3

±1.3
4.9

±0.9
8.8

±2.1
9.2

±1.9
7,9

±1.9

I
N
I
N

SO+

MF
29.1** 8.3 9.7** 6.8 7.8 12.3G

±7.8 ±1.3 ±1.4 ±0.9 ±1.7 ±2.5

The significance of the differences is indicated with respect to SO animals: *p < 0.05; **p < 0.01

c

and ***p <0.001. 

hoc analysis revealed (Fig. 1). After retraining period, animals of all groups showed reliable means
of the factor of sector preference (Table 2). However, results of the post hoc analysis, presented in
Fig. 2, showed the significance preference of sector, in which platform was located during retraining
period only in groups of SO animals, especially in SO mice, exposed to the MF. Both groups of BE
mice (BE and BE+MF) demonstrated the loss of spatial memory (Fig. 2).

Time, sec 
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** *      *
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Figure 1: Effect of the weak MFs on the spatial memory of BE and SO mice. The ordinate is the time spent in
each sector of a Morris water maze. The hatched bin represents the time in sector in which escape platform
was located during training: The empty bins denote time in indifferent sectors of the water maze. The
significance of differences is indicated between sector in which escape platform was located during training
and other sectors. ∗p < 0.05, ∗∗p < 0.01 and ∗∗∗p < 0.001. The other notations are as in Table 1.

Thus, the behavioral study revealed that the BE mice did not remember the sectors, in which
the saving platform was located during training and retraining periods. It supports our previous
data on the impairment of the spatial memory in BE animals [5, 9]. The subchronic exposure to
the weak MFs did not affect spatial memory of these animals. However, the MFs improved the
memory in SO mice. The beneficial effect of the MF on the memory of these animals persisted for
a month after exposure to the MF.

Table 3 presents the absolute values of βA level in the extracts of the neocortex and the hip-
pocampus in different groups of experimental animals. The sensitive DOT analysis revealed that
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Figure 2: Aftereffect of the weak MF on the spatial memory in SO and BE mice retrained one month after
first training. The notation is as in Fig. 1.

Table 2: The means of Factor of the recognizing of the Morris water maze sectors by time spent there in BE
and SO mice exposed to the weak MF.

Mean of the Factor
Mean of the FactorGroups of 

animals  
Retraining period (one month after

 
first testing)) 

Training period 

F                                p F                                p

SO F (3,12) = 3.73 0.042* F (3,12) = 7.73 0.009**

SO+MF F (3,12) = 30.18 0.000…*** F (3,12) = 61.07 0.000…***

BE F (3,12) = 2.18 0.14 F (3,12) = 4.35 0.026*

BE+MF F (3,16) = 0.64 0.6 F (3,16) = 11.9 0.003**

Significance of Factor: * -  p < 0.05; ** - p < 0.01; *** - p < 0.001. 

the βA level in the extracts of the BE animals was more than five times higher (p < 0.001) in
comparison to SO mice. The exposure to the MF induced the reliably decrease the βA level almost
threefold (p < 0.01), but it was higher then in SO mice (p < 0.05).

Table 3: The level of the brain βA in BE and SO mice exposed to the weak MF.

Groups of animals The level of βA (ng/g)
SO 5.03± 0.36

SO+MF 5.21± 0.37
BE 34.12± 4.17∗∗∗

BE+MF 10.91± 2.17∗, ##

The significance of differences from the group of SO mice: ∗p < 0.05 and ∗∗∗p < 0.001. The significance of
differences from the group of BE mice: ##p < 0.01.

Thus, we revealed the reduction of the βA level in the brain of BE mice after exposure to the
weak MFs. As already noted, we failed to detect the improving of their spatial memory. The
absence of the positive effect of the weak MFs on spatial memory of BE mice can be explained
by different causes. 1) Insufficient reduction the βA level in the brain. Its deposits are known
to impair the nerve impulse transmission and. thereby, the memory. 2) The massive neuronal
death in the cortex and the hippocampus of the BE mice, which was previously detected in these
animals [6]. Therefore, we suggest that exposure to MFs should be applied prior to the loss of
neurons on earlier stage of the neurodegeneration. Weak combined MFs can be an efficient way to
prevent the development of AD. Note that there are different points of view on the effect of MF
on the neurodegenerative processes. Some researchers consider the exposure to MF as a potential
risk factor for neurodegenerative diseases [10], whereas others deny it [11]. Furthermore, there is
evidence of a beneficial effect of MF on the cognitive processes and the visual memory in patients
with AD [12, 13]. The MF using opens new possibilities of treating this severe disease.
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Another way to increase the MF efficiency is the variation of its parameters. However, MFs have
a broad effect on biological systems. Such MFs inhibit malignant tumor growth in experimental
animals [14] due to stimulation of the tumor necrosis factor production [15]. It decreases the
protein protection of DNA molecules against the action of DNase I in the mouse brain tissue and
in aqueous solutions [16, 17], changes the microenvironment of protein macromolecules in aqueous
solutions [18], and abruptly accelerate the spontaneous hydrolysis of proteins and peptides to
form peptide fragments [4]. Our investigation gave interesting results, showing the significant
improvement of the spatial memory in the SO animals under the action of the MF. This beneficial
effect persisted in SO animals in a month. A lot of researchers suggest that the nervous system
is very sensitive to weak MFs [19]. There is evidence that MFs, selectively activating the limbic
structures of the brain, increase the resistance of animals to emotional stress [20]. Since the training
in a water maze induces the stress in animals, in our experiments the MF may protect SO animals
from development of the stress, which affected the rate and quality of their learning of the spatial
skills. Thus, the data suggest that MFs can be applied for preventive purposes in a group of risk
of AD.
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Abstract— Previously, we determined that weak combined magnetic fields substantially accel-
erate the spontaneous hydrolysis of some proteins and peptides into fragments in solutions. Here
we have shown that a weak combined variable magnetic field of 0.05µT with frequencies 3.58–
4.88Hz and constant magnetic field of 42 µT accelerate the hydrolytic decomposition of β-amyloid
in solution. The region of the molecule that is most sensitive to the weak magnetic field was
determined. This region is located between residues Asp7 and Ser8. In this region the hydrolysis
of β-amyloid under the action of the magnetic field takes place. It is known that β-amyloid is
the key neurotoxic protein in the brain of patients with the Alzheimer’s disease, accompanied by
loss of memory and death. At present one of the main elements of the current strategy of AD
treatment involves the active modification of the structural-functional characteristics of protein
and peptide molecules participating in the pathological process. Therefore our results can form
the basis for new approaches to treatment the diseases related to the accumulation of pathological
proteins in different pathologies, including the Alzheimer’s disease.

1. INTRODUCTION

It is known that β-amyloid (βA) is the key neurotoxic protein in the brain of patients with the
Alzheimer’s disease (AD), which is the most frequent cause of senile dementia accompanied by loss
of memory and death. It is the product of proteolysis of the large amyloid precursor protein. βA
is accumulated into oligomeric and fibrillar structures, which together with amyloid plaques cause
neurodegeneration in the brain. At present one of the main elements of the current strategy of AD
treatment involves active modification of the structural-functional characteristics of protein and
peptide molecules participating in the pathological process [5–8]. Previously, we determined that
weak combined magnetic fields substantially accelerate the spontaneous hydrolysis of some proteins
and peptides into fragments in solutions [1–3] and in the animal brain [4]. These results can form
the basis for new approaches to treatment the diseases related to the accumulation of pathological
proteins in different pathologies, including AD. βA as well as a number of other proteins has to
be sensitive to the action of weak magnetic fields of certain frequencies and amplitudes [3]. The
aim of this investigation is to determine the optimal parameters of magnetic fields accelerating the
decomposition (hydrolysis) of βA in vitro, and to find the regions of the molecule of βA that are
sensitive to the action of the magnetic fields.

2. METHODS

Aqueous solutions of βA (Sigma, USA) were treated in sterile polyethylene cells; the preparing
procedure was described in detail before [3]. The setup for exposure to magnetic field consisted of
two coaxial coils for generating a constant magnetic field of strength Bcf and a variable magnetic
field of strength Bvf ; a programmable generator of sinusoidal electrical signals, which formed total
multi-frequency or single-frequency signals to be sent to the coil generating the variable magnetic
field; a direct current source, from which the current was fed to the coil generating the constant
magnetic field; and a Permalloy magnetic shield for shielding from external magnetic fields with a
shielding factor about 1000. In the experiments, Bcf was 42µT and Bvf (amplitude) was 0.05µT.
The non uniformity of the fields in the experimental zone was below 0.5%. The strength of the fields
were monitored by direct measurements with a Mag-03 MS 100 fluxgate magnetometer (Bartington,
UK). A total multifrequency variable magnetic field is used. Its frequencies formally corresponded
to the cyclotron frequencies of ionic forms of free molecules of tyrosine, arginine, histidine, glutamic
acid, lysine, and aspartic acid as calculated by the standard expression

νc =
qBcf

2πm
,

where q and m are the charge and mass of an amino acid ion, respectively.
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In the experiments, βA (30µg/ml) was exposed to the magnetic field for 12 h at temperature
20–22◦C. The solutions of βA were prepared using sterile double-distilled water or high-purity
deionized water with a resistivity of 18M’Ω cm, which was obtained on an E-pure 3 Module system
(Barnstead/Thermolyne, USA). 0.01M NaCl was added in water. The degree of hydrolysis of
the protein was determined after separation of the hydrolysis products by high-performance liquid
chromatography on LKB-Pharmacia chromatograph with an RP-318 C18 column 250× 4.6mm in
size (Bio-Rad, USA) in a gradient of acetonitrile (Fluka, Switzerland). 1 ml of a sample is analyzed.
The optical density of the eluate was measured at a length of wave 226 nm with a Uvicord SD-2158
UV detector. Amino acid analysis of the protein and its fragments of hydrolysis was performed with
a Biotronic LS-3000 instrument (Germany) after complete hydrolysis of peptide bonds in 5.7M HCl
for 48 h at 110◦C in evacuated ampoules.

The N-terminal residues in the fragments obtained by the protein hydrolysis and their sequences
were determined by the dansyl chloride method. Some experimental results were represented as
the coefficient of protein hydrolysis stimulation, which was calculated as the ratio of the degree of
hydrolysis induced by magnetic field to the degree of spontaneous hydrolysis.

3. RESULTS AND DISCUSSION

High-performance liquid chromatography of the initial samples of βA shows a single individual
peak at the 29th minute of elution (Fig. 1(a)), which corresponds to the emergence of the peak of
βA in 52% acetonitrile. Each of the chromatograms of reference samples of the protein exposed in
aqueous solution for 12 h contains several minor peaks (Fig. 1(b)), which precede the protein peak.
These minor peaks are likely to be due to the spontaneous hydrolysis of the protein in aqueous
solution, which results in decomposition of 6.6±0.4% of the initial concentration of studied protein
(Fig. 1(b)). In each of the chromatograms of test samples of protein solutions exposed for 12 h to
a weak combined magnetic field with Bcf = 42µT, Bvf = 0.05µT, and the frequency range of the
multifrequency component of 3.58–4.88 Hz under the conditions of cyclotron resonance for ions of
a number of amino acids, there emerge two additional high-amplitude peaks corresponding to the
eluate with a high optical density (Fig. 1(c)). In this case, the amplitude of the peak of the initial,
no hydrolyzed protein is substantially (by 27 ± 3%) lower (Figs. 1(b), 1(c)). Amino acid analysis

Figure 1: Elution profiles in high-performance liquid chromatography of 30µg/ml βA after exposure to a
weak combined magnetic field for 12-h. (Bcf = 42 µT, Bvf = 0.05 µT, the frequency range 3.58–4.88 Hz):
(a) the initial peptide, (b) a reference sample after 12-h-exposure, and (c) a test sample. The numbers at
the peaks refer to the hydrolysis products — (1) DAEFRHD and (2) SGYEVHHQKLVFFAEDVGSNKGAI-
IGLMVGGVV.
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and sequencing showed that the eluates corresponding to the additional peaks contained fragments
of the initial protein molecule (Fig. 1). The data presented suggested considerable (by a factor of
four) acceleration of the protein decomposition (hydrolysis) in the weak magnetic field tuned to the
cyclotron resonance of ions of amino acids. The determination of amino acid sequence revealed that
the region of the βA molecule that is most sensitive to weak magnetic fields was located between
residues Asp7 and Ser8. In this region the βA is undertaken by hydrolysis under the action of
the magnetic field. It is known that the disturbs the integrity of the region 4–11 responsible for
activating the classical complement cascade, which leads to brain cell lysis and inflammation due
to activation of microglia [5]. It is shown that any disturbance of the integrity of βA induces the
decrease of its toxicity and ability to form fibrils. Although separate fragments of this protein are
still capable to aggregating, the formation rate and stability of such fibrilar structures depend on
amino acid sequence length [6–8]. In our case the peptide bond hydrolysis takes place primarily
between residues 7 and 8. So we think that pathological activity of these more short fragments is
lower than the activity of the βA. This method of acceleration of hydrolysis of βA can decrease
its neurotoxicity and improve the state of patients. The data presented can be used to develop
methods for remote correction of the state of patients with AD and other amyloidoses.
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Abstract— In this paper, an electromagnetic wave absorption component consisting of carbon
microcoils is realized. An electromagnetic wave absorber operating in K band and V band is
implemented by carbon microcoils which are enwrapped in PDMS. Samples containing carbon
fibers and carbon microcoils with different lengths were used as contrasts in the absorption
experiment. The measured absorptions of the carbon microcoils are 15 dB (97%) at 26 GHz and
20 dB (99%) at the region from 64 to 70GHz. The experimental results show that the carbon
microcoils are superior in electromagnetic wave absorption and may be considered as a useful
tool in future EMI/EMC applications.

1. INTRODUCTION

With the dramatic development of wireless communication technology in recent years, the safety
of radiated electromagnetic (EM) wave becomes a more and more controversial issue. Regardless
of the debate that whether radio signals are harmful to human bodies, relevant works on the
prevention from EM wave exposure have been kept on going.

In general, the parameter adopted to evaluate the safety of a wireless device is addressed by
specific absorption rate (SAR), which is the ratio (W/Kg) of absorbed EM wave power (W) to
human weight (Kg). When this value is greater than 4W/Kg, the body temperature would raise
appreciably. The SAR specification of cell phones is under 1.6 W/Kg. In industry, copper-plating
process is used to screen the EM wave of the cell phone and thus the electromagnetic compatibility
(EMC) problem is solved. However such process would use a huge amount of chemicals, seriously
polluting the environment. On the contrary, the process for the production of carbon microcoils is
cleaner, where only acetylene and catalyzer (manganese and zinc) are used.

The absorption ratio of commercial products such EM wave absorbing clothes, curtain, and
paint are generally above 20 dB (that is, 99%). In this paper, comparable absorption ratios in the
range of millimeter-wave by using carbon microcoils are achieved.

2. EXPERIMENT

The experiment setup is depicted in Fig. 1, where a transmitter and a receiver were setup to
determine the EM wave absorption rate of carbon-microcoils. On the transmitter side, a signal
generator (SG) is connected to a rectangular horn antenna, which is directed to the other horn
antenna on the receiver side. The receiving horn would collect the transmitted power and send it
to the spectrum analyzer (SA) for power detection [1]. Owing to the narrower beamwidth of the
horn antenna, the alignment during the whole experiment was much simplified and the cross-section

Signal 

generator

DUT

Spectrum

analyzer

Anechoic chamber

Horn 

Antenna

Horn 

Antenna

Figure 1: Measurement setup.
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area of the device under test (DUT) was also greatly reduced. This experiment was performed in
an anechoic chamber to minimize the effects of signal reflections and unwanted interferences.

The powders of carbon microcoils were doped in the liquid of polydimethyl siloxane (PDMS) as
DUT. The structure of the DUT is shown in Fig. 2(a). After the PDMS was jellified from liquid to
a soft cushion, a transparent film full of carbon-microcoils was formed and ready to be tested. The
picture of the DUT is shown in Fig. 2(b), where the length, width, and thickness are 4 cm, 3 cm,
and 3mm, respectively. Note that the whole DUT were composed of four 1 cm× 1 cm dies and two
2 cm× 2 cm dies, due to the limitation (2 cm× 2 cm) of our processing capability.

(a) (b) 

MicrocoilsPDMS

Transparency Film

Figure 2: (a) The structure of the carbon-microcoils, (b) photograph of the carbon-microcoils.

Prior researches on EM wave absorption of carbon microcoils absorbers were mainly focused
on the frequency range from 20GHz to 40GHz [2–4]. However, considering the future trend of
WLAN applications (60 GHz) and automobile radar application (77 GHz) [5, 6], it is meaningful to
explore the practical usages of carbon microcoils in higher frequency band. In this manuscript, the
frequency bands of interest include not only the K band (from 18GHz to 26.5 GHz) but also the V
band (from 50 GHz to 75GHz).

In this experiment, a signal with a constant power was emitted from the transmitter horn
antenna, passing through the DUT and then received by the receiver horn. The difference of power
levels (in dBm) detected by SA before and after inserting DUT was defined as the power absorption
ratio.

3. EXPERIMENT RESULTS AND DISCUSSION

The EM wave absorption rate of the PDMS film with and without microcoils dopants are shown in
Fig. 3, where an intrinsic PDMS layer was adopted as calibrator to exclude the contribution caused
by PDMS and extract the real portion of the absorption rate contributed by carbon-microcoils. The
difference between PDMS and micro-coils is smaller than 6 dB from 18GHz to 24 GHz. Nevertheless
the absorption by micro-coils becomes more dominant as the frequency is beyond 24 GHz. Moreover,
the absorption power of micro-coils is PDMS Microcoils Transparency Film 15 dB larger than that
of PDMS at 26 GHz. The measured results in units of both dB and percentage are summarized in
Table 1. The EM wave absorption rate reaches 97% at 26GHz which is comparable to commercial
products nowadays.

Table 1: Electromagnetic wave absorption rates of carbon microcoils in K band.

Frequency

(GHz)

PDMS Microcoils

dB % dB %

18 2.2 39.74 0.8 16.82

20 0 0.00 5.8 73.70

22 1.4 27.56 4.3 62.85

24 1.9 35.43 4.1 61.10

26 2.4 42.46 15.3 97.05

Furthermore, microcoils with different lengths were measured for comparisons. By manipulating
the time of growth, we were able to control the length of these coils. Two samples with the same
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size (2 cm×2 cm) but different coil lengths were tested, where one of them was grown for 5 minutes
and the other was grown for 15 minutes. The measured results are shown in Fig. 4. It is observed
that both DUTs seem to show a similar trend in terms of absorption response. Both absorption
curves roughly exhibit a frequency independent characteristic with longer coils possessing better
absorption rates. Such results might be explained by the fact that longer coils were distributed
more intensely in the PDMS, and hence more energy was absorbed in them accordingly.
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Figure 3: Electromagnetic wave absorption rate in
K band.
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Figure 4: Electromagnetic wave absorption rate of
microcoils with different length in K band.

The measured EM absorption rates of microcoils with different length percentage are shown in
Table 2. Compared with the limited absorption rate of short coils (< 20%), the long coils are more
efficient. Although long coils possess a better performance in absorption than short coils, their
absorption rates still do not exceed 60%. The lower absorption rate of this experiment may be
attributed to the size of DUT in this experiment: the area of the samples for length comparison is
2 cm× 2 cm while that of the samples of the former experiment is 4 cm× 3 cm. It means that the
EM wave absorption power is proportional to the sample area. In addition, the absorption power
can be raised by stacking the samples.

Table 2: Electromagnetic wave absorbed percentage with different microcoils’ length in K band.

Frequency

(GHz)
Long (dB) Long (%) Short (dB) Short (%)

18 1.85 34.69 0.17 3.84

20 0.82 17.21 −0.1 −2.33

22 1.65 31.61 0.5 10.87

24 1.25 25.01 0.86 17.96

26 3.6 56.35 0.55 11.90

For further investigation, we extended the measurement frequency range to V band. In addition,
samples with carbon fibers were also tested for contrast experiment, which were mixed with PDMS
shown as in Fig. 5(a). The length, width and thickness of this sample are 7.5 cm, 6.2 cm and
1.2 cm, respectively. To calibrate the effects caused by intrinsic PDMS, a pure PDMS with the
same dimensions was prepared. Fig. 5(b) shows the measured results. The ability of microcoils in
power absorption is evidenced by the experimental results in V band frequency range, especially
from 62GHz to 72GHz, where the absorption rates are greater than 15 dB. The peak value is
26.6 dB at 68GHz, corresponding to 99.8% absorption. On the contrary the absorption rate of
carbon fibers is relatively small, which is below 10 dB over the band of interest and is close to the
measurement results of the pure PDMS sample. The measured data are shown in Table 3.
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Figure 5: (a) Photographs of Pure PDMS and carbon fibers, (b) electromagnetic wave absorbed in V band.

Table 3: Electromagnetic wave absorbed percentage in V band.

Frequency

(GHz)

Microcoils Carbon fibers Pure PDMS

dB % dB % dB %

50 9.2 88.0 3.8 58.3 2.5 43.8

54 8.6 86.2 5.4 71.2 2.1 38.3

58 9.9 89.8 5.2 69.8 3.3 53.2

60 12.3 94.1 4.6 65.3 3.1 51.0

64 22.3 99.4 5.6 72.5 3.1 51.0

68 26.6 99.8 6.6 78.1 3.3 53.2

72 18.1 98.5 6.6 78.1 4 60.2

76 11.7 93.2 7.2 80.9 4.4 63.7

80 11 92.1 8 84.2 5 68.4

4. CONCLUSIONS

A new structure for millimeter wave absorber is proposed, which can achieve a 99% power absorption
in frequency range from 64 to 70 GHz. The absorption rate of microcoils is apparently more
promising in V band than in the K band and the longer coils show better absorption rates than
shorter coils. It is also found that the absorbed power of carbon fibers sample is limited in V
band. The experimental results reveal that the microcoil is very promising as an efficient absorbing
material for the future EMC application in 60GHz radio system. In addition, the fabrication of
microcoil is more environment friendly compared with process of copper plating.
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Abstract— In the present work a method for calculation of emission spectra of atoms and
ions in an alternating circular polarized electric field is proposed. The electric field of such
polarization can be produced by a high-frequency discharge and under laser excitation. This
theoretical method was realized in special software written in FORTRAN. Using this software,
the dependences of shifts and splitting of spectral lines, transition probabilities and lifetimes on
the electric field strength and frequency were investigated for the He, Ne, Ar and Kr atoms.
Based on the simulation results, some interesting regularities were revealed.

1. INTRODUCTION

An electric field is always present in plasma either as an external field maintaining the discharge or
an internal one inside the plasma micro-field formed by charged particles. The presence of this field
leads not only to the Stark effect as such, but also to the fact that other atomic characteristics such
as transition probabilities, and lifetimes show a certain dependence on changes in the parameters of
the electric field. Of special interest is the investigation of the Stark effect and other characteristics
of rare-gas atoms in the electric field since these gases are widely used for plasma processing.

The spectra of atoms subjected to an alternating electric field are determined from the non-
stationary Schrödinger equation. The methods of solution of this equation depend on the type of
field polarization. In this paper, we consider the dynamic Stark effect for the case of a circular
polarized field. Electric fields of such polarization may be observed in a high-frequency discharge
in electrodeless lamps [1] and under laser excitation [2]. In a circular polarized electric field, the
solution of the Schrödinger equation is significantly simplified because of separation of spatial and
time variables. Due to this separation, the non-stationary Schrödinger equation is reduced to the
stationary one within the rotating-wave approximation [3]. The stationary Schrödinger equation
can be solved within the stationary perturbation theory, but this theory is applicable only under a
number of limitations. In fact, perturbation theory can be used only in the case where the electric
field strength is relatively small and the perturbation induced by the electric field is smaller than the
distance between neighboring energy levels. In addition, in the framework of this theory, resonance
and non-resonance perturbation must be calculated by different methods. Finally, the excitation of
an atom by low-frequency or high-frequency electric fields must be also calculated using different
methods [4].

In the present work, a theoretical method suggested in [5] was applied to solution of the sta-
tionary Schrödinger equation. This method is free from limitations inherent in the perturbation
theory and suitable in a wide range of frequency and strength of the electric field. Further, the wave
functions and energies determined by suggested method are used for calculation of the transition
probabilities and lifetimes of atoms in the electric field. These results are topical in plasma physics,
because the data are necessary for understanding of the processes taking place in plasma and for
diagnostics purposes.

2. CALCULATION METHOD

In a circular polarized electric field, the non-stationary Schrödinger equation is written as

i
∂ψn(~r, t)

∂t
= (

_

H0(~r)− eF (x cosωt± y sinωt))ψn(~r, t), (1)

where ψn is the wave function of the n-th state of the system,
_

H0(~r) is the unperturbed Hamiltonian,
and the operator −eF (x cosωt ± y sinωt) describes perturbation induced by the interaction of an
atom with a circular polarized field of frequency ω and strength F . To go to the stationary
Schrödinger equation, let us use the rotating-wave approximation [3].
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In order to go to a rotating coordinate system rotating around the Z-axis with the frequency
ω, let us introduce a wave function in this coordinate system

ϕ(~r, t) = exp(iωt
_

Jz)ψ(~r, t), (2)

where
_

Jz is the z-component of the total angular momentum operator. After substitution of the
wave function (2) in Eq. (1), we get

i
∂ϕ(~r, t)

∂t
=

_

Qϕ(~r, t),
_

Q = (
_

H0 − ω
_

Jz ± F
_

Dx). (3)

As seen from Eq. (3), the operator
_

Q is time-independent. Hence, in the rotating-wave approxima-
tion, it is possible to go from the non-stationary Schrödinger Eq. (1) to the stationary one, and we
get

_

Qϕ(~r) = εϕ(~r), (4)

where
ϕ(~r, t) = exp(−iεt)ϕ(~r), (5)

_

Q is the operator of energy of an atom in the electric field, and ε and ϕ(~r, t) are the energy and
wave function of the atom in the electric field in the rotating coordinate system.

It was shown in [5] that the wave functions and energies of the atom, being solutions to the
Schrödinger Eq. (4), can be found from diagonalization of the energy matrix

_

Q with elements

Qmn = E(0)
n δmn − ω〈ϕ(0)

m (~r)
∣∣∣_

Jz

∣∣∣ϕ(0)
n (~r)〉 ± F 〈ϕ(0)

m |Dx|ϕ(0)
n 〉, (6)

where ϕ
(0)
n and E

(0)
n are the wave function and energy of the n-th state of an atom in the absence of

external electric field, F and ω are the strength and frequency of the external electric field, and Dx

is the x-component of the dipole transition operator. Upon diagonalization of the energy matrix
with elements (6), we get the energies εn and wave functions as

ϕn(~r, t) = e−iεnt
∑

k

Cnkϕ
(0)
k (r) (7)

for the n states of the atom in the external electric field in the rotating coordinate system. The
coefficients Cnk in the wave function (7) depend on the frequency and strength of the external
electric field. To find the average energies of the atom in the initial coordinate system, it is
necessary to perform averaging over the oscillation period. Upon averaging, the average energy of
the system in the electric field in the initial coordinate system is written in the following form

Ēn = 〈ψn(~r, t) |H(~r, t)|ψn(~r, t)〉 = εn + ω〈ϕn(~r)
∣∣∣_

Jz

∣∣∣ ϕn(~r)〉. (8)

As seen from Eq. (8), Ēn is time-independent. The matrix elements of the Dx operator are calcu-
lated as follows:

〈ϕ(0)
m |Dx|ϕ(0)

n 〉 = 〈γJM |Dx| γ′J ′M ′〉

=
(−1)J−M

√
2

[(
J 1 J ′
−M −1 M ′

)
−

(
J 1 J ′
−M 1 M ′

)]
〈γJ ‖D‖ γ′J ′〉 (9)

the reduced matrix elements 〈γJ ‖D‖ γ′J ′〉 are calculated depending on a coupling scheme [5].
The wave functions and energies derived from diagonalization of the energy matrix are used for

the calculation of the probabilities of spontaneous atomic transitions in the electric field. In the
dipole approximation, the total transition probability of a radiation polarized with respect to the
eq direction and averaged over all possible orientations in the vector D space is calculated using
the formula

Anm =
4ω3

3~c3

∑
q

|〈Ψn|Dq|Ψm〉|2, (10)
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where Dq are the cyclic components of the dipole-moment vector D. The wave functions Ψn are
determined from the diagonalization of the energy matrix with the matrix elements (6). On sub-
stituting the wave functions Ψn and Ψm to Eq. (10) and using the Wigner-Eckart theorem, the
expression for the probability of the JM → J ′M ′ transition between magnetic energy sublevels
becomes [5]

A(JM → J ′M ′) =
4ω3

JM,J ′M ′

3~c3
|DJM,J ′M ′ |2,

DJM,J ′M ′ =
∑

q

∑

ij

C
(JM)∗

i C
(J ′M ′)
j (−1)Ji−Mi ·

(
Ji 1 Jj

−Mi q Mj

)
· 〈γiJi‖D‖γjJj〉, (11)

where C
(JM)
i and C

(J ′M ′)
j are the expansion coefficients from Eq. (7) and ωJM, J ′M ′ is the frequency

of the JM → J ′M ′ transition. The probabilities of the J → J ′ transitions between energy levels
and the J-state lifetime τJ of an atom in the electric field are calculated using the formulas

A(J → J ′) =
1

2J + 1

∑

MM ′

A(JM → J ′M ′), τJ =
1∑

J ′
A(J → J ′)

. (12)

As seen from the above formulas, our theoretical method is free from limitations inherent in the
perturbation theory and allows us to simulate emission spectra of any atoms and ions in a wide
range of electric field strengths and frequencies.

This theoretical method was realized in special software written in FORTRAN. Input data
for software are the unperturbed energy level positions, the frequency ω and strength F of the
electric field. Output data obtained at sequential passing of the software blocks are following: wave
functions of an atom, spectral-line shifts and splitting (the Stark effect), transition probabilities,
and Stark-level lifetimes in the electric field.

3. RESULTS AND DISCUSSION

In the present work, an electric fields of strength up to 10 KV/cm and with different frequencies,
namely, ω = 100 MHz, ω = 241.813 · 105 MHz and ω = 283.005 · 106 MHz were considered. The
electric fields of such frequencies are produced by real excitation sources, ω = 100 MHz is the electric
field frequency in a high-frequency discharge in electrodeless lamps [1], ω = 241.813 ·105 MHz is the
frequency of CO2-laser and ω = 283.005 · 106 MHz is the frequency of Nd-laser [2]. Only spectral
lines in the visible spectral region were examined, but other spectral regions also can be studied
with no limitations. The calculations were performed with the LS coupling scheme for the He
atom, and the JL coupling scheme for the rest rare-gas atoms. In calculations of the He, Ne and Ar
spectra the ns-, np-, nd- and nf -states with the principal quantum number n up to 10 were taken
into account (for the Kr atom, the same states were taken into account, but with n up to 13).

The simulation has allowed us to find a number of regularities in the emission spectra of rare-gas
atoms in the electric field. Firstly, the direction of the spectral-line shift is changed to the opposite
one for the spectral lines as the nuclear charge of the rare-gas atom is increased. As an illustration,
Fig. 1 shows the behavior of spectral lines of the Ne, Ar and Kr atom in the electric field. For all
spectral lines of rare-gas atoms, the dependence of the spectral line shift is quadratic with respect
to the electric field strength. As a rule, the higher the energy level from which the transition occurs,
the greater the shift and splitting of the corresponding spectral line. All exceptions from these rules
have an explanation with strong interaction of energy levels in the electric field. It is obvious, the
energy level interactions increase with the electric field strength.

Secondly, our calculations showed that an increase in the frequency of the electric field leads to a
decrease in the shift and splitting of the Stark levels. In particular, for the 9f [3/2]1−4d[1/2]0 spec-
tral line of the Kr atom at F = 10KV/cm the values of the energy shift are 4, 0.8, and −0.16 cm−1

and splitting magnitudes are 2.5, 1.9, and 0.15 cm−1 for the frequencies. ω = 100, 241.813 ·105, and
283.005 · 106 MHz, correspondingly. Our calculations have shown that the reason for this decrease
in shifts and splitting of spectral lines with growth of the electric field frequency is a decrease in
the energy level interactions.

Thirdly, the calculation results demonstrated that, as a rule, the transition probabilities decrease
with an increase in the electric field strength, but sometimes this regularity is broken because of
the energy level interactions. The interaction of the Stark levels increasing with the growth of
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Figure 1: The Stark effect for spectral lines of rare-gas atoms (ω = 100 MHz): (a) ns[3/2]1 − n′p[1/2]0
(Ne, Ar, Kr : n = 8, 9, 10; n′ = 3, 4, 5) and (b) nd[3/2]1−n′p[1/2]0, (Ne, Ar, Kr : n = 7, 7, 9; n′ = 3, 4, 5).

the electric field strength leads to anomalies in the behavior of spectral lines and an appearance
of forbidden lines. Moreover, obtained results showed that the Stark level interactions lead to an
anisotropy of the transition probabilities (see Fig. 2).
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Figure 2: Transition probabilities for the 53D2 − 23P1 of the He atom and 9s[3/2]2 − 5p[1/2]1 spectral line
of the Kr atom (ω = 100MHz).

It was found, that the transition probabilities and lifetimes have a polynomial dependence on
the electric field strength, and the bigger the electric field frequency is, the bigger a degree of
polynomial is.

4. CONCLUSIONS

Theoretical results obtained within the computer simulation allow us to explain the processes taking
place in plasma. In particular, based on the calculation data, one can determine the electric field
strength inside a discharge, clarify a mechanism of filling of the excited levels and reasons for
anomalies in the behavior of spectral lines. Further, calculated probabilities and lifetimes can be
used as input data in other theoretical calculations, for example, at a solution of the population
density balance equations and calculation of spectral line intensities. Moreover, the simulation
procedure can be useful for a prediction of new device properties.
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Abstract— In the past two decades, with the rapid development of the small-scale semiconduc-
tor technology, ultra-fast laser technology, as well as ultra-fast photonics technology, terahertz
(THz for short) science and technology has shown great potential application. THz radiation, as a
new kind of coherent light source, shows great scientific value and a wide range of applications in
the field of basic researches such as physical chemistry, information and biology, etc., as well as in
the field of technology researches, such as the materials, national security and medical technology,
etc. The article summarizes the applications of THz technology in the field of basic research and
civilian technology comprehensively, and focusing on its applications in security communication,
anti-stealth radar, chemical and biological agent detection and the fields of national defense and
military.

1. INTRODUCTION

THz radiation is a general designation of a particular band of electromagnetic radiation. Generally,
THz wave denotes the electromagnetic wave with frequency between 0.1THz and 10 THz. In
some specific cases, THz wave denotes the radiation between 0.3 THz and 3 THz. Until the mid-
80s of the last century, we knew little about the electromagnetic properties of this band and
which formed the “terahertz gap” between far infrared and millimeter-wave. The THz radiation
has been studied extensively since the emerged of the technology of the pulse THz based the
ultra-fast optoelectronics. Over the past two decades, with the rapid development of low-scale
semiconductor technology, ultra-fast laser technology, as well as ultra-fast photonics technology,
THz science and technology has shown great potential applications. As a new type of coherent
light source, THz radiation is of great scientific value and broad application prospects in physical
chemistry, information and basic research in the field of biology, as well as materials, national
security, medical and other technical fields. In this paper, the characteristics of the THz radiation
is introduced, moreover, the applications of THz technology, based on THz technology in the
military, national defense areas are introduced.

2. THE CHARACTERISTICS OF THz WAVE

The reason why THz wave was studied extensively, not only because it is a kind of electromagnetic
radiation which is not familiar to human beings, more importantly, because it has many unique
characteristics and broad application prospects.

Terahertz light resides between the microwave and mid-infrared regions of the electromagnetic
spectrum. In the field of electronics, THz radiation is called millimeter wave or sub-millimeter-
wave; in the field of optics, it is known as far-infrared ray. From the view of energy, the energy of
THz band locates between electronic and photonic.

2.1. Wave-particle Duality

First of all, THz radiation is the electromagnetic wave, so it has all the characteristics of electromag-
netic waves. THz wave has particle nature and wave nature, such as interference and diffraction.

2.2. Penetrability

THz radiation has good penetrability on a lot of dielectric material and non-polar liquids. Therefore
THz wave can be used to perspective imaging for a lot of non-transparent objects. The penetrability
of THz wave makes it as the supplement of X-ray imaging and ultrasound imaging for security checks
or quality control in nondestructive testing.

THz-wave imaging technologies, including the two-dimensional imaging, time-of-flight imaging,
compound aperture imaging, computer-assisted tomography, as well as near-field imaging.
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2.3. Security
THz radiation another notable feature is its security. Compared to X-ray with kilo-eV photon
energy, the energy of THz radiation is only mill-electron volt. Its energy is lower than the energy
of different types of chemical bond, so it will not cause harmful ionizing reaction. This is critical
to the practical applications such as the security check of travelers, inspection of other biological
samples, etc.
2.4. The Resolving Power of Spectrum
Although the THz radiation photon energy is relatively low, the band still contains a wealth of
spectral information. Many organic molecules has strong absorption and dispersion characteristics
in the THz band, the THz spectroscopy of material contains a wealth of physical and chemical
information, which making them the unique characteristics, like fingerprints. Therefore, THz spec-
tral imaging technology is not only able to differentiate objects morphology, but also identify the
composition of objects.
2.5. Other Characteristics
Compared with the microwave, THz radiation has a higher frequency and bandwidth, as the com-
munications carrier that can carry more information. Therefore THz wave has great potential
applications in the short-distance high-capacity wireless communications. In imaging applications,
THz wave has a higher spatial resolution, and therefore the image has more depth of field while
maintaining the same spatial resolution.

3. THz APPLICATION OF SCIENCE AND TECHNOLOGY

The unique nature of THz radiation make it has broad and important application in the field of
astrophysics, plasma physics and engineering, materials science and engineering, biomedical engi-
neering, environmental science and engineering, spectroscopy and imaging technology, information
science and technology, etc.
3.1. The Application THz Technology in Biomedicine
Since many biological macromolecules and DNA molecular rotation and vibration locate in the THz-
band level generally, the organisms has a unique response to THz wave; therefore, THz radiation
can be used for disease diagnosis, organisms detection and imaging, as shown in Fig. 1.

 Teraview

Figure 1: THz tomography of human teeth [1].

Computer-aided tomography technology is the three-dimensional imaging technique, which is
developed and applied in the field of X-ray at first. THz wave can also be applied to computer-
assisted tomography. X-ray tomographic imaging of objects can only reflect the distribution of
absorption rate, while the THz tomography record the time waveform information of entire THz
pulse. Therefore, according to different requirements can select a different physical detection, such
as the electric field strength, peak time and even the spectral characteristics of the material. THz
tomography can get not only the absorption rate distribution of objects, but also can get the
three-dimensional distribution of the refractive index of objects and materials.

THz-wave imaging has several inherent limitations: (1) it is not able to penetrate the metal.
Metal surface is almost 100 percent reflection index of the THz radiation, THz wave therefore is
not able to detect metal objects container. (2) water has a strong absorption on the THz wave.
3.2. Safety Monitoring and Quality Control
THz radiation can also be used for detecting pollutants, biological and chemical detection, and
therefore can be used to monitor the process of food preservation and food processing. The charac-
teristics of THz wave, penetrating objects and security, can be used for non-contact, non-injury to
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Figure 2: Detection of hidden metal weapons by THz wave.

detect specific substances, such as hidden explosives, drugs, weapons, etc [2] (as shown in Fig. 2).
As a result of the strong capacity of penetration and low energy of THz electromagnetic waves
(completely harmless to humans), THz imaging can completely replace the X-ray examination, CT
scan, and be used in the material non-destructive monitoring and vital security sector and chemical
and biological weapons inspection.

3.3. Nondestructive Testing

The safety and penetrable properties of THz wave can be used for nondestructive testing of building.
The penetrability of THz wave can be measured from THz time-domain spectroscopy. Foam is the
materials used Space shuttle commonly; the crash of the US space shuttle in 2003, “Columbia”
is caused by the degumming of foam isolation in external fuel tank layer. Foam has very low
absorption and refractive index on the THz wave, so THz waves can penetrate a few inches thick
foam, and to detect the buried defects. THz imaging has been selected as the one of four type of
future technology of NASA to detect the defects in space shuttle (the other three technologies for
X-ray imaging, ultrasound imaging and laser imaging).

3.4. Astronomy and Atmospheric Research

THz is a very important radio astronomy band to ultra-high spatial resolution of the universe;
therefore, we can use THz technology to carry study of the interstellar formation and the space
research. A large number of atmospheric molecules such as water, carbon monoxide, nitrogen,
oxygen can be detected in the THz band, which can be use to atmospheric environmental protection
and the monitoring of the ozone layer.

3.5. Short Distance Wireless Communications and Networking

THz band has high frequency, wide bandwidth and more channel than the microwave, which is
suitable for in local area networks and broadband mobile communications. 10Gbps wireless trans-
mission speeds can be obtained by THz communication, which is a few hundred or even thousands
of times faster than current Ultra-Wideband technology, and is the future hope for large-capacity
multimedia wireless communications. Some experts predict that in the near future THz wireless
network will replace the wireless LAN or Bluetooth technology, become the major short-range
wireless communications technology.

3.6. Military Applications

THz technology has three main applications in the military field: THz communications, THz non-
destructive detection and anti-stealth THz ultra-wideband radar.

3.6.1. Secure Communication

In outer space, the transmission of THz is lossless, so we can achieve long-range space commu-
nications with very little power. At the same time, compared with the current space optical
communication, THz wave has wider beam width, so it is easier to pointing in the long-distance
space communication. And antenna system can achieve small and flat, and is particularly suited
for secure communications between the stars and satellites.
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3.6.2. Anti-stealth THz Ultra-wideband Radar
THz radar can emit tens of thousands of species frequency as well as pico-second and nanosecond
pulse at GW level; it has many advantages and capabilities that ordinary radar does not have. THz
radar has a broad application prospects in the military and national security.

THz radar launch THz pulse contains a wealth of frequency, which enable stealth aircraft to lose
the role of narrow-band radar absorbing coating. Furthermore, THz radar has strong anti-stealth
ability to shape stealthy and material stealthy.

Figures 3 and 4 show the radar imaging of military trailers and T72 tanks model in portable
THz radar research projects which funded by US Army National Ground Intelligence Center [2].

 

Figure 3: THz radar imaging of military targets.

 

Figure 4: THz radar imaging of hidden military targets.

3.6.3. Chemical and Biological Agent Detection
THz pulse spectrum is very sensitive to molecules and the constitutes of their surrounding environ-
ment. Therefore, in all weather conditions, as well as smoke and dust environment, THz technology
can be used in chemical detection of the air in the battlefield, and can identify of the type of the
chemical and biological agents.

4. CONCLUSIONS

Nearly two decades, THz technology have made some progress and development in both basic
research and applied research [3–6]. A comprehensive summary of the current THz technology in
the field of basic research, technology research and civilian applications is given. And the paper is
focused on the explanation of THz technology in the defense and the military field.

The prospects of THz technology are broad and attractive, and there is a long way to run to
achieve the following goals, namely high power generation and high sensitive detection of THz
radiation.
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Abstract— An efficient full-wave numerical method is proposed for describe with respect to
the dispersion parameters the influence of shielding in unilateral asymmetric structures which
can support two different propagation modes defined by C-mode and π-mode. The EM operators
formalism is used in order to simplify the resolution of the boundary problems leading to the
Galerkin’s procedure which permits to find propagation characteristics. The obtained results
have been validated with a good precision compared with those available in the international
literature.

1. INTRODUCTION

Asymmetric planar transmission lines are widely used for many applications in monolithic mi-
crowave integrated circuits (MMIC’s) devices for communication systems, such as directional cou-
plers, filters or impedance matching networks. Asymmetric structures can provide additional ad-
vantages compared with the symmetric ones because of their impedance transform nature and
circuit design flexibility.

The propagation constants and coupling characteristics are described in terms of respectively
even and odd modes for the symmetrical lines [1] and of C- and π-modes for the asymmetrical
lines [2].

Design and characterization of planar structures are useful in the development of integrated
circuits. For this, several numerical methods are appeared to model suitably those transmission
structures. The transverse resonance method, combined with the electromagnetism operator for-
malism, is used in order to efficiently study in hybrid mode the shielding effects of metallic boxed
coupled microstrip and coplanar lines as shown in Fig. 1.
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Figure 1: Cross sectional view of shielded unilateral asymmetric transmission lines.

In this paper, the dielectric substrate used to analyze shielded asymmetric planar structures is
assumed to be homogeneous, isotropic, and lossless. Its upper face is partially metallized by two
or three parallel uniform zero-thickness conducting strips along the direction of propagation (oz),
as shown in Fig. 1.

2. TRANSVERSE RESONANCE METHOD FORMULATION

The mathematical process behind this integral method is the use of operators formalism in order
to simplify the resolution of boundary problems. The purpose is the evaluation of the global
admittance operator Ŷ (or impedance operator Ẑ) to which the Galerkin’s technique is applied [1, 2].

Such process can be achieved through several steps described in the following sections [1, 2].
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2.1. Equivalent Network Representation of Cross Section of Unilateral Structure
The equivalent circuit of an unilateral asymmetric line with negligible thickness, includes the pres-
ence of a fictitious electric source represented in Fig. 2 by a transverse electric field ~E across the
slot due to the metallized interface delivering a surface current density source ~J .

The admittance operators Ŷ I and Ŷ II (for region 1 and 2 respectively) are expressed on the
discontinuity plane. In Fig. 2, oy is the direction of the fictitious propagation constant, while “sc”
states for short-circuit.
2.2. Matrix Representation of the Boundary Conditions
The application of the boundary conditions on the interface (insulator-air or metal-air) requires
that the transverse components of ~E and ~J in the xoz plane are respectively zero on the metal and
outside the metal.

Let Ŷ and Ẑ be, respectively, the admittance and impedance operators associated to the ana-
lyzed line.

The Kirchoff’s law yields to:

~J = (Ŷ I + Ŷ II) ~E = Ŷ ~E, Ŷ = Ŷ I + Ŷ II (1)

where:
~E = Ẑ ~J = ~0 on the metal (2)
~J = Ŷ ~E = ~0 on the insulator (3)

2.3. Matrix Representation of Ẑ And Ŷ Operators

The matrix representation of the Ẑ or Ŷ operators requires involvement of a complete and orthog-
onal basis functions (fn, n = 0, . . . , ∞), and the calculation of the mode-admittances yI

n and yII
n

of region 1 and 2 respectively. The matrix expressions of admittance and impedance operators are
given by [1–3]:

Ŷ =
∞∑

n=0

[|fn〉 (yI
n + yII

n ) 〈fn|
](e+h)

=
∞∑

n=0

[|fn〉 yn 〈fn|](e+h) (4)

Ẑ =
∞∑

n=0

[
|fn〉 1

(yn)
〈fn|

](e+h)

=
∞∑

n=0

[|fn〉 zn 〈fn|](e+h) (5)

|fn〉 〈fn| represents the projection operator on the basis vectors {|fn〉}n=0,∞, where the product of
vector “bra” (〈fn|) with vector “cket” (|gn〉) represents inner product of these two vectors.

“e” and “h” are respectively the TMn and the TEn mode along the transverse direction (oy).
2.4. Galerkin’s Method
The application of Galerkin’s method requires the decomposition of transverse electric field in the
slots for coplanar line, or of transverse current density on the conductor strips for the coupled
microstrip line, as a sum of trial functions [2] such as:

Ex =
kx∑

p=1

epxΦpx and Ez =
kz∑

q=1

eqzΦqz (6)

Jx =
kx∑

p=1

e′pxΦ′px and Jz =
kz∑

q=1

e′qzΦ
′
qz (7)
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kx and kz are the number of trial functions by component respectively along ox and oz direction.
The electric field and the current density have to be zero respectively on the metallized strips

and in the slots separating the conducting strips and they are given by:

|E〉(e+h) = (Ẑ |J〉)(e+h) = |0〉 (on the metal) (8)

|J〉(e+h) = (Ŷ |E〉)(e+h) = |0〉 (outside the metal) (9)

After applying the Galerkin’s method to Ẑ or Ŷ , a homogeneous system of the form “LX = 0”
is obtained [1–3]. “L” is the dispersion matrix of (kx+kz)∗(kx+kz) dimension, whith kx = kz = K,
where the elements are composed of mode admittances (for coplanar structure) or mode impedances
(for coupled mirostrip structure) and inner products of basis functions with trial functions [3]. “X”
is the vector containing the transverse current densities (or electric fields) coefficients (epx, eqz).
Setting the determinant of L-matrix equal to zero, that will give the dispersion parameters.

3. CHOICE OF TRIAL FUNCTIONS

Trial functions have to respect several convergence criteria of this method [2] such as:

- Boundary conditions, proportionality conditions and metallic edge effects conditions.

Cosine trial functions taking into account the metallic edge effects are chosen for asymmetric
lines such as:

3.1. Asymmetric Coplanar Line
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3.2. Asymmetric Coupled Microstrip Line
C mode
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4. NUMERICAL RESULTS

The developed computer program calculates the effective permittivity “εeff ”, phase constant “β”
and wavelength “λ” of fundamental mode for C and π mode of shielded asymmetric coupled mi-
crostrip and coplanar lines, using trial functions of sinusoidal form which take into account the
metallic edge effects, where the convergence of our results does not exceed four trial functions by
component (K ≤ 4) and 2000 modes according to the physical parameters of those asymmetrical
planar lines.
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Figure 3: Variation of effective permittivity versus physical parameters.
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Figure 3 shows the vertical metallic sides effect of shielding on the “εeff ” of both C and π mode,
when the width of slot(s) or metallic strips are varied. We deduce that shielding effect for coupled
microstrip type structure is more important for wide slot(s) or wide conductor strips especially
when the edges of metallic strips approach the vertical metallic sides. So the variation of “εeff ”
of C and π mode becomes more important. About asymmetric coplanar structure, when width of
central conductor or slots varies, shielding effect is more important especially for π mode involving
an important variation of “εeff ”.
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According to the Figure 4, the influence of C1 on the “εeff ” for asymmetric coupled microstrip
type structure is more important for C-mode than for π-mode. Contrary to the shielded asymmetric
coplanar line, the influence of C1 on the “εeff ” is less important for C-mode than for π-mode.
Moreover, by moving successively the substrate to the horizontal lower side of the shielding, the
“εeff ” increases more of C-mode and decreases more of π-mode respectively for asymmetric coupled
microstrip and coplanar structures, especially for the symmetric case.
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Figure 5: Evolution of effective permittivity versus b3.

Figure 5 shows the influence of horizontal metallic sides of shielding on “εeff ” of both C and
π mode for symmetric and asymmetric lines, by varying height “b3” for various values of central
aperture for coupled microstrip structure or central metallic strip for coplanar structure. These
curves indicate clearly the influence of the shielding on the “εeff ” when the substrate is particularly
near the lower horizontal conducting side. Moreover, for any value of “w” (see Figure 5) and when
b3 varies between 1 mm and 6 mm, the horizontal metallic sides have no effect on “εeff ”, except for
π mode of coplanar structure where “εeff ” vary versus “b3”.
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According to the Figure 6, numerical obtained results by this integral method show a good
agreement with those published in the literature [4, 5] where the maximum relative error does not
exceed 1.96%.

5. CONCLUSIONS

Transverse resonance method combined with the mathematical operator formalism has been suc-
cessfully used for the efficient full-wave mode analysis of shielding effect in asymmetric structures.
The obtained results converge well with those available in the literature, due to the adequate choice
of trial functions used in this method. This method can be applied easy on the metallic (or iso-
lating) region for symmetric and asymmetric structures, by using operator Ẑ (or Ŷ ) to which the
Galerkin procedure has been applied.
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Abstract— The transmittance is studied, using the transfer matrix method, for various multi-
barrier systems. The calculations are made in the framework of effective mass theory. The
transmittance is calculated for one system increasing the number of layers (generations). The
systems are built by mixing a Cantor-like potential with a superlattice. Both cases, barriers
and wells, for the Cantor-like potential, are considered to compare the variations between the
known superlatice and the proposed mixed system. The resulting potential is as follows, first
a superlattice, next a Cantor and finally another superlattice. Another interesting feature is to
study the effect of the width and number of layers for the superlattices. The fractal dimension
of the transmittance and the potential is calculated, using an image processing technique, to
determine if some correlation exists between the fractality of the potential and the fractality of
the transmittance.

1. INTRODUCTION

The study of a materials properties is of great importance due to the search of optimal devices,
at least better than those exists today. For this the scientist, from a very methodological point of
view, first look at the fundamental physical properties of such materials. One of the posibilities is
the transmission coefficient, or transmittance, of an electromagnetic wave incident upon a quantum
potential, tipically barriers or wells. This topic is covered in the college courses for a single rectan-
gular barrier, nevertheless is very interesting to study some more complex systems. Among these,
there is the so called superlattices, Figure 1, for wich the transmittance has been well characterized
by their band structure [2, 3]. An even more irregular case is the Cantor-like potential [1, 5], witch
is inspired in the Cantor set, in this system the height, width and distance of the barriers (or wells)
are modified (Figure 2) just like int the construction of the Cantor set.

The knowledge of the properties of a given material gives the possibility of design devices more
efficient and, in some cases, less expensive. For this reason, is important to increase the variety of
those systems. Starting with the cited systems, the next logical step is mixing them, and this is
the kind of systems that were chosen for this work, the mixed Cantor-like potentials.

2. METHODOLOGY

An mixed Cantor like potential is built using two superlattices and one Cantor-like potential. The
mixing process is quite simple, in fact is just arranging the three systems in the following order,
first a superlattice, next the Cantor potential and then the other superlattice, Figure 3. The

Figure 1: Superlattice potential, generation 6. Figure 2: Cantor-like potential, generation 6.
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transfer matrix method [2, 3] is used to calculate the transmittance of the previous systems. These
calculations are made in the framework of effective mass theory. In this system, a given generation
comprehend the same generation for the component systems, i.e., considere the generation 3 of
the mixed Cantor-like potential, it has two superlattices and one Cantor-like potential of the third
generation. It is worth to say that the superlattices increase their length, as the generation does,
while the Cantor does not.

It is clear that the generation one corresponds to a superlattice of generation 3, which most
have the characteristic band structure. This can be considered as an indicator to show that the
method used to calculate de concatenated system is valid. This fact is important because of the
scheme chosen to calculate the transmittance of the entire structure. It rests in the fact that it
can be computed the transmittance of the first superlattice, keeping the resulting transmittance,
and using it as input for the Cantor, and doing the same for the last superlattice. The parameters
involved in this system are the height and width of the barriers and the distance between them. The
parameters that are changed for study its effect on the transmittance are the width and distance.
This parameter variation is applied to the superlattice systems. The key parameter for the Cantor
potential is the length of the whole structure, in this case 750Å.

Since the Cantor-like potential is inspired on the Cantor set, which is a classic fractal, is rea-
sonable to assume the potential is also fractal. One logical question is if any property of the
potential such as the transmittance also show this feature. In order to go forward in this matter,
an image processing technique is used to calculate the fractal dimension of the potential and of the
transmittance.

Figure 3: Mixed Cantor-like potential, generation 3. Figure 4: Transmittance for an width/distance of
23Å, generation 10.

Figure 5: Transmittance for an width/distance of
75Å, generation 10.

Figure 6: Transmittance for an width/distance of
230Å, generation 10.
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3. RESULTS

The parameters used for the mixed Cantor-like potential are height 75Å; width and distance 23Å,
75Å and 230Å, the obtained transmittance seems very different, against the superlattice band
structure, for the first two sets of parameters (Figures 4 and 5) but for the last one it seems to
resemble the familiar band structure, although it has a more reach behavior, Figure 6. The most
interesting feature for this results is that the set of maximum/minimum is no longer constant,
fluctuations appears as the energy increases. Also, the number of local maximum and minimum
is greater but without a regular amplitude behavior. This can be a consequence of adding smaller
and closer barriers for the Cantor potential.

Figure 7 shows the calculated transmittance for a mixed Cantor-like potential in which the
Cantor component is considered a well. As expected, the transmittance does not vary drastically.
The main changes are again the maximum and minimum, in this case their fluctuation do not seems
as cualitative periodic as in the barriers.

At last but not least, the fractal dimension is estimated. For this, an image processing technique
developed by Frederic Moisy [6] is used. This tool implements the box counting method [7] for
estimate the dimension. The nature of the potential and transmittance shapes considered in this
paper make very hard to develop an accurate and reliable direct method for estimate the fractal
dimension, this is why the Moisy’s tool has been chosen.

The fractal dimension for the mixed Cantor like potential and for the corresponding transmit-

Figure 7: Transmittance for an width/distance of
230Å, generation 10. Cantor well.

Figure 8: Box counting power law test for the po-
tential.

Figure 9: Local exponent D = −dlnN/lnR plot, for
the mixed Cantor potential.

Figure 10: Local exponent D = −dlnN/lnR plot,
for the mixed Cantor’s transmittance.
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tance is calculated. For this estimation, the first feature to search for, is the power law, characteristic
of fractal sets, Figure 8. Since the graph is not a straight line, this does not correspond to a fractal
set, at least not for all values of the size of the boxes (R). Therefore, a region of the parameter R
is search for. To do this the the local exponent D = −dlnN/lnR is plotted (Figure 9), here N is
the number of boxes needed to cover the set.

4. CONCLUSIONS AND PERSPECTIVES

This kind of systems modify the general behavior of the transmittance corresponding to the po-
tential component systems. Also, the transmittance in function of the width of the barriers shows
that the contribution of smaller barriers in the Cantor potential is reflected on the whole struc-
ture of maximum and minimum. Another interesting feature is the differences between the case in
which the Cantor potential is composed of barriers and which is composed of wells. The well case
seems to be more irregular perhaps due to mixing barriers and wells, however this can be improve
the fractal dimension of the transmittance. Although the results for the fractal dimension are not
conclusive, they allows to conjecture that the fractal dimension, of the potential and transmittance
(Figure 10), is bounded in an non-integer range, from 1.3 to 1.8 for the potential and from 1.3 to
1.6 for the transmittance. Of course, in order to state such conclusion rigorously, a more direct
approach for estimate the fractal dimension is needed. The obtained results suggests the possibility
of characterize heterogeneous potential systems that resembles those presented here.
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Abstract— We study the so called Cantor-like potential, probably one of the closest potential
we can imagine as selfsimilar. The numerical calculation was carried out for the effective mass
equation miming a GaAs-AlGaAs heterostructure made by following a Cantor algorithm. We
show that the first eigenfunctions exhibit in a great extend a selfsimilar aspect. Another main
result is that a fractal dimension is found for the spectrum. This can be seen as a demonstration
that this kind of potentials have this peculiarity. It is reasonable to think that other similar
potential show this property.

1. INTRODUCTION

In a previous paper [1] some of us have studied the so called Cantor-like potential defined over a
finite interval. Probably the apparent selfsimilarity of the probability density was the main result
of Ref. [1]. Now we want to complete the description of the electronic wavefunctions and spectrum
for this peculiar potential by reporting the first states and studying the dimension of the spectrum,
i.e., the set of the eigenvalues.

The motivation for studying this kind of potentials comes out because it seems likely to find
out that the transmittance reflects the selfsimilar property of the potential through its fractal
dimension. In the other hand Lavrinenko et al. [2, 3] studied the propagation of classical waves of
the optical Cantor filter. This system is not a self-similitary system, because the refractive indices
are not scaled. The authors observed that the optical spectra has been shown spectral scalability
In the las few years, a lot of experimental works, concerning the worth noting properties of porous
silicon in chemical and biological sensing, have been reported. Moretti et al. [4] has compared the
sensitivities of resonant optical biochemical sensor, based on both periodic and aperiodic porous
silicon structures, such as Bragg and the Thue-Morse multilayer. They observed that the aperiodic
multilayer is more sensitive than the periodic one. Find other similar systems in which the sensitive
will be mayor is important for applications. Other authors has been studied systems inspired in
the Cantor set but the differential operator that described those systems are not selfsimilar [17].

2. SEMICLASSICAL SOLUTION AND SELF-SIMILARITY

Observe that for the potential defined above the following properties are satisfied.

if 0 ≤ x ≤ 1/3 then V (x) =
1
3
V (3x) (1)

if
2
3
≤ x ≤ 1 then V (x) =

1
3
V (3x− 2). (2)

Now, let E > max[V (x)], be a eigenvalue of the continuous spectrum of the Schrödinger equation:

d2F (x)
dx2

+
2m

~
(E − V (x)) F (x) = 0. (3)

For this eigenvalue, using semiclassical approximation, we get that the associated eigenfunction
is [5–7]

FE(x) = AE(x) exp
[

i

~
SE(x)

]
(4)

where

AE(x) =
C1

(2m (E − V (x)))1/4
(5)

SE(x) =
∫ x

0

√
2m(E − V (x)) dx. (6)
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Using the properties of V (x), observe that for any x ∈ [0, 1/3]

AE(x) =
C1

(2m(E − V (x)))1/4
=

C1

(2m(E − 1
3V (3x))1/4

= 31/4C1A3E(3x). (7)

This means that, up to a certain constant, the function AE (of the eigenvalue E) in the interval
0 ≤ x ≤ 1/3 is equal to the function A3E (of the eigenvalue 3E) in the interval 0 ≤ x ≤ 1.

On the other hand, for the function SE , we have that for x ∈ [0, 1/3]

SE =
1
~

∫ x

0

√
2m

(
E − 1

3
V (3x)

)
dx. (8)

Changing the integration variable x by x′ = 3x, we have that for x ∈ [0, 1/3]

SE(x) =
(

1
3

)3/2 ∫ 3x

0

√
2m (3E − V (x′)) dx′ =

(
1
3

)3/2

S3E(3x). (9)

So, for x ∈ [0, 1/3]

FE(x) = C1

(
1
3

)1/4

A3E(3x) · exp

[
i

~

(
1
3

)3/2

S3E(3x)

]
. (10)

That is, the eigenfunction corresponding to the state E in the interval [0, 1
3 ] is self-similar

to the eigenfunction corresponding to the state 3E in the interval [0, 1]. Arguing in the same
way, and using the self-similarity of the potential in [23 , 1] we conclude also that the eigenfunction
corresponding to the state E in the interval [23 , 1] is self-similar to the eigenfunction corresponding
to the state 3E in the interval [0, 1]. Again, arguing in the same way we get that for any interval
faN

(I0) (see previous section for definitions) the semiclassical approximation associated to the
eigenvalue E over the interval faN

(I0) is self-similar over the interval [0, 1] to the semiclassical
approximation associated to the eigenvalue 3NE.

Since any value of E is an eigenvalue of the Schrödinger equation, then the self-similarity of
the wave function is fulfilled for any value of E. This implies that for a quantum well with self-
similar potential, it affects the wave functions in the whole continuous spectrum, not only the wave
functions of the eigenvalues close to the well’s limits, as would happen in a normal quantum well.
This conclusion is general for any self-similar potential.

3. FORMAL SOLUTION AND SELF-SIMILARITY

We will now explain, in a little more rigorous and general manner, a theorem regarding the self-
similarity of the wave functions of the continuous spectrum when the potential is a self-similar
function.

Let us define the intervals I0 = [0, 1] and J0 = [13 , 2
3 ], and the functions f0(x) = 1

3x and
f1(x) = 1

3x + 2
3 , both of them defined in the basic interval [0, 1] and having images in [0, 1]. In

fact f0(I0) = I(0) = [0, 1
3 ], f0(J0) = J(0) = [19 , 2

9 ], f1(I0) = I(1) = [23 , 1], and f1(J0) = J(1) = [79 , 8
9 ].

Similarly we define f0 and f1 (the same symbols as before) as the function which map linearly the
interval [a, b] into its first and third 1/3 part respectively; then f0([a, b]) = [a, a + (b − a)/3] and
f1([a, b]) = [b− (b− a)/3, b].

The intervals and functions just defined have a direct interpretation in terms of the standard
Cantor construction. See Fig. 1. I0 is the starting interval; J0 is the central one third interval of I0,
typically supressed. On the other hand, function f0 associates the whole starting interval I0 with
the left whole interval of the second Cantor generation (I(0)) and the supressed interval J0 with
the supressed one in the next generation, left side (J(0)); function f1 associates the whole starting
interval I0 with the right whole interval of the second Cantor generation (I(1)) and the supressed
interval J0 with the supressed one in the next generation, right side (J(1)).

Renormalization for the Eigenfunctions and Eigenvalues: Let E > 0, k > 0 (k =
~2/(2m(x)) where m(x) is the position-dependent effective mass). In the sequel, we will note with
ΨE, k, the solution of the problem

kΨE, k(x) + (E − V (x))ΨE, k(x) = 0 (11)
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Figure 1: Cantor like potential.

We want to study how the self-similarity of the potential V - and the mass m(x)- is reflected
in the eigenfunctions and eigenvalues. More precisely we want to see if there exist some similarity
between the eigenfunction restricted to the whole interval, and the same (or another) eigenfunction,
when it is restricted to the interval faN

(I0). In others words, we want to see, if given E and k > 0,
there exist E′ > 0 and k′ > 0 such that

ΨE, k(f−1
aN

(x)) = ΨE′, k′(x) (12)

for any x ∈ faN
(I0). In this direction, we obtain the following Theorem which is a renormalization

Theorem.
Theorem: Let E > 0, k > 0 and the eigenfunction ΨE, k. Given N > 0 then, taking s = 3N we

get that
ΨE, k(f−1

aN
(x)) = ΨE

s
, s3k(x)

for any x ∈ faN
(I0).

Before to give the proof, observe that the Theorem is showing equivalently, that given N > 0
then

ΨE, k(faN
(x)) = ΨsE, k

s3
(x)

for any x ∈ I0.
Now, let us give the proof.
Proof: We have that

kΨ′′
E, k(x) + (E − V (x))ΨE, k(x) = 0 (13)

with x ∈ [0, 1].
Taking the transformation f−1

aN
: faN

(I0) → I0, we get that for any x ∈ faN
(I0)

kΨ′′
E, k ◦ f−1

aN
(x) + (E − V ◦ f−1

aN
(x))ΨE,k ◦ f−1

aN
(x) = 0. (14)

Using that Ψ′′
E, k ◦ f−1

aN
= 1

3N 2 (ΨE, h ◦ f−1
aN

)′′(x) and that V (f−1
aN

(x)) = 3NV (x), noting s = 3N we
get

1
s2

k(ΨE, k ◦ f−1
aN

)′′(x) + (E − sV (x))ΨE,k ◦ f−1
aN

(x) = 0 (15)

for any x ∈ faN
(I0). This implies that ΨE, k ◦ f−1

aN
is solution of

k′Y ′′(x) + (E′ − V (x))Y (x) = 0, (16)

where k′ = s3h, and E′ = E
s . And this means that

ΨE, k(f−1
aN

(x)) = ΨE′, k′(x) (17)

for x ∈ faN
(I0). This finishes the proof.
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Figure 2: Another variety of the Cantor construc-
tion.

Figure 3: Cantor construction variety using an
sinoidal function.

4. CONCLUSIONS

Firstly we have demonstrated that the wave functions exhibit a selfsimilarity property induced by
the symmetry condition on the potential. We have given a proof in the framework of quasiclassical
approximation. This is true in a variety of selfsimilarity quantum wells [11] (see for example
Figures 2 and 3.

We have shown that in the case of a self-similar potential, regardless of the form that it may
have, the eigenfunctions of the discrete levels are self-similar, in the whole spectrum. This is true
for energy values, no matter how large it could be. This behavior of the self-similar quantum
well is radically different from that known from a normal quantum well, which only affects the
eigenfunctions of the levels closest to the well.

From a first sight, it could be suppoused that the system proposed is not different that the ones
that appeared before in the literature. However, the system that we have considered are extremly
differents from a topological point of view, since the the Hamiltonian proposed is self-similar [15, 16].
In particular recall that for the classical quantum well, the eigenfunctions show the presence of the
quantum well for eigenvalues close to 0. However, in the case that we discuss, for any eigenvalues
the associated eigenfunction “feels” the presence of the quantum well, despite how larger is the
eigenvalue.

It is not difficult to extend these conclusions to other problems which theirs solution solve a wave
equation (being classical or quantum [14]. For example, in a simple, classical, harmonic oscillator
formed by a set of welded springs of different k’s, such that k(z) is self-similar, the amplitude of
the oscillations will be self-similar in the interval T/3 with respect to interval T. There are some
similar problems in classical mechanics (transverse waves on weighted strings where the linear mass
density is a self-similarity function, for instance), in acoustics (sound propagation in a perfect
fluid where the temperature is a self-similarity function) or electromagnetic waves (monochromatic
electromagnetic propagating through a linear material where the permitivity is a self-similarity
function) and others [13].
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Relative Mobility and Relative Conductivity in ALD-FET (Atomic
Layer Doped-field Effect Transistor) in GaAs
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Abstract— We calculate the relative mobility and relative conductivity between source and
drain as function of gate voltage for Atomic Layer Doped-Field Effect Transistor (ALD-FET) in
a GaAs matrix. The mobility is described via a relative quantity that was presented in [1]. That
expression does not have empirical form, neither empirical parameter. Also a phenomenological
expression of the conductivity is presented, which is derived from the mobility expression. The
calculation this relative quantities was performed with a model for the ALD-FET that was shown
in [2]. In the end, we report for the first time an analytical mobility of electronic relative ALD-
FET. With these tools, it look that different behaviours of transport properties for ALD-FET.

1. INTRODUCTION

The system we are interested in is the ALD-FET in GaAs proposed by Y. Shiraki and collabora-
tors [3]. They made a field effect transistor in which the channel is formed by growing an n-type Si
delta-doped well and p-type delta doped barrier, these two wells are between the terminals of the
source and the drain of a regular GaAs field effect transistor. The presence of this n-type quantum
well produces a localized two-dimensional electronic gas (2DEG), which participates directly in the
conduction channel, on the other hand, the presence of the p-type quantum well produces a gas, but
of holes (2DHG), causing the 2DEG produced by the n-type delta-doped quantum well to be more
confined. The use of this type of doping in semiconductor devices yields a great improvement in
the performance of ultra high frequency optoelectronic devices [5]. The ALD-FET is also expected
to exhibit a higher transconductance and high intrinsic transconductance [4, 6]. These FET’s will
also offer a very flat transconductance region, which is ideal for low distortion power amplification.
Than a high electron mobility transistor due to the proximity of the delta channel to the gate [6].

This work will be the continuation of the preview study applied in δ-FET in [7, 8]. The present
study is to analyze the change of the mobility and conductivity in the presence of p-type delta-doped
barrier in different positions and densities, also to analyze the behavior the transport prorieties in
diferenties values of potential gate contact.

2. THEORETICAL BACKGROUND

The δ-doping technique allows one to obtain an extremely sharp doping profile and a high-density-
doped layer. Potentials of this system is formed by a metal-semiconductor contact (Schottky
barrier), followed by the n-type delta-doped quantum-well system and another of the p-type. The
presence or not of a confined electronic gas depends on the parameters used in the construction of
the system.

If there is electronic confinement, our model for describing the conduction band of the semicon-
ductor in the ALD-FET system. The entire potential is mathematically presented by the following
expression:

V (z) =
2πe2

εr
Nd(z + d− l)2θ(l − z) +

(
− α2

n

(αn|z|+ z0n)4
+

β2

(β · |z − dp|+ z0p)
4

)
θ(lp − z) (1)

where Nd is the background impurity density, εr is the electric permittivity constant of GaAs, and
l is the screening distance for the electric field.

αn = 2/(15π) and z0n = (α3
n/πN2de)1/5, is the distance at which the n-type delta-doped well

is positioned, N2de is the two-dimensional impurity density of the n-type delta-doped quantum-
well. The p-type δ-doped quantum well centred at z = dp, mhh = 0.51m0 is the mass of the

heavy holes, mlh = 0.082m0 is the mass of the light holes for GaAs, ma =
[
1 + (mlh/mhh)

3
2

] 2
3

with β = 2 ·m
3
2
a /15 · π, zp0 = (β3/πP2d)1/5, P2d is the impurities density of the p-type delta-doped

quantum-well.
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with lp is the depletion region width, V (lp) = 0,
where θ is the unit-step function.

The starting parameters for ALD-FET in GaAs are: m∗ = 0.067m0, mhh = 0.51m0, mlh =
0.082m0, εr = 12.5, n2D = 7.5 × 1012 cm−2, p2D = 5 × 1012 cm−2, p2D = 10 × 1012 cm−2, p2D =
5× 1013 cm−2.

Figure 1 shows the confining potential and the sub-band energies with their envelope wave
functions n2D = 7.5 × 1012 cm−2 and p2D = 5 × 1013 cm−2, the background impurities is of Nd =
1018 cm−3 at T = 0 K. Here, n-type delta-doped quantum-well is located at 300 Å from the interface
and p-type delta doped barrier is located at 200 Å from n-type delta well. The dashed curve
represents the obtained confining potential profile and the solid curves represent the wave functions,
potential profile, eigenvalues and eigenfunctions. Fig. 1 presents for V c = 500 MeV, eigenvalues
Ef − E0 = 154.8MeV, Ef − E1 = 56.94 MeV and Ef − E2 = 11.88MeV with Ef (Fermi level) is
taken to be at the bottom of conduction band.

In Table 1, we see the influence of the density of p-type delta-doped barrier on energy levels.
The fundamental state does not feel the effects of the barrier, Ef − E0 = 154.8 MeV, E0 is stable
in the three different densities. En contrast superior levels feel the effect, the second level fell from
Ef −E1 = 57.14MeV for (5 · 1012 cm−2) to Ef −E1 = 56.94MeV (for 5 · 1013 cm−2), but the upper
level decreases rapidly from Ef − E2 = 14.5MeV for (5 · 1012 cm−2) to Ef − E2 = 11.88 MeV for
(5 · 1013 cm−2). It is clear that the barrier affects more superior levels.

Based on the Thomas Fermi approximation to this ALD-FET, we study the electron transport
properties of the system. This method also allows us to study the transport properties of the system.
We only consider the ionized donor scattering mechanism, because it is the most important at low
temperature. The Coulomb scattering potential due to the ionized impurities is considered as
distributed randomly in the doped layer. Finally, we take the ratio of the mobility

µrel =
µnpδ,V c6=0

µnδ,V c=0
=

∫∫
IR2 ρnδ,V c=0

e (z′) · ρnδ,V c=0
imp (z) · |z − z′| · dz · dz′

∫∫
IR2 ρnpδ,V c6=0

e (z′) · ρnpδ,V c6=0
imp (z) · |z − z′| · dz · dz′

(2)

ρnpδ,V c6=0
e (z′)

(
ρnδ,V c=0

e (z′)
)
: The density of electrons of n-p delta doped (n delta doped) where

-200 0 200
Z(Angstrom)

-200

0

200

400

V
(z

)

Potencial profile, eigenvalues and eigenfunctions in ALD-FET in GaAs

N2d=7.5x10^12cm^(-2), P2d=5x10^13cm(-2), l=200(Angstrom) 

Figure 1: Conduction band, eigenvalues and eigenfunctiones, energies in MeV for V c = 500 MeV, n2d =
7.5 · 1012 cm−2, p2d = 5 · 1013 cm−2, dp = 200 Å.

Table 1: Energy levels (E0, E1, E2) for different values of p-delta doped concentration, dp = 200 Å and for
V c = 500 MeV.

P2d (cm−2) Ef − E0 (MeV) Ef − E1 (MeV) Ef − E2 (MeV)
5 · 1012 −154.8 −57.14 −14.5
10 · 1012 −154.8 −57.08 −13.68
5 · 1013 −154.8 −56.94 −11.88
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the potential contact of the gate is V c 6= 0 (V c = 0), respectively, with V c is the potential contact
of the gate.

ρnpδ,V c6=0
imp (z)

(
ρnδ,V c=0

imp (z)
)
: The density of impurities of n-p delta doped (n delta doped) where

the potential contact of the gate is V c 6= 0 (V c = 0), respectively.
The former expression can be put in the following form:

µrel =
µnpδ,V c6=0,T=0

µnδ,V c=0,T=0
=

∑ne
1

∫
IR

∣∣∣Fnδ,V c=0
e (z′)

∣∣∣
2
·
(
knδ,V c=0

F − Enδ,V c=0
i

)
· |z′| · dz′

∑ne
1

∫
IR

∣∣∣Fnpδ,V c6=0
e (z′)

∣∣∣
2
·
(
knpδ,V c 6=0

F − Enpδ,V c6=0
i

)
· |z′| · dz′

(3)

where Fnpδ,V c6=0
e (z′), knpδ,V c6=0

F and Enpδ,V c6=0
i , (Fnδ,V c=0

e (z′), kV c=0
F and EV c=0

i ) are the envelope
function, the Fermi level and the ith level of n-p delta doped (n delta doped) where V c 6= 0 (V c = 0)
respectively, the former expression is valid for T = 0K. At the last, in first approximation, we
present an analytical relative mobility quantity:

V (lp) = 0 and V (L′) = 0 , L′ > 0

ρe (z) α(Ef − Vn(z))3/2 (4)

µrel =
µnpδ,V c6=0

µnδ,V c=0
=

∫ L′

lp ρnδ,V c=0
e (z) · z · dz

∫ L′

lp ρnpδ,V c 6=0
e (z) · z · dz

=

([
5·z−a
(z−a)5

]L′

lp

)nδ,V c=0

([
5·z−a
(z−a)5

]L′

lp

)npδ,V c6=0
(5)

with a = z0n

αn
and Ef = 0 in GaAs.

3. RESULTS AND DISCUSSION

The Fig. 2 left contains the curve of relative mobility vs. V c for dp = 600 Å (dp = 600 Å). The
mobility shows two different behaviors. The first is between 100 MeV (100 MeV) and 1150MeV
(1000MeV) where we have the mobility ratio is rising from 1.07 (1.38) to 1.94 (3.1). The second
is between 1150MeV (1000) and 1300 MeV (1300 MeV) where the mobility is rising also from 2.06
to 4.52. In the first interval, the mobility ratio creases mildly but in the second, it increases
rapidly, we can see the potential contact affect more the mobility ratio when V c superior 1150 MeV
(1000MeV). In the mobility ratio characteristic there are three regions, in other words there are
two transitions, the first from 450 MeV (300 MeV) to 500 MeV (350 MeV) and the second from
1150MeV (1000MeV) to 1200 MeV (1050MeV), respectively. The responsible of this transitions is

Figure 2: Relative mobility (left) and conductivity (right) as a function of potential of contact for two
values of inter-well distance between the n-type well and the p-type barriers in ALD-FET in GaAs for
n2d = 7.5 · 1012 cm−2, p2d = 5 · 1013 cm−2, dp = 100 Å (Triangle up symbole), dp = 600 Å (Square symbole).
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the change in the number of state in δ-doped quantum well.

σrel = nrel · µrel (6)

nrel =

∑ne
1

(
knpδ,V c6=0

F − Enpδ,V c6=0
i

)

∑ne
1

(
knδ,V c=0

F − Enδ,V c=0
i

) (7)

σrel: Relative conductivity, nrel: Relative electronic density of the delta-doped quantum well, µrel:
Relative mobility.

Relative conductivity vs. V c characteristic shows fluctuation of conductivity ratio as a function
of V c, there are two zones type where dp = 600 Å (dp = 100 Å), the first zone type is linear, it
is in [100 MeV, 450MeV] ([100 MeV, 300MeV]) and [1200MeV, 1300MeV] ([1050 MeV, 1300MeV]),
the second zone type is parabolic, it is in [500 MeV, 1150MeV] ([350MeV, 1050MeV]), when V c ≥
500MeV (V c ≥ 750MeV) the Fig. 2 right shows that the conductivity decreases, the reason being
that the conduction channel begins to close, due to the strong decrease of confined electrons in the
delta-doped well, respectively.

The ALD-FET permits to have a negative differential resistance (NDR), NDR is seen in intervals
[500MeV, 1150MeV] ( [750 MeV, 1000MeV]) and in [1200 MeV, 1300MeV] ([1050 MeV, 1300 MeV])
for dp = 600 Å (dp = 100 Å), in electronics we learn that an amplifier coupled with a properly
designed positive feedback circuit can be made into an oscillator without input signal. We find the
optimum V c = 500 MeV (V c = 750 MeV) Contact potential to achieve the maximum conductivity,
respectively,

At this part, the reference values are taken as function dp = +∞ (δ-FET case)

µrel =
µdp,V c=500,T=0

µdp 6=+∞,V c=500,T=0
(8)

In the figure of mobility vs. dp, and conductivity on vs. dp, are having the same behavior, both
decrease, but the mobility behaves in a manner little different than conductivity. In the first place
decreases strongly from 1.41 at 2.15 between 50 Å to 155 Å. In the second place, decreases slowly,
from 1.31 to 1 between 160 Å to 400 Å. The transition in the mobility and conductivity between
155 Å and 160 Å was affected at the change in the number of energy levels of the electronic structure
where dp > 400 Å we can consider that we have δ-FET not ALD-FET transistor, in other means,
the p-type delta doped barrier does not have effect in the mobility and conductivity.

Figure 3: Relative mobility (left) and conductivity (right) versus the distance inter-well in ALD-FET in
GaAs for V c = 500 MeV, n2d = 7.5 · 1012 cm−2, p2d = 5 · 1013 cm−2.

4. CONCLUSIONS

In summary, the results here reported could become of interest for future studies. The relative
mobility expression can be a strong and easy way to study the range of parameters governing other
electronic device and get the best choice of them.
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Design of a Novel Wideband Planar Inverted-F Antenna for Mobile
Applications
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Abstract— In order to meet the tendency of miniaturization, broadband, amalgamation of
multi-systems for mobile communication terminals, a novel practical wideband internal planar
inverted-F antenna (PIFA) is proposed in this paper. The presented antenna exhibits a very
wide bandwidth ranging from 1.67 to 4.05 GHz with the definition of −10 dB return loss. The
relative bandwidth is larger than those of the existing antennas with similar structures, and
comes up to 83%, which makes the designed antenna cover the frequency bands of DCS1800,
PCS1900, WCDMA, UMTS, WiBro, WLAN and DMB simultaneously. It is also found that the
radiation patterns in free space, gain and efficiency of the proposed antenna satisfy the needs of
wireless communication terminals. Moreover, the antenna with the optimized parameters was
fabricated and measured. Good agreement between the measurement and simulation results can
be observed.

1. INTRODUCTION

Nowadays, with the rapid development of wireless communication technologies, the quality and
capability of communication systems have been improved a lot. Meanwhile, various kinds of mobile
communication systems operating at different frequency bands have come out. Different antennas
are often adopted in different mobile systems. Owing to this, the problem of integration and
amalgamation for various communication systems appears. Besides, miniaturization of antennas
for mobile portable terminals is still a major factor that should be taken into consideration. Hence,
miniaturized antennas for multiple bands applications that can be easily integrated with carriers
has been a hot topic in antenna design.

Planar inverted-F antenna (PIFA) with its advantages of compact structure, low profile, low
manufacturing cost, easy fabrication and easy integration with portable devices is referred to as a
preferable candidate for mobile terminals. A PIFA antenna with a tapered-type radiating patch
operating at PCS band is reported in [1]. Its relative bandwidth reaches 17%. A T-shaped ground
plane PIFA antenna working at UMTS band is designed in [2]. Its relative bandwidth comes to
17%. A PIFA antenna with a relative bandwidth of 21% that has a polygon radiating element
and operates at PCS band is studied in [3]. A typical PIFA antenna with a conventional structure
and a relative bandwidth of 15% is described in [4]. A T-shape slotted PIFA antenna for WCDMA
application with a relative bandwidth of 38% is discussed in [5]. The antennas mentioned above are
all applicable for a single-band mobile application. PIFA antennas for multi-system applications
have also been reported a lot in the open literatures. A T- and S-shaped wideband PIFA for
DCS/PCS/UMTS triple-band applications is designed in [6]. Its relative bandwidth comes up
to 33% with the definition of −5 dB return loss. Also, there exist PIFA antennas with many
separated radiating elements and feeding portions for multiple bands applications [7, 8]. However,
the shortcoming of this kind of antenna is their large volume and complicated feeding structure.
Therefore, it is desirable to design wideband PIFA antenna with single-layer and single-radiating
patch for over three frequency bands mobile applications.

Based on the antenna design in [2], a more compact design of a practical wideband PIFA an-
tenna is proposed in this paper. The simulated bandwidth for S11 < −10 dB ranges from 1.67 GHz
to 4.05GHz and the relative bandwidth reaches 83%, which indicates that the presented antenna
can cover the frequency bands of DCS (1.71–1.88GHZ), PCS (1.85–1.99 GHz), WCDMA (1.92–
2.17GHz), UMTS (1.92–2.17 GHz), WiBro (2.3–2.39 GHz), WLAN (2.4–2.484 GHz) and DMB
(2.605–2.655GHz) simultaneously. The antenna prototype was fabricated and measured. The
experimental results agree well with the computed results. Other performances of the antenna
also meet the demands of mobile terminals. It is demonstrated that the designed wideband PIFA
antenna is an attractive candidate for mobile applications.

2. ANTENNA DESIGN

The configuration of the proposed wideband PIFA antenna is shown in Fig. 1. The ground plane
with a size of 50 mm× 48mm is cut off two rectangles that are symmetrical. The radiating patch
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with a size of 22 mm× 26 mm is just located on the top of the portion of the slotted ground plane.
The antenna is shorted by a shorting plate and the profile is only 5 mm which is rather low. Also,
air is chosen as the substrate between the radiating patch and the ground plane to improve the
antenna efficiency. In the feeding part, the antenna is not directly fed by a 50 Ω SMA coaxial cable.
A trapezoidal plate with its thickness of 2 mm is adopted between the antenna patch and inner
conductor of the 50 Ω coaxial cable to broaden the impedance bandwidth of the antenna [9]. The
radiating element, shorting plate and ground plane are all made by 0.2mm thick metal plate.

The optimized design parameters for the proposed antenna are as following: L = 50 mm, W =
48mm, L1 = 26 mm, W1 = 22mm, L2 = 23 mm, W2 = 10 mm, L3 = 12 mm, W3 = 12 mm,
L4 = 12mm, W4 = 3 mm, L5 = 6 mm, L6 = 2 mm, h = 4mm.
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Figure 1: Geometry of the wideband PIFA antenna.
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Figure 2: Effect of the slot size on ground plane on antenna property.
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3. PARAMETRIC STUDIES

Figure 2 plots the return loss characteristics of the proposed antenna with variations of the slot size
(i.e., L2 and W2) on the ground plane. It can be seen form Fig. 2 that the slot size on the ground
plane mainly affects the impedance bandwidth and return loss values of the presented antenna.

The influence of the feeding structure on antenna performance is also studied. Fig. 3 depicts the
return loss comparison of the proposed antenna and the antenna without the trapezoidal feeding
plate. It can be concluded from Fig. 3 that the trapezoidal feeding plate has large impact on
impedance bandwidth and resonant frequency of the studied antenna.

Effect of the antenna height on antenna performance is investigated too. Fig. 4 denotes the
return losses of the antenna with various height. One can see from Fig. 4 that the antenna height
mainly influences the bandwidth, resonant frequencies, and return loss values of the antenna. One
can also see from Fig. 4 that the antenna bandwidth may still meet the bandwidth requirements
when the antenna height is reduced to 4 mm, which indicates the validity of the proposed wideband
antenna.

4. RESULTS AND ANALYSIS

The antenna with the optimized parameters was constructed and simulated by CST Microwave
Studio. The simulated VSWR and return loss of the proposed antenna are exhibited as the solid
lines in Fig. 5 and Fig. 6. It can be demonstrated from Figs. 5 and 6 that there are two resonant
frequencies (i.e., 1.88 GHz and 3.48 GHz) for the presented antenna. Besides, the bandwidth defined
by S11 < −10 dB is between 1.67 and 4.05 GHz. The relative bandwidth reaches 83% and the upper
band of the bandwidth enters the frequency range of UWB (3.1–10.6 GHz), which indicates that the
designed antenna can cover the bands of DCS, PCS, WCDMA, UMTS. WiBro, WLAN and DMB
simultaneously. Such big bandwidth for single-layer and single-patch PIFA antennas is infrequent.
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Figure 4: Effect of the antenna height.
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Figure 7: Prototype of the fabricated antenna.
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Figure 8: Radiation patterns of the proposed antenna at central frequencies in E-plane.
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Figure 9: Radiation patterns of the proposed antenna at central frequencies in H-plane.

Figure 10: Gain of the proposed antenna. Figure 11: Total efficiency of the proposed antenna.
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The proposed antenna was also fabricated as can be seen in Fig. 7. It was measured by Agilent
vector network analyzer. The dashed lines in Figs. 5 and 6 represent the measured VSWR and
return loss of the proposed antenna. The experimental results agree well with the computed results.
Moreover, the radiation patterns of the proposed antenna in free space are also studied. Figs. 8 and 9
depict the radiation patterns of the presented antenna at central frequencies of every communication
system in E-plane and H-plane, respectively. It can be clearly seen that the radiation patterns of
the proposed antenna are approximately omni-directional.

In addition, the gain and efficiency of the proposed antenna are investigated too. Figs. 10 and
11 exhibit the computed gain and efficiency of the presented antenna. It can be concluded that the
gain and efficiency of the designed antenna meet the demands required by mobile terminals.

5. CONCLUSIONS

A compact design of a wideband PIFA antenna for seven-band (DCS/PCS/WCDMA/UMTS/WiBr-
o/WLAN /DMB) mobile applications is proposed in this paper. The antenna with a very low profile
and a compact structure meets the bandwidth requirements of mobile systems. The radiation pat-
terns of the proposed antenna are approximately omni-directional in free space. Gain and efficiency
of the antenna also satisfy the needs of mobile terminals. Good agreement between the measure-
ment and simulation results can be achieved. All the features above confirm that the presented
antenna is alternative in use for mobile multi-system applications.

REFERENCES

1. Kim, B. C. and J. H. Yun, “Small wideband PIFA for mobile phones at 1800MHz,” IEEE
International Conference on Vehicular Technology, 27–29, Daejeon, South Korea, May 2004.

2. Wang, F., Z. Du, Q. Wang, and K. Gong, “Enhanced-bandwidth PIFA with T-shaped ground
plane,” Electronics Letters, Vol. 40, 1504–1505, 2004.

3. Ji, Z. H. and Y. C. Nai, “Design of a compact practical PIFA antenna,” Radio Communications,
Vol. 32, 33–34, 2006.

4. Zhu, X. W., X. X. He, and J. Liu, “Design of planar inverted-F antenna for mobile 3G
applications,” Mobile Communications, Vol. 31, 79–81, 2007.

5. Li, H., J. Yin, and J. H. Wang, “A novel wideband antenna for WCDMA mobile terminals,”
Mobile Communications, Vol. 31, 79–81, 2007.

6. Omar, A. S., M. Javwardence, and P. Mcevoy, “L and S shape PIFA antenna for triple-
band (DCS/PCS/UMTS) mobile handsets,” IEEE International Symposium on Antennas and
Propagation Society, Vol. 3, 3107–3110, 2004.

7. Song, C. T. P., P. S. Hall, and H. Ghafouri-Shiraz, “Triple-band planar inverted-F antenna for
handheld devices,” Electronics Letters, Vol. 36, 112–114, 2000.

8. Ciais, P., R. Staraj, and G. Kossiavas, “Compact internal multi-band antenna for mobile phone
and WLAN standards,” Electronics Letters, Vol. 40, 920–921, 2004.

9. Nepa, P., G. Manara, and A. A. Serra, “Multiband PIFA for WLAN mobile terminals,” IEEE
Antennas and Wireless Propagation Letters, Vol. 4, 349–350, 2005.



1196 PIERS Proceedings, Beijing, China, March 23–27, 2009

Interaction between Two Photorefractive Bright Solitons in
Different Dimensions

A. Keshavarz
Department of Physics, Faculty of Science, Shiraz University of Technology

P.O. Box 71555-313, Shiraz, Iran

Abstract— Optical solitons are self-trapped and localized wave packets existed by an exact
balance between the diffraction or dispersion that tends to expand the wave pockets and the non
linear effect. Nowadays many model equations of nonlinear phenomena are known to express
soliton generation, and many methods of solution are introduced to solve them mathematically.
Among optical solitons, photorefractive spatial solitons are more attractive than other types due
to the fact that they are interesting for application in optics and photonics, also solving governed
equations in mathematics. In this paper we introduced a suitable numerical method according to
the Crark-Nicholson scheme to solve coupled nonlinear equations in one and two dimensions and
simulated the interaction between two solitons in different dimensions. Results exhibited very
interesting phenomena and show how we can control light by light.

1. INTRODUCTION

Solitons are one of the interesting topic in nonlinear optics, because these waves can be propagate
without diffraction and or dispersion in fiber or crystal. Among this photorefractive (PR) spatial
solitons (PRSS) have been shown to exhibit very interesting behavior. PRSS results from the
nonlocal and nonlinear characteristics of photorefractive effect in photorefractive crystal, such as
strontium barium niobate (SBN). At present, three types of steady-state PR solitons have been
predicted: screening soliton, photovoltaic solitons, and screening-photovoltaic solitons. PRSS was
found in both transverse dimensions and that these solitons can be observed at microwatt and
lower power level. Thus PRSS have the key rule in photonic devices where light guides itself, and
control of light by light. Progress in this field shows other interesting phenomena such as interaction
between them. In this paper, we briefly present a physical model of PRSS generation, and simulate
the interaction between one dimension with two dimension solitons (1D-2D interaction), as a new
kind of PRSS interaction [1–6].

2. PHYSICAL MODEL

Generation of solitons in PR crystal emerges from nonlinear response of PR material under applied
external field E0. The material response of PR medium is described by the band transport model
of Kukhtarer et al. [1, 8].

According to this model beside Maxwell’s equations in the paraxial approximation, in anisotropic
media, coupled wave equation and potential in normalized coordinates ( x

x0
, y

y0
and z

Ld
where (Ld =

kn0x
2
0) is diffraction length) introduced by:

∂z
−→
A − i

2
∇2
⊥
−→
A =

i

2
γ(∂xϕ− E0)

−→
A (1)

∇2
⊥ϕ +

−→∇Ln(1 + I) · −→∇ϕ = E0∂xLn(1 + I) (2)

where
−→
A =

−→
A (x, y, z) is slowly varying amplitude of the beam propagates in the z-axis, γ =

k2n4
0x

2
0r33 is the PR coupling constant which consists of the vacuum wave number k, and the

unperturbed refractive index n0. Here r33 is the effective electro-optic tensor.
The power intensity I is measured in units of the dark intensity Id. The dark intensity is a

material parameter that is proportional to the conductivity of the space-charge field in Kukhtarev
model, and E0 is the external field which is applied along the c-axis perpendicular to the propagation
direction.

In one dimensional case, after some algebra, we can see the potential equation satisfy in ∂xϕ =
( I
1+I )E0, and thus the wave equation written as:

∂z
−→
A − i

2
∂xx

−→
A = − i

2
γ(

E0

1 + I
)
−→
A (3)
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3. INTERACTION OF SOLITONS IN DIFFERENT DIMENSIONS

Interaction of soliton is one of the most interesting phenomena in modern optics. Till now inter-
action between PR solitons in one and two dimension are studied. Results show that incoherent
screening solitons in one-dimensions (1D) have an isotropic nature and exhibited only attraction,
when the solitons field is being overlapped. The situation is more different in two-dimension (2D).
The launching of incoherent solitons along the direction of applied electric field leads to both repul-
sive and attractive effects corresponding to separation of the overlapping beams. In contrast if the
solitons propagate in the plane perpendicular to the direction of the applied field always attracts
each other. These results offer a potential for applications in photonic devices [8].

In order to control of light by light we investigated and simulated incoherent interaction of 1D
screening PR soliton with 2D counterpart. In follow, we employed the crank-Nicholson scheme [7],
which was accompanied by the central difference method to solve numerically the coupled wave
and potential equations that govern the generation and interaction of PR screening solitons.

Figure 1: Beam profile, transverse soliton intensity distribution and modulated refractive index in one
dimension (top row), and two dimension (bottom row) are shown from left to right.

Figure 2: Numerical simulation of 1D-2D PRSS interaction. Top row shows transverse field distribution in
the entrance face of the crystal (x-y plane) with three arbitrary separation distances, and bottom row shows
the propagation of the solitons under interaction (x-z plane).
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As an experimental data, our simulation is performed for the case of SBN crystal with n0 = 2.35,
r33 = 180pm

V and 6.5 mm length. The dark intensity is chosen as Id = 10−2, and the wavelength of
the incident beam is chosen as λ = 488 nm, because the PR medium is sensitive to this wavelength.
With these choices x0 is obtained as 14.66µm.

Soliton solution of Equations (1)–(3) are shown in Fig. 1. In this figure beam profile, transverse
soliton intensity distribution and modulated refractive index by the soliton field in one and two
dimension are presented.

For studying incoherent interaction between 1D and 2D PRSS, let us employing the condition
I = |A1|2+|A2|2 where A1 and A2 represents beam amplitude in one and two dimension. simulation
results are depicted in Fig. 2. This Figure exhibited transverse field distribution and show how the
field interacts with each other under propagation with respect to initial sepration of the field.

4. CONCLUSION

In this paper, we have studied the generation PRSS soliton and then we have investigated the
interaction of 1D with 2D of such solitons. At the first we solved the coupled wave and potential
equation numerically in order to obtain soliton beam profile in one and two dimensions. Then
the interaction of 1D with 2D soliton was simulated. The results show that the attraction and
repulsion of solitons depends on the initial separation of the optical field. We see the soliton attract
in the initial distance condition and if the initial separation is bigger than the beam diameter, 2D
soliton repel by 1D soliton. The strong of interaction can be controlled by the change in their
initial separation. This soliton bending can be used in a read situation when more than two output
ports exist. Then outputs from selected ports of spatial switching devices can be made available.
Another result of our simulation is the stability of one dimension PR soliton with respect to two
dimension counterpart. It more clears the real aspect of this solitons.
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Abstract— (Ga, Mn)N with Mn concentration of 0.04–5 at. % has been achieved by Mn ion
implantation into MOCVD grown GaN. Structural and magnetic properties of the material were
studied by X-ray diffraction and vibrating sample magnetometer respectively. Ferromagnetic
properties of the samples at room temperature have been observed. The saturation magnetization
reached to its maximum value with Mn concentration of 2 at. %.

1. INTRODUCTION

Transition metal (TM) doped wide band gap Diluted Magnetic Semiconductors (DMS) earned an
intensive research interest during recent years due to their potential applications in spintronic-
devices. 3d transition metal-impurities in III–V semiconductors preferably occupy the substitu-
tional sites at low and moderate concentrations [1]. It is reported in literature that Mn atoms
can occupy substitutional or interstitial sites. It can also exist in the form of precipitates and
clusters [4]. In the case of its position on substitutional sites it form ‘A1−xMnxB’ DMS alloy and
in case of precipitates it exists as Mn4N, MnxGay and GaMn3N in (Ga, Mn)N system [4–7]. The
location and distribution of impurity atoms into the host lattice have a strong correlation with the
structural, optical and magnetic properties of the material. The location of Mn in GaMnAs and
GaMnN lattice sites has strong impact on curie temperature [2, 3]. The coupling between Mn and
host cations provides strong driving force for the Mn to group together to form the nanoclusters [4].
The coupling between ions of doped Mn and host GaN has been found to be ferromagnetic in na-
ture [5]. High curie temperature of (Ga, Mn)N and related systems has been speculated due to
coherent nanoclusters of magnetic impurities [6]. Though a sufficient data on (Ga, Mn)N system
is available in literature to explain the magnetic properties of the system yet a question about
the mechanism responsible for placing the TM impurity into one of the above mentioned forms to
induce the ferromagnetic properties in host material still remained unanswered. The present study
gives an insight to understand the structural and magnetic properties of Mn implanted GaN thin
films.

2. EXPERIMENTAL

Wurtzite GaN thin films grown under low pressure by metal organic chemical vapor deposition
(MOCVD) technique on c-plane sapphire substrates have been used in this work. Trimethylgallium
(TMGa) and Ammonia (NH3) were used as a source of Ga and N while hydrogen is used as a
carrier gas. Firstly a 25 nm thick buffer layer of GaN was grown at 510◦C with TMGa flow rate
of 21.8 sccm/min. Then temperature of the buffer layer, was ramped up to 1040◦C and ∼3 µm
thick GaN layer was grown with TMGa flow rate 51 sccm/min. Flow rate of ammonia and chamber
pressure were kept constant at of 2500 sccm/min 500 Torr respectively. Crystalline quality of as-
grown samples was checked by XRD by measuring FWHM of symmetric (0002) and asymmetric (10–
12) scans. The values were found to be 244 arcsec and 273 arcsec respectively. Carrier concentration
and carrier mobility of as grown samples have been determined by Hall measurement at room
temperature and are found to be 7.71 × 1016 cm−3 and 219 cm2V−1S−1 respectively. Samples of
the same size scribed from the same wafer were uniformly implanted with different Mn doses of
1×1014, 2×1015, 5×1015, 9×1015, 2×1016 and 5×1016 ions/cm at room temperature2 accelerated
under 250 KeV. The Mn concentrations were found to be ∼0.01%, 0.2%, 0.5%, 0.9%, 2% and 5%
respectively in DMS layers. Implantation was done at 7◦ to the c-axis of wurtzite GaN samples. The
estimated depth of the implanted ions by TRIM for peak concentration was found to be 150 nm from
sample surface. Following the implantation, samples were RTA annealed at 800◦C for 30 seconds
in nitrogen ambient. To reduce the possible decomposition of the samples during annealing, they
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were faced down on a GaN wafer. High resolution X-ray diffraction (HRXRD) measurements have
been carried out using Rigaku SLX-1A X-ray diffractometer to study the structural properties
of the implanted samples. Vibrating Sample Magnetometer (VSM) of ADE Technologies (Model
DMS 4HF) was used to investigate the magnetic properties of the implanted samples. Magnetic
hysteresis loops were measured at room temperature for all the samples using 5000 Oe in-plane
and out-of-plane applied magnetic field to saturate the samples. The correction for diamagnetic
contribution of substrate has been made.

3. RESULTS AND DISCUSSION

Double crystal XRD spectra of the as-grown and implanted samples are shown in Figure 1. The
GaN (0002), GaN (0004) and sapphire (0006) peaks are clearly seen in XRD (ω−2θ) scans. Though
there are no extra peaks visible but due to resolution limit of XRD spectrometer, the possibility of
the contribution of second phases (MnxNy, MnGa etc.) to the magnetic properties of our samples
can not be ruled out.
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Figure 1: XRD (ω−2θ) scans for as-grown and Mn implanted GaN with dose from 1014 to 5×1016 ions/cm2

at 250 KeV.

Symmetric (0002) ω − 2θ diffraction curves of as-grown and implanted samples are shown in
Figure 2. In the scans of as-grown sample only a main peak of GaN at 2θ = 34.56◦ having
symmetrical shape is found present whereas in the scans of implanted samples extra features on
lower angle side of the main peak are also visible.

Sample implanted with 1 × 1014 Mn ions cm−2 shows a clear peak around 2θ = 34.47◦, which
indicates the lattice expansion due to implantation induced disorder. The scans of the samples
implanted with higher dose of 2×1015 cm−2 show a broad feature due to overlapping of many small
peaks on the lower angle side of the spectrum with decreasing trend in intensity with decrease in
angle. A similar pattern shown in Figure 2 has also been observed for other samples implanted with
higher doses. During ion implantation process material is removed from the surface by sputtering
which may be a cause of reduction in X-ray intensity. The other reason that can be given to
support the reduction in intensity is the defects generated during ion implantation. Appearance of
additional peak on the left side of the GaN peak is assumed due to the lattice expansion, damages
and appearance of amorphous phase in the host lattice. The presence of magnetic phase of GaMnN
may also be the cause of this peak [11].
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Figure 2: XRD ω − 2θ scan of the as-grown and Mn implanted annealed GaN samples at various doses.

The ratio of the X-ray intensity of the peaks corresponding to GaMnN (around 2θ = 34.47◦)
and GaN for as-grown samples (at 2θ = 34.56◦) has been plotted in Figure 3 against dose. Samples
implanted with dose 2×1016 ions/cm2 show the lowest intensity ratio indicating the best crystalline
quality of the implanted samples.
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Figure 3: Dose dependence of the intensity ratio of implanted (I) and as-grown (Io) samples at the GaMnN
peak position in symmetric (0002) X-ray diffraction. Inset shows the GaMnN peak structure on left side of
GaN peak at different implantation doses.

Figure 4 shows the FWHM for (0002) and (0004) peaks of GaMnN as a function of implantation
dose. In both the cases FWHM reached to maximum value at the dose of 2×1016 ions/cm2. FWHM
of (0002) reflection before annealing is also given for comparison. The FWHM values of the peaks
for implanted samples after annealing have also been plotted against dose in Figure 4. This figure
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shows that samples having dose 2×1016 ions/cm2 exhibit maximum value of FWHM when compared
with all other samples.
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Figure 4: Variation in FWHM of (0002) and (0004) GaMnN peaks.

Similarly saturation magnetization due to parallel and perpendicular magnetic fields to the
surface of the samples has been plotted in Figure 5. The figure shows that the variation in the sat-
uration magnetization for the implanted samples is different for parallel magnetic field as compared
to perpendicular magnetic field. The samples with plane orientation parallel to the field show large
magnetization which indicates that this is an easy axis for the samples.
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Figure 5: Variation in saturation magnetiztion (for magnetic field along parallel and perpendicular to the
sample) surace with different implantation doses.

The ferromagnetic ordering in our samples by Mn implantation into GaN can be interpreted by
the formation of clusters, Mn related secondary phases or homogeneous diluted alloys. More work
is required to investigate the microstructures and possible origin of ferromagnetism in this system.
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Virtual Antenna Method as Applied to the Study of the Scattering
by 2-dimensional Non-linear Metamaterials

Frédéric Zolla, Pierre Godard, and André Nicolet
Institut Fresnel, Marseille, France

Abstract— We are interested in the electromagnetic scattering by a finite set of parallel non-
linear rods (optical Kerr-effect, for instance) of any shape. Associated with perfectly matched
layers, the Finite Element Method (FEM) is well suited for this kind of problems. Nevertheless,
when using the FEM, the sources have to be put inside the meshed area; it is then clear that
this method fails whenever the sources are far from the obstacles (for instance, when dealing
with plane waves). In this paper, a new route for obtaining the scattered field by non-linear
obstacles is proposed. The basic idea consists in simulating the real incident field by a virtual
field emitted by an appropriate antenna, located in the meshed domain, and encompassing or
lying above the obstacles. This general procedure is of course adapted to the diffraction by non-
linear metamaterials. Some results are given in order to illustrate the versatility of our method:
transmission through a finite Kerr photonic crystal, Kerr gratings, etc.. . . We check the numerical
results via a verification of the power balance.

1. DIFFRACTION BY AN OPTICAL KERR MEDIUM

We study the scattering by a nonlinear rod R, in which a photonic crystal has been grooved. The
system is invariant along one direction, taken as the z-axis. The electromagnetic field is supposed
to be harmonic in time, and for the sake of simplicity only TM fields are tackled. A function u:
R2 → C can thus be defined such that E(x, y, z, t) = <e{u(x, y)eiwt}ẑ. The rod R, considered as
being nonmagnetic, is surrounded by a vacuum. The non-linearity is an optical Kerr effect (see,
for example, [1]). For the time being, we restrict ourselves to an isotropic medium, so that we
are concerned only with the (εr)zz component (indices are dropped from now on). Thus, in R,
εr(u) := ε

(0)
r + χ(3)|u|2, with (ε(0)

r , χ(3)) ∈ C2, and hence the equation we have to solve is
(
∆ + k2

0εr(u)
)
u = ρ, (1)

with u := ud + ui, where ud is the unknown scattered field satisfying an outgoing wave condition
(OWC) and ui is a given incident field that satisfies

(∆ + k2
0)u

i = ρ. (2)

The source generating ui described by ρ can be currents, or it vanishes in case of incident plane
waves.

We handle this study by numerical simulation. The finite element method (FEM) revealed
to be appropriate, for its ability to treat inhomogeneous permittivities (hence this method seems
more general than, for example, [2]). We used the Comsol Multiphysics software, in which the
non-linearity is treated by an iterative scheme (damped Newton method).

The OWC is implemented by perfectly matched layers (PML) bounding the region of physical
interest.

2. IMPLEMENTING THE FAR FIELD: THE VIRTUAL ANTENNA METHOD

When using methods like FEM, we have to put the source ρ in the meshed area. This can be very
inconvenient: if the currents are far from the scattering objects, precision decreases or a higher
data storage has to be allowed because a large domain has to be considered. Besides, we know that
plane waves exist in vacuum; we have to find a new route to implement this incident field.

A usual method to get round these difficulties is to work with the scattered field, namely ud ([3],
or [4] — to be published). In this way, the sources of the problem are automatically conveyed in
the obstacle, which is in the meshed area. However, in our case, the equations satisfied by the
fields u and ud are non-linear; as a consequence, the equation satisfied by the scattered field is
almost intractable. A new method has been developped to solve the equation for the total field
(Equation (1)) and to simulate the incident field ui by a current  located on a simple curve ∂Ω
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(the interior of which is denoted by Ω) in the meshed area. More precisely, we find  such that it
radiates a field u0 satisfying an OWC,

(∆ + k2
0)u

0 = δ∂Ω (3)

and such that u0 has the following fundamental property

u0|Ω = ui|Ω. (4)

The current  is (uniquely) determined by

 =
−1

iωµ0

[
dv

dn

] ∣∣∣∣
∂Ω

,

where v is the total field existing in the system in which a perfectly conductor fits in Ω and is
illuminating by ui. In a general case,  cannot be computed in a closed form, but, as far as we are
concerned in the following section, Ω is a closed disk (say, of radius R and centered at the origin)
and ui is a plane wave oscillating in a vacuum. Here we obtain (all the details will appear soon
in [4])

(R, θ) =
∑

n∈Z

ink0

2iωµ0

{
Jn(k0R)

H
(2)
n (k0R)

(
H

(2)
n−1 −H

(2)
n+1

)
(k0R)− (Jn−1 − Jn+1)(k0R)

}
einθ,

where Jn and H
(2)
n are respectively the Bessel functions and the Hankel functions (of the second

kind) of order n.
We have called this process a virtual antenna. It is able to simulate almost any incident field in

a bounded region.

3. SOME NUMERICAL RESULTS ABOUT A HOLEY NONLINEAR ROD

A particular simulation is now more detailed. We propose the following system to study: there
is one big rod, R, made of a dielectric of relative permittivity εr = 8.41. Inside R is grooved an
air lattice. A plane wave, of amplitude Ai, is coming from the right. A picture (Figure 1(a)) of a
cross-section of the system under study is presented.

Virtual antennaTransmission
PML

(b)(a)

Figure 1: (a) A cross-section of the studied system. The segment S is used for extrapolation of the trans-
mission coefficient. The cluster of small circles stands for the holes inside the big rod R. The four circles
centered on the origin are, from the smallest to the largest: 1. ∂R, the boundary of the bulk, 2. ∂Ω on
which the current of the virtual antenna flows, 3. the inner boundary of the PML, 4. the outer boundary of
the PML; (b), The real part of the incident electric field, as simulated by the virtual antenna’s current. We
see that, when restricted to Ω, the field is a plane wave, but out of Ω, the two fields are different.

We note PAi, χ(3) (respectively Pinc
Ai, χ(3)) the complex Poynting vector associated to the total

(respectively the incident) field, when the amplitude of the incident field is Ai and the nonlinear
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coefficient χ(3). The units are the ones of the international system: Ai is in V/m and χ(3) in m2/V2.
Then we define the coefficient transmission TSAi, χ(3) by

TSAi, χ(3) =

∫
S <e{PAi, χ(3)} · n̂ dl∫
S <e{Pinc

Ai, χ(3)} · n̂ dl

n̂ being the unit normal vector, and S is a segment located “behind” R. Of course, if χ(3) vanishes,
then the transmission is independent of Ai.

The transmission TS1, 0 of this system is presented in the Figure 2(a). This result may seem
curious: TS1, 0 can be greater than unity (i.e., R focuses the field just behind it) or negative (indeed,
we can see that for some resonant wavelengths, the Poynting vector flows through the segment from
left to right). If we change the shape or place of the rod, this behavior changes quantitatively but
not qualitatively.

(a) T1, 0 . (b) T
10 8, 10 3 T

1, 10 3.- - - -
- -

Figure 2: (a) Transmission versus normalized wavelength λ/d, where d is the diameter of one hole. Here the
host rod R is assumed to be linear; (b) The difference (TS10−8,−10−3 − TS1,−10−3) of the transmission, with
respect to the normalized wavelength λ/d.

We then look for the alteration that a Kerr nonlinearity in R can induce on TSAi, χ(3) . In order to
have a spectacular disturbance, we choose to see what happens at the largest resonance wavelength.
The nonlinearity coefficient is set to the usual χ(3) = −10−3 m2/V2 ([2, 5], etc.). Two simulations
are done: the first one with an amplitude of the incident field of Ai = 10−8 V/m (the amplitude
is very low and therefore the effects due to the nonlinearity have to pass unnoticed), the second
one with Ai = 1 V/m. The result is presented on the Figure 2(b). At the resonance frequency,
the nonlinear coefficient has huge consequences on the field. We show two maps (Figure 3), in the
linear or nonlinear regimes, of the modulus of the electric field (we choose χ(3) = −0.5m2/V2 to
have large differences).

In order to check the model coherence, we study the dissipated power; from now on a lossy
material is considered: ε

(0)
r = 8.41 + 2i. Let Σ be a disk enclosing R which does not intersect the

PML domain. Since ∂Σ (the boundary of Σ) is in the vacuum area, the (line density of the average
over a time period of the) electromagnetic power Pharm

e flowing through it can be easily derived:
∫

Σ
Pharm

e ds = −
∫

∂Σ
<e(P) · n̂ dl. (5)

Denoting by ε′′r the imaginary part of the relative permittivity, we have
∫

Σ
Pharm

e ds = −ε0ω

2

∫

Σ
ε′′r(u)|u|2ds. (6)

This expression is the electromagnetic power lost inside Σ, i.e., in R.
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(a) (3) = 0 m 2 /V2 . (b) (3) = 0 5 m 2 /V2 .- .χ χ

Figure 3: The modulus |u| of the electric field in the (a) linear or (b) nonlinear regimes, at the largest
resonance wavelength: λ/d = 41.27 (which corresponds to the arrow on the Figure 2(b). Note that the scales
are the same.

The difference of the two expressions for
∫
Σ Pharm

e ds gives, when divided by
∫
∂Σ |<e(Pinc) · n̂|dl

(to “normalize” the error), 1.2 × 10−4, for linear and for non-linear crystals as well. From the
numerical point of view, this is highly acceptable in view of the fact that one expression integrates
u∇ū on a line and the other one integrates εr(u)|u|2 on a surface.

4. CONCLUDING REMARKS

The optical parameters used in this paper correspond to stronger non-linearity than the ones usually
found, and thus we think we can now safely simulate more realistic experiments. In particular, we
are interesting to study how several fields with different frequencies interact. For example, if a field
with a time dependance in eiωt interacts with a non-linear medium, a field with pulsation 2ω is
generated. The fields at 2ω and at −ω interact and give a contribution to the field with pulsation ω.
This is often neglected but this approximation seems not really justified in more recent experiments.

We also wish to find materials with new optical or geometrical properties that exhibit important
differences between the linear and nonlinear regimes. This is why we turn to the study of nonlinear
metamaterials.
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Abstract— We present a theoretical approach that terahertz surface plasmon polaritons (THz-
SPPs) are tuned by temperature in a stack of dielectric and semiconductor with periodic corruga-
tions. Based on Rayleigh hypothesis, we show that when THz electromagnetic wave illuminates
the waved stack, temperature-dependent THz-SPPs are excited. At resonant modes, reflection
dips or Fano-type resonance shape are found. With increasing the temperature difference of the
upper and lower semiconductor layers in the stack, transmissions increase and reflections decrease
significantly. Our investigation indicates that such stacks may achieve potential applications in
thermally controlled THz devices.

1. INTRODUCTION

When metallic nanostructures are illuminated, the incoming radiation may couple to surface charge
oscillations and excite the surface plasmon polaritons (SPPs) [1]. It is well known that SPPs are
responsible for the near-field enhancement, which may have potential applications in optics and
photonics [2–5]. Up to now, most investigations on SPPs have been focused on the patterned metal
surfaces in the visible and infrared regions.

However, it is found that the real part of the permittivity of some semiconductors can be negative
at terahertz frequencies and they can also support SPPs [6–8]. For example, the thermal switching of
THz SPPs scattering has been studied in groove arrays of indium antimonide (InSb) [6, 7]. The THz-
enhanced transmission has also been observed through the slit surrounded by periodic grooves of
silicon wafer by optically modifying the propagation lengths of THz SPPs [8]. As we know, terahertz
science and technology can bridge the gap between photonics and electronics, which provides a
powerful tool for the characterization of semiconductor and biomolecule materials [9]. And THz
spectroscopy and imaging may achieve a wide range of applications in biology and medicine [10–
13]. Therefore, the further research on THz SPPs will benefit the improvement of THz sensing and
imaging.

In this work, we theoretically study the normal transmission and reflection influenced by THz
SPPs in a periodically corrugated stack of three layers (InSb/Silicon/InSb) when it is illuminated
by p-polarized THz electromagnetic waves. The temperature difference between the upper and
lower InSb layer can be changed in order to tune the reflection and transmission properties. It is
shown that temperature-dependent THz SPPs are excited. The first order and the second order
resonant modes are observed. At those modes, reflection dips or Fano-type resonance shape are
found. Time averaged magnetic field distributions are also given to illustrate the influence of
temperature on these resonant modes. With increasing the temperature difference of the two InSb
layers, transmissions increase and reflections decrease significantly. Our investigation indicates that
such stacks may achieve potential applications in thermally controlled THz devices.

2. THEORETICAL APPROACH

In order to excite THz SPPs, the stacks of InSb and silicon are designed with periodic corrugations
(as shown in Fig. 1). The average thickness of the InSb layer d and the average thickness of the
silicon layer D are set to be indentical in our calculation. The interfaces can be written in the
form of yj = hj + a sin(kgx) at the xy plane, and hj = (5/2 − j)d (j = 1, 2, 3, 4). Here a is the
corrugation height, kg = 2π/λ0 is the grating vector, and λ0 is the corrugation period.

The THz electromagnetic wave illuminates upon the stack in normal incidence. Based on
Rayleigh hypothesis [14], the reflection and the transmission spectra can be obtained theoreti-
cally. The theoretical treatment includes the following processes: (i) The magnetic fields in each
media of the stack are expressed as Rayleigh expansions in terms of spatial harmonics with peri-
odic boundary condition. (ii) An infinite set of coupled amplitude equations is obtained. (iii) We
truncate the superposition of all the spatial harmonics and solve the coupled amplitude equations.
(iv) The reflectivity and the transmittivity are calculated. This theoretical treatment is similar to
that in Ref. [15], and Rayleigh hypothesis has been made to be valid [16, 17] in our calculation.
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3. NUMERICAL CALCULATION AND DISCUSSIONS

Due to the fact that InSb has a high electronic mobility (about 7.7× 104 cm2V−1s−1) and a small
band-gap (about 0.17 eV) [18], when the temperature varies from 225K to 325 K, there are a
significant number of thermally excited carriers in InSb, which makes InSb to behave as a metal
at the THz region [6, 7]. Thereafter, the dielectric functions of the InSb film is characterized by a
Drude-type function

ε(ω, T ) = ε∞ − ω2
p(T )

ω [ω + iΓ(T )]
(1)

where ε∞ is the high-frequency permittivity, ωp(T ) is the plasma frequency and Γ(T ) is the
temperature-dependent collision rate. Therefore, at this temperature range, the real part of per-
mittivity for InSb becomes negative in the THz range, and the InSb film presents the metallic
characteristic. While for 10 KΩcm silicon from 0.1THz to 2.0 THz, the refraction index is about
3.418 which is independent of frequency and temperature [19, 20]. The loss in 10 KΩcm silicon is
very small and neglected in our calculation. Therefore, THz SPPs may be excited at the InSb/air
or InSb/Si interface and the resonant modes can be tuned by temperature.

Figure 1: The geometry of the corrugated stack of
InSb/Si/InSb. Here d is the average thickness of the
InSb layer, D is the average thickness of the silicon
layer, a is the corrugation height, kg = 2π/λ0 is the
grating vector, and λ0 is the corrugation period. The
interfaces are assumed to be smooth and invariable
in the z direction.

(a)

(b)

Figure 2: The calculated (a) reflection spectra and
(b) transmission spectra in normal incidence. The
circle, triangle, diamond and pentacle symbols are
indicated for the upper InSb layer at temperatures
240K, 270K, 295K, and 325 K, respectively.

In our calculation, the parameters of the stack are set as λ0 = 440.0µm, d = D = 7.0µm, and
a = 15.4µm. Besides, the permittivity of InSb is obtained from Eq. (1) by using the data for both
ωp(T ) and Γ(T ) in Ref. [6]. The temperature of the lower InSb layer is set as 325K, and we change
the temperature T1 of the upper InSb layer. Thereafter, the temperature difference ∆T of the two
InSb layers can be defined as ∆T = 325 − T1. The calculated reflection and transmission spectra
are shown in Fig. 2.

The incident radiation can be coupled to the THz SPPs in the stack because the periodic
corrugations provide additional momentum. The THz SPPs are resonantly excited in the stack,
which happens at the momentum matching of

kSPP ≡ 2π

λ

√
εi · ε(ω, T )
εi + ε(ω, T )

= k// ± nkg. (2)

Here, λ is the wavelength of incident light, and εi represents the permittivity of the air or silicon,
ε(ω, T ) is given by Eq. (1). k// is the in-plane wave vector, which is zero in normal incidence. In
the terahertz region from 0.1 THz to 2.0 THz, the magnitude of real part of ε(ω, T ) is far more than
εi. Hence, the square root in Eq. (2) can be set as 1, and the resonant wavelength is just related
to the period of the stack. From Fig. 2, we can find that the 1st order InSb/Si SPPs modes, 1st
order InSb/air SPPs modes and 2nd order InSb/air SPPs modes are excited at the frequencies of
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0.17THz, 0.68 THz and 1.34 THz, respectively. The magnitude of the 2nd order InSb/Si SPPs mode
is too small to be observed in our model. At those resonant modes, reflection dips or Fano-type
resonance shape are found.

Time averaged magnetic field distributions are also given to illustrate the influence of tempera-
ture on those resonant modes in Fig. 3. From Fig. 3, we can find that for low temperature of the
upper InSb layer, the field is mainly focused in the middle silicon layer as shown in Figs. 3(a) and
(b); while for high temperature, the field mainly exists in the upper and lower InSb layer as shown
in Figs. 3(c) and (d).

It is possible to tune significantly the reflection and the transmission by changing the tempera-
ture difference in the stack. Fig. 4 presents the temperature-dependent reflection and transmission
when 1.0THz electromagnetic wave illuminates normally on the stack. It is shown that when the
temperature difference of the two InSb layers increases from 0K to 100 K, the reflectivity decreases
from 86.5% to 29.5%, and the transmission increases from 0.07% to 1.2%. This feature originates
from the fact that the permittivity of InSb is changed by varying the temperature (as shown in
the inset of Fig. 4). Obviously, the corrugated stacks provide a convenient way to control electro-
magnetic properties of the THz devices simply by changing temperature instead of by changing
geometrical parameters of the structure.

Figure 3: The time-averaged magnetic field Hz distributions at the frequency 0.68 THz and at the tempera-
ture of (a) 240K, (b) 270 K, (c) 295 K and (d) 325 K for the upper InSb layer, respectively.

Figure 4: Temperature dependence of the reflection (triangle) and the transmission (diamond) in the stack,
which is illuminated by 1.0 THz electromagnetic wave in normal incidence. The inset illustrates the real part
(circle) and the imaginary part (pentacle) of the permittivity of InSb as a function of temperature at the
frequency of 1.0 THz.

4. CONCLUSIONS

Based on Rayleigh hypothesis, we study the transmission and the reflection influenced by THz SPPs
in the periodically corrugated stack of three layers (InSb/Silicon/InSb) when it is illuminated by
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THz electromagnetic waves. Starting from the coupled amplitude equations of electromagnetic
waves, we obtain the reflectivity and the transmittivity in the perpendicular incidence. It is shown
that temperature-dependent THz SPPs are excited, the first-order and the second-order modes are
observed. At those resonant modes, the reflections are obviously suppressed, which leads to the
reflection dips or Fano-type resonance shape. With increasing the temperature difference of the two
InSb films, transmissions increase and reflections decrease significantly. Our investigation indicates
that such stacks may achieve potential applications in thermally-controlled Terahertz devices.
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Abstract— Very decisive progress was made in advancing fundamental POL-IN-SAR theory
and algorithm development during the past decade, which was based on the underlying accom-
plishments of fully polarimetric SAR and differential SAR interferometry and its current merger.
This was accomplished with the aid of airborne & shuttle platforms supporting single-to-multi-
band multi-modal POL-SAR and also some POL-IN-SAR sensor systems, which will be compared
and assessed with the aim of establishing the hitherto not completed but required missions such as
tomographic and holographic imaging. Because the operation of airborne test-beds is extremely
expensive, aircraft platforms are not suited for routine monitoring missions; those are better ac-
complished with the use of drones (UAV). Such unmanned aerial vehicles (drones) were hitherto
developed for defense applications, however currently lacking the sophistication for implementing
advanced forefront POL-IN-SAR technology.

1. INTRODUCTION

Very decisive progress was made in advancing fundamental POL-IN-SAR theory and algorithm
development during the past decade [1], which was based on the underlying accomplishments of
fully polarimetric SAR [2, 3] and differential SAR interferometry [3, 4] and its current merger [5].
This was accomplished with the aid of airborne & shuttle platforms supporting single-to-multi-
band multi-modal POL-SAR and also some POL-IN-SAR sensor systems, which will be compared
and assessed with the aim of establishing the hitherto not completed but required missions such
as tomographic and holographic imaging. Because the operation of airborne test-beds is extremely
expensive, aircraft platforms are not suited for routine monitoring missions; those are better ac-
complished with the use of drones (UAV). Such unmanned aerial vehicles (drones) were hitherto
developed for defense applications, however currently lacking the sophistication for implementing
advanced forefront POL-IN-SAR technology. This shortcoming will be thoroughly scrutinized re-
sulting in the finding that we do now need to develop most rapidly also POL-IN-SAR drone-platform
technology especially for environmental stress-change monitoring subject to severe operational con-
straints due to adverse unsafe flight conditions with a great variance of applications beginning with
flood, bush/forest-fire to tectonic-stress (earth-quake to volcanic eruptions) for real-short-time haz-
ard mitigation. However, for routine global monitoring purposes of the terrestrial covers neither
airborne sensor implementation — aircraft and/or drones — are sufficient; and there-fore multi-
modal and multi-band space-borne POL-IN-SAR space-shuttle and satellite sensor technology needs
to be further advanced at a much more rapid pace. The existing ENVISAT and ALOS-PALSAR
with the forthcoming RADARSAT-2, and the TERRASAR 1 & 2 will be compared, demonstrat-
ing that at this phase of development the fully polarimetric and polarimetric-interferometric SAR
modes of operation must be treated as preliminary algorithm verification support, and at this phase
of development are still not to be viewed as routine modes. The same considerations apply to the
near future implementation of any satellite-cluster bi/multi-static space-borne tomographic imag-
ing modes, which must however be developed concurrently in collaboration of all major national
or joint continental efforts in order to reduce proliferation of space-platforms and for cost-cutting
reasons. Prioritization of developmental stages will be assessed according to applications, and
will differ for air-borne to space-borne sensors with the aim of developing a permanently orbiting
fleet of equidistantly space-distributed satellites — similar to the GPS configuration, however each
equipped with the identical set of multi-band POL-IN-SAR sensors.

2. ADVANCES IN SAR POLARIMETRY AND POL-IN-SAR TECHNOLOGY

Radar polarimetry and polarimetric SAR theory, algorithm development and technology have de-
veloped to a highly matured state although not yet fully driven to the limits of physical realiz-
ability [1]. It has been clearly demonstrated beyond an iota of doubt that fully polarimetric (scat-
tering matrix) SAR image data take acquisition — as complicated as it is regarding calibration
and validation — provides input for highly improved environmental image feature interpretation
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although lacking depth information [2, 3]. Similarly, non-polarimetric (single amplitude) SAR in-
terferometry has provided reasonable Digital Elevation Maps (DEM) however lacking the ability
of differentiating the origin of the backscattering returns from which the interferograms are be-
ing constructed [6]. This deficiency was overcome with the implementation [7] of the POL-IN-SAR
“polarimetric-interferometric contrast phase optimization methods” for delineating the canopy, from
the under-store versus ground returns so enabling three-dimensional SAR-Imaging. This 3-dim
imaging method was further enhanced with the implementation of multiple bistatic (repeat-pass)
fully polarimetric “tomographic” TOMO-SAR image data take acquisition, which in the limit results
in polarimetric SAR holography, from which three-dimensional voluminous imagery of vegetation
structures can be reconstructed subject to the sensor frequency and bandwidth [1, 8]. However,
what has not yet been demonstrated is how “fully polarimetric Differential SAR interferometry”
— based on multiple repeat-pass POL-IN-SAR imagery — will improve the three-dimensional de-
piction of lateral, sheared and torsionally skewed surface and volumetric underburden deformations,
which is one of the major unresolved research topic to be addressed in the forthcoming decade [9].

3. COMPARISON OF AIRBORNE MULTI-BAND POL-SAR & POL-IN-SAR TEST
PLATFORMS

There by now exist about 15 or more aircraft-platforms for supporting POL-SAR and some also
POL-IN-SAR imaging capabilities, but not a single one of them was designed to satisfy the ideal
performance conditions for conducting Multi-band POL-IN-SAR Imaging. This is truly a very sore
dilemma and ought to be removed by realizing the design of the ideally designed POL-IN-SAR
Aircraft Imaging Platforms. From a thorough comparison it seems that currently the DLR ESAR,
the CRL PISAR and the ONERA RAMSES multi-band POL-(IN)-SAR are leading in advancing
this vital remote sensing technology, and also have integrated high-precision repeat-pass GPS co-
registration capabilities. In order for realizing fully Polarimetric (scattering matrix) Differential
SAR Interferometry both the ideal platform design for sustaining on-board POL-IN-SAR imaging
and highest possible precision of GPS co-registration become paramount [1, 3, 9]. Definitely, for the
testing of novel multi-modal imaging algorithms aircraft platforms will be required for a long time
to come, and therefore design of aircraft dedicated for SAR-imaging missions is fully justified.

4. NEED FOR DEVELOPING DRONES (UAV) MONITORING PLATFORMS WITH
MULTI-BAND POL-SAR AND POL-IN-SAR REPEAT-PASS IMAGING CAPABILITIES

The maintenance and operation of any sophisticated imaging test-aircraft platform requiring crews
of three to twelve pilots including the sensor operators such as for Multi-band POL-IN-SAR is
extremely costly; and therefore it is justified and necessary to develop rapidly mission dedicated
drones (UAV) for carrying out regional routine remote sensing and environmental stress-change
monitoring missions. However, the design of such multi-purpose drones must accommodate the
most advanced Multi-band POL-SAR and POL-IN-SAR operational modes that had been tested
and performance-hardened previously with the aid of the aircraft test-platforms, and also with
the aid of the highly successful shuttle SIR-C/X-SAR mission. Under no circumstance must we
regress to a ‘venerable Landsat technology of the 1970-ies’ as impressive as those products truly
are; and the remote sensing SAR user’s community must wake up and be challenged to utilize the
immense additional novel monitoring capabilities Multi-band POL-IN-SAR sensors have to offer,
and especially with the aid of less costly drones. Indeed, we do now need to develop most rapidly the
most advanced POL-IN-SAR drone-platform technology especially for environmental stress-change
monitoring subject to severe operational constraints due to adverse unsafe flight conditions with a
great variance of applications beginning with flood, bush/forest-fire to tectonic-stress (earth-quake
to volcanic eruptions) for real-short-time hazard mitigation.

5. ACCELERATION OF ADVANCEMENT OF MULTI-BAND POL-SAR AND
POL-IN-SAR SENSOR TECHNOLOGY FOR SHUTTLE AND SATELLITE
DEPLOYMENT

One of the most successful and ingenious space-borne remote sensing accomplishments was that
of the two SIR-C/X-SAR missions of April and September/October 1994 demonstrating at C-
Band & L-Band how useful and irreplaceable fully polarimetric SAR image acquisition also from
space truly is. More so, its well co-registered sets of repeat-pass C&L-Band POL-SAR image data
takes along the Baikal rift zone of Inner Asia made possible the testing and verification of the
novel POL-IN-SAR algorithms developed by Cloude and Papathanassiou [6] at DLR. In hindsight,
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some of us be-mourn (or are still weeping bitterly about) the fact that it was not possible to
make the otherwise rather successful SRTM mission also fully polarimetric because so much more
could have been gained on properly determining global vegetation cover and in highly improved soil
parameter acquisition [9]. Therefore, we desire to have that SRTM mission concept be enlarged and
extended to include a fully polarimetric X/C/L/P-multi-band POL-IN-SAR performance capability
and to have it redone at the earliest possible date. In fact, all of the brilliantly designed and
executed “SAR Remote Sensing Shuttle Missions” were so successful and irreplaceable for the rapid
advancement of satellite-borne SAR technology so that those must not be abandoned but continued.
As regards the advancement of Space-SAR technology a crucial milestone was achieved during the
recent ESA POLinSAR-03 Workshop [8] during which the implementation of fully polarimetric
(scattering matrix) SAR modes for all future satellite-born SAR systems of ESA, DLR, NASA
and also NASDA was in essence decided, and the first step in this direction was achieved with the
successful launches of ENVISAT (ASAR) and of ALOS (PAL-SAR), and then towards Fall 2006
RADARSAT-2 and of TERRASAR following soon thereafter. Here, it needs to be emphasized
that to consider the implementation of the fully polarimetric POL-SAR and the POL-IN-SAR
capabilities to be just another “technology push” is absolutely unacceptable in that it has been
demonstrated beyond any further doubt that proper and more correct biomass and soil estimation
parameters [9–12] can only be obtained with multi-band POL-IN-SAR imagery. Similarly it will
be shown shortly that more correct and complete lateral, sheared and torsion-twisted surface and
volumetric underburden deformations can only be recovered with onboard POL-IN-SAR satellite
sensors operated in contiguous repeat-pass orbital modes.

6. BI-STATIC MULTI-BAND POL-IN-SAR SATELLITE CLUSTERS & DEVELOPMENT
OF PERMANENT FLEET OF MULTI-BAND POL-IN-SAR SATELLITES

In order to improve the detection capability of objects occluded under vegetation cover from space,
it is necessary to implement tomographic and holographic imaging principles — next to frequency
diversity — and for space-SAR satellite implementation that asks for the design of orbiting clusters
of equidistantly gyrating satellites as proposed with the ESA Cartwheel and the USAF High-
Tech Space-SAR concepts. Although somewhat more sophisticated, the implementation of fully
polarimetric POL-SAR sensors for each of the symbiotic cluster sub-satellites must also be developed
and it is feasible. The space SAR cartwheel concept can only be viewed as the a partial forerunner
of developing the orbiting fleet of equidistantly grid-distributed multi-modal multi-band POL-IN-
SAR satellites very similar to the configuration of equidistantly grid-distributed GPS satellites;
however in the imaging case replacing each of the orbiting individual satellites by a cluster of three
to eight parasitic satellites gyrating around a central POL-IN-SAR Transceiver Satellite and each
one carrying a set of multi-modal multi-band POL-IN-SAR sensors.

7. CONCLUSION

By means of placing such an orbiting fleet of satellites into space — in the long run — will reduce
the exorbitant cost for establishing a viable “home-globe security protection” technology. It will
provide rather accurate global change data E eventually on an hourly basis accessible to all who need
to know. The pertinent National and International airborne and space borne multi-modal, multi-
band SAR remote sensing and security conflict surveillance support agencies are herewith invited
for co-sponsoring our proposal as time proceeds, in that it is timely and POLinSAR platforms are
urgently required to be placed into space [1–3, 8–12].
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Abstract— Polarization information is applied to detect target underneath forest by synthetic
aperture imaging. At first, hard-in-loop PolSAR system is constructed in an anechoic chamber,
then the resolution and sampling interval of system are analyzed. In order to obtain accurate
polarization data, polarization scattering matrix measurement and calibration method are used.
The data of echoes are processed by an improved back-projection algorithm. After comparing
the difference of images, target beneath canopy is detected according to the best combination
polarization information. In the experiment, a PNA transmits two signals by wide-band anten-
nas, and another two antennas receive returned signals coming back to the PNA. The antennas
maintain downward at an incident angle of 20 degrees with ground. The area of scene is 1 m2,
which consists of three fir trees and a scaled tank. The height of trees is about 1meter, and the
scaled tank is located beneath trees. The frequency is working at L-band, and the frequency
sampling interval is 12.5MHz. Scanner moves 3 meters along the center of scene, and the spa-
tial sampling interval is 1.5 cm. The resolutions of cross-range and ground-range are 0.17 m and
0.15m respectively. The results show that HH polarization image has a good effect for target
detection beneath canopy at L-band.

1. INTRODUCTION

Microwave sensors are often used to detect targets for its advantage of penetrability, as well as
being able to work all daylong [1]. Generally, forest vegetation exhibits different properties in
different polarization of electromagnetic waves [2]. Therefore, it’s important to investigate mutil-
polarization information for knowing characteristics of spatial distribution, and then recognize the
targets beneath canopy according to the appropriate combination of polarization [3, 4].

Synthetic Aperture Radar (SAR) is a kind of high resolution radar system [5]. After dealing
with the echoes at many regular positions, a high resolution microwave image of irradiated area
is got, and if some transcendental knowledge is known, we can recognize the targets. In this
paper, the hard-in-loop PolSAR system is constructed in an anechoic chamber, then a scaled tank
beneath three firs is measured on L-band. Four polarization images are obtained by improved
back-projection algorithm. Finally, some crucial conclusions are given.

2. THE HARD-IN-LOOP POLSAR SYSTEM

The system was constructed in the anechoic chamber of National Key Laboratory of UAV Specialty
Technique (shown in Figure 1). It consists of four parts: scanner, vector network analyzer, wideband
antennas, and scene. The scanner can move along three mutual vertical axes, which simulates the
airborne SAR flight path. A vector network and four wideband antennas constitute the entire
radar system that can transmit and receive signals on two different channels simultaneously. The
antennas maintain downward at an incident angle of 20 degrees with ground. The area of scene is 1
square meter, which consists of three fir trees and a scaled tank beneath the trees. The experiment
performed on L-band. The frequency sampling interval is 12.5MHz. The scanner moves 3 meters
along the centre of scene, and the spatial sampling interval is 1.5 cm.

Back-projection arithmetic is a kind of time-domain processing method, which can reconstruct
two-dimension image accurately [6], so it’s practical to obtain exact imaging in laboratory. However,
it requires the sampling data on a circular arc; therefore, the echoes gained from linear path must
be interpolated into an arc route whose center is where the target locates, and its radius is distance
from target to the middle of linear path. Then the relationship between image and the measured
electric field is shown in Equation (1):

ĝ(x, y) =

θmax∫

θmin

kmax∫

kmin

kG(k, θ) exp[j2πk(y cos θ − x sin θ)]dkdθ (1)
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where, the coordinate x-y is fixed on target, ĝ(x, y) is the two-dimension image of target.
Note that integral restrict cannot be satisfied when FFT is used, so kmin must be moved to zero,

let B′ = kmax − k′min, B′ is the bandwidth of spatial frequency k, then

Pθ(l) =

B′∫

0

(k + kmin) G (k + kmin, θ) exp(j2πkl)dk (2)

ĝ(x, y) =

θmax∫

θmin

Pθ(l) exp (j2πkminl) dθ (3)

l = y cos θ − x sin θ (4)

As the frequency of signal is discrete, therefore, k = n · B′/N , n = 0, 1, 2, . . . , N − 1, where N is
the points of frequency. Then Equation (2) can be described as follows:

Pθ(l) =
(N−1)B′/N∑

k=0

(
B′

N
· n + kmin

)
G(n, θ)ej2π B′

N
·n·l (5)

The summation can be done by a FFT, and the image is obtained after integral at all angles.

ĝ(x, y) =

θmax∫

θmin

Pθ(l) exp (j2πkminl) dθ =
∑

θ

Pθ(l)ej2πkminl (6)
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Figure 1: The hard-in-loop PolSAR system.

3. EXPERIMENTAL RESULTS

Four combination of different polarization are got by the hard-in-loop PolSAR system, moreover, the
canopy with scaled tank and without it inside are given in the following figures. The range resolution
of images is 0.15 m according to the bandwidth of L-band used, and the azimuth resolution is 0.17m
determined by the moved distance of scanner.

Some conclusions can be made as follows:

(1) The scattering of leaves and branches does not appear in all the images, so it shows that
microwave at L-band has good penetrability in forest.

(2) The strong echoes of each image mainly result from the scattering of soil at bottom of trees and
repetition reflection between the soil and branches, and they produce lots of cross-polarization
energy. However, the returns of tank are mostly identical-polarization wave.
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(3) The quality of images is coarse because the resolution of L-band is low. However, compared
to the canopy without scaled tank, the location of tank can be recognized from the HH
polarization image when it hides beneath the trees. The tank lies on the middle of back
trees, takes up two cells at cross-range and one cell at ground-range. The size and position is
identical to the information set before. These characteristics will not be seen in other pictures.
They manifest the advantage of mutil-polarization that we can choose the best combination
of polarization when scene is complex.
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Figure 2: Image of V V polarization on L-band.
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Figure 3: Image of V H polarization on L-band.
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Figure 4: Image of HV polarization on L-band.
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(a) fir trees (b) scaled tank hidden in the trees
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Figure 5: Image of HH polarization on L-band.

4. CONCLUSION

From the former description, it’s natural to see that the microwave on L-band has good penetrability
in forest, and which can be applied to detect metal target beneath canopy, moreover, when the
polarization information are used, the veracity of reorganization can be obviously improved. This
paper also provides some basic data of soil and fir tree on L-band. The polarization characteristics
of other bands will be investigated for the future.
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Abstract— Sea ice encompasses a large area within the polar region and greatly influences
the earth’s climate system. One particular sea ice parameter of interest in understanding the
dynamics of the sea ice cover and the heat exchange between the ocean and the atmosphere is its
thickness. Due to this, there has been an increase in interest towards research in the polar region.
Yet the harsh environment proves a great challenge to scientists doing research in those regions.
The use of microwave remote sensing to retrieve physical data of the polar region, in particular
sea ice thickness serves as a practical solution to the problem. In this paper, an RT-DMPACT
Inverse Model to retrieve sea ice thickness from active microwave remote sensing data is presented.
The inverse model is a combination of the Radiative Transfer Theory with Dense Medium Phase
and Amplitude Correction Theory (RT-DMPACT) forward model and the Levenberg-Marquardt
Optimization algorithm. The RT-DMPACT forward model is an improved forward model and
is applied to generate the radar backscatter data, where the DMPACT is included to account
for the close spacing effect among the scatterers within the medium. The Levenberg-Marquardt
Optimization algorithm is then applied to improve on the set of input parameters until the sea
ice thickness can be estimated. Data from ground truth measurements carried out in Ross Island,
Antarctica, such as sea ice surface roughness and temperature, together with radar backscatter
data extracted from purchased satellite images, are used as inputs to estimate the sea ice thickness
in an area. The estimated sea ice thickness is then compared with the ground truth measurement
data to verify its accuracy. The results from the simulation show promise towards the use of the
RT-DMPACT inverse model to retrieve sea ice thickness from actual conditions in the polar
region.

1. INTRODUCTION

In recent years, the study of the earth’s polar region has grown dramatically, driven by a variety of
reasons. With the increasing awareness on global climate change and the fact that sea ice, covering
up to 25% of the earth’s surface, plays a critical role in balancing the world climate, many studies
are being directed towards the sea ice extent and the heat exchange between the ocean and the
atmosphere [1]. Yet, such research can be both costly and dangerous, due to the extremity of the
polar region’s climate and weather [2]. The application of microwave remote sensing in the polar
region offers a practical means to monitor and retrieve data from the harsh continent. In order to
do this however, an inverse model needs to be first developed to retrieve the sea ice parameters
from the radar backscatter data obtained from remote sensing.

From various reports in the literature, it is known that the sea ice thickness plays an important
factor in understanding the dynamics of the sea ice cover as well as the air-ocean heat exchange.
Several methods of inverse scattering algorithms for the recovery of sea ice thickness have been
explored and reported [3]. Four approaches to recover sea ice thickness were presented: Radiative
Transfer-Thermodynamic Model for Thickness Retrieval from Time-Series Scattering Data, Neural
Network Inversion for Sea Ice Thickness, Reflectivity Inversion for Sea Ice Thickness and Proxy
Indicators for Sea Ice Thickness.

In this paper, an inversion algorithm that is a combination of the Radiative Transfer-DMPACT
Forward Model and the Levenberg Marquardt Optimization Algorithm is presented. The forward
model is an improved model that is applied to calculate the expected backscatter data. It considers
the sea ice as an electrically dense random discrete media [4], where the Dense Medium Phase
and Amplitude Correction Theory (DMPACT) is included in the phase matrix of the scatterers
to take into account the close spacing effect among the scatterers [5]. The Levenberg Marquardt
Optimization Algorithm is then applied to reduce the error between the results from the forward
model and the radar backscatter data extracted from satellite images. Finally, a comparison is
made between the inversed sea ice thickness and the actual sea ice thickness measured during the
ground truth measurements carried out in Ross Island, Antarctica.
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2. RT-DMPACT INVERSE MODEL FOR SEA ICE THICKNESS RETRIEVAL

This model is based loosely on the Radiative Transfer-Thermodynamic Inverse Model for Sea Ice
Thickness from Time-Series Scattering Data [6]. The original model utilized the Radiative Transfer
Theory to provide the relationship between the expected backscatter measurements to the radar
parameters and the sea ice characteristics. A growth model for saline ice is also applied to more
accurately predict the evolution of the sea ice growth through the use of time-series measured
data. The Levenberg Marquardt Optimization method is then used to adjust the parameters and
estimate the sea ice thickness.

However, while the algorithm was successful towards the reconstruction of sea ice thickness
from time series electromagnetic measurements of laboratory grown sea ice [7], it has yet to be
tested under actual conditions. In addition, the collection of time series measurements using active
microwave remote sensing can be tedious and expensive. Therefore, the new algorithm developed
is a variation of the above model and aims to explore the possibility of inverting sea ice thickness
through the use of the Radiative Transfer Theory without the use of time series measurements.

The flow chart of the developed RT-DMPACT inverse model is shown in Figure 1 below.

RT-DMPACT Forward 

Model 

Expected Backscatter Data

Initial Guessed Thickness Estimated Sea Ice Thickness 

Backscatter Data from 

satellite images 

Error Comparison 

Error Acceptable 

Optimization Algorithm 
Improved Guessed Thickness

Error Unacceptable 

Figure 1: Flow chart of inversion algorithm using RT-DMPACT.

For the developed inverse model, the RT-DMPACT Forward Model is used to calculate the
expected backscatter data from a set of sea ice parameters. The output from the forward model
is used to compare with actual radar backscatter data extracted from Synthetic Aperture Radar
(SAR) measurements using satellites, like the RADARSAT. The configuration for the RT-DMPACT
Model is shown in Figure 2.

Z

s

Air-Sea Ice Interface 

Sea Ice-Ocean Interface 

Ocean (Lower Half Space)

Air Layer

Sea ice Layer

θ θ

Figure 2: Model configuration for RT-DMPACT forward model.

The classical formulation of the Radiative Transfer equation, is given by:

cos θ
dI

dz
= −κeI +

∫
P IdΩ (1)

where I, κe, P , dΩ and z are the Stokes vector, extinction matrix, phase matrix of the medium,
solid angle and vertical direction, respectively [8]. The phase matrix P has the following expression:

P (θ, φ; θ′, φ′) = 〈|ψ|2〉n · S =
[
Pvv Pvh

Phv Phh

]
(2)
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where 〈|ψ|2〉n is the dense medium phase correction factor and S is the Stokes’ matrix for Mie
scatterers with the Close Spacing Amplitude Correction [9]. From the previous equation, 〈|ψ|2〉n
can be further expressed as:

〈|Ψ|2〉n =
1− e−k2

siσ
2

d3
+

e−k2
siσ

2

d3

∞∑

q=1

(k2
siσ

2)q

q!
·
[(√

π

q

(
l

d

))3

exp
(−k2

sil
2

4q

)
− a(kx)a(ky)a(kz)

]
(3)

where

a(kr) =
√

π

q

(
l

d

)
exp

(−k2
r l

2

4q

)
Re

{
erf

(
(qd/l) + jkrl

2
√

q

)}
(4)

The inverse model utilizes the Levenberg Marquardt Optimization Method to reduce the sum of
squares of the deviation between the simulated radar backscatter data (σHH) and the actual radar
backscatter data from the satellite so that it becomes minimal. The optimization algorithm achieves
this by improving on the guess of the sea ice thickness.

In the retrieval process, a set of sea ice parameters is first input into the RT-DMPACT Forward
Model. Among these parameters, one of them is the sea ice thickness, which is initially guessed.
The other parameters are assumed as known parameters and are obtained from the ground truth
measurement. The forward model will then calculate the expected backscatter coefficient. A com-
parison is then made between the simulated backscatter coefficient with another set of backscatter
coefficient extracted from satellite images purchased from the Canadian RADARSAT. The Leven-
berg Marquardt Optimization Algorithm is then applied to improve on the sea ice thickness guess
and reduce the deviation between the two sets of backscatter coefficient. This process will repeat
itself until the simulated backscatter coefficient from the forward model matches as close as possible
to the satellite backscatter coefficient. The final estimated sea ice thickness is then compared with
the sea ice thickness recorded during the ground truth measurement to verify its accuracy.

3. RESULTS AND DISCUSSION

In order to test the effectiveness of the developed inverse model in estimating the sea ice thickness
from radar backscatter data, simulations were carried out using ground truth measurement data
from the years 2006 and 2007. As the satellite image acquired for both years were from RADARSAT,
only HH polarization radar backscatter data was utilized. For the simulations, the frequency is
fixed at 5.3 GHz and the incident angle at 25◦. Due to the single layer configuration of the forward
model, only first year sea ice sites were used for the simulation as these sites were absent of the
snow layer, thus matching the model configuration.

Four first year sea ice sites were chosen during the ground truth measurement for 2006. Figure 3
displays the results of the sea ice thickness estimation compared with the actual sea ice thickness
obtained from the ground truth measurement for the year 2006. The graph shows a good match
between both sets of sea ice thickness.
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Figure 3: Sea ice thickness estimation results for sites from 2006.
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Figure 4 shows the result of the sea ice thickness estimation for the year 2007. Again, the graph
shows a close match between the estimated and actual sea ice thickness. However, for 2007, only
one first year sea ice site is shown due to two factors. The first factor is the change in measurement
procedure compared to 2006. For 2007, the data for each site contains the average values of three
measurements collected at three points in close proximity within the site, as opposed to just a
single measurement at one point in each site as done in 2006. This is to obtain better accuracy
of the data from the measurements. The second factor is due to bad weather, which caused the
measurement trip to be abandoned midway and as a result fewer sites were visited.
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Figure 4: Sea ice thickness estimation results for sites from 2007.

4. CONCLUSION

In this paper, a RT-DMPACT inverse model for sea ice thickness retrieval is presented. From
simulations with data obtained from ground truth measurement carried out in Ross Island in the
years 2006 and 2007, the model has shown promising results towards the retrieval of sea ice thickness
using single polarization active microwave remote sensing data.
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Abstract— Crop phonology monitoring is an important part of growth monitoring. On the
other hand, the analysis on crop phenology can improve the accuracy of crop classification and
crop yield estimation. Crop phenology mainly has relation not only to weather variety, but also
to the regional planting habit. Crop phonological stages and growth period vary in different areas
and different years. With the development of remote sensing technique, the detection of crop
phenology and it s mechanism using remote sensing data on regional or global scales have become
popular topics in remote sensing applications. The MERIS data can provide time-serial terrestrial
parameters at a several-day frequency, with which we can track the growing process of crops (take
winter wheat for example) and study its variation in the growing season. The normalized different
vegetation index (NDVI) derived from red band and near infrared band of MERIS sensor is a
directly remote sensing indicator that reflects crop growth situation. However, due to reasons
such as the influence of cloud and atmospheric conditions, the residual noise in the time-series
NDVI derived from MERIS will induce erroneous result in crop phenology monitoring. Thus in
this study, after the time-series NDVI was computed from MERIS data, a Savitzky-Golay filter
was used to smooth out noise in NDVI time-series at pixel scale, and a time-series NDVI dataset
at day frequency was produced (reconstructed). Then indicators such as the peak were extracted
from the crop NDVI profile for each pixel. After that the relation between these indicators and
different phonological stages for winter wheat was analyzed and a model to estimate certain
phonological stage for winter wheat was developed from the analysis. The model was validated
with the field observation data collected from Fengqiu, Henan province and Yucheng, Shandong
province. The validation result shows that the error in monitoring result for Heading Date and
Flowering date of winter wheat is less than 3 days.

1. INTRODUCTION

Identification of important phenological stages of crops is essential input to model crop condition
and productivity. On the other hand, the analysis on crop phenology can improve the accuracy
of crop classification and crop yield estimation. Crop phenology mainly has relation not only to
weather variety, but also to the regional planting habit. Crop phonological stages and growth period
vary in different areas and different years. With the development of remote sensing technique, the
detection of crop phenology and it s mechanism using remote sensing data on regional or global
scales have become popular topics in remote sensing applications.

Remote sensing has become the main tool for detecting seasonal vegetation changes at regional
or global scale. Various methods using daily Normalized Difference Vegetation Index (NDVI) data
have been developed for monitoring crops and natural vegetation (Akiyama et al., 2002; Saito et al.,
2002; Xiao et al., 2002). A lot of studies on monitoring the phenological stages of crops have been
carried out using AVHRR, VEGETATION and MODIS (Toshihiro, 2005). this article is going to
explore the potential of MERIS in this field.

2. STUDY AREA AND DATA DESCRIPTION

2.1. Study Area
Wheat crop monitoring has global importance due to its key position in food security. At the same
China is the biggest wheat producing countries in the world whose wheat production accounts for
nearly 20% of that of the whole world. Shandong and Henan are the biggest two wheat producing
provinces in China, the wheat production of Shandong and Henan province accounts for over 40%
of China’s total winter wheat production. Due the above reasons, Shandong and Henan are chosen
as the monitoring area of the study.

The land use in the area is dominated by the intensive dual-cropping system based on winter
wheat and autumn crops, including maize, millet, soybean, cotton and sorghum. Despite a variety
of crops in autumn, winter wheat is the dominant summer crop in most areas. According to the
traditional tillage practice, winter wheat is sown in early October, harvested in early or mid June
next year, and autumn crops are planted in early to mid June and harvested at the end of September
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or the beginning of October, from where the cycle is repeated. Due to the large extension of the
study area, the phenophase of winter wheat in different places vary in a broad range.

Annual precipitation is about 600 mm, more than 50% of which arrives during the summer
monsoon between July and September. Due to the limited and variable precipitation, in spring the
winter wheat productivity is only guaranteed by irrigation.

2.2. RS Data

The RS data used in the study is MERIS (MEdium Resolution Imaging Specrometer Instrument).
MERIS is one of the sensors on ENVIronmental SATellite (ENVISAT) which was launched by
the European Space Agency (ESA) on March 2002. Although MERIS was primarily dedicated
to ocean color, its bands configuration broadened its application to vegetation monitoring (Laura
Dente, 2008).

The MERIS data can provide time-serial terrestrial parameters at a several-day frequency, with
which we can track the growing process of crops (take winter wheat for example) and study its
variation in the growing season.

The normalized different vegetation index (NDVI) derived from red band and near infrared band
is a directly remote sensing indicator that reflects crop growth situation. The NDVI for each pixel
were calculated using red and near infrared (NIR) reflectance as follows

NDVI = (NIR− RED)/(NIR + RED) (1)

where RED and NIR is canopy reflectance at red and near infrared. As for MERIS, band13 (855–
875) and band8 (677.5–685) are assigned as near infrared and red bands.

MERIS data since February to July 2008 covering Shandong and Henan was collected in the
frame of the Dragon 2 Program. These data was pre-processed after which NDVI was computed
from each scene of MERIS data.

2.3. Basic Data

The 1 : 100,000 land use/cover digital data and land use map is the most important basic data
in the study. The land use/cover digital data was derived from Landsat Thematic Mapper (TM)
images and was used to identify arable fields.

2.4. Observation Data

Two 5 Km × 5 Km experimental areas are selected in Fengqiu (114 31 32E–35 00 58N, in Henan
province) and Yucheng (116 34 09E–36 49 52N, Shandong province). 25 observing points (in 5
300m× 300m plots) are distributed in each experimental area. Key phenophases of winter wheat
such as heading, flowering and harvesting date were observed and recorded. These data was used
not only to calibrate the model, but also to validate the monitoring result.

3. METHODS

The implementation of monitoring key phenophase of winter wheat is described in flowchart shown
in Fig. 1.

Figure 1: Process flow chart of monitoring winter wheat phenophase.
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3.1. Reconstruction of Time Series NDVI
Due to reasons such as the influence of cloud and atmospheric conditions, the residual noise in the
time-series NDVI derived from MERIS will induce erroneous result in crop phenology monitoring
like other NDVI products (RAO M.V.K, 1982). Thus a Savitzky-Golay filter was used to smooth
out noise in NDVI time-series at pixel scale (Jin Chen, 2004), and a time-series noise-free NDVI
dataset at day frequency was produced.

One modification was made to the original NDVI-reconstructing algorithm. The changing trend
of fitting-effect index we found in this study is different from that in Chen’s study (Jin Chen, 2004),
which is shown in Fig. 2. So a new threshold was defined to end the iteration of the NDVI profile
fitness.

n∑

i=1

ABS(NDVIik+1 −NDVIik)/n < Thresholddist (2)

where NDVIik+1 is the ith NDVI value produced in the (k + 1)th curve fitness, NDVIik is the ith
NDVI value produced in the kth curve fitness, n is the length of time series, Thresholddist is the
predefined threshold. When the condition in formula (2) was met, the iteration will end and output
the reconstructed NDVI curve.

3.2. Determination of Key Phonological Stages
Peak is the most obvious eigenvalue from the crop NDVI profile and it is easy to extract. So the
relationships between the date when crop NDVI profile reaches its peak and the key phenological
stages were analyzed. Based on the observation data of Fenqiu, we found that the heading date
of winter wheat is always 4–5 days later than the date when crop NDVI profile reaches its peak
and a model was build to extract the heading data of winter wheat. The similar relationships were
analyzed for flowering date and harvest date and models to extract these key phenological stages
were also built.

4. RESULTS

Figure 2 shows the monitoring result of heading date (similar to that of flowering and harvesting)
for winter wheat in Shandong and Henan.

(a) (b)

Figure 2: Heading date for winter wheat in Shandong and Henan, (a) Shandong province, (b) Henan province.
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In Shandong province, the heading date of winter what is generally earlier in the west than that
in the east. While the heading data in Caoxian and Jinxiang can be as early as the middle of April,
that of Jiaozhou and Gaomi could be as late as the late of May. A variation of more than one
month’s in heading date could be found in the province.

As for Henan province, a general trend of earlier in the east and later in the west could be
found. The earliest heading date appears in a big area of southeast Henan at the end of March,
the latest appears in the east of Henan at the middle of May. A variation of more than one and
half a month’s in heading date could be found in the province. The heading date of winter wheat
in Henan is generally earlier than that in Shandong.

5. CONCLUSION

We have developed a method for detecting the key phenological stages of winter wheat in North
China Plain from time series MERIS data. The method consists of three procedures: (i) pre-
processing of time series MERIS data; (ii) reconstruct the time series MERIS NDVI by pixel to a
day-frequency; and (iii) specifying the key phenological stages from the reconstructed NDVI profile.

This method can determine the heading and flowering harvesting dates for winter wheat with
a high precision. As crop calendars are not available in many regions, this method is particularly
useful for determination of regional characteristics of winter wheat phenology. We believe that this
method also has potential in application to other crops and some natural vegetation.

It was proved that the MERIS data also has an immense potential in time series monitoring of
crops. The influence of mixed pixel on the monitoring result and the application of crop phenophase
monitoring in crop condition assessment and crop yield forecast are going to be addressed in our
future study.
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Abstract— Over the years, global warming has gained much attention from the global com-
munity. The fact that the sea ice plays an important role and has significant effects towards the
global climate has prompted scientists to conduct various researches on the sea ice in the Polar
Regions. One of the important parameters being studied is the sea ice thickness as it is a direct
key indication towards the climate change. However, to conduct studies on the sea ice scientists
are often facing with tough challenges due to the unfavorable harsh weather conditions and the
remoteness of the Polar Regions. Thus, microwave remote sensing offers an attractive mean for
the observation and monitoring of the changes of sea ice in the Polar Regions for the scientists. In
this paper, we will be presenting 2 approaches using passive microwave remote sensing to retrieve
sea ice thickness. The first approach involves the training and testing of the neural network (NN)
by using data sets generated from the Radiative Transfer Theory with Dense Medium Phase and
Amplitude Correction Theory (RT-DMPACT) forward scattering model. Once training is com-
pleted, the inversion for sea ice thickness could be done speedily. The second approach utilizes a
genetic algorithm (GA) which would perform a search routine to identify possible solutions in sea
ice thickness that would match the corresponding brightness temperatures profile of the sea ice.
The results obtained from both approaches are presented and tested by using Special Scanning
Microwave Imager (SSM/I) data with the aid of the sea ice measurements in the Arctic sea.

1. INTRODUCTION

In order to understand the interactions between the wave and sea ice medium, a forward scattering
model based on Radiative Transfer Theory was constructed. This forward scattering model was
further improved by incorporating Dense Medium Phase and Amplitude Correction Theory (RT-
DMPACT) to take into account of the effect of the closely placed scatterers in the sea ice medium.
This forward scattering model formed the basis of our inverse model for the sea ice thickness
retrieval process. For the NN approach, multiple pairs of data set consist of different sea ice
parameters and thicknesses with the corresponding brightness temperatures are first generated
using the forward scattering model. This data set will be provided to the NN to create a range
of sea ice thickness profile to be used for NN training. The training process is completed when
the error generated by NN is acceptably small. After that, inversion is done by providing the
brightness temperature profiles of the sea ice to obtain the corresponding sea ice thicknesses. As
for GA, a pool of chromosomes representing sea ice thicknesses is created to be fed into the forward
scattering model. The chromosomes are then evolved and carried forward to the next generation
according to the natural selection concept, whereby the fittest candidate is more likely to survive
and to reproduce. The generation and creation continues until the one of the chromosomes has
been found to be suitable to be the thickness solution for a given brightness temperature profile.

2. DATA TRAINING AND SEA ICE THICKNESS INVERSION BY NN

The RT-DMPACT Model mentioned above is used to calculate the passive microwave returns in
terms of brightness temperatures of vertically (TBv) and horizontally (TBh) polarized wave. The
Neural Network (NN) constructed consists of an input layer, two hidden layers and an output layer.
Each layer employs several neurons, which are connected to other neurons in the adjacent layer
with different weights. The signals propagate from input layer, through hidden layers and to the
output. The network is trained by the input-output data generated from the RT-DMPACT Model.
The training process is carried out by changing the values of the interconnecting weights of the
neurons in the layers by using Levenberg-Marquardt Algorithm (Martin H. & Mohammad B. M.
1994), according to the error generated. The weights in the NN are then changed in each iteration
to reduce the error to an acceptable margin.

The inversion process by NN is divided into 2 parts as illustrated in Figure 1. At the training
stage, the NN is being characterized by the training data provided by the forward model. At the
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testing stage, the NN is ready to do the inversion when it is fully trained, using the data from
the Special Scanning Microwave Imager (SSM/I) on a Defense Meteorological Satellite Program
(DMSP) satellite.

Figure 1: The training stage and the testing stage involving the Neural Network for the sea ice thickness
inversion process.

3. SEA ICE THICKNESS RETRIEVAL BY GA

The Genetic Algorithm (GA) is a random search technique that would provide an optimal solution
to a problem. The GA encodes the candidate solutions from the existing population into sequence
of numbers that are called chromosomes. These chromosomes undergo the process of natural
selection where the fitter chromosomes are more likely to survive and pass their traits to the next
generation by a reproduction process called crossover. Crossover happens between 2 chromosomes
to create new off springs by switching genes at a random point in the chromosomes. Mutations
cause small random changes in a chromosome and introduce diversity to the population at a small
probability of Pm. The chromosomes are evaluated with an objective function to determine their
fitness. The process repeats until a solution has been found. The process flow of the GA is shown
in Figure 5. Again, the Special Scanning Microwave Imager (SSM/I) on a Defense Meteorological
Satellite Program (DMSP) satellite is utilized for validation of the inversion result.

Figure 2: The process flow of the genetic algorithm.
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4. RESULT COMPARISON OF NN AND GA

Simulation was first carried out by using the RT-DMPACT model at a frequency of 19 GHz to
calculate the various brightness temperatures data set for different sea ice parameters as shown in
Table 1, by varying the sea ice thickness.

Table 1: Estimated input parameters for the RT forward model.

Volume fraction 5–10%

Scatterer radius 0.25–0.50mm

Effective dielectric constant of top layer (air) 1.0 + j0.00

Scatterer dielectric constant (brine) 18.4–j28.2

Background dielectric constant (sea ice) 3.17–j0.06

Effective dielectric constant of bottom layer (lower half space) 18.4–j30.2

These data sets are then provided to the NN for training purpose before the inversion process
could be made. The inversion result (thickness) is compared to that of the training data sets for
validation, shown in Figure 3. For GA, a search routine is setup to look for suitable sea ice thickness
with the corresponding brightness temperatures profile. The inversion result from GA is shown in
Figure 4.

Figures 3 and 4 show the comparison of the inversion result from NN and GA to that of the
theoretical result from the forward scattering model. The general trend is that both approaches
yield similar results in terms of sea ice thickness in meters. To further test them in real sea ice cases,
we have decided to pick the test sites located to the North West of Beaufort Sea, in the Arctic Ocean
around the longitude of 152.641487W–155.436310W and the latitude of 80.591475N–80.648062N.
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Figure 5 shows inversion result for both NN and GA by using brightness temperature profile
from the Special Scanning Microwave Imager (SSM/I) on a Defense Meteorological Satellite Pro-
gram (DMSP) satellite dated 19th September 1997. The Arctic sea ice thickness is collected from
the submarine upward looking sonar measurement data. The measurement data can be found in the
SCICEX-97 data on National Snow and Ice Data Center website http://nsidc.org/data/g01360.html.
We can see that the inversion results from NN and GA are quite close to that of the thickness mea-
surement data.
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5. CONCLUSIONS

In this paper, two approaches for sea ice thickness retrieval is been presented, one being the NN
approach and the other by using GA. These two approaches are used to retrieve sea ice thickness
from passive microwave remote sensing. The applicability for both approaches has also been studied.
The results from the two approaches show interesting and promising results and indicate that sea
ice thickness retrieval using passive microwave remote sensing is possible.
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Abstract— Non-invasive detection of boundary separating different media using radiation
imaging operators is dependent on the reliable reconstruction of scattered waves caused by vari-
ations in material characteristics. Reverse simulation used in scattered wave reconstruction uses
recorded data as source signal. The physical limitations of density of field recorders is comple-
mented using numerical interpolation schemes to approximate data fields between recorders. Here
the technique is extended to detecting boundary separating media with different electromagnetic
characteristic parameters.

1. INTRODUCTION

A wide range of methods, such as Kirchoff’s Integral method, have been widely used to recreate
images in a wide range of applications, such as ultrasound medical imaging and geophysical ex-
ploration [1–3]. An approach using finite difference time domain (FDTD) numerical method has
been earlier effectively used to detect objects with varying density using the radiation imaging
operators (RIO) [3]. In this paper the FDTD method is again used to detect boundaries separating
constitutive properties, such as permittivity and permeability. The RIO for a 2D electromagnetic
(EM) media is derived for use in the analysis.

The physical setup of the model to detect object boundary using RIO is shown in Fig. 1. It is
assumed that the primary reflection originates from the object boundary. The unknown object is
embedded in a region of known physical characteristics. A source excitation is placed near the outer
surface of the area of interest. A set of recorders is placed closed to the source. Location of the
source and the object to be imaged is on opposite sides of the recorders. An approach to increase
the density of the data at the recorder line is introduced here. Different interpolation algorithms
in a generic mathematical tool were used here to estimate the field data.

2. ELECTROMAGNETIC RADIATION IMAGING OPERATOR

Wave propagation in rectangular coordinate system is defined by the wave equation. A simplified
two dimensional (2D) wave propagation case is studied in this paper (see Fig. 1). Assume constant
field distribution in the z direction, i.e., ∂z = 0 and a 2D electromagnetic (EM) field problem in
the TM mode, i.e., HZ = 0. The EM field components are Ez, Hx, and Hy. Considering field
propagation in y direction and D for partial differential operator, the wave equation satisfying EM
wave distribution in the object (medium 2) with velocity c2 = (ε2µ2)−1/2 is given by

(
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where 1st order Taylor series expansion is used to rewrite the square root term.
The EM field boundary conditions dictate that the tangential electric fields (Etan) are same on

both sides of the boundary of the object. These conditions are necessary to derive the RIO. For this
TM problem, Ez in medium 1 and 2 is tangential to boundary, irrespective of object orientation in
x-y plane. The RIO for +ve y going waves is(

c2D
2
yt + D2

tt −
1
2
c2
2D

2
xx

)
E1z

∣∣∣
boundary

= 0 (1)

The RIO is applied to the sum of the source field and the reconstructed scattered field. Equa-
tion (2) operating on E1z returns a minimum value at the boundary (see Fig. 1). This premise is
used to detect the object boundary.
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Figure 1: 2D problem space for non-invasive boundary detection (model and RIO detected boundary).

3. IMAGE CONSTRUCTION PROCESS

The process of creating the image of the object boundary primarily consists of four steps. The first
step is based on field data collection and also numerical modelling of the region (shown on left in
Fig. 1). The source used in this experiment is defined by a pulse. It is assumed that the region
is ‘quiet’ at time t = 0. When the source is turned on, a string of recorders begins to record field
components on the recorder line. The data is recorded for a certain length of time until EM field
distribution in the model space becomes sufficiently quiet. This first step of data acquisition is
simulated for this paper. The next steps will however, have to be always numerical modelled.

In the second step, the region of interest is modelled excluding the object, the void filled with
the known material (as an extension of the area surrounding it). A source, similar to the one used
in step 1 is used here. Wave distribution at all the nodes in the simulated space is stored. The
recorders are also used in this step to store EZ .

In step 3, reverse wave propagation is implemented. The source is the scattering data extracted
from data at the recorder line stored in steps 1 and 2. During backward propagated, fields at all
the nodes in simulation space are also recorded. Sum of reconstructed scattered waves from step 3
and the source signal from step 2 recreates field distribution at every time-step, which is only valid
in the region between the recorders and the boundary but invalid in the object. The final step is
detection of object boundary. Here the RIO is applied on the reconstructed data. The result shows
a minimum at the boundary (dark line, right image Fig. 1).

Reconstruction of the scattered wave is implemented using the FDTD numerical method [3].
The scattered data stored at the recorder locations are played backwards in time. Simulation
starts at the final recorded time step and decrements towards zero. The greater the density of
the recorders used in the field data acquisition state the better the information available for back
propagation in the scattered wave reconstruction phase. However, it is neither always easy nor
feasible to have sufficient recorders. In this paper different numerical interpolation schemes are
used to mathematically predict the electrical field distribution in between the recorder nodes.

4. IMAGE SPACE SIMULATION AND ANALYSIS

The FDTD method is used to generate all the numerical data in both forward and backward wave
propagation simulation. The following Maxwell’s equations model the EM fields for this TM mode
problem.

ε0
∂Ezx

∂t + σexEzx = ∂Hy

∂x

ε0
∂Ezy

∂t + σeyEzy = −∂Hx

∂y

and
µ0

∂Hx

∂t + σmyHx = −∂(Ezx+Ezy)
∂y

µ0
∂Hy

∂t + σmxHy = ∂(Ezx+Ezy)
∂x

For the detection of boundary, the RIO is discretized using 2nd order finite difference (FD),
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which is

∂2
ytEzn+1

i,j =
Ezrn+2

i,j+1−Ezrn
i,j+1−Ezrn+2

i,j−1+Ezrn
i,j−1

4δtδy
+

Ezsn+2
i,j+1−Ezsn

i,j+1−Ezsn+2
i,j−1+Ezsn

i,j−1

4δtδy
(2)

∂2
ttEzn+1

i,j =
Ezrn+2

i,j − 2Ezrn+1
i,j + Ezrn

i,j

δ2
t

+
Ezsn+2

i+1,j − 2Ezsn+1
i,j + Ezsn

i−1,j

δ2
t

(3)

∂2
xxEzn+1

i,j =
Ezrn+1

i+1,j − 2Ezrn+1
i,j + Ezrn+1

i−1,j

δ2
x

+
Ezsn+1

i+1,j − 2Ezsn+1
i,j + Ezsn+1

i−1,j

δ2
x

(4)

=i,j =
c0√
εr

∂2
xxEzn+1

i,j − ∂2
xxEzn+1

i,j +
c2
0

2εr
∂2

xxEzn+1
i,j (5)

The description of the model and the simulation problem is as follows.

Time step dt = 5 ps  Modeled space (x, y) (200dx, 80dy) = (240 cm, 96 cm)

Spatial interval (dx, dy) = 12 cm  Recorders line y = 12dy 

Total simulation time T = 300dt = 1.5 ns  Source Location (100dx, 10dy) 

A Gaussian voltage pulse is used as hard source signal, given by S(t) = Ke−(t−A)/B. Both A
and B are set to 20 dt. It is designed such that its significant frequencies have wavelength several
times smaller then the object features. Berenger’s perfect latched layer (PML) absorbing boundary
is used here [4]. PML layer depth is 6.

5. INTERPOLATION SCHEME

The accuracy of the detection of the object boundary is a function of the ‘goodness’ of the reverse
simulation numerical scheme. To reconstruct the image to its finer details, the distance between
recorders need to be small compared to the wavelengths of the source signal. As recorder density
cannot be increased easily, general numerical interpolation techniques are proposed. This estimates
the details of the recorded waveforms between the recorders.

Using interpolation schemes, a finer distribution of EM fields at the recorder line over time is
derived. The interpolation data is then back propagated over the finer grid enabling the method-
ology to image finer details of the boundary surface. This reduces the level of noise in the image.
In this paper, three different interpolation methods are used — spline, linear, and next state [5].
The Interpolations are done using Matlab routines [6].
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Of the different interpolation schemes, spline is more accurate as it ensures continuity of the 1st
and 2nd order derivative of the known data at the known data at the recorders. If the object being
detected is expected to have lower radii of curvature, the linear or near neighbour interpolation
technique will be sufficient. In field
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distribution with frequent changes and fluctuations, use of near neighbour or linear (low order)
interpolation techniques have a low pass filter effect on the data. This attenuates oscillations in the
reconstructed waveform [7]. For such electric field data, spline interpolation method is preferable,
despite the cost of extra computation and algorithm complexity.
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Figure 3: Interpolation errors for different techniques — interval 10 steps (left), interval 5 steps (right).

The accuracy of the wave reconstruction can be characterized by summing the absolute error at
every node. This error grows when fewer recorder points. Simulation data is shown in Fig. 3. Error
is significant irrespective of the interpolation technique when intervals are large (10 vs. 5, Fig. 3).
The error is also large near the nodes where the staircase steps are close, (near node = 100). This is
where scattering is complex. It is also noted that error is higher with spline over linear interpolation
due to the over compensation with splines when intervals are small (right of Fig. 3). It increases
oscillations where little should exist. Such systems are better modelled using linear interpolation.
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Figure 4: Image reconstructed using interpolated data (Figures: left, center, right).

6. IMAGE RECONSTRUCTION AND DISCUSSION

Several matlab scripts were written to simulate wave propagation and RIO boundary detection. In
this paper a staircase structure is experimented with (Fig. 1). With all the recorder data available
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(interpolation not needed), the top and bottom ends of image are not captured due to absence
of scattered data. The rest of the edges facing the recorders are detected, excluding the faces
of the object that are almost vertical to the recorder line. Scattering waves are not available
from these edges, hence no edges detected. Then some of the recorders were turned off to allow
experimentation of the interpolation schemes. First only the 5th recorder was kept on and then
only the 10th recorder was kept on. Interpolation method was then used to estimate the data at
the recorder nodes where recorders were off.

The data plots in Fig. 3 show that the EZ field reconstruction in the 5 step interval has signifi-
cantly less error then the 10 step interval. These interpolated data is then used to reconstruct the
object shown in Fig. 1. The left and centre images of Fig. 4 show the boundary of the object using
two different interpolation schemes for 10 step interval. The boundary is blurred with noise but it
is still recognizable. The right figure in Fig. 4 shows the image with 5 step interval. This image is
sharper and the top and bottom part is better detected. If interpolation was not done then in the
10 step interval case only one node would have defined the staircase notch. This would have been
a very coarse reconstruction of the boundary. Also significant amount of scattered data propagates
in directions where recorders are not present (top and bottom edges). These field waves are lost
and not available for wave reconstruction.

7. CONCLUSION AND FUTURE WORK

This work has focused on applying the RIO concept into the electromagnetic domain. The object
boundary was detected using a non-invasive technique. All detection were accurate, however, due
to loss of scattered waves that were not incident on the recorder strings, object edges closer to the
radiation boundary could not be detected. The paper also introduced the concept of performing
numerical interpolation to increase the grid density of the simulation domain to detect object
boundaries. This has allowed better reconstruction of the object boundary.

REFERENCES

1. Blackledge, J. M. and L. Zapalowski, “Quantitative solutions to the inverse scattering problem
with applications to medical imaging,” Inverse Problems, Vol. 1, 17–32, 1985.

2. Stolt, R. H., “Migration by Fourier transform,” Geophysics, Vol. 43, 23–48, Feb. 1978.
3. DuBroff, R. I., M. I. Raza, and T. J. Herrick, “Remote detection of acoustic boundaries using

radiation imaging operators,” IEEE Trans. Ultrason., Ferroelect., Freq. Contr., Vol. 42, 1012–
1019, Nov. 1995.

4. Berenger, J. P., “Perfect latched layer for the FDTD solution of wave-structure interaction
problems,” IEEE Antennas Propagat., Vol. 44, 110–1, Jan. 1996.

5. Stoer, J. and R. Bulirsch, Introduction to Numerical Analysis, 3rd edition, Springer, 2002.
6. www.mathworks.com, MATLABr, version 7, release 14.
7. Fomel, S., “Stanford exploration project,” Report Sergey, Nov. 9, 179, 2000.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 1239

A Microwave Scattering Model for the Remote Sensing of Oil Palm
Plantations

Jun-Yi Koay1, Tuck-Yew Yan1, Ka-Sing Lim2, and Hong-Tat Ewe1

1Universiti Tunku Abdul Rahman, Malaysia
2Multimedia University, Malaysia

Abstract— The alarming rate of expansion of oil palm plantations in Southeast Asian countries
in recent years is expected to have an impact on the environment and global climate change. This
is due to the massive reduction of tropical rainforests and the use of large-scale burning for the
clearing of land. Microwave remote sensing is a viable method for the monitoring of the large
expanses of oil palm plantations in the region, yet research in this area is insignificant at present.
In this study, a theoretical model is developed based on a dense medium radiative transfer
method to simulate the backscattering coefficient of 4 year old oil palm canopies. Needles are
used to represent the leaves instead of elliptic disks, which were used in an earlier preliminary
study. Initial comparisons of simulation results with measurement data obtained using a C-band
scatterometer show a good match, but do not show much improvement over the model employing
elliptic disks. The model will need to be further verified through the collection of more data from
scatterometer measurements and satellite images. It is hoped that these initial theoretical studies
and data collection will provide the impetus for future research work in the development of oil
palm monitoring applications, of which some possible areas are explored in this paper.

1. INTRODUCTION

The soaring prices of palm oil in the world markets in the last few years have, up till recently,
lead to a boom in the palm oil industry in South East Asian countries such as Malaysia and
Indonesia [1]. With the rapid increase and expansion of oil palm plantations in these regions,
there is a need for local authorities to monitor their growth, since these regions are also rich in
biodiversity. Rainforests, as well as being critical to the survival of many species, serve as carbon
sinks for the removal of CO2 in the atmosphere; yet they are continually sacrificed to make way
for oil palm plantations, with detrimental effects on the Earth’s environment and climate [2, 3].
Although there are some who argue that oil palm plantations are also capable of serving the same
purpose, it is clear that they are no substitute for tropical rainforests developed over hundreds of
millions of years. Another adverse effect of oil palm plantations on the global climate stems from
the mismanagement of these plantations, where many agriculturalists have resorted to burning for
land clearance and preparation [4]. Microwave remote sensing is thus expected to play a crucial role
in the monitoring of these large expanses of plantations in the near future by providing relevant
information to decision makers so that a balance can be struck between economic development and
environmental concerns.

However, research in the remote sensing of oil palm is almost insignificant at present, with
only a few brief studies conducted on the backscattering coefficient of oil palm canopies obtained
from satellite data [5]. A preliminary scattering model has been developed based on the radiative
transfer approach with the phase matrix of the leaves obtained from the scattered field of elliptic
disks [6]. In this study, a similar model will be developed, but needle-shaped scatterers will be
used instead for the development of the phase matrices of the leaves. This scattering model is
described in Section 2 and will be used in the simulation of the backscattering coefficient of oil
palm canopies based on ground truth parameters measured at plantations in Bangi, Selangor,
Malaysia. The simulation results of the model developed in this study will be compared with that
obtained using elliptic-disks [6] to determine if needle-shaped scatterers provide a better match
with C-band scatterometer measurements. These results are shown in Section 3, together with
detailed analysis of the backscattering behavior of oil palm canopies at various angles of incidence
and polarizations. These theoretical model simulations and analysis will provide a platform for
future work in the development of monitoring applications in the remote sensing of oil palm, of
which some possibilities are discussed in Section 4.

2. DEVELOPMENT OF THEORETICAL MODEL

The theoretical model developed for this study is based on the multi-layer second order iterative
solutions [7] of the radiative transfer equations [8]. The oil palm canopy is configured as two layers
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above a slightly rough soil surface, in which the top layer consists of leaves and fronds, while the
bottom layer is made up of the tree trunks. The leaves are modeled as needles, while the fronds
and trunks are modeled as cylinders. This model is shown alongside an actual photograph of
an oil palm tree in Figure 1. The generalized Rayleigh-Gans approximation [9] and the infinite
cylinder approximation [10] are used in the development of the phase matrices of the needles and
cylinders. The amplitude and Fresnel phase corrections [11], as well as the Dense Medium Phase
and Amplitude Correction Theory (DM-PACT) [12], are also included to consider the near field
and coherent effects of closely spaced scatterers.

Trunk cylinder 

Soil surface

Frond cylinder 
Leaf  needle 

Figure 1: Configuration of oil palm canopy in the theoretical model, together with a photograph of an oil
palm tree in Bangi, Selangor, Malaysia.

3. COMPARISONS AND ANALYSIS

The theoretical model is used to simulate the backscattering coefficient of 4 year old oil palm
canopies over a range of incident angles at a frequency of 5.3GHz. This frequency is similar to
the frequency used in [6] for comparisons with C-band scatterometer measurements. Input param-
eters for the theoretical model are obtained from ground truth data collected in Bangi, Selangor,
Malaysia in July 2007 at the same time the scatterometer measurements were obtained. The sim-
ulation results are shown in Figure 2 in comparison with data measured using the scatterometer.
Generally, the simulated backscattering coefficients provide a good match with the measured val-
ues. There is not much improvement to the overall matching as compared with the previous model
based on elliptic disks (which will not be shown here). This is because the leaves do not seem to
contribute much to the overall backscattering coefficient of the canopy in both models. Figure 3
demonstrates that at this frequency, the fronds provide the largest contribution to the overall HH
volume backscattering of the canopy, instead of the leaves. The backscattering from the tree trunk
and soil surface is negligible based on the simulations. The small difference between measured and
simulated values of the backscattering coefficient can probably be attributed to the slight curvature
of the fronds, which can be seen in the photograph in Figure 1.

There is not much difference between the backscattering coefficients at VV and HH polarizations.
Both measured and simulated data also show that the backscattering coefficient of the oil palm
canopy does not vary much with the angles of incidence, since the fronds are distributed over all
angles of orientation. However, these results will need to be further verified with satellite data,
since the footprint of the scatterometer antenna is smaller than the size of a single oil palm tree
and the measurement results are obtained as averages of multiple measurements over randomly
selected points in the canopy.
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Figure 2: Measured and simulated backscattering
coefficient of oil palm canopies at various angles of
incidence and polarizations.
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Figure 3: Simulated HH volume backscattering coef-
ficient of oil palm canopies at various angles of inci-
dence demonstrating the contribution from various
components of the canopy.

4. POSSIBLE DIRECTIONS FOR FUTURE RESEARCH WORK

The theoretical model developed for oil palm canopies in this study is a simple model that needs to
be further verified via comparisons with more scatterometer measurements as well as actual satellite
data. This will allow the model to be further refined for theoretical studies, with some suggestions
for the improvement of the model already proposed in [6]. An experimentally validated model
will offer much needed assistance in the selection and optimization of satellite parameters (i.e.,
frequency, incident angle and polarization) for the monitoring of oil palm plantations. It is proposed
that the next step should involve the collection of large quantities of data on the backscattering
coefficients of oil palm canopies of various ages as obtained from scatterometers and satellites at
various incident angles, frequencies and polarizations. These data, together with the theoretical
model, will hopefully be able to uncover some correlation or trends in the backscattering coefficient
of oil palm canopies that can pave the way for the development of monitoring applications. Some
probable applications include:

• classification of oil palm plantations from rainforests and other forms of land cover — This
will be critical for land-use management purposes, and to ensure that oil palm plantations do
not grow unchecked at the expense of tropical rainforests.

• detection and control of oil palm diseases — Basal Stem Rot (BSR) has been identified as the
most widespread disease affecting oil palm plantations today [13]. Since this disease leads to
the drying up and reduction of oil palm fronds, it is possible that the disease can be detected
and monitored through microwave remote sensing. Proper control of such diseases will greatly
increase the yield without the need to enlarge plantations.

• monitoring of oil palm growth — Oil palm trees above 25 years of age have a much reduced
yield. Clearing old trees to make way for new ones is more conducive for the environment
and makes more effective use of the land. The challenge is to develop novel techniques to
classify oil palm trees of different ages so that trees beyond their peak production age can be
distinguished in remote sensing images. Some initial work in this area can be found in [14].

• detection of large-scale burning for land clearance and preparation — large-scale burning to
clear land for agricultural use should be easily detectable using remote sensing (particularly
at optical and infra-red frequencies), thus enabling the relevant authorities to take necessary
action.

5. CONCLUSIONS

The remote sensing of oil palm is very inadequately researched at the moment. Yet, it holds much
promise as one of the key techniques that can be used to monitor oil palm plantations — part of an
industry that is controversially linked to issues of the environment and global climate change. In
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this study, a theoretical model is developed for the simulation of the backscattering coefficient of
oil palm canopies. Comparisons of simulated and measured backscattering coefficients show a good
match, although more data will need to be collected for further validation of the model. These
data, together with the model, will provide a platform for the development of various applications
to monitor oil palm plantations. It is hoped that these applications will help to increase palm oil
yield per square area, thus negating the need to continually expand plantations, while also providing
necessary information for proper land management and law enforcement.
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Abstract— In this paper we propose to extend the recently proposed iterative technique with
extension to the T -matrix approach to the problem of electromagnetic scattering from a cluster
of parallel dielectric circular cylinders. The overall treatment is separated into two stages: at
the first stage, scattering from a single cylinder is obtained as the first-order solution; and at the
second stage, a recursive process that accounts for multiple scattering, where the scattered field
from one cylinder is considered as the illuminating wave for the other cylinder and vice verse,
is formed. The validity of the proposed method has been verified by good agreement between
model results and numerical simulations.

During the last several decades, electromagnetic scattering from multiple cylinders has been
an active research topic of in many areas, such as microwave remote sensing, theory of photonic
crystals, atmospheric sciences, and so on. Rigorous theoretical treatment is therefore of critical
importance.

Using the multi-scatterer equation, varying technical delicacy could be attached to the solution
process. Based the T -matrix approach introduced by Waterman [1], examples include the special
cases of the problems of multi-sphere scattering in the iterative algorithms by Mackowski [2] or the
recursive T -matrix algorithm (RTMA) by Chew [3]. Yet regardless of the underlying technical de-
tails, several benevolent features hold for such setting, including fulfillment of the mutual exclusive
condition of the circumscribing spheres of each scatterer (actually the sphere itself in these cases)
and the favorable behavior of the T matrix for spheres. It is not the case when scattering from
multiple cylinders is considered. On one hand, the mutual exclusive condition of the circumscrib-
ing spheres is often found violated (as in the case when any pair of reasonably long cylinders are
close to each other); on the other hand, the T matrix of a dielectric cylinder of arbitrary length,
equivalent volumetric radius, and dielectric contrast with the ambient environment can have poor
convergent property or even fail to converge. Therefore, partly for these reasons, in [4], the 3D
problem was first converted to a 2D problem by assuming infinite length of the cylinders to obtain
the exciting fields and then to use the Huygen’s principle to bring back the 3D scattering. Yet such
convenience for technical treatment may compromise the rigorousness and fidelity of the scattering
characterization. Another approach without resorting to the multi-scatterer equation in studying
scattering from two scatterers was based on the reciprocity theorem to obtain scatterer coupling up
to the second order [5]. Yet this method, an approximated one in its nature, may not be suitable
for situations where more rigorous treatment is required.

For electromagnetic scattering from a single dielectric cylinder of finite length, we have recently
proposed a new iterative technique with extension to the T -matrix approach [6]. The appealing
feature of this approach is its capability of dealing with dielectric cylinder of arbitrary length, hence
overcoming the limitation inherent in the conventional T -matrix approach where the algorithm may
fail to converge if the length is larger than several times of the radius. In this approach, a long
cylinder is divided into a cluster of N identical sub-cylinder by using N-1 hypothetic surfaces, for
each the T matrix can be calculated stably in the numerical sense. Therefore, special care should
be paid to both rigorously fulfill the boundary conditions at the hypothetical division interfaces
and cast the coupling among sub-cylinder into a rigorous formulism. For the purpose of clarity
of the approach, we will first consider the case of two sub-cylinder division which is depicted in
Fig. 1. Since the EBCM involves surface integrals and since cylinder division generates hypothetical
interfaces, before we proceed we need to denote these surfaces carefully. Each sub-cylinder will
contain a primary surface and an interface. The primary surface of sub-cylinder j(j = 1, 2), Sjp

includes its surface without the division interface. The center of sub-cylinder j is rj . The common
interface is denoted by Sd.
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Figure 1: Division of a cylinder into two identical
sub-cylinder.

Figure 2: Model of two adjacent cylinders with the
circumscribing spheres.

Now for fields expanded in terms of vector spherical waves with different origins, we introduce
the following intermediate variables:

[
a

(M)(j)h
mn

a
(N)(j)h
mn

]
= −ik(−1)m

∫

Sjh

dSiωµn̂j ×Hj(r)·
[
M̄−mn(rrj)
N̄−mn(rrj)

]
+kn̂j ×Ej(r)·

[
N̄−mn(rrj)
M̄−mn(rrj)

]
(1)

[
a

s(M)(j)h
mn

a
s(N)(j)h
mn

]
= ik(−1)m

∫

Sjh

dSiωµn̂j ×H1(r)·
[
RgM̄−mn(rrj)
RgN̄−mn(rrj)

]
+kn̂j ×Ej(r)·

[
RgN̄−mn(rrj)
RgM̄−mn(rrj)

]
,(2)

where the superscript h respectively represents the primary part from the primary surface of jth
sub-cylinder denoted by p and from common interface denoted by d. Sjh is thus appropriately
selected between Sjp and Sd. s denotes the scattered field. In the above, n̂j is the outward pointing
unit normal vectors on the surface Sj of sub-cylinder j. These intermediate variables are not
arbitrary quantities but have specific physical meanings. They represent the expansion coefficients
of the exciting fields and scattered fields due to the primary surfaces and the interface of these
sub-cylinder, respectively. Therefore, utilizing T matrix, the expanded coefficients āmn and ās

mn
for each part are related as follows

[
a

s(M)(j)p
mn

a
s(N)(j)p
mn

]
+

[
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s(M)(j)d
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a
s(N)(j)d
mn

]
= ¯̄T ·

{[
a
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mn

a
(N)(j)d
mn

]}
. (3)

Since the terms ā
(1)d
mn and ā

s(2)d
mn are expressed in terms of the tangential fields on the interface,

it is natural to relate them with the aid of translational addition theorem. For the case of vector
spherical wave functions, the vector addition theorems have the form [7]

[
RgM̄mn(r̄j)
RgN̄mn(r̄j)

]
=

∑
µ, ν

{[
RgAmn

µν (r̄ji)
RgBmn
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]
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µν (r̄ji)

]
·RgN̄µν(r̄i)

}
(4)

and
[
M̄mn(r̄j)
N̄mn(r̄j)

]
=

∑
µ, ν

{[
Amn

µν (r̄ji)
Bmn
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]
·RgM̄µν(r̄i) +

[
Bmn

µν (r̄ji)
Amn

µν (r̄ji)

]
·RgN̄µν(r̄i)

}
(5)

for the condition r̄i < r̄ji, where the vector spherical waves with and without the prefix Rg stand
for regular and outgoing waves, respectively.

Through rotation of coordinates, the numerical advantages to a common z axis can be exploited.
A transformation from j to i could thus be accomplished by the three steps as follows

(i) The coordinate system of j is rotated so that the z axis of j points towards the origin of i.
The Euler angles for this rotation are α = φji, β = θji and γ = 0,

M̄mn(r′rj) =
∑

k

Dn
mk(θ

ji)M̄kn(r′r′j)e
ikφji

(6)
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and the transformation yields

as(M)(j)′
mn =

∑

k

Dn
mk(θ

ji)as(M)(j)
kn eikφji

a(M)(j)′
mn =

∑

k

Dn
mk(θ

ji)a(M)(j)
mn eikφji

. (7)

(ii) The rotated coefficients at j are axially translated along z axis to the origin of i. Therefore,
we can have

a(M)(ji)
mn =

∑
ν

{
as(M)(j)′

mν Amν
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}
. (8)

(iii) The coefficients are rotated back to the original orientation. For this, α = 0, β = −θji and
γ = −φji. This completes the translation transformation. Thus,

as(M)(ji)
mn = (−1)me−imφji

∑

k

(−1)kDn
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ji)as(M)(j)
kn

a(M)(ji)
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mn (9)

where in this transformation, the identity Dn
mk(−β) = (−1)m+kDn

mk(β) is used. The vector
translational addition coefficients and rotated coefficients can be found in [7].

For the cases of single constituent cylinder, we have the convenience of reducing the double
summation over m and ν to single summation over ν because the translation is along the z axis.
By shifting the origin from r1 to r2 and making use of the intermediate variables of sub-cylinder 2,
the term ā

(1)d
mn can thus be expressed as

[
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a
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]}
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Note that for a single scatterer, the incident field is equal to the exciting field. In our case, the
virtual partition shall not change this property. Now if we let the global origin coincidence with
r1, by applying transformation of origin on the vector spherical waves and making use of the
intermediate variables we have

[
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Combining the above two equations, yields
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=
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Similarly, we can also establish the following system of equations by focusing on the cylinder 2
as follows

[
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[
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, (13)

where h is the height of each sub-cylinder.
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The scattered field can be treated similarly. Therefore, the total scattered coefficients of whole
constituent cylinder in the primary coordinate system are

[
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a
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]
=
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a
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]}
. (14)

It is clear that the solutions of these coupled, linear, simultaneous equations can be easily obtained
by iterative method.

For the electromagnetic scattering from a cluster of parallel dielectric circular cylinders, we
propose to extend the above method to such kind of problems. Moreover, it can be clearly seen
from Fig. 2 that the intersection volume of the circumscribing spheres is strongly reduced by using
division of the elongated cylinders. Such convenience holds the potential for the cases of closely
positioned constituent cylinders.

The modification to the formulation for multi-cylinder scattering is that the scattered field is
now taken to be the superposition of scattered fields resulting from the interaction between the
incident wave and each scatterer on one hand, and between the scatterers on the other hand.
Consider a cluster of Nc isotropic and homogeneous cylinders with the radius al (l = 1, . . . , Nc),
length hl, relative dielectric constant εl, and located at a point r̄l where the origin of the primary
coordinate system is at the center of the constituent cylinder 1.

Based on the above analysis which has already represented each field component by an infinite
series of spherical harmonic waves, and then the first order solution can be easily obtained by
calculating the response of each single constituent cylinder and expressed as
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(15)

where ās(l)H is the expanded coefficients of scattered field by the constituent cylinder l. For the
higher order solution associated with the multiple scattering effects between arbitrary pair of cylin-
ders (cylinder i and j), the scattered field from one cylinder is considered as the illuminating wave
for the other cylinders whose expanded coefficients should be translated from r̄i to r̄j and vice verse.
Therefore, we can establish the similar system of equations and repeat the procedure to get each
order of scattering field. As all the coefficients converge, the total expanded coefficients of scat-
tered field by the multi-cylinder system is thus obtained. Moreover, we use a method similar to the
successive over-relaxation method (SOR), which takes the form of a weighted average between the
previous iterate and the computed new iterate successively for each component. An extrapolation
factor w (0 ≤ w ≤ 1) is used to speed up the convergency procedure.

To verify our proposed method, we compare the theoretical predictions of the proposed approach
with numerical simulations, as well as measurements for scattering from multiple dielectric circular
cylinders with finite length. As an example, we would like to first present the computed scattering

(a) Vertical polarization (b) Horizontal polarization

Figure 3: Forward scattering cross section of two adjacent dielectric cylinder, 4 cm separation.
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(a) Vertical polarization (b) Horizontal polarization

Figure 4: Forward scattering cross section of two adjacent dielectric cylinder, 4 cm separation.

results for two adjacent cylinders. Both cylinders have a diameter-to-length aspect ratio ρ of 10
and a refractive index of mr = 1.5 + 0.02i. The radius of cylinders is fixed to 2 cm. The frequency
of the excitation wave is 5.3 GHz. The azimuthal incidence angle is 180◦.

Comparison between the theoretical predictions by our method and that by Li [8] for both
vertical and horizontal polarizations is shown in Fig. 3, where the method of Li is an extension
of [5] to the cylindrical case. The second cylinder is arranged in x axis with 4 cm separation.
The overall agreement is good except at peak where our results are reasonably higher. Similar
observations can be made from Fig. 4, where the second cylinder is arranged in y axis with the
same separation.

It should be noted that since no approximation is introduced in the procedure, this approach
is thus more rigorous. The procedure is also found to converge very fast except for the case when
any pair of cylinders is very close to each other. Additionally, the formalism is general and can be
readily applied to cylinders with cross section other than circular so long as the T matrix of each
sub-cylinder can be accurately obtained. Further verification may be carried out when measurement
data are available from our collaborators.
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Abstract— In this paper, we are interested by the analysis and the synthesis of the high
impedance surfaces (HIS), based on periodic arrays of planar conducting elements (FSS) on a
dielectric slab backed by a metal surface. The self-resonant grid model is used to analyze the HIS,
which allows computing the surface impedance, reflection phases and the propagation properties
of the surface waves along the HIS. The synthesis with genetic algorithms (GAs), we search the
material characteristics of the electromagnetic structure that ensured the desired performances.
Here in, we hope to find the characteristics of the substrate and the grid of FSS which ensure
a resonance at a desired frequency and its stability according the angles and the polarisation of
the incident wave. Numerical results are presented.

1. INTRODUCTION

Periodic structures, such as frequency-selective surfaces and photonic band-gap materials, exhibit
total reflection in specific frequency bands while total transmission in other bands. They find
numerous applications in a large field of the electromagnetic (EM) spectrum. Here in, we are
interested by an artificial high-impedance surface (HIS) based on a thin 2D dimensional lattice
of plates deposited in a dielectric substrate and attached to ground planes by metal-plated via.
The HIS was proposed [1] as a new simplest example of textured electromagnetic surface having
thickness lower than the traditional quarter-wavelength deep, with an interesting characteristic is
that the electromagnetic wave is not reflected shifted to 180◦ compared to the incident wave, this
is resulted from the resonance property of the impedance surface of HIS.

To analyze the surface impedance, the phase of the reflection parameter and the propagation
properties of the surface waves along the HIS, we used the analytical model where the surface
can be described using a lumped parameter circuit model, which accurately predicts many of its
electromagnetic properties [1–4]. We recall that the models of planar array of metal elements
excited by plane waves can be roughly split into two categories [1, 4]: computational and analytical
methods.

However, it is not easy to define the characteristics of the HIS (period, distance between the
elements, etc) which:

- Check the behaviour of HIS in a desired frequency band.
- Ensure a resonant frequency stable; indeed, it varies according to the polarization and the

incidence angles.
- Allow a good bandwidth.

Here in, we propose to use the genetic algorithms [5] to search the best material characteristics
of the HIS which ensure the resonance at desired frequency and a large bandwidth. For that, a
multi objective function has been proposed and used to direct the genetic research to the best
configuration.

In following section, we present the analytical model of HIS. In Section 3, we present the genetic
algorithms and how we adapt them to our problem. Then, we present application results. Finally,
we give our conclusion.

2. ANALYSIS OF HIGH IMPEDANCE SURFACE

Sievenpiper and Simovski [1–3] have presented analytical models for HIS with and without via.
These analytical formulas give the impedance at the interface between air and the structure (Zs)
depending on the incidence angles, the polarization of the wave as well as all the properties of the
substrate and the metallic grid. These models are valid only if the grid period D is small compared
to the wavelength in the dielectric medium λd, indeed the tangential component of the electric field
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in the grid plane averaged over the grid periods is simply proportional to the averaged current
induced in the grid [1–3].

In terms of the transmission-line approach, the surface impedance (Zs) can be expressed as a
parallel connection of the grid impedance Zg and the surface impedance of the dielectric shield Zd

as detailed in [1–3]:

Zs =
ZgZd

Zg + Zd
(1)

The resonance at which the structure behaves as a magnetic wall corresponds to the case:

Im(Zg) + Im(Zd) = 0 (2)

We are interested by analyzing a HIS with Jerusalem crosses patches (Figure 1).

Figure 1: Jerusalem crosses patches.

The theory of the grid of metal Jerusalem crosses is presented [3]. The mesh unit cell contains
both effective capacitance C (due to the strong capacitive coupling of adjacent crosses) and induc-
tance L (due to straight portions of crosses). A formula for the effective capacitance of the grid of
Jerusalem crosses which takes into account the full-wave interaction of the grid elements is given
by [3]:

C =
2
π

εε0d
[
log cos ec

( πg

2D

)
+ F

]
(3)

with

F =
Qu2

1 + Q (1− u)2
+

(
du (3u− 2)

4λ′

)2

Q =

√
1−

(
d

λ′

)2

u = cos2
πg

2d
λ′ =

2π

k′
(4)

with k′ is the wavenumber of the effective medium k′ = ω
√

ε0µ0(ε + 1)/2. These formulas are valid
when h ¿ d (Figure 1).

The resonance of the grid is determined by the inductive L and the capacitance C. L is given
by: L = η′α/2ω with α is the grid parameter and is depended by the capacitive loading of the wire
mesh [3]. We note that the grid parameter expressed in terms of circuit parameters C and L does
not depend on the incidence angle θ.

The grid impedance of the Series-Resonant-Grids for the TM and TE cases are [3]:

ZTM
g = cos2 θ

(
jωL +

1
jωCg

)
ZTE

g =
(

jωL +
1

jωCg

)
(5)

Knowing the grid impedance and the dielectric shield Zd [1–4], we deduce the surface impedance
Zs (1), and the reflection coefficient R [1–4].

In what follows, we use the reflection coefficient in genetic optimisation to direct the research to
the configuration for which the phase of the reflection parameter is equal to zero at desired resonant
frequency and incidence angle.
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3. GENETIC SYNTHESIS

The genetic algorithms GAs are applied in several works [6–9] in electromagnetic and antenna
fields; they begin [4] with a random generation of the population (solution candidates) and evaluate
their fitness (adaptability to the problem). Then, the genetic operators (selection, crossover and
mutation) are iteratively applying to the population to produce a new which is revaluated and the
process begins anew with selection. The GAs are stopped when a design goal is reached. Here in,
we propose to use the GAs to search the characteristics of the substrate and the FSS structure
which ensure a stable resonant frequency. To adapt the GAs to our problem, we take:

1. A representation of the solutions: An array of bits which facilitates the genetic operations is
chosen. Here in, each component in chromosome defines a real value of one characteristic of
HIS (εr, εi, TL, D, g, d, h), with:

• TL, εr and εi are respectively the thickness, real and imaginary parts of the permittivity
of the dielectric layer.

• D, g, d and h are respectively the period, the slit, the length of the small arms and the
thickness of the arms h of the cross.

2. We have used the phase of the reflection parameter as fitness function to direct the genetic
research to the configuration for which the phase is equal to zero at desired resonant frequency
and incidence angle.

A multi-objective function is chosen for the fitness function. For each chromosome, we compute
for the desired incidence angle θ:

• The resonant frequency fo of the configuration corresponded to the chromosome.
• The phase ϕo of the chromosome at the desired resonant frequency fd.

Then, with GAs, we search the characteristics which allow decreasing:

• The deviation of the obtained resonant frequency fo to the desired frequency fd: ∆f =
|fo − fd| → 0.

• The deviation of the phase ϕo → 0 at the desired resonant frequency fd.

In what follows, we present the application results of genetic optimization of the Jerusalem crosses
patches.

4. APPLICATION RESULTS

The application of the genetic synthesis with the analytic model to Jerusalem cross patch (Figure 1)
to search the characteristics which ensure a resonance at 6 GHz for normal incidence are given
by Figure 2. Figures 2(a), (b), (c) present the evolution of the optimization criteria, each level
corresponds to a configuration of the best solution in the population. We note that from generation
to other, the solution candidate resonates near to the desired frequency (Figure 2(a)), the maximal
angular error ϕ0 decreases to zero (Figure 2(b)). And from the generation 33, we obtain a solution
which resonates at the desired frequency 6 GHz with a good bandwidth of 35%, computed from
−π/2 to π/2.

At the last level, we obtain these characteristics.

- The permittivity and the thickness of the dielectric layer are: ε = 1.01− i∗0.2, TL = 3.89mm.
- The period D, the slit g, d and h of the cross are respectively D = 10.4mm, g = 1 mm,

d = 7 mm, h = 3.15mm.

The Figures 2(d), (e), (f) present the surface impedance (d), the phase of the reflection parameter (e)
and the propagation properties of the surface wave (f). We obtain a resonance at desired frequency
6GHz with a large bandwidth of 35%, computed from −π/2 to π/2. Good analytical results are
obtained.
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(a) (b) (c)

(d) (e) (f)

Figure 2: Results of the genetic optimisation of the HIS with the Jerusalem crosses patches, evolution
according the generation of (a) The resonant frequency; (b) The deviation of the phase; (c) The bandwidth
computed from −π/2 to +π/2 of the best configuration (chromosome) in the population. The frequency
behaviour of the configuration at generation 50: (d) Real and imaginary parts of impedance; (e) The phase;
(f) The propagation properties of the surface waves along the HIS.

5. CONCLUSION

The paper deals with the analysis of the series resonant grids to create the high impedance surface
with the search the characteristics of the HIS (period, distance between the elements, etc) which
ensure: The zero reflection at the desired resonant frequency and its stability according to the
polarization and the incidence angles.

For the analysis, we have used the theory of wire meshes and the self-resonant grid model to
analyze respectively the grid and the HIS.

The genetic algorithms are used to find the characteristics which ensure good frequency be-
haviour of the high impedance surface with the grid of metal Jerusalem crosses. A multi objective
function has been proposed to direct the genetic research to the best configuration. Good results
are obtained.
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Abstract— In this paper, a simple planar meander-line tag antenna for RFID application at
UHF band designed and optimized using genetic algorithms (GA). The meander-line tag antenna
dimensions were optimized and evaluated using GA in collaboration with NEC-2 source code.
Configuration of optimal antenna with excellent impedance value at 900 MHz frequency band was
found within the maximum generation. The simulated input impedance of the GA-optimised tag
antenna has shown good agreement with the targeted impedance value. Moreover, the capabilities
of GA are shown as an efficient optimisation tool for selecting globally optimal parameters to
be used in simulations with an electromagnetic antenna design code, seeking convergence to
designated specifications.

1. INTRODUCTION

In recent years Radio Frequency Identification (RFID) has become very popular in many commercial
applications such as access control, animal tracking, security, and toll collection, because of its
ability to track moving objects and its low-cost implementation [1, 2]. A typical RFID system is
always made up of two components, including the tags (transponders) and readers (interrogators).
A tag comprises an antenna and an application-specific integrated circuit (ASIC, or microchip)
that is given a unique electronic product code. The antennas, as a key part of the system, enable
the tag or reader to send and receive the signals. Readers are devices that read tags, and they
equipped with antennas, a transceiver, and a processor (server with software system). The tag
antenna design is quite challenging. This is because tag antenna is required directly connected
to the tag IC, whose input impedance always presents capacitive reactance in nature. It means
that the reactance part of tag antenna has to be designed and optimised to be complex conjugate
impedance of tag IC in order to realize the maximum transmission using RF power induced from
the antenna tag.

In this paper, an approach of using Genetic Algorithm (GA) in cooperation with an electro-
magnetic simulator was adopted to design and optimise the RFID tag antenna for UHF band.
The benefit of applying GA is that it provides fast, accurate and reliable solutions for antenna
structures. Genetic algorithm driver [3], written in Fortran, was adopted in this work in conjunc-
tion with the industry-standard NEC-2 Fortran source code [4], which was used to evaluate the
randomly generated antenna samples. A meander-line antenna configuration was proposed in this
study in order to achieve a tag design with compact size at UHF band. A Higgs IC [5], designed
to follow EPCglobal Class-1 Gen-2 specification, was selected for the tag IC, input impedance of
which was found to be (12.2− j135) Ω at 900 MHz.

2. GENETIC ALGORITHM

Genetic algorithms are stochastic search procedures orchestrated by natural genetics, selection and
evolution. They are modelled on Darwinian concepts of natural evolution thus making them more
inspiring during use [6]. After it’s first introduction in 1960’s by J. Holland, it has become an
efficient tool for search, optimization and machine learning, but in the pre-GA era, concepts of
it had been looming and applied in game playing and pattern recognition [7]. Over the recent
years, it has proven to be a promising technique for different optimizations, designs and control
applications.

An approach of using GA in cooperation with an electromagnetic simulator has been introduced
for antenna designs and has become increasingly popular recently [8]. For example, GA have been
employed to design wire antennas [9, 10] and microstrip antennas [11]. The benefit of applying GA
is that they provide fast, accurate and reliable solutions for antenna structures. Genetic algorithm
driver [3], written in Fortran, was adopted in this work in conjunction with the industry-standard
NEC-2 Fortran source code [4], which was used to evaluate the randomly generated antenna samples.
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Several antenna designs using GA in authors’ previous study [12, 13] has shown that the GA was
successfully proved as an efficient optimizer tool that can be adopted and used to search and find
the quicker solutions for complex antenna design geometries.

A flow chart to represent the easiest way in which the GA optimizer coordinates its functions is
represented in Fig. 1. The algorithm randomly initiates its population and converts the parameters
of the initiated individuals into a file in a card format which can be called by NEC-2 to determine
the performance of these individuals. The results from NEC-2 are fed again to the GA engine to
evaluate individual fitness if the maximum value is obtained for convergence, if otherwise the whole
process is repeated until optimal results are produced.

Start

State the variable   

constraint

Electromagnetic 
Code

Print results
(State Optimum 

 

 Check

 Does max. generation
reach?

1 2 .…… N = no. of passes

Stop
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No Yes

GA driver parameters:
Mutation rate, 

population, no. of 

generation, 
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Figure 1: Flow chart of the genetic algorithm adopted in this study.

3. SIMULATION RESULTS AND DISCUSSION

A meander-line antenna configuration, as shown in Fig. 2, was proposed in this study in order
to achieve a tag design with compact size at UHF band. Moreover, a paralleled meander line
arrangement was used to enhance the impedance bandwidth for the proposed design. A Higgs
IC [5], designed to follow EPCglobal Class-1 Gen-2 specification, was selected for the tag IC, input
impedance of which was found to be (12.2− j135)Ω at 900 MHz.

Figure 2: The new RFID antenna tag model.

Table 1 presents the GA input parameters in which the possible range of parameters magnitudes
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were shown. There are seven parameters used to define the proposed tag antenna, including a
matching circuit (i.e., parameters w2 and h2). For this optimisation, real-valued GA chromosomes
were used. The optimisation of input impedance of the proposed tag antenna at 900 MHz band
is considered inside the GA cost function. The randomly generated antenna configurations were
evaluated for maximum fitness using a cost function. The computation time consumed for each
of the erratically generated antenna samples only took a few seconds, according to the different
combination of length, width and height of the patch antenna selected for comprising the antenna
configuration. This was achieved by using a PC: 2.8 Pentium IV of 1 GB RAM.

Table 1: Summary of GA input parameters, antenna variables and best solutions.

GA parameters

GA-optimised RFID passive tag antenna

Parameters (m) Optimal (m)

Feeding wire length (d1) (0.0025–0.0025) 0.0025

No. of population size = 4, Spacing between wires (d2) (0.001–0.003) 0.00222

No. of parameters = 7, Outer wire width (w1) (0.006–0.01) 0.00651

Probability of mutation = 0.02, Matching wire width (w2) (0.0015–0.0055) 0.00372

Maximum generation = 250, Outer wire height (h1) (0.005–0.015) 0.01110

No. of possibilities = 32768, Matching wire height (h2) (0.001–0.003) 0.00214

Wire radius (r) (0.0002–0.0002) 0.0002

The geometry configuration of the optimal antenna was found within the maximum generations
and the best solutions are listed in Table 1. It is notable the overall dimension (l×w) of the optimal
tag antenna is 62×22mm. The obtained input impedance of the optimal tag antenna was found to
be (10.5+j135.2)Ω. For validation, the performance of the GA-optimised tag antenna was evaluated
and validated with another commercial EM simulator and simulated results of the antenna input
impedance from 800 MHz to 1000MHz was analysed and presented in Fig. 3. Moreover, comparison
of the simulated return loss of the GA-optimised RFID tag antenna was shown in Fig. 4. As can
be seen, the optimal tag antenna features wide impedance bandwidth with respect to the tag IC
impedance and enables to fully cover the allocated UHF frequency band for RFID application from
860MHz to 960 MHz. Radiation patterns of the proposed tag antenna were also investigated. The
radiation patterns in the zx plane and zy plane at 900 MHz were studied and the corresponding
normalised results were presented in Fig. 5. As can be see, the optimal antenna has a dipole-like
pattern, as expected. The maximum antenna gain was found to about 1.5 dB. The results are
encouraging for practical implementation of this tag antenna.

Figure 3: Simulated input impedance of the optimal
RFID tag antenna.

Figure 4: Comparison of return loss for the optimal
RFID tag antenna.
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Figure 5: Radiation patterns of the proposed GA-optimized tag antenna for 900 MHz at: (left) zx plane;
(right) zy plane; ‘—’ measured Eθ and ‘- - - -’ measured Eφ.

4. CONCLUSIONS

A novel design for the design and optimisation of RFID tag antennas with linear polarisation by
use of genetic algorithms has been presented. A FORTRAN code genetic algorithm driver was
adopted in this work in conjunction with the industry-standard NEC-2 FORTRAN source code,
which was used to evaluate the randomly generated antenna samples. The results of the optimum
designs of the proposed antennas exhibit good input impedance matching as required by the RFID
IC. The presented examples show the capability of the proposed program in antenna design using
GA and the results are encouraging for practical implementation of this tag antenna for UHF RFID
applications.
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Abstract— In this paper, a miniature antenna for a passive UHF RFID tag is designed, which
may be built in a portable device. Matching techniques for a Gen2 tag IC are employed to enhance
the readable distance of the tag for long-range reading purposes, where quasi-lumped and lumped
elements are used to match the chip antenna to the tag IC having complex input impedance.
A commercial simulator, HFSSTM is used to analyze the performance of the antenna. Also,
measurements in an anechoic chamber of the RFID education and research center at National
Taiwan University of Science and Technology are performed to evaluate the readable range of
the chip tag, which is more than 5 m for a reader with an EIRP equal to 4W. The chip antenna
operating in the 900 MHz RFID band proposed here has dimensions of only 10× 9.5× 0.8mm3.
Thus, this miniature tag may be flexibly built in a portable device to allow long-range reading.

1. INTRODUCTION

In recent years, Radio Frequency Identification (RFID) has been developed for many applications,
such as supply chain managements, retail store applications, etc. For UHF passive RFID systems,
the passive tags need to have good impedance matching to achieve efficient power transfer between
the tag IC and antenna. Usually, tag antennas in ordinary half-wave dipole forms were designed [1–
6]. In this paper, a miniature chip antenna having a size of only 10× 9.5 × 0.8mm3 for the UHF
RFID passive tag is presented, which can be easily built in a portable device. An impedance
matching approach by using quasi-lumped components is also investigated and is compared with
that by applying lumped elements. A commercial simulator, HFSSTM [7] has been employed to
analyze the electrical characteristics of the tag antenna and quasi-lumped elements.

2. RESULTS

As shown in Fig. 1, a miniature chip tag operating in the RFID UHF band is proposed here, which
has antenna dimensions of only 10 × 9.5 × 0.8 mm3. To have a low cost design, this tag antenna
is fabricated on an FR4 substrate with a relative permittivity εr = 4.4 and loss tangent δ = 0.02.
Performance of the proposed tag antenna having an input impedance of 26+j3Ω is demonstrated in
Fig. 2, where a 100×48mm2 test board is used here. The input impedance of the Monza Gen2 tag
IC we have used is equivalent to that of an RC series circuit with R = 33 ohm and C = 1.58 pF. To
achieve a conjugated match with this tag IC, as shown in Fig. 3(a), a lumped inductance of 18 nH
is serially connected between the proposed antenna and tag IC. Also, another matching circuit,
composed of two compact quasi-lumped elements, is applied to obtain the conjugated match, as
shown in Fig. 3(b). This quasi-lumped circuit consists of a series inductance and a shunt inductance,
where the equivalent values of the inductances are extracted to be 12.3 nH and 12.5 nH, respectively.

Figure 1: Geometry of the proposed miniature chip tag antenna.
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Fig. 4 shows the measured input impedances and reflections of the lumped and quasi-lumped designs
for the proposed chip antenna. The quasi-lumped design has a wider bandwidth in the RFID UHF
band.

 

  

(a) (b)

Figure 2: The performance of the proposed passive tag antenna. (a) Return loss; (b) Simulated far-field
radiation pattern at 922MHz.

(a) (b)

Figure 3: Configurations of the lumped and quasi-lumped matching circuits. (a) Lumped circuit with
L1 = 8mm, L2 = 11.75mm, L3 = 1.95mm, L4 = 2.25mm, L5 = 7.2mm and L6 = 4 mm; (b) Quasi-lumped
circuit with L7 = 4mm and L8 = 4 mm.

The readable range of the tag was tested in an antenna measurement anechoic chamber, as
shown in Fig. 5. A transmitting horn antenna with a gain Gt was fed by an RFID reader via a
connecting cable with loss Lc. The proposed tag antenna, attached on a Styrofoam, was oriented
to obtain the maximum power from the reader antenna. Since RF charging of the passive tag by
the reader is the critical part for a success reading, the maximum readable range for a given EIRP
can be determined by the following formula [6]:

rmax = d

√
EIRP

PminGtLc
(1)

where d is the distance between the tag and the transmitting antenna, Pmin is the minimum power
of the reader to be able to read the tag, Gt = 5.7 dBi and Lc = −1.5 dB at 922MHz for the
chamber system. In those measurements, d was fixed at 3.6m, and the measured Pmin for lumped
and quasi-lumped designs were individually obtained to be 29 dBm and 28 dBm. Therefore, if the
EIRP of the reader is set to 4W, the maximum readable ranges with the lumped and quasi-lumped



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 1259

designs will be 5 m and 5.5 m, respectively. Besides, read-range experiments were also performed
in a corridor to compare with those from chamber measurements, as listed in Table 1. Due to
multi-path contributions, the distances measured in the corridor were longer in this test case.

Table 1: Experimental results of readable range measurements.

Readable range

Matching circuit

Maximum range in

the corridor

Maximum range in

the anechoic chamber

Lumped elements 5.8 m 5 m

Quasi-lumped elements 6 m 5.5 m

 
(a) (b)

Figure 4: Measured input impedances and return losses of the proposed tag antenna with the lumped and
quasi-lumped matching circuits. (a) Input impedance; (b) Return loss.

(a) (b)

Figure 5: The readable range measurements in an anechoic chamber. (a) Measurement setup; (b) Chamber
environment.

3. CONCLUSIONS

In this paper, we have proposed and analyzed a miniature chip antenna with lumped and quasi-
lumped matching circuits for passive UHF RFID tag applications. The performance of the proposed
tag antenna was examined through the readable range measurements in an anechoic chamber. The
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compact chip tag with either quasi-lumped or lumped matching circuits can have a readable range
more than 5 m with a 4 W EIRP reader.
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Abstract— In this paper, a passive tag antenna operating in RFID UHF band is presented,
which may be mounted on a metallic object. This metal tag antenna design is composed of a slot
radiator, a capacitive coupling structure and a coplanar waveguide (CPW) feed to provide a good
power transfer to the tag IC. No additional matching network is required to achieve a conjugated
matching between the tag IC and the proposed tag antenna. A commercial simulator, HFSS is
used to analyze the proposed antenna performance. This tag antenna for the 900 MHz RFID
band has dimensions of only 93(L)× 20(W)× 3.4(H)mm3, and therefore can be easily attached
on metal surfaces, such as license plates for vehicle managements. Also, the antenna with low
cost, easy fabrication and high efficiency are achieved by using a 0.4mm FR4 PCB attached on
a 3 mm PP substrate. For the metal tag mounted on the license plate, the maximum readable
range measured in an anechoic chamber is more than 7 m for a reader with an EIRP equal to
4W.

1. INTRODUCTION

In recent years, Radio Frequency Identification (RFID) has rapidly attracted high attention in
many commercial applications, such as supply chain managements, retail store applications and
tracking goods. For UHF passive RFID systems, the passive tags must have a good impedance
matching to achieve efficient power transfer between the tag IC and antenna. Many literatures [1–
5] have investigated the tag antennas for various RFID applications. In this paper, we propose a
passive UHF tag antenna having dimensions of only 93(L)× 20(W) × 3.4(H)mm3, which may be
mounted on a metal object, such as being attached on a license plate for vehicle managements. A
commercial simulator, HFSSTM [6] has been applied to analyze the electrical characteristics of the
metal tag antenna. Also, the readable range of the metal tag has been measured in an anechoic
chamber of the RFID education and research center at National Taiwan University of Science and
Technology.

2. RESULTS

As shown in Fig. 1, the proposed metal tag antenna consists of a slot radiator, a capacitive coupling
structure and a coplanar waveguide (CPW) feed, which has dimensions of only 93(L) × 20(W) ×
3.4(H)mm3. This tag antenna is fabricated on a 0.4 mm FR4 PCB and attached on a 3 mm poly-
propylene (PP) substrate, where the FR4 substrate has a relative permittivity εr = 4.4 and loss
tangent tan δ = 0.02, and the PP substrate has εr = 2.3 and tan δ = 0.006. Also, Impinj Monza
Gen2 tag IC with an input impedance of 33−j112 ohm is used here. To achieve a conjugated match

 

(a)

 

(b)

(c)

Figure 1: The proposed passive metal tag antenna. (a) Geometry; (b) Antenna structure; (c) Photograph.
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with the tag IC, the gap width of the capacitive coupling structure was varied to tune the input
impedances of the tag antenna, as shown in Fig. 2(a). Note that the return loss of the proposed
antenna can be obtained by the following equation

20 log |Γ| = 20 log
∣∣∣∣
ZL − Z∗S
ZL + ZS

∣∣∣∣ (1)

where ZL is the impedance of tag IC and ZS is the input impedance of tag antenna.
Both simulations and measurements for the return loss of the antenna terminated with the tag IC

are plotted in Fig. 2(b), which show a good matching in the RFID UHF band. Also, fair agreements
between simulated and measured results are observed, although the measurements indicate a wider
bandwidth. This difference may be due to measurement errors caused by a probing cable connecting
the antenna input terminal. For examining the antenna performance, the proposed metal tag is
attached on a metal plate with dimensions of 30 × 15 cm2, as shown in Fig. 3(a). The simulated
3D far-field pattern of the metal tag on the plate at 922 MHz is plotted in Fig. 3(b), where a main
beam in the upper forward direction is obtained as desired.

    

(a) (b)

Figure 2: Input impedance and return loss of the metal tag antenna for different gap widths in the capacitive
coupling structure. (a) Input impedance; (b) Return loss.

   

(a) (b)

Figure 3: The metal tag mounted on a license plate. (a) Geometry; (b) Simulated far-field radiation pattern
at 922 MHz.

The readable range of the proposed tag was tested by using the far-field antenna measurement
anechoic chamber, as shown in Fig. 4. A transmitting horn antenna with a gain Gt was fed by
an RFID reader via a connecting cable with loss Lc. The proposed tag antenna, attached on a
Styrofoam with or without the metal plate, was oriented to obtain the maximum power from the
reader antenna at a fixed distance d. Since RF charging of the passive tag by the reader is the
critical part for a success reading, the maximum readable range in free space can be determined by
the following Friis transmission formula [5]:

rmax = d

√
EIRP

PminGtLc
(2)
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where d is the distance between the tag and the transmitting antenna, Pmin is the minimum power
of the reader to be able to read the tag, Gt = 5.7 dBi and Lc = −1.5 dB at 922 MHz in our
chamber. Since the measured Pmin’s with and without the metal plate are 25.5 dBm and 29.5 dBm,
the maximum readable ranges are 7.3m and 4.6 m, respectively. Also, the readable range was tested
in a corridor. Comparisons of the results obtained in the chamber and corridor are given at Table 1,
where the distance measured in the corridor for the metal tag alone is longer than that obtained in
the chamber. However, for the metal tag attached on the plate, the readable distances are about
the same. The longer-distance reading is caused by multi-path contributions in the corridor, which
are more significant for the metal tag without the plate due to its omni-directional pattern.

(a) (b)

Figure 4: The readable range measurements in an anechoic chamber. (a) Measurement setup (b) Chamber
environment.

Table 1: Readable range measurements of the metal tag with a 4 W EIRP reader.

Site 

Tag 
Anechoic chamber Corridor 

Alone 4.6m 6.5m 

On a metal plate 7.3m 7.4m 

3. CONCLUSIONS

A compact metal tag antenna for passive UHF RFID applications has been proposed and analyzed
in this paper. This metal tag may be easily mounted on a metal object. Performance of the tag
was examined with simulations and measurements. The maximum readable distance of the metal
tag on a metal plate measured in an anechoic chamber is more than 7 m for a reader with an EIRP
equal to 4 W.
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Abstract— In this paper, a balanced antenna for mobile handset applications with dual-
frequency performance, that covers 2.4-GHz and 5.2-GHz WLAN bands, is investigated. The
antenna is a thin-strip planar dipole with folded structure and a dual-arm on each monopole.
Performance of the proposed antenna was analysed and optimised against the targeted two fre-
quency bands. For validation, a prototype of the antenna was fabricated and tested. The perfor-
mance of this balanced antenna was verified and characterised in terms of the antenna return loss,
radiation pattern and power gain. The predicted and measured results show fairly good agree-
ment and the results also confirm good impedance bandwidth characteristics for the proposed
balanced antenna with dual-band operation.

1. INTRODUCTION

The need to expand the bandwidth of antennas in mobile handheld devices follows from the ever-
increasing data rates, and hence spectrum requirements, of mobile devices. Antennas are a major
part of the complete design in mobile device design. Conventionally, the unbalanced planar inverted
F antenna (PIFA) is one of the most popular candidates for compact built-in antennas for mobile
handsets. PIFAs use the ground plane as a part of the radiator, which enables very small antennas
to achieve sufficient gain and bandwidth [1–4]. In almost all cases, radiating currents are induced
on both the ground plane and the antenna element. In use, however, these antennas exhibit poor
performance when held by users. This is mainly because the user holding the mobile phone largely
takes the place of the ground plane resulting in currents flowing on the human body, which degrade
the performance of the antenna’s radiation properties and introduce losses and uncertainty in its
matching.

Balanced antenna is a good alternative candidate since balanced currents only flow on the an-
tenna element in this type of antenna, thus dramatically reducing the effect of current flow on
the ground plane. As a result, balanced antennas should have good efficiency and more impor-
tant to maintain their performance when in use adjacent to the human body [5]. In recent years,
several novel mobile antennas designed with the balanced technique have demonstrated the en-
hanced stability of antenna performance, compared to the unbalanced type, when the handset is
approximately placed next to the human head and/or hand [6–8].

This paper presents and analyses a new design of a built-in dual-frequency balanced-dipole
antenna for WLAN and short range wireless communications. The characteristics of this balanced
folded dipole antenna with a novel dual-arm structure for mobile handsets are analysed. In the
analysis, an electromagnetic simulator based on the finite integration technique was applied to
calculate return loss and radiation patterns [9].

2. ANTENNA DESIGN CONCEPT

Basically, the first antenna design attempted was designed in free space and then several modifica-
tions were introduced to achieve a dual-band feature for mobile handset applications. The antenna,
as shown in Fig. 1, is mounted on the top of a rectangular conductor plate (45× 100mm), which
can be regarded as the mobile handset chassis or ground plane of a practical mobile phone.

The design concept for producing dual-band balanced mobile antennas was applied and imple-
mented in the authors’ previous work, as illustrated in [10], where a technique to generate another
resonant frequency was employed by inserting an additional thin-strip arm in one of the arms of
the planar dipole; as a result, the single resonant antenna was modified and developed as a wide-
band dual-resonant variant for multi-band operation. In this study, the new proposed antenna was
developed using the same design principle, but designed with simpler configuration for different
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applications in WLAN and short range communication systems. Initially, a folded antenna with
single arm, operating at around 2.4 GHz, was designed and optimized using the EM simulator.
Subsequently, a new technique was applied by inserting an additional thin-strip arm (see Fig. 1)
that will be used to obtain the resonant frequency for 5.2 GHz band.

The proposed antenna features a compact design, with dimension (l×w× h) of 38× 8× 8 mm.
The length and location of the additional arm, including other parameters of the proposed antenna,
were adjusted and further optimised to ensure that the design entirely covered the required two
frequency bands (i.e., 2400–2485 MHz & 5150–5350 MHz) at VSWR ≤ 2.5.

Figure 1: Balanced mobile antenna configuration studied.

3. SIMULATION AND MEASUREMENT RESULTS

The optimal antenna configuration studied in terms of return loss, radiation patterns and power
gain was found with aid of CST simulator (l = 18.5, d = 14.5, w = 5, h = 8, al = 10, aw = 3,
ah = 4; dimensions are in mm). For the hardware realisation, copper sheet with 0.15 mm thickness
was used for fabricating the proposed balanced antenna (see Fig. 2). For a balanced antenna (e.g.,
dipole) system, a balun is usually required as a support feeding network, to provide a balanced feed
from an unbalanced source. A commercially hybrid junction from ET Industries [11] that operates
from 2 to 12 GHz has been utilized in this work. Fig. 3 presents the measured and simulated
return loss of the prototype antenna. As can be seen, taking into account the errors caused by

Figure 2: Photograph of prototype of the proposed
balanced antenna design.

Figure 3: Comparison of simulated and measured
return loss.
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manufacturing the proposed antenna, a fairly good agreement between the calculated and measured
return loss was observed.

Measurements of the radiation patterns of the prototype were carried out in a far-field anechoic
chamber. Two pattern cuts were taken for two selected operating frequencies that cover the des-
ignated whole bandwidth in this study. The radiation patterns in the xz plane and yz plane for
the balanced folded dipole at 2450 MHz and 5200 MHz were measured, as presented in Fig. 4. The
measured patterns at the lower band shown asymmetrical radiation, which is mainly due to the
asymmetrical antenna structure in fabrication and imbalanced outputs from the balun device in
testing. It is worth mentioning that the measured patterns of the prototype at higher frequencies
in the lower band (e.g., 2600MHz, 3000 MHz and 3200 MHz) are similar to the ones at 2450 MHz
presented in Fig. 4, as observed. This is because antenna impedance matching at those frequencies
were all generated and controlled by the single-arm folded dipole containing; whereas, the proposed
antenna at 5200 MHz tends to radiate at the +z direction in both plane cuts. In this case, the
ground plane in this band acts as a good reflector.

2450 MH z

5200 MH z

Figure 4: Radiation patterns of the proposed antenna for 2450 MHz and 5200 MHz at: (left) xz plane; (right)
yz plane, where ‘—’ measured Eθ and ‘- - -’ measured Eφ.

Measured broadside antenna power gain for the frequencies across the 2.4 GHz and 5.2GHz
WLAN bands were also investigated. It is notable that the insertion loss of the feeding network
was subsequently compensated for each measured power gain over all bands. It was found that
the maximum measured antenna gain at lower and upper WLAN bands were 2.3 dBi and 6.2 dBi,
respectively.

In addition, current distribution on the mobile phone ground plane was analyzed using the EM
simulator: it was observed that most of the current induced on the ground plane concentrated in
the area beneath the antenna and minimum current distribution appeared on the rest of the ground
plane, as expected. This proves the model advantage of using a balanced antenna in designs for
mobile handsets. The results are encouraging for practical investigation of this antenna in finding
the performance of radiation and SAR of this new development.
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4. CONCULSIONS

A dual-band balanced folded dipole antenna with novel structure for mobile devices operated over
2.4GHz and 5.2 GHz WLAN bands has been presented. The proposed antenna model was experi-
mentally verified in terms of antenna return loss, radiation pattern and power gain. The simulated
and measured results over all frequency bands considered, show a good agreement and this made
the proposed antenna an attractive candidate for mobile handset applications.
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Abstract— In order to overcome the shortcoming of narrow bandwidth for conventional planar
inverted-F antenna (PIFA), a novel bandwidth enhancement approach for internal multi-band
handset antennas is proposed in this paper. In particular, a rectangular slot with an appropriate
location and a proper size is introduced into the ground plane of the system printed circuit
board to improve the bandwidths of handset antennas in both the low (GSM850/GSM900) and
high (DCS1800/PCS1900) bands. The influences of the slot with different locations and sizes on
antenna bandwidth are investigated. A prototype that can cover the frequency bands of GSM850,
GSM900, DCS1800 and PCS1900 simultaneously was fabricated and measured. Good agreement
between the measurement and simulation results is achieved.

1. INTRODUCTION

Nowadays, modern wireless communication technologies are in the process of rapid development.
Multi-system applications have been used explosively. Owing to this, it bas been a necessity
to design antennas with the characteristics of multiband and wideband for mobile terminals. At
present, planar inverted-F antenna (PIFA) is being adopted extensively as handset antennas because
of its advantages of compact structure, low profile, easy fabrication, low manufacturing cost and easy
integration with portable devices. However, a major disadvantage of the PIFA antenna is its narrow
impedance bandwidth. Hence, it is desirable to find methods that can enhance the bandwidths of
the PIFA antennas. The bandwidth of the PIFA antenna described in [1] is broadened by using
a tapered-type radiating patch. Multi-layer patches and a folded stub are introduced into the
internal PIFA to improve its bandwidth [2]. The bandwidth enhancement approaches mentioned
above both focus on making modifications on the radiating elements of PIFA antennas. There are
also other bandwidth improvement methods concentrating on making modifications on the system
ground plane of mobile terminals. For example, a T-shaped ground plane is reported to broaden
the bandwidth of the PIFA antenna [3]. A slotted ground plane for handset devices is described to
lower the profile and improve the bandwidth of PIFA antennas [4, 5]. The bandwidth of the PIFA
antenna designed in [6] is enhanced by using quarter-wavelength wavetraps.

In this paper, a novel technique that is used to broaden the impedance bandwidth of traditional
multi-band PIFA antennas is presented. In particular, a rectangular slot is introduced into the
ground plane of mobile chassis. By varying the location and size of the slot, the equivalent length
of the ground plane can be adjusted to the optimal lengths of the low and high bands, which thus
enhance the bandwidths of PIFA antennas for both the low and high bands. The influences of differ-
ent slot locations and sizes on the bandwidths of the low and high bands are studied and analyzed.
Based on this study, a compact internal quad-band (GSM850/GSM900/ DCS1800/PCS1900) PIFA
antenna with only a volume of 20× 40× 6mm3 was constructed and measured. The measurement
results agree well with the simulation ones.

2. ANTENNA DESIGN AND RESULTS ANALYSIS

The geometry of the PIFA antenna under consideration is shown in the left figure of Fig. 1, where
the volume of the antenna with two small folded arms is 20 × 40 × 6mm3. The system printed
circuit board with a volume of 40×100×1mm3 is comprised of a very thin metal plate and a lossy
FR-4 substrate (with permittivity of 4.9 and loss tangent of 0.025). For comparison, the PIFA
antenna without the slot on the mobile chassis is used as reference antenna; and the return loss of
the reference antenna is plotted in Fig. 2. It can be seen from Fig. 2 that the reference antenna is
a dual-band PIFA antenna with two resonant frequencies at 0.87 GHz and 1.81 GHz. In order to
broaden the bandwidth of this dual-band PIFA antenna, a rectangular slot is introduced onto the
mobile chassis. The location and dimension of the slot are described by parameters S, L and W .

Effect of the location and size of the slot on the impedance bandwidth (here −6 dB is used
as the criteria) of the low band is studied first. Fig. 2 plots the bandwidth of the PIFA antenna
varying as a function of W for the case where S = 50mm and L = 35mm. One can see from
Fig. 2 that the impedance bandwidth of the low band is gradually improved first and then becomes
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Figure 1: Geometry of the studied PIFA antenna (in mm) and prototype of the finalized fabrication antenna.

worse while W increases from 2 mm to 26 mm. In particular, when W increases from 2 mm (note
that in this case there is still a single-resonant mode in the low band) to 10 mm, a dual-resonant
mode starts to appear in the low band; and a balanced dual-band mode appears when W = 12 mm.
But, when W increases from 12mm, the balanced dual-resonant mode begins to be distorted; and
the impedance bandwidth of the low band does not meet the −6 dB criteria anymore, e.g., while
W = 26mm. Obviously, the antenna performance of the low band reaches its optimal at the
balanced dual-resonant mode. Hence, W = 12 mm can be defined as the optimal value of W for
the case where S = 50 mm and L = 35 mm. It can also be seen from Fig. 2 that, compared to the
reference antenna, the antenna bandwidth of the low band obtained with the optimal parameters
(i.e., S = 50 mm, L = 35 mm and W = 12 mm) is significantly broadened.

In order to further investigate the antenna bandwidth property for the low band, different
optimal situations of the PIFA antenna for the case of S = 50 mm are depicted in Fig. 3. One can
see from Fig. 3 that for a fixed value of S the optimal cases are obtained while W increases greatly
with a slight decrease of L. One can also see from Fig. 3 that for a fixed slot location (described by
S) an unlimited number of (different) optimal cases for the low band can be obtained by adjusting
the slot size (described by L and W ). In addition, results in Fig. 3 indicate that for a fixed value
of S better performance is obtained for the high band (the bandwidth in the low band is almost
unchanged) when L is bigger. Moreover, the cases for S = 60 mm and S = 70 mm are also studied;
and similar phenomenon is observed for S = 60 mm and S = 70 mm cases.

Figure 2: Bandwidth variations with different values
of W (S = 50mm).

Figure 3: Different optimal cases in the low band for
S = 50mm.

The influences of the slot location on antenna bandwidths of both the low and high bands
are investigated next. Fig. 4 denotes the comparison between different optimal situations with
different values of S while L = 37 mm. It can be seen from Fig. 4 that, when S increases from
50mm to 80 mm, the antenna bandwidth of the low band slightly decreases while the bandwidth of
the high band is obviously improved. Especially, the bandwidth of the high band is improved even
significantly when S increases from 50mm to 70 mm. The above study indicates that the optimal
performances of the low and high bands are highly dependent on the slot location and size. Also,
the optimal slot location and size of the low band are different from those of the high band. Hence,
to broaden the bandwidths for the low and high bands simultaneously, a compromised solution for
the slot location and size should be selected. In addition, the following conditions should also be
taken into consideration while the compromised solution is selected: i) all the GSM850, GSM900,
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DCS1800 and PCS1900 bands should be covered; and ii) the size of the slot should not be too big
as enough space should be accommodated for other electronic components on the mobile chassis.
To this end, the slot location and size with values of S = 70mm, L = 37mm and W = 12 mm are
selected as the compromised solution, which is defined as the proposed antenna in this paper. A
prototype for the proposed antenna was manufactured, as exhibited in the right figure of Fig. 1.
Fig. 5 shows the simulated and measured return losses of the proposed antenna. For comparison,
the computed and experimental return losses of the reference antenna are also depicted in Fig. 5.
One can see from Fig. 5 that quite good agreement between the measurement and the simulation
results is obtained. In addition, the measured impedance bandwidth (defined at −6 dB level) of
the low band ranges from 0.7 GHz to 0.98 GHz and for the high band it is between 1.65 GHz and
2.02GHz, which completely covers the required quad-band operational bandwidth. Compared with
the bandwidth of the reference antenna, the measured bandwidth of the proposed antenna improves
by 543% and 133% in the low and high bands, respectively. The simulated radiation patterns of
the proposed antenna are shown in Figs. 6 and 7. It can be seen that the radiation patterns of the
proposed antenna is approximately omni-directional. Figs. 8 and 9 plot the gain and efficiency of
the presented antenna. It is illustrated from Fig. 8 and Fig. 9 that the gain and efficiency of the
fabrication antenna meet the requirements of mobile terminals.

Figure 4: Comparison of various optimal cases with
different S (L = 37mm).

Figure 5: Measured and simulated antenna return
losses.

(a) (b) (c) (d)

Figure 6: Radiation patterns of the proposed antenna at central frequencies in E-plane, (a) 0.859GHz, (b)
0.92GHz, (c) 1.795 GHz, (d) 1.92 GHz.

Furthermore, the reason for getting such big bandwidth improvement for both the low and
high bands is also explored. As discussed in [7], to reach the maximum bandwidth for a PIFA
antenna with a chassis of about 40 mm wide, the optimum lengths for the low band and high bands
are about 120 mm and 70 mm, respectively. This means that the length 100mm in the reference
antenna is either too short for the low band or too long for the high band. Fig. 10 depicts E-field
and surface current distributions of the proposed antenna at the resonant frequencies of the low
and high bands, where the arrowed lines indicate part of the current paths flowing on the chassis.
It can be seen from Fig. 10(a) that the effective length for the low band is lengthened. This is
why the first resonance frequency of the low band is shifted from 0.87 GHz (reference antenna) to
0.844GHz. Another important reason for getting such a wider bandwidth in the low band is that
an equivalent dipole resonant mode (at 0.924 GHz) shown in Fig. 10(b) is created by the slot. On
the other hand, one can see from Fig. 10(c) that for the high band almost no current could reach
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(a) (b) (c) (d)

Figure 7: Radiation patterns of the proposed antenna at central frequencies in H-plane, (a) 0.859 GHz, (b)
0.92GHz, (c) 1.795 GHz, (d) 1.92 GHz.

Figure 8: Gain of the proposed antenna. Figure 9: Total efficiency of the proposed antenna.

the area below the slot on the chassis. This implies that for the high band the effective length of the
chassis is shortened and it is close to its optimal length, which just explains why a very significant
bandwidth improvement is obtained for the high band. The above analysis clearly demonstrates
that the bandwidths of the PIFA antenna in both the low and high bands can be significantly
improved by the slot with a proper location and a suitable size.

(a) (b) (c)

Figure 10: E-field and surface current distributions of the proposed antenna at the resonant frequencies,
(a) E-field and current distributions at 0.844 GHz, (b) E-field and current distributions at 0.924 GHz, (c)
E-field and current distributions at 1.82 GHz.

3. CONCLUSIONS

In this paper, a novel bandwidth enhancement solution for the conventional multi-band PIFAs is
proposed. It has been demonstrated that by introducing a rectangular slot with an appropriate
location and a proper size on the mobile chassis, the bandwidths of the PIFA antenna in both the low
and high bands can be significantly broadened and optimized. In fact, for a typical mobile chassis
with an area of 40mm×100mm, its length (100 mm) is not optimized for either the low band or high
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band. The slot opened appropriately on the chassis can effectively adjust the electrical lengths of the
chassis to the optimal lengths required by the low and high bands. With the help of the proposed
technique, a compact internal antenna for a quad-band operation covering GSM850, GSM900,
DCS1800 and PCS1900 bands can be simply designed. Furthermore, the proposed approach is also
suitable for any other types of internal mobile antennas.
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Abstract— A novel design method for multi band antenna using different radius wires for
mobile communication and Digital communications System is presented. We made a trial two-
band antenna, with operating frequencies of 800MHz and 2.1 GHz and examined the design
method by comparing measured VSWR and current of the antenna and the simulation results of
the antenna.

We have also analyzed the trial antenna using simulation (using WIPL-D Microwave) for a
different radius wires antenna mounted on a finite ground plane. The simulation results of the
current and VSWR are in good agreement with the experimental results.

1. INTRODUCTION

Multi-function and mass transmission of both still pictures and animated images become indispens-
able in telecommunication technology of recent years. In particular, there have been remarkable
improvements in mobile phone technology. However, there have been on-going difficulties in making
compact antenna with multi band function.

Up to now, an analytical method of a linear antenna has been performed using transmission line
approximation [1, 2] and integral equations [3].

Egashira et al. showed that current distribution of different radius antenna was represented
equivalently by current distribution of the impedance loadings antenna and the characteristics of
antennas with wires of the different radii could be analyzed using equivalent loaded antennas.

In this paper, we propose a novel design method for two-band antenna using wires of different
radii. This design method is simple, easy to make and cheap. First, using antenna analysis software
Nec-2, we estimated the radii and lengths of the three wires necessary to have two operating
frequencies of 800 MHz and 2.1 GHz, available on a mobile phone antenna. This frequency band
can be applied to a mobile phone antenna. Second, the current distribution of this antenna was
measured using a shield loop [4] (current probe) and compared with the simulation result. Thirdly,
we measured VSWR of the antenna with the network analyzer and compared it with the obtained
using Nec-2. Finally, the directivity of the antenna was obtained using Microwave.

2. DESIGN OF TWO-BAND ANTENNA

We designed a two-band antenna with wires of three different radii for the two operating frequency
bands. Here, we chose the radius and length of three wires parameters so as to be smaller than 1.5
for VSWR of the two band antenna

Figure 1 shows the structure of the trial two-band antenna constructed using wires of tree
different radii mounted on the horizontal conductive plane. We selected 800 MHz and 2.1 GHz
as the operating frequencies of the test antenna suitable for a cellular phone. This antenna was
constructed of three wires and the radii and length of wire 1, 2 and 3 respectively, were as shown in
Fig. 1. These values were selected as VSWR of the antenna became smaller than 1.5 at operating
frequencies.

3. MEASUREMENTS

We measured VSWR and current distribution to examine the characteristics of the trial antenna
and to compare them with the simulation results of the antenna.
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Figure 1: Structure of two band antenna with three
different radius wires.

Figure 2: VSWR of two band antenna of the oper-
ating frequencies at 800 MHz and 2.1 GHz.

3.1. Measurement of VSWR
We measured VSWR of the antenna using the Hewlett Packard 8753D Network Analyzer. Fig. 3
shows the measured VSWR against the frequency of the antenna. This antenna has good charac-
teristics at both 800MHz and 2.1GHz. It seems that this antenna is suitable for making two-band
antenna. These operating frequencies are agreed well with the frequencies in the Fig. 1 estimated
using Nec-2 simulation software.

3.2. Measurement of Current Distribution
Figure 4 shows the measurement system of current distribution of the antenna. We measured the
current distribution of the test antenna when the operating frequency was 800MHz and compared
the result with the simulation results obtaining using WIPL-D Microwave.

Figure 3: Measurement of VSWR.

Vector Voltmeter

Signal Generator

Shield Loop

Conductive Plane

Feed Point

Figure 4: Measurement system of current distribu-
tion.

Signals from the generator were fed in to the antenna. While the same was fed in to one channel
of the vector voltmeter as shown in Fig. 2. The other channel of the vector voltmeter was fed by
the voltage induced on the shield loop [4–7].

We measured the relative amplitude and the phase of the current distribution on the antenna
using the electromotive force induced on the shield loop by moving the shielded loop 5.0mm along
the antenna.

Figure 5 shows the measured and simulated relative amplitude of current distribution on the
antenna. The upper line is the electromotive force induced on the shield loop and the lower line is
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the simulation value of amplitude of magnetic field at a point 4.5 mm away from the test antenna
center. The simulated and measured current distributions seem to be almost equal.

Figure 5: Measurement and simulation of current distribution of test antenna at 800 MHz.

We measured the current distribution of the test antenna and compared with the simulation
results obtained using WIPL-D Microwave. This software is based on the method of moments and
can analyze the antenna with the ground of the arbitrary shape.

Figure 6 shows the directivities of the test antenna. Here, the feeding point is at the starting
point and the antenna is in the direction of the z axis and the ground is in the X-Y plane We
simulated the antenna as shown in Fig. 1, mounting it on a square conductive plane (150×150mm).

(a)  (b)

Figure 6: Radiation pattern of test antenna at (a) 800 MHz and (b) 2.1 GHz.

4. CONCLUSION

A novel design method for two band antennas using different radius wires, operating at 800 MHz
and 2.1 GHz suitable for mobile handsets has been proposed. The simulated results for the two
operating frequency bands agreed well with measurement results of VSWR and current distribution.
These results show that the antennas designed using wires of different radii are good candidates
for multi-band antenna applications.
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Abstract— The paper presents a new modeling and design concept of antennas using polar-
ization diversity of 2 × 2 Multiple Input Multiple Outputs (MIMO) balanced antenna that is
proposed for future mobile handsets. The balanced MIMO antenna is designed and its coupling
has been investigated. The results are compared to the constraints capacity limits in which the
maximum capacity observed.

1. INTRODUCTION

MIMO for short, which stands for Multiple Input, Multiple Output) systems are theoretically able
to provide increased throughput, and better error performance than traditional systems [1–5]. The
particular aspect that is used by MIMO systems is called Multi -Path propagation [2, 5]. This effect
occurs when the radio signals sent from the transmitter bounce off intermediate objects before
reaching the receiver. Some of these reflected signals may travel along entirely separate paths, and
even reach the receiver at different times. Currently, there are a number of MIMO applications,
development platforms, and tools that are showing great promise in the quest for wireless systems
with higher bandwidth and greater capabilities. The major advantage of MIMO technology is the
digital beam forming, which is now making its way out of research laboratories and into real-world
applications with great speed. Spatial corrrelation using polarization issues for MIMO applications
has great interest since the size of the actual radiating elements can be reduced [6–12]. This study
has great advantages if a MIMO system needs to be implemented on a mobile handset. This paper
will consider the implementation of balanced antennas for mobile handset the will increase the
channel capacity and will reduce the coupling between the handset and body.

2. MATHEMATICAL INTERPRETATION

We start our assumption that our system under consideration consists of short dipoles and we are
not taking mutual coupling between the multiples dipoles in account, then the channel capacity is
given as

c = E

∣∣∣∣log 2
{

I +
Pt

ntσ
HH∗

}∣∣∣∣ (1)

In the above equation HH∗ is given as

[HH∗]1/2 = ρr
1
2
G

where as ρr elements is given as:
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Substituting the values of σ1, σ1 and dΩ into the Eq. (2) the following can be given:

ρi,j =

∮
s

(Eai · Ei) (Eaj · Ei) sin θd
θdφ

√∮
s

(Eai · Ei)2 sin θd
θdφ

∮
s
|Eaj · Ei|2 sin θd

θdφ

(3)

The correlation coefficients will form the spatial matrix which is given as

ρ =

[
ρ11 ρ12 ρ1n

ρ21 ρ22 ρ2n

ρn1 ρn2 ρnn

]
(4)

The channel capacity can also be given as:

C =
n∑

i=1

(
I +

P

nT N
λi

)
(5)

where Li is the ith eigen value of the HH∗ matrix.

3. BALANCED MIMO ANTENNA AND RESULTS

The main aim of this present work was to design two elements antenna structure having a ground
plane whose dimensions are compatible with a mobile phone at 5GHz band for MIMO applications
of the future wireless mobile communications. The antenna proposed here is made of two wideband
balanced antenna elements and placed in parallel, as shown in Figs. 1 and 2. The proposed 2× 2
MIMO balanced antenna system was designed optimized using commercial simulator HFSS (High
Frequency Structure Simulator), which uses a 3D full-wave finite element Method (FEM). The
antenna geometry and location on the ground plane can be found in Fig. 2. As can be seen, the
antenna is fed at the centre with differential feeding which provide equal magnitude but 180 degree
out of phase current for the two arms of the antenna. The input impedance of the antenna is 50 Ω.

(a)

(b)

(c)

Figure 1: Antenna design. (a) Front view, (b) Top View, (c) 3D view.

The optimal configuration of the elements was chosen to minimize the coupling between elements.
The two balanced antenna elements were placed inside the limits of the ground plane and the
distance between them is 24 mm (see Fig. 2).

Figure 3 presents the simulated results of return loss and isolation performance of this 2 × 2
antenna system. As can be observed in the 5 GHz band range, the return loss is lower than 8 dB
and the isolation lower than −13 dB for both elements.
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Figure 2: 2× 2 Balanced MIMO antenna.

: S11 : S22; ; : S21; : S12( )

Figure 3: Simulated S-Parameters for 2× 2 Balanced MIMO antenna.

: :represents Eϕ ; is E θ ;

Figure 4: Radiation pattern at 5.8GHz for xz plane (left) and yz plane (right).
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The radiation property of the proposed 2× 2 MIMO balanced antennas was also investigated.
Two pattern cuts were taken for four selected operating frequencies that cover the designated whole
bandwidth in this study. The radiation patterns in the xz plane and yz plane for the antenna
systems at 5.2 GHz and 5.8 GHz were measured. The results in simulation were shown in Figs. 4
and 5, where the patterns of the prototype antenna show to be quite similar to each other for the
both cases considered. The maximum power was found at around θ = 60◦ direction with peak gain
of 5 dBi.

4. CONCLUSIONS

The simulation results using HFSS shows that the coupling between the antennas can be reduced
with enhanced channel capacity. The balanced MIMO design discussed in this paper can be used for
mobile handsets. The 2×2 balanced MIMO antenna systems with less volume can be incorporated
efficiently into mobile phones. This design can also be used for PDAs and small handheld wireless
devices.
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Abstract— This paper presents a design of RFID reader antenna, which is equipped on a chip-
attaching machine producing the RFID tags. Such an antenna is constrained to read exclusively
one tag only for the purpose of functional check of the whole tag when it passes the reader
antenna, namely, the other neighbour tags on the same rolling band are ignored that time. A
wideband microstrip antenna is designed and a fixture with shielding material is set up for such
a reading constraint.

1. INTRODUCTION

Even invented and applied initially during the World War II, RFID (Radio Frequency Identifica-
tion) [1] has attracted much attention recently. Precisely speaking, RFID has been applied very
widely in some proprietary or closed systems, for example, animal control, portal control (access
badges), etc. in last decades. The main advantages of RFID application are, storing item data in an
electronic way, data access by electromagnetic wave, and allowing multiple accesses to RFID tags.
Based on the diverse applications, different spectrum bands are allocated, for example, LF (125–
134.2 kHz and 140–148.5 kHz) for animal control, HF (13.56MHz) for electronic ticket, and UHF
(868MHz–928 MHz) for logistics, etc. Most of the frequencies are located in the ISM (Industrial,
Scientific and Medical) bands [1].

However, RFID was emphasized again mainly because of the need of supply chain [2]. By propos-
ing a standard for the format of electronic data used for goods items, of which EPC (Electronic
Product Code) [3] is an example, the products can be registered at once when they are shipped
out from the factories, and be released when they are checked out at the counter of a supermarket.
This is called “product tracking” and is to be carried out in an “Internet of Thing” [4].

The RFID tags of supply chain are assumed to be very low-cost, either are the RFID chips.
Therefore, usually the chips for tags do not afford to be 100% quality assurance after fundray and
package. Consequently, the risk of producing tags with chips which probably do not work does
exist. Such a sort of tags is termed as dead or silent tags. This kind of potential risk is not
acceptable after the tag is made by attaching the chip on the tag antenna. Hence, the cost should
be paid by carrying a functional check one by one by a reader after the chip is attached on the
antenna as a tag, just as shown in Fig. 1. That means, the production machine should be able to
exclusively read the tag under test only, and the other neighbor tags are not allowed to response
when reading.

Figure 1: Set-up for exclusively reading one single tag on a production machine.

This paper addresses a design of a fixture containing a reader antenna to meet the purpose
mentioned above. This reader antenna is also designed in this work. This fixture is installed on
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a production machine of RFID tags. Measurement of the proximate-field strength on this fixture
is done to verify the field distribution which is for the present reading constraint. For reference,
Fig. 2 shows a typical RFID tag printed on a paper substrate, where the chip is attached at the
center of tag antenna [4].

Figure 2: A tag using paper substrate. Figure 3: Simulation model of the wideband reader
antenna

2. DESIGN OF READER ANTENNA

Firstly, the reader antenna is designed. The concept of microstrip antenna [5] is adopted for this
task. The reasons of choosing microstrip antenna are: a) low profile, so not occupying not much
room in machine, b) easy to fabricate, because it can be etched on a Printed Circuit Board (PCB),
and c) its fundamental mode is naturally to have a boresight radiation pattern, which is suitable for
the present application as shown in Fig. 1. A microstrip antenna can be seen as a loosy resonator due
to radiation [6]. However, the obvious disadvantage of microstrip antenna is its narrow band. The
target bandwidth of this work is about 860 MHz–960MHz which is for covering all RFID standards
worldwide. The RFID bands used in the world are: 866–869 MHz in Europe, 902–928 MHz in North
and South America, and 950–956 MHz in Japan and some Asian countries. The RFID’s band used
in Taiwan is 902–928MHz. Consequently, special design technique is supposed to be necessary to
have such a broadband design of microstrip antenna.

Figure 4: The simulated frequency response of return
loss.

Figure 5: Realized antenna.

The electromagnetic package CST [7] is employed for the simulation before fabricating the
antenna, which is a full 3-D tool for antenna simulation. Fig. 3 is the simulation model, and it is also
the final determination of the geometrical and material parameters. FR4 is used as the substrate.
The central rectangle is the main microstrip antenna, whose horizontal side 86.5 mm approximately
follows the theoretical resonant length of half wavelength in substrate. The other upper and lower
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rectangles play the parasitic parts which have strong coupling effect with the central radiator. This
technique had been widely used [8] for broadening the bandwidth of microstrip antenna. However,
usually, parasitic parts are set at the ends of the resonant side. Putting them along the resonant
sides is an unique feature in the present work.

It should be reminded that, the present design of RFID communication is a short-range one,
therefore, we trade off in obtaining the broadband while scarifying the performance of return loss.
We set the −5 dB as the index for the matching condition in this design, and it predicts in simulation
an 865MHz–948 MHz bandwidth as for −6 dB as shown in Fig. 4. After simulation, the antenna is
realized by being etched on a PCB with a substrate thickness 4mm as shown in Fig. 5. Its measured
return loss is shown in Fig. 6. Referring to the bandwidth requirement, the lower band is quite
meeting the target, but the upper band is not so satisfied in terms of the necessary band. Anyway,
this antenna is to be installed on a machine fixture which may influence the antenna performance,
and the final result will be further discussed.

3. FIXTURE DESIGN FOR READING

As shown in Fig. 1, in the fast process of attaching chips on the RFID tags, the moving band is
supported by a mechanical fixture. For simulating the fixture of a real machine in lab, a non-metal
fixture is assembled as shown in Fig. 7. The top platforms are made of plastics and serves to
support the tag band. Furthermore, the reader antenna designed above sits under the platforms
and sits at the central position as well.

Figure 6: Measured return loss. Figure 7: The laboratory fixture for testing.

From the first idea, for depressing the response of the neighbour tags, we adopt the shielding
sheets of Nanonix [9], and put them on and beneath the platforms. The left and right sliding
platforms are adjustable to find an optimal window width for antenna below to read as the purpose,
see Fig. 7 and Fig. 8. In Fig. 8, there are three tags side by side, yet only the middle one is readable.

Figure 8: Test of exclusive reading. Figure 9: Measurement of the proximity field on the
platform surface.
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4. ANALYSIS OF PROXIMITY FIELD AND DISCUSSION

For analyzing the field distribution on the surface of the platforms, a set-up of the proximity
field measurement is also designed. By drawing grids in advance on a paper which is fixed on
the platforms, a field probe is used point-by-point to measure on the surface the proximity field
radiated from the reader antenna, see Fig. 9.

Three configurations are under evaluation, namely, no shielding sheets, with shielding sheets
as described above, and lowering the sheets which were attached beneath the platforms down to
the surface of the reader antenna. As examples, the measurement results of 910MHz are shown
in Fig. 10. By a quantity comparison, configuration (c) is indeed to make the field lower on the
region of side tags than that above the central window. However it is easy to affect the antenna’s
designed characteristics than configuration (b). Of course, configuration (a) is not able to meet the
function as required. Choosing (b) or (c) needs engineering evaluation on site.

(a) (b) 

(c)

Figure 10: Distribution of proximity field (a) no shielding sheets, (b) sheets beneath the platforms, and (c)
sheets on the reader antenna’s surface.

5. CONCLUSIONS

In this paper, we have proposed a design of fixture for the machines of tag production. After
attaching the chips on antennas of a band of tags, this machine needs to check each tag if its chip
does work or not at the end of production procedure. A broadband microstrip antenna is also
designed for this fixture. By using the shielding sheets on the fixture, the requirement of reading
exclusively only one tag is achieved. Measurement of the proximity fields which is radiated from the
designed reader antenna, are measured as well on the surface of fixture platforms to evaluate the
proper configuration of shielding sheets. This present work has demonstrated itself as a reference
design for production machines of RFID tags, which needs to have a functional check for each tag
described in this work.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 1285

ACKNOWLEDGMENT

The Highlight Tech Corp. [10], Tainan, Taiwan, who is a company providing machines of RFID tag
production, is deeply appreciated for their grant support in this project.

REFERENCES

1. Finkenzeller, K., RFID Handbook: Fundamentals and Applications in Contactless Smart Cards
and Identification, 2nd edition, Wiley & Sons Ltd. New York, 2003.

2. Bansal, R., “Coming soon to a Wal-Mart near you,” IEEE Antennas Propag. Mag., Vol. 45,
105–106, 2003.

3. Sarma, S., D. Brock, and D. Engels, “Radio frequency identification and the electronic product
code,” IEEE Micro., 50–54, 2001.

4. Huang, C.-F., J.-Q. Zhan, S.-F. Yang, and Y.-C. Lin, “Low-cost solution for RFID tags by the
manufacture of printing technologies,” Submitted to IEEE Antennas Propagat. Mag..

5. Carver, K. R. and J. W. Mink, “Microstrip antenna technology,” IEEE Trans. Antennas Prop-
agat., Vol. 29, No. 1, 2–24, Jan. 1981.

6. Lo, Y. T., et al., “Theory and experiment on microstrip antennas,” IEEE Trans. Antennas
Propagat., Vol. 27, 137–146, Mar. 1979.

7. The CST website, [On line], Available: http://www.cst.com, 2008.
8. James, J. R., P. S. Hall, and C. Wood, “Microstrip antenna: Theory and design,” IEE Elec-

tromagnetic Waves Series, Vol. 12, 1981.
9. The Nanonix website, [On line], Available: http://www.nanonix.com/nanonix china/company/

index.htm, 2008.
10. The Highlight Tech Corp. website, [On line], Available: http://www.high-light.com.tw, 2008.



1286 PIERS Proceedings, Beijing, China, March 23–27, 2009

An All Optical XOR Logic Gate for NRZ Based on TOAD

Yaping Wang, Chongqing Wu, Xiaojun Shi,
Shuangshou Yang, and Yongjun Wang

Key Lab of Education Ministry on Luminescence and Optical Information Technology
Institute of Optical Information, Beijing Jiaotong University, Beijing 100044, China

Abstract— All-optical XOR logic gate is a basic and crucial element for optical signal process-
ing. With introducing assistant light, we proposed and simulated a novel all optical XOR gate
for NRZ based on teraherz optical asymmetric demultiplexer (TOAD). Simulation results shows
that this program can get 13.29 dB extinction ratio (ER) of XOR logic operation output. The
analysis of impact of nonlinear phase shift difference departure from π and 2π in actual system
shows that when a fluctuant rang of nonlinear phase shift difference is confined within 0.1 rad,
13 dB extinction ratio of output is still obtained with assistant light injection. Its validity is
confirmed through experiments and simulation at 2.5Gb/s and 40 Gb/s, respectively.

1. INTRODUCTION

For high-speed optical communication networks, all-optical logic devices required in optical add-
drop multiplexers and optical cross connects perform networking functions [1], such as clock ex-
traction [2], signal regeneration, addressing, header recognition [3], data encoding, encryption, etc.
Recently, the XOR logic gate has attracted particular attention because it is a key element to
perform a wide range of operations such as packet header processor, label swapping, counting,
pattern matching, decisior and comparison, pseudo-random bit generation and so on [4, 5]. In
order to realize all optical XOR gate, various configurations have been reported that utilize the
ultrafast nonlinear properties of the semiconductor optical amplifier (SOA) including from 10Gb/s
to 160 Gb/s all optical XOR gate based on the single SOA structure using cross gain modula-
tion (XGM), and interferometric structures such as the terahertz optical asymmetric demultiplexer
(TOAD), the ultrafast nonlinear interferometer (UNI) and Mach-Zehnder interferometer (MZI),
etc [6–9]. XOR gate using SOA MZI and differential packet format have been deployed to overcome
the strong speed limitations, but its structure is complicated and requires precise synchronization.
XOR scheme based on UNI has been demonstrated at 100 Gb/s, but it needs accurate control of
polarization. Sokoloff et al. demonstrated XOR gate based on TOAD. TOAD exploits the strong,
slow optical nonlinearities present in semiconductor and permits control and signal pulses to be
distinguished by polarization or wavelength, and it requires less than 1 pJ switching energy. But
this structure which input the clock as probe light and requires clock synchronization between
signal and clock only realize XOR gate for RZ. To the best of our knowledge, there is no report
for all optical XOR gate for NRZ based on TOAD. This paper proposes a scheme for all optical
XOR gate for NRZ based on TOAD. The feasibility of this scheme is theoretically analyzed with
the principle of TOAD. Based on this, All optical XOR gate operation at 40 Gb/s is successfully
simulated. The experiment give chance to demonstrate all of the possibilities of XOR gate.

2. OPERATION PRINCIPLE

Figure 1 illustrates the configuration of the all optical XOR gate. When two synchronizing signals
as control beams are introduced into loop via WDM, control level will send out frame synchronizing
signal as the probe beam at different wavelength from the two signals. The probe injected into the
loop from port 1 is split into two components that propagate clockwise (CW) and counterclockwise
(CCW) and recombining at the base 50 : 50 coupler.

An SOA used as a nonlinear element is placed at the center of the loop, while tunable fiber
delay lines (DL) are used to introduce the desired displacement of SOA. Therefore, the whole CW
component passes the SOA before the arrival of CCW component. Assumed Ei and E′

i (i = 1, 2, 3, 4)
are input and output the light electric field of coupler, then

[
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]
=
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]
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When the signals (PC) and probe beam (Pp) through the SOA, the two counterpropagating probes
obtain a differential phase shift ϕcw(t), ϕccw(t) and gain Gcw, Gccw via cross-phase modulation and
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Figure 1: The configuration of XOR gate using TOAD.

cross-gain modulation in the SOA, where Psat is saturation power, Gcw and

Gcw = G0 exp
[
(1−Gcw)

Pc + Pp

Psat

]
, (2)

Gccw = G0 exp
[
(1−Gccw)

Pp

Psat

]
, (3)

Gccw, ϕcw(t) and ϕccw(t) are the gain and phase shift of CW and CCW probes in the SOA,
respectively. The relation of gain and phase shift is shown as Eq. (2)

ϕ(τ) = −1
2
α ln[G(τ)] (4)

the nonlinear phase shift difference will be:

∆ϕ = −α

2
[(1−Gcw) (Pc + Pp)− (1−Gccw) Pp] (5)

where α is line width enhancement factor, G0 is the small signal gain, Ps is the saturation power.
The light electric fields which travel along the ring for a round trip and then reenter the coupler
can be expressed as: [

E′
3

E′
4

]
=

[ √
2

2 j
√

GccwkE1√
2

2

√
GcwkE1 exp (−j∆ϕ)

]
(6)

where k is the loss of the loop. The output from port 2 is the interference of E′
3 and E′

4, and shown
as

E′
2 = −1

2

(√
Gccwk −

√
Gcwk exp (−j∆ϕ)

)
E1 (7)

P ′
2 =

1
4
kPclk

[
Gccw − 2

√
Gccw

√
Gcw cos∆ϕ + Gcw

]
(8)

It can be seen that the output power depends on the gain and the nonlinear phase difference.
According to the Eqs. (5) and (8), when signals 1 and 2 are different, nonlinear different phase shift
is ∆ϕ1 = π and the gain of count-propagating components are Gcw1 and Gccw. As they recombine

Table 1.

Signal 1 Signal 2 ∆ϕ XOR

0 0 0 0
1 0 π 1
0 1 π 1
1 1 2π 0
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and interfere, the output power of port 2 achieve maximum. When signals 1 and 2 are both “1”,
nonlinear different phase shift is ∆ϕ2 = 2π and the gain of count-propagating components is Gcw2,
Gccw, respectively. They will be reflected from the coupler. When signals 1 and 2 are both “0”,
phase shift and the gain of count-propagating components are equal. They also will be reflected
from the coupler. Thus, the XOR function is realized. The truth table of the XOR is shown in the
Table 1.

Based on the analyzes above and Eq. (5),

(1−Gcw2) (Ptal + Pp)− (1−Gccw) Pp = 2 [(1−Gcw1) (Pc1 + Pp)− (1−Gccw) Pp] . (9)

where Ptal = Pc2 + Pc1, Pc1, Pc2 is the power of signals pulse, spectively. According to Eq. (2),
Gcw2 > Gcw1, so Pc2 > Pc1. In order to avoiding competition of two signal with differential power
in the SOA, the assistant light Pass is introduced into devise. At this time, the Eq. (9) comes into
existence with Ptal = 2Pc1.

The comparison between with and without the assistant light shown in Fig. 2, when the nonlinear
phase shift difference is π, 2π, respectively. According to the gain curve in Fig. 2 and the relationship
between gain and phase shift in the Eqs. (3) and (4), a, b are the dots which give rise to π, 2π

P
  
  
/m

W
o
u
t 

a
b

c
d

P'c1

P'tal

assistant light

Pc1 Ptal

Power

P   /mWin

Figure 2: The comparison between with and without the
assistant light.

Figure 3: Output of XOR.

Table 2.

Parameters values

SOA length 500 µm

SOA spontaneous lifetime 16 ps

SOA small signal gain 20 dB

SOA transparent carrier density 1024 m−3

SOA line-width enhancement 5

SOA active area 3× 10−13 m2

SOA saturation power 11.6 mW

probe pulse width (FWHM) 10 ps

Probe pulse power 0.2mW

Assitant light power 2.597 mW

Dual signal pulse power 6.415mW

SNR of input 20 dB
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phase shift without assistant light, and c, d are the dots which give rise to π, 2π phase shift with
assistant light. Obviously, the power of two signal pulses is equal by introducing assistant light.

3. SIMULATION

A data stream 11100111000 110011 is compared with data stream 11001110011100011. The main
parameters are shown in the Table 2.

The simulation results at 40 Gb/s are shown in Fig. 3. The extinction ratio of output will achieve
13.29 dB.

It is impossible to fix the power of assistant light and signals on the precise value in experiment.
Therefore, on the supposition Ptal = 2Pc1, Pass and Pc1 will be adjusted with the considerations of
∆ϕ1 + ∆ϕ2 = 3π and ∆φ1 − ∆φ2 < π − 2δ, where δ is a fluctuant rang of nonlinear phase shift
difference. Fig. 4 shows the curve of ∆ϕ1, ∆ϕ2 against Pass, and Fig. 5 shows the curves of Pc1

against Pass and ER of output against Pass.

Figure 4: Phase shift difference against the power of
assistant light with consideration of ∆ϕ1+∆ϕ2 = 3π
and ∆φ1 −∆φ2 < π − 2δ.

Figure 5: The power of siganl pulse and ER against
the power of assistant light with consideration of
∆ϕ1 + ∆ϕ2 = 3π and ∆φ1 −∆φ2 < π − 2δ.

As can be seen in Fig. 4 and Fig. 5, when Pass = 2.597 mW and Pc1 = 6.415mW, the nonlinear
phase shift difference ∆ϕ1 = π, ∆ϕ2 = 2π. If fluctuant rang of nonlinear phase shift difference is re-
stricted within 0.1 rad, the rangs of Pass is from 2.017mW to 3.095mW and of Pc1 is from 6.289mW
to 6.514 mW. The ER of output is more than 13 dB and increasing with the Pass ∈ [2.017 mW,
3.095mW].

Figure 6: The output of XOR in experimrntation. Figure 7: The power of signal pulse and ER against
the power of assistant light in experimrntation.
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4. EXPERIMENTATION

The experimental setup for the all optical XOR logic gate 2.5Gb/s is shown in the Fig. 1. The
main parameters of SOA are agrees with that of simulation. The wavelength and the power of
signals, assistant light, frame synchronizing signal is 1553.4 nm, 1554.3 nm, 1554.9 nm, 1555.7 nm,
6.415mW, 2.597mW, 0.4 mW. The output of XOR is shown in the Fig. 6. This result is a good
agree with the truth table of logic XOR as shown in Table 1 and the simulation result as shown in
Fig. 3.

We fixed the frame synchronizing signal power at 0.4 mW and adjusted the signal power with
the assistant light power increasing from 1 mW to 4 mW. In Fig. 7, it is clearly shown that the
signal power and output ER are increased with the assistant light Pass ∈ [2.017 mW, 3.095 mW],
and the experimental result is consistent with that of theoretic analysis. Therefore, the demander
of debugging is degraded in experimentation.

5. CONCLUSION

A novel optical XOR logic gate based on TOAD is proposed. The successful demonstration shows
the potential of this scheme to process XOR gate operation for NRZ by inputting assistant light and
frame synchronizing signal as probe beam and adjustting the position of SOA in the loop advisably.
With common SOA, the results of simulation and experimentation shows that this program can get
13.29 dB extinction ratio of output by introduceing advisable assistant light. When fluctuant rang
of the nonlinear phase shift difference is confined within 0.1 rad, the more than 13 dB extinction
ratio of XOR operition still be obtained. Therefore, the demander of debugging is degraded.
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Abstract— All-optical integrated circuits bring the promise to vastly increase the bandwidth,
improve the flexibility as well as reduce the cost of future communication networks. All op-
tical integrated components, like switches and wavelength converters, must meet fundamental
requirements such as low optical losses, strong nonlinear response and ease of fabrication. To
date, however, research on these devices has been based either on semiconductors, such as silicon
and GaAs, or highly nonlinear glasses, such as chalcogenides which, although exhibit a Kerr
nonlinearity (n2) of 100x–400x silica glass, also present limitations such as remarkable linear and
nonlinear losses and, for certain applications, a not developed fabrication techniques. Specifically,
the possibility to rely upon a mature technology recently has proved itself to be a powerful so-
lution to fabricate micrometric resonant structures which are able to locally enhance the desired
nonlinearities. In this work we present the first example of nonlinear optics in silica glass waveg-
uides using continuous wave (CW) light. We achieve wavelength conversion via four wave mixing
(FWM) at ultra-low (≈ 5mW CW) power levels in C-MOS compatible micro-ring resonator.

1. INTRODUCTION

Traditional material systems for the development of all-optical and optoelectronic devices have
primarily been based on semiconductors [1, 2]. Typically these materials exhibit a strong nonlinear
response when shaped as waveguides, thanks to their large nonlinear coefficients, high index contrast
and small effective area. On the other hand they are often linked with some significant drawbacks
such as large linear and nonlinear losses [3] that prevent optimal efficiency for high pump power
applications. Contrarily, regarding glass (fused silica) technology, traditional silica waveguides are
low index contrast structures and thus results in poor confinement and large bend radii, making all-
optical signal processing on a single chip unfeasible, not withstanding their extremely low nonlinear
response. Sometimes, when the fabrication process are particularly developed and mature, the
strategy is that one of fabricating ultra high Q resonant cavities in order to increase the local
intensity and consequently the nonlinearities of the device [4]. However, this solution could avoid
the applicability of the phenomenon under investigation in fast communication systems, since a
huge value of the Q factor drastically narrows the bandwidth.

As alternative approach, using nonlinear glasses such as chalcogenides and Ta2O5, has been
developed to offer a substantial nonlinear response comparable to semiconductors. However, such
glasses are also prone to linear and nonlinear losses for small device footprints, and for certain
applications, their fabrication technology is still quite immature [5]. Here we present a high-index
silica glass material (Hydexr) which offers an excellent compromise between the best properties of
semiconductors (high nonlinearities and tight field confinement) together with the low loss values of
silica glass. Hydexr glass is a high index material (n = 1.7) whose developed fabrication technique
admits the possibility to vary the index contrast between the core and the silica cladding from 1
to 25% [6] making possible tight bends on the order of 5µm in radius and hence, the fabrication
of complex resonant microstructures [7, 8].

Furthermore the deposition process using Chemical Vapor Deposition (CVD) and the waveg-
uide core patterned by reactive ion etching makes the entire fabrication process of Hydex totally
compatible with current silicon technology [6]. The versatility of high-index glass waveguides have
already been largely proved by numerous accomplishments in many applications including optical
sensing of bio-molecules using ring resonators [7], and high-order filters with an 80 dB rejection
ratio [9] but the study of the nonlinear properties of this material has never been addressed.
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Since the wavelength conversion is a fundamental nonlinear process for future all optical com-
munication systems we decide to perform the nonlinear investigation of Hydexr starting from the
Four Wave Mixing experiment (FWM).

2. EXPERIMENTS

The FWM is a parametric process that is used here to generate a new frequency of light from
two existing ones [10, 11]. This kind of wavelength conversion process can be an important tool
for wavelength-agile optical networks, where wavelength division multiplexing and demultiplexing,
signal regeneration and switching/routing applications are required. Recently, ultra-low power
CW FWM wavelength conversion was reported in silicon by using micro-ring resonators [2]. It
is of fundamental importance, however, to investigate other material systems since silicon is well
known to suffer from two-photon absorption (TPA) and induced free carrier losses that can affect
performances at high pump powers [11]. Indeed, the intrinsic nonlinear figure of merit for silicon
still remains low even if we eliminate this undesirable effect by means of pin junctions to sweep
carriers out [12].

Figure 1 is a scheme of the ring resonator used in our experiment. The ring has a Q-factor of
65000, a free-spectral range of 575 GHz, a radius of 48µm and a cross-section of 1.5µm× 1.5 µm.
The bus waveguides, which have the same cross section as the ring, are buried underneath a SiO2

layer and they are used to couple light inside and outside the resonator itself.

Figure 1: Schematic of the micro-ring resonator.

Two wavelength-tunable CW lasers were used in this experiment; the pump laser (at the INPUT
port) was set in such way to provide a power of 5 mW inside the ring and tuned to a TM ring
resonance at 1553.38 nm, whereas the signal laser (at the ADD port) had a power of 550µW and
was tuned to an adjacent resonance at 1558.02 nm. The outputs were analyzed using either a power
meter or a spectrum analyzer.

3. RESULTS

By the FWM process two idlers are generated according the following formulas:

ω1st Idler = 2ωPump − ωSignal and ω2nd Idler = 2ωSignal − ωPump

The output power spectra, as recorded at the through channel, are reported below (Fig. 2-Left) as
well as the 1st-idler power as a function of the square of the pump power (Fig. 2-Right). The latter
shows a good linear dependence, as expected from theory, and demonstrates that our device does
not exhibit saturation due to nonlinear absorption, for pump power up to 20mW.

The first idler was determined to be exactly on resonance at 1548.74 nm, as it is also clearly
shown by the idler detuning curve (Fig. 3-Left). This condition is the best to take advantage of the
FWM resonance enhancement factor [13, 14] and is made possible tanks to the negligible dispersion
of the system that is proved by the strictly linear behavior of the plot that represents the resonance
frequencies spacing (Fig. 3-Right).

In order to quantitatively estimate our device performances, we used a theoretical model that
takes into account the resonant enhancement factor due to the cavity geometry [13]:

η ≡ Pidler
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= |2πRγ|2 P 2
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Figure 2: (Left): Output power spectra at the through port. (Right): 1st Idler power as a function of the
Pump power squared.

Figure 3: (Left): Power of the 1st idler as a function of the signal detuning from its corresponding resonance.
(Right): Resonance frequencies Vs resonance positions (arbitrary frequency location number).

where R is the ring radius, α is the linear loss coefficient and γ is the nonlinear parameter. From
the measured input and output powers, and by using Equation (1), the nonlinear parameter can be
deduced to be ∼ 233W−1Km−1. Our results are comparable to the best results recently reported
in silicon structures [2], moreover our glass-based platform offer other advantages such as the
ability to produce very good quality high order filters [7, 9], ultra-low losses, as well as the absence
of two-photon absorption near λ = 1.5µm, a property which is highly desirable for nonlinear
optical applications. Furthermore, the total insertion loss (from laser input to device output) is
approximately 3 dB, due to the very good coupling efficiencies between the bus waveguides and
the ring resonator (∼ 100% in resonance). Such coupling efficiencies and throughput are not
readily seen for integrated semiconductor waveguides and devices, where coupling efficiencies can
be extremely poor [2, 15].

Finally by means of transmission measurements in different length waveguides, we also deter-
mined the linear propagation losses to be as little as 0.06 dB/cm. This extremely low loss value is
orders of magnitude better than in similar semiconductor waveguides, where values greater than
1 dB/cm are typically seen in AlGaAs and SOI monomode waveguides [3, 15].

4. CONCLUSIONS

In conclusion, the strong non linearity together with the absence of nonlinear losses and the large
reduction in linear losses, reveal some great advantages of our material over the silicon counterpart,
especially when re-amplification processes have to be avoided. The estimated γ value together
with the intrinsic benefits related with the micro ring resonator technology bring us a step forward
toward the realization of integrated multifunctional nonlinear all-optical devices. This kind of
micro-metric optical package could perform fundamental communication system operations like
optical amplification and regeneration, wavelength filtering, conversion and switching. We strongly
believe that our waveguides can open new frontiers in ultra-fast all-optical signal processing as well
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as in total secure transmission networks based on entangled photons with the promise of reducing
development timescale.
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Highly Birefringent Hybrid Photonic Crystal Fiber
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Abstract— The Hybrid Photonic Crystal Fiber is a novel type of microstructured fiber, in
which for the first time, light was guided and manipulated simultaneously by two different prop-
agation mechanisms: modified total internal reflection from an array of air holes and antiresonant
reflection from a line of high-index inclusions. We present an experimental investigation of the
birefringent properties of a Highly Birefrigent Hybrid Photonic Crystal Fiber.

1. INTRODUCTION

Highly birefringent fibers provide strong birefringence deliberately introduced during the fiber fab-
rication process. There are two ways to achieve the required birefringence: the shape of the
refractive-index profile that defines the waveguide can be made noncircular (form or shape birefrin-
gence); or the material that forms the fiber can itself be made birefringent, typically by introduction
of stresses as in bow-tie or PANDA fibers.

Photonic Crystal Fiber technology allows light to be controlled within the fiber in ways not
previously possible or even imaginable [1]. They have been intensively explored in the last decade
in an effort to understand and exploit their broad potential. Light in a PCF core can be guided by
two different mechanisms depending on the photonic crystal formed in their cladding and the type
of core used. In index-guiding PCFs, light is confined to a solid core by total internal reflection
from a reduced-effective-index cladding material formed from glass shot through with an array of
air holes. On the other hand, in photonic bandgap PCFs, light can be confined to a low-index
region, even an air hole, by reflection from a 2-dimensional array of high-index scatterers.

The Hybrid Photonic Crystal Fiber or Hybrid PCF [2, 3] is a novel type of microstructured
fiber, in which for the first time, light was guided and manipulated simultaneously by two dif-
ferent propagation mechanisms: modified total internal reflection from an array of air holes and
antiresonant reflection from a line of high-index inclusions. The Hybrid PCF is composed of air
holes and Germanium-doped silica rods disposed around an undoped silica core. The air holes are
arranged in a hexagonal pattern as in index-guiding PCFs, whereas the high-index rods replace
a single row of air holes along one of the PCF axes. These unique properties make Hybrid PCF
naturally high birefringent, since light is guided along its two orthogonal polarization states by
two different propagation mechanisms. This work presents an experimental investigation of the
birefringent properties of a Highly Birefrigent Hybrid PCF.

2. HYBRID PCF

The Highly Birefringent Hybrid Photonic Crystal Fiber is like that shown in Fig. 1. It has the
following parameters: air hole diameter d = 4.34µm, interhole spacing Λ = 8.00µm, germanium
rod diameter D = 6.38µm and gradual refractive index with maximum step ∆n = 2.03%. The
white inclusions are Germanium-doped rods, whereas the black circles are air holes.

In order to measure the fiber photonic bandgaps, a supercontinuum source, pumped at 1064 nm,
has been coupled to the hybrid fiber using a 20× objective lens. The output was analyzed using
an optical spectrum analyzer. Fig. 2 shows the transmitted spectrum recorded with a fiber sam-
ple of 1.0 m length. There are five antiresonant regions in silica transmission window, which are
represented by the low-attenuation windows in the transmitted spectrum.

3. MEASUREMENT OF BIREFRINGENCE PROPERTIES

The experimental setup is shown in Fig. 3 and is based on the following pieces of equipment: a
tunable external cavity laser (ECL), a fiber polarization controller (PC), some objective lenses and
an optical spectrum analyzer (OSA). PC and OSA have been used to change the polarization at
the fiber input and to measure the output power, respectively. We have analyzed the birefringence
properties in the second photonic bandgap around 1500 nm, which is the wavelength range of our
ECL.

Figure 4 displays the polarization dependent loss measurement of the Hybrid PCF as a function
of wavelength. It demonstrates the fiber birefringence is much more intense on the photonic bandgap
edges, where power variation between the two orthogonal polarization states (∆P ) is about 21 dB.
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Figure 1: Hybrid photonic crystal fiber. Figure 2: Transmission spectrum measurement.

Figure 3: Experimental setup.

Figure 4: PDL measurement.

The very strong birefringence of Hybrid PCFs comes from the significant stress field produced
by Ge inclusions; and since they are positioned along a line through the structure, they give rise to
an asymmetric stress field within the core that induces a sizeable birefringence [4]. The asymmetric
stress distribution will split the two polarization modes and cause a polarization dependent loss.
The same behavior is expected for the other bandgaps.

4. CONCLUSIONS

A highly birefringent Hybrid photonic crystal fiber has been proposed and experimentally investi-
gated. It provides very strong birefringence that comes from the significant stress field produced
by Ge inclusions positioned along a line through the structure. Polarization dependent loss as high
as 21 dB has been reported on the photonic bandgap edges. Hybrid PCFs can be efficiently applied
to the development of gyroscopes, fiber polarizers, and fiber lasers and amplifiers to ensure linearly
polarized output.
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Abstract— This work presents a three-pump technique for generating cascaded four-wave
mixing spaced by only 0.8 nm or 100 GHz, which is the standard separation between Dense-
Wavelength Division Multiplexing channels. It consists of using very short optical fibers, few
meters, and three closely pumps (100–200 GHz), but unequally spaced in frequency, and relatively
close to the zero-dispersion wavelength of the fiber. It has obtained 275 FWM products locked
to the 100 GHz standard telecommunications grid.

1. INTRODUCTION

Four-wave mixing (FWM) is a nonlinear phenomenon, based on optical Kerr effect, which is very
attractive for developing nonlinear devices. FWM occurs when four different waves interact in such
way that their energy and momentum are conserved. The momentum conservation is often referred
to as phase matching and depends strongly on the chromatic dispersion of the nonlinear medium.
As the waves propagate through the fiber, FWM processes may occur involving the new generated
waves, creating in this manner photons at further new frequencies. This is referred to as cascaded
or multiple FWM [1, 2]. For the simultaneous propagation of multiple intense pulses, FWM can
provide an efficient mechanism for broadband redistribution of the energy to new wavelengths. This
frequency cascading is formed by signals with well-defined frequency and phase differences [3].

We have previously proposed a two pumps-based method for generating broadband four-wave
mixing products [1]. By using this method large bandwidths of FWM products spaced by large
spectral spacing, such as 2.5 and 6.5 nm, have been reported. This work presents an efficient
technique for generating cascaded four-wave mixing spaced by only 0.8 nm or 100 GHz, which is
the standard separation between Dense-Wavelength Division Multiplexing channels. It consists of
using very short optical fibers, few meters, and three not equally spaced pumps launched near
their zero-dispersion wavelengths. The advantages of using very short optical fibers result from
three effects: reducing the relative phase difference ∆Φ of non-polarization maintaining fibers;
avoiding undesirable variation of the zero-dispersion wavelength and preserving the phase matching
condition by keeping the product ∆βL small. On the other hand, the use of three pumps instead
of two pumps, as in the previous publication, has been shown extremely interesting for improving
the cascaded FWM efficiency.

2. ANALYSIS OF MULTIPLE FOUR-WAVE MIXING EFFICIENCY

The experimental setup is shown in Fig. 1. Three external cavity lasers (ECL), with a nominal
linewidth of 120 KHz, are coupled together with a 33% coupler and passed through a Mach-Zehnder
amplitude modulator (AM) to obtain 40 ns pulses at a repetition rate of 100 KHz. Two erbium
doped fiber amplifiers (EDFAs) in tandem boost the pulses to ∼ 20W total peak power. In Fig. 1,
EDFA 1 is a low noise pre-amplifier with an average output power up to 15mW, whereas EDFA
2 is a booster amplifier with 1 W average output power. Polarization controllers (PC) guarantee
the parallelism among the states of polarization the pumps, thus optimizing the FWM efficiency.
We used an optical spectrum analyzer (OSA) with 0.01 nm resolution bandwidth to measure the
Optical Signal to Noise Ratio (OSNR) of the generated sidebands. The individual lasers were
approximately equal in peak power, and we monitored the resulting optical pulse (after the EDFA
booster) using a fast photodiode and an oscilloscope with combined rise-time response of < 1 ns.

3. RESULTS

In order to investigate experimentally the efficiency of multiple four-wave mixing in our three-pump
technique, we fixed the optical frequencies of lasers 1 and 2 at ν1 = 194.3THz (1542.94 nm) and
ν2 = 194.2THz (i.e., ν1 − ν2 = 100GHz), respectively, and tuned the third laser (ν3) so that the
spacing between lasers 2 and 3, ∆ν23 = ν2 − ν3, was varied between 100GHz and 200 GHz. The
total peak power was kept constant at ∼ 20W for all cases.
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Figure 1: Experimental setup for three pumps.

Figure 2 presents a comparison between two and three pump schemes equally spaced to 100 GHz.
The efficiency enhancement is clearly obtained when three pumps are used. It is important to
highlight the pump wavelength spacing should be carefully tuned in order to ensure FWM products
are going to be equally spaced. Otherwise the efficiency of CFWM process can be degraded.
Particularly in this experiment, our precision was limited by the resolution of our OSA (0.01 nm).
It has been shown that FWM within the booster EDFA plays an important role as seed for the
CFWM in this type of experiments [1]. Consequently, the insets of Fig. 2 show the measured
spectrum at the input of the HNLF for each case. The measured OSNR is limited by the high stray
light from our OSA.
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(a) Two pumps (b) Three pumps equally spaced

Figure 2: Comparison between two and three pump schemes.

Figure 3 shows the multiple FWM efficiency can be further improved by using not equally
spaced pumps (∆ν23 = 200 GHz), where as many as 275 FWM products locked to the 100 GHz
standard telecommunications grid have been generated. Among then, 136 FWM products with
OSNR > 10 dB were generated from 1500 to 1609 nm.

Figure 4 displays a zoomed spectrum near the pumps for this case, and reveals clearly that the
generated sidebands present a good OSNR and have a small variation of spectral power (7 dB)
among the 40 FWM products displayed. Furthermore, the output spectrum is very stable; remain-
ing unchanged for several hours. Note that the spectral window in Fig. 4 exceeds the full C-band
of DWDM systems (1530–1565 nm). With further improvements in the fiber design, our result
shows that our three-pump technique it should be possible to generate frequency combs covering
the bands of DWDM with good channel equalization and OSNR. One should notice that the noise
pedestal observed in the spectra from Figs. 2 and 3 arises from the ASE emitted by the EDFAs



1300 PIERS Proceedings, Beijing, China, March 23–27, 2009

(and partially from parametric amplification in the HNLF). Therefore, it is not a fundamental
limitation and can be greatly reduced by using separate EDFAs, spectral filters, and polarization
filtering (the sidebands have will defined polarization, whereas the ASE is randomly polarized). As
a last comment, one can in principle use four or more pumps to try to produce even better results
than with our 3-pump scheme, but at the expenses of more complexity and cost.

Figure 3: 275 FWm products obtained by using
∆ν23 = 200 GHz.

  

Figure 4: Zoom at the C band for ∆ν23 = 200 GHz.

4. CONCLUSIONS

A three-pump technique has been proposed and demonstrated for efficient generation of frequency
combs in the standard DWDM grid. By properly spacing the pumps we obtained a total of 275
FWM products, such that 136 FWM products have an OSNR > 10 dB spanning over 109 nm, from
1500 to 1609 nm. This frequency comb exceeds the C-band of DWDM. This technique can be useful
as broadband multi-wavelength source for DWDM test & measurement, WDM multicasting, high
bit rate systems (> 100Gb/s), and scientific applications of frequency combs.
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Abstract— Using a novel high-index glass material platform, integrated low-loss waveguides
were fabricated and are shown to have excellent nonlinear properties. Through self-phase modu-
lation measurements in a 45 cm long spiral waveguide, the Kerr nonlinearity is determined, and
is estimated to be more than 200 times larger than that of single mode fibers. The excellent
linear transmission together with absence of multi-photon absorption, for peak intensities up
to 25 GW/cm2, offers a promising alternative for the fabrication of future nonlinear all-optical
devices.

1. INTRODUCTION

Photonic research for telecommunications has become an important subject of investigation largely
due to the high bandwidth and low energy costs of signal processing performed using photonics
over electronics. The future development of all-optical networks will require optical materials that
have attractive linear and nonlinear properties. Many signal processing application will require
the use of nonlinear optical devices, such as wavelength converters and switches, for basic logic
functions, as well as for routing and wavelength division (de) multiplexing schemes. There are still
many challenges prior to the implementation of these devices, which ultimately will depend on the
choice of a suitable optical material.

Conventional nonlinear materials include AlGaAs, LiNbO3, BBO and SOI [1–3]. Recently,
very high index nonlinear glasses, such as Chalcogenides have also been explored as a nonlinear
medium [4]. Whereas most of these materials have large nonlinear coefficients, many of them are
also plagued by high scattering losses, nonlinear absorption and/or expensive/immature fabrica-
tion technologies [1–4]. Waveguides made from these materials usually have a high index contrast.
Whereas this is beneficial for tight bend radii and increased intensity levels (due to modal confine-
ment), this also results in small structural dimensions required for the guides to maintain single
mode operation, which in turn leads to increased scattering losses and a decrease in the butt-
coupling efficiency to optical fibers. On the other hand, standard glass (fused silica) is not often
viewed as a potential optical material due to its very weak nonlinear optical properties and low
index, in spite of the excellent ease of fabrication and control of losses. In this paper we report
a novel high-index glass waveguide having the attractive linear properties of conventional silica
optical fibers, such as the absence of nonlinear absorption and small propagation losses, but also
a moderately large Kerr nonlinearity, leading to a nonlinear parameter (γ) more than 200 times
higher than that of optical fibers.

Moreover, we employ a 45 cm long waveguide confined in a 2.5 × 2.5mm area chip with high
energetic efficiency that is also fully pigtail for immediate fiber integration.

2. DEVICE

Hydexr is a high optical index (n = 1.7) glass material developed by Little Optics in 2003 [5].
High index contrast waveguides are formed by surrounding a rectangular core of Hydexr with
fused silica. The high index contrast (∆n = 0.26) allows for tightly confined modes down to ∼1 µm
dimensions. In addition to this, tight bends of less than 30µm in radius are possible with negligible
losses [6]. These waveguides have excellent sidewall verticality (< 1 degree), which in turn reduces
scattering losses considerably. Hydexr is deposited using Chemical Vapor Deposition (CVD);
the waveguide cores are patterned using reactive ion etching and the stepper optical lithography
tolerance far exceeds 100 nm. The unique character of our glass system is the CMOS fabrication
compatibility that does not require any post-annealing, unlike similar glass systems such as SiON
where temperatures greater than 1000 degrees are required to reduce losses [5]. These high-index
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glass waveguides have already shown much success in many applications including optical sensing
of biomolecules using ring resonators [7], and high-order filters with an 80 dB rejection ratio [6].

In spite of the recent success associated to the use of Hydexr waveguides, the nonlinear prop-
erties of this material have not been characterized yet. To determine the nonlinear properties of
this material we used the 45 cm long spiral waveguide previously mentioned. The cross-sectional
area of the core is 1.45µm by 1.5µm and is surrounded on all sides by silica. In order to optimize
the coupling efficiency between the small 2.0µm2 effective area of the waveguide mode to that of
a single mode fiber, tapers (fiber pigtails) were used. The designed mode converters have a low
loss of 1.5 dB, a great improvement over inverse or horn tapers which often require complicated
fabrication procedures and result in smaller conversion efficiencies [8].

3. TRANSMISSION RESULTS

From low power transmission measurements (performed using a CW tunable laser) in different
length waveguides, linear propagation losses for the waveguide were determined via a cut-back
style procedure, and were determined to be as small as 0.06 dB/cm. Note that this extremely low
loss is orders of magnitude better than what is available from current technological processes for
high-index contrast AlGaAs and Si monomode waveguides, which have loss values on the order of
a few dB/cm or more [1–3]. The total device insertion loss was determined to be 6 dB. Recent four-
wave mixing experiments in the C-band in similar waveguides also implied that the total dispersion
is expected to be quite low [9]. The low propagation losses, high throughput of the device and low
dispersion present ideal characteristics for pulse propagation.

To understand if these low propagation losses would be maintained in the high power pulsed
regime, the nonlinear transmission of the 45 cm waveguide was investigated using pulses of ∼450 fs
duration from a mode-locked fiber laser. An erbium-doped fiber amplifier was used to amplify the
pulse power, followed by an inline fiber attenuator to control the input power coupled into the
waveguide, while the output average power was measured. Autocorrelation measurements were
taken immediately before the waveguide input, from which we deduced the pulse duration and
approximate shape. This was then used to relate the average power measured at the input of the
waveguide to the peak power. The results, presented in Figure 1, show a pure linear dependence
with the output average power, implying that no multi-photon absorption was present up to the
maximum power of 500 W (25GW/cm2) attainable with our laser system. Absence of nonlinear
absorption, especially two-photon absorption, is of great importance in nonlinear signal processing.
In particular, nonlinear absorption is often detrimental in many semiconductor waveguides such as
in silicon-on-insulator [2, 10, 11].

4. SPECTRAL BROADENING EXPERIMENT

A particularly important parameter for nonlinear optical applications is the nonlinear-index coef-
ficient, n2, and the nonlinear parameter, γ. Whereas n2 is a material property which determines
the effective nonlinear shift in the refractive index of the material, γ depends on the waveguide
parameters and describes the strength of the Kerr nonlinear interactions within the waveguide
(γ = 2πn2/λAeff , where λ is the pulse central wavelength, c is the speed of light and Aeff is the
effective area). We determine these parameters through self-phase modulation experiments, which
have often been employed as a tool to measure both these parameters [2, 3].

Pulses of 50W peak power and 1.2 ps duration from a mode locked fiber laser were injected
inside the 45 cm waveguide and output power spectra measurements were obtained using an optical
spectrum analyzer. The results for the self-phase modulation are shown in Figure 2. Simulations
for the pulse propagation were performed according to the nonlinear Schrödinger equation:

i
∂A

∂z
+ i

α

2
A− β2

2
∂2A

∂T 2
+ γ |A|2 A = 0, (1)

where A is the slowly varying envelope of the electric field, α are the measured propagation losses,
z is the propagation direction, T is the travelling time coordinate and β2 is the group velocity
dispersion. By varying the dispersion and nonlinear parameter, it was possible to fit the experi-
mental data. The input pulse for the simulation was obtained from the experimentally measured
input spectrum (by an inverse Fourier operation), with knowledge that the fiber laser emits almost
transform limited pulses. A quadratic chirp was added to the temporal input pulse in order to
match the evolution of the spectrum as a function of power (not shown here). The best fit was
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obtained when the nonlinear index coefficient was set to 1.1×10−19 m2/W, which is approximately
5 times larger than the value found in silica glass. Finally, the dispersion was deduced to be small
with minimal effect on the spectral broadening. From the measured value of n2, the nonlinear
parameter was deduced to be 220 W−1/Km, more than 200 times larger than in single mode fibers
(1W−1/Km). This result agrees well with previous four-wave mixing experiments in a micro-ring
resonator composed of the same waveguides [7]. It is important to note that the value of γ in typ-
ical semiconductors can far exceed this value (∼200,000 in SOI [2, 3, 11]) due to smaller waveguide
geometries and larger intrinsic nonlinear-index coefficients, but typical silicon based waveguides
have strong nonlinear absorption, high linear propagation losses/insertion losses, as well as large
dispersion values for non-tailored geometries [2, 11].

Figure 1: High power transmission of 450 fs pulses
in a 45 cm waveguide show absence of nonlinear ab-
sorption.

Figure 2: Self-phase modulation spectral broaden-
ing as experimentally measured (blue curve) and the
corresponding fit (red) based on simulations. The
input pulse spectrum is also shown (green curve).

Significantly larger spectral broadening was obtained using 350 fs pulses of 240 W peak power.
As it is shown in Figure 3, from an input spectral width of 25 nm (at 1% power level) we obtain
an output spectrum more than ten times larger. This interesting result suggests that possible
supercontinuum and frequency mixing applications may be possible in this waveguide.

Figure 3: Large spectral broadening at the output of the 45 cm waveguide.
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5. CONCLUSIONS

Low-loss, high-index, integrated glass waveguides were shown to have excellent linear properties,
with losses as low as 0.06 dB/cm and low dispersion in the C-band. The low cost, mature fabrication
technology, fully CMOS compatible integration, coupled with already developed and low loss fiber
pigtails shows promise for signal processing applications where moderate nonlinear interactions are
required.
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Birefringence Vector Computation and Measurement for Fiber with
Polarization Dependent Loss

Zhengyong Li, Chongqing Wu, Qingtao Zhang, and Huiyuan Zhang
Key Lab of Education Ministry on Luminescence and Optical Information Technology
Institute of Optical Information, Beijing Jiaotong University, Beijing 100044, China

Abstract— Based on polar decomposition of the Mueller matrix, the birefringence vector is
computed for the fiber with polarization dependent loss (PDL) with the validity confirmed by
experiment. A computer-controlled measure system is employed to measure the Mueller matrix
of a 2.5-km fiber for 5-mm length under lateral press. By comparison we find the differential
rotation method is applicable to large rotations with accurate results. Further experiments
in pressure vector measurement show the linearity of birefringence magnitude to pressure is
excellent (R2 > 0.999) with average error ∼ 0.25 N, and the press orientation can be determined
by birefringence vector with average error ∼ 1.05◦. Our conclusions are applicable to long time
measurement of the fiber in complicated environment with great perturbation such as the fiber-
based remote pressure sensing.

1. INTRODUCTION

The semiconductor optical amplifier (SOA) has highly nonlinear optical properties and its refrac-
tive nonlinearity is very large (> 108 times larger than an equivalent length of optical fiber) [1].
Recently the nonlinear polarization properties in SOAs are receiving considerable interest for their
promising applications in optical signal processing such as wavelength conversion, optical time do-
main demultiplexing, and all-optical logic [2–4]. The key technology of these applications is the
polarization switching (PS) caused by polarization rotation (PR) in the SOA. Chen and Liu early
performed PS in an InGaAsP/InP laser by control of the injected current [5], while it is inappli-
cable for high-speed optical communications due to the limited speed of current modulation. In
this paper, we introduce a polar decomposition method of Mueller matrix to analyze the polariza-
tion activities of SOAs and demonstrate the relationship between PR and mode gains. Then we
realize the orthogonal PR by control of a high-intensity pump laser, and perform the PS based on
photoinduced PR with data rate at 2.5 G-bit/s.

2. MEASUREMENT AND COMPUTATION OF BIREFRINGENCE VECTOR

The principle of birefringence vector measurement is shown in Fig. 1, where the lower part is the
pressure vector generator (PVG) made of a force gauge and a rotatable PZT-based squeezing device,
which squeezes 5-mm length fiber in the middle of a 2.5-km fiber system. A computer-controlled
measure system is employed to obtain the Mueller matrix of the fiber under different pressure.

PVG 
Force gauge 

Jaws PZT 

Fiber

Figure 1: Experimental setup for birefringence vector measurement based on Mueller matrix method.

The polarization state generator (PSG) produces four kinds of linear independent states of
polarization (SOPs) ~S1, ~S2, ~S3 and ~S4 measured by Polarimeter 1 which form a matrix Sin =
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[~S1
~S2

~S3
~S4], while the corresponding output SOPs obtained by Polarimeter 2 form another matrix

Sout. Since output and input SOPs are related by Sout = MSin, the Mueller matrix can be obtained
by M = Sout(Sin)−1. Actually besides the birefringence the system contains the polarization
dependent loss (PDL) so matrix M should include both birefringence term MB and PDL term
MD. However the pressure P mainly relates to the birefringence. We use the decomposing method
described in [4] to obtain this pressure dependent birefringence matrix MR

MB = MM−1
D , MD = m11

(
1 ~DT

~D mD

)
,

~D = DD̂ = D ~D/| ~D| = m−1
11 (m12, m13, m14)T

mD =
√

1−D2 diag [1, 1, 1] + (1−
√

1−D2)D̂ ~DT

(1)

here mij denotes the component of matrix M . Then the birefringence vector can be computed
by [5]

~B = θB̂ = θ(S1, S2, S3)T ,

θ = | ~B| = cos−1[Tr(MB)/2− 1],

S1 = (mB
34 −mB

43)/(2 sin θ),

S2 = (mB
42 −mB

24)/(2 sin θ),

S3 = (mB
23 −mB

32)/(2 sin θ),

(2)

where Tr(MB) and mB
ij (i, j = 1, 2, 3, 4) are the trace and components of matrix MR.

3. DIFFERENTIAL ROTATION METHOD

In this section we will discuss three kinds of computation results related to absolute rotation, relative
rotation, and differential rotation method. By Mueller matrix method described in Section 2 the
Mueller matrixes are measured for the fiber under different presses with fixed squeezing direction.
After the birefringence matrixes MR are decomposed by Eq. (1), firstly they are directly used
to calculate the birefringence vectors, which we call the absolute rotation method. The results
are shown in Fig. 2. In general the direction of birefringence vector is invariable when the press
direction is fixed [6]. While in Fig. 2(b) the result is far from this conclusion. So this method
should be modified.
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Figure 2: Measurement results of birefringence vector ~B by absolute rotation method, (a) θ ∼ f ; (b) S1 ∼ S3.

To obtain better result we choose the birefringence matrix under initial press as a reference
(MR0), and calculate the relative matrixes M r

R = MRM−1
R0 for other matrixes under different

presses. Then the matrixes M r
R are utilized to compute corresponding birefringence vectors instead

of MR. Since the polarization rotation induced by birefringence is relative to a reference, it can
be called a relative rotation method. The calculation results are presented in Fig. 3, where we can
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find the birefringence magnitude θ is linear to press with high linearity (R2 = 0.9995). However
the direction of the birefringence vector is just invariable within a small range of press (∼ 10 N),
while it has periodic jump every 10 N or π radian increase of birefringence (polarization rotation).
Therefore we should further improve it.
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Figure 3: Measurement results of ~B by relative rotation method, (a) θ ∼ f ; (b) S1 ∼ S3.

Furthermore we select the adjacent birefringence matrix as a reference (M i−1
R ) instead of the

unified MR0, while employ the differential matrixes ∆M i
R = M i

RM i−1
R to compute corresponding

birefringence vector instead of M r
R, which we call the differential rotation method since it is a

differential polarization rotation. Fig. 4 gives the calculation results, from which we can find the
birefringence magnitude θ is linear to press with high linearity (R2 = 0.9998), while the direction
of the birefringence vector is nearly invariable within the whole range of press. Statistical analysis
shows the average deviation of the Stokes parameter is less than 2.5%.
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Figure 4: Measurement results of ~B by differential rotation method, (a) θ ∼ f ; (b) S1 ∼ S3.

Compare above results (Figs. 2–4), we can draw the conclusion that the differential rotation
method is optimal for measurement of fiber with PDL. Since most of the error is reduced by data
differential, it is applicable to long time measurement of fiber in complicated environment with
great perturbation as long as the differential interval is small enough.

4. EXPERIMENT OF PRESSURE VECTOR MEASUREMENT

According to Ref. [5], the pressure vector can be computed by its induced birefringence vector,
and the press azimuth is determined by α = cos−1(B̂ · B̂0)/2 in which B̂0 corresponds to the
pressing azimuth at 0◦, while the press magnitude is linear to the birefringence. Thus based on this
relationship we can perform the pressure vector measurement by employment of differential rotation
method to the scheme described in Fig. 1. To get the initial value B̂0, squeezing the fiber vertically
with press P = 1 N while measuring the corresponding birefringence we obtain B0 = 0.2839 and
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its unit vector B̂0 = [−0.6218, 0.4995, −0.6045]T . Then we change the magnitude of pressure and
measure the birefringence while recording the practical pressure values to analyze the error, we get
the pressure and plot them in Fig. 5(a). By linear regression we get

P = 3.54θ − 0.046, R2 = 0.9996 (3)

and the average error between calculated and practical pressure is ∼ 0.25 N.
Furthermore, we rotate the device in Fig. 1 to press the fiber at different orientation determined

by geometrical method. Then we calculate birefringence vectors by Eq. (2) and the pressure az-
imuthes according to α = cos−1(B̂ · B̂0)/2. Some results are shown in Fig. 5(b). By statistical
analysis we find the average deviation is ∼ 1.05◦.
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Figure 5: (a) Experimental and calculated results of pressure magnitude, (b) comparison for calculated and
practical azimuthes of presses.

5. CONCLUSIONS

By polar decomposition of the Mueller matrix with a computer-controlled measure system, the
birefringence vector is computed for the fiber with polarization dependent loss (PDL). To reduce
the measurement error a differential rotation method is proposed which is applicable to large
rotations with precise results. Further experiments in pressure vector sensing show the linearity of
birefringence magnitude to pressure is excellent (R2 > 0.999) with average error ∼ 0.25 N, and the
press orientation is determined by birefringence vector with average error ∼ 1.05◦. Our conclusions
are applicable to fiber-based remote pressure sensing.
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Abstract— LD is attracting widespread attention due to the advantages of small volume, simple
structure, high efficiency, long life and high electricity-photo conversion efficiency. Especially,
with the appearance of high-power Laser Diode, it has been an important research direction
to use it as the laser’s pumping source. However, due to the low coupling efficiency of LD
laser and single-mode fiber, the application of LD is limited. With the appearance of the high-
power multi-mode output laser diode and the consummation of double-clad fiber manufacture
techniques, high-power fiber amplifier and fiber laser have been developed rapidly. We have
developed an amplifier based on the hybrid Er-Yb double-clad fiber, which use the multi-mode
output LD with nominal peak wavelength 975 nm and nominal power 6.5 W as the pumping
source, and have obtained a gain over 30 dB. Because the pumping source LD’s spectrum property
has obvious influence on the fiber amplifier and laser, we have conducted the experimental study
to the spectrum property of the 6.5 W multi-mode output LD. The LD’s threshold current is
0.3A. With the rise of the LD’s temperature and the increase of the injection drive current, the
peak wavelength of the LD’s output laser drift to the longer wavelength direction. LD’s emission
spectrum in different injection currents was obtained in the experiment. When the drive current
increased from 0.3 A to 5 A, the peak wavelength of the LD’s output laser drifted from 964.2 nm
to 972.5 nm.

1. INTRODUCTION

There are three kinds of light sources used in optical communication, laser diode (LD), light-emitting
diode (LED) and non laser diode. Non laser diodes, such as, gas lasers, solid-state lasers and so on,
are too huge to match fibers, and they are only used in some special occasions presently. LED is a
kind of non-coherent light source, and is suitable for short distance and small or medium-capacity
optical fiber communication systems. Laser Diode is a kind of semiconductor device whose working
style is semiconductor diode stimulated luminescence. It sends out laser and plays an important
role in the optical communication system. Since Laser Diode was developed, people have kept
on improving its structure. Luminescence only happened in low temperature initially driven by
impulse current. Continuous luminescence in room temperature was realized later. Afterward,
the quantum well laser diode was published and the luminescence efficiency was improved greatly.
With the amelioration of LD’s structure, its performance has been improved evidently. The great
progress of laser diode promoted the fiber communication and other application greatly. Because
of the advantages of small volume, low power consuming, long life span, high electricity-photo
conversion efficiency and apt modulation, LDs are used in many fields of optical communication,
optical storage, optical gyro, laser print, laser forgery-proof, medical treatment and measure [1].

These years, the study of high power laser diode draws people’s high attentions. Using high-
power LDs as other lasers’ pumping sources can save much holistic power dissipation of lasers, brief
the structures, and reduce the volumes. With the development of double-clad pumping technology
and the consummation of high-power multi-mode LD’s manufacture techniques, double-clad fiber
lasers draw people’s attention more and more [2, 3]. Presently, high power LDs have been applied
as the pumping sources of fiber lasers and fiber amplifiers widely [4, 5].

We used a 6.5W multi-mode output LD as the pumping source, and developed a double-clad
fiber amplifier with a gain over 30 dB. It was found in the experiment that the spectrum property
of the pumping LD had a very clear impact to the fiber amplifier, and the amplification difference
could reach above 10 times. Therefore, we made an experimental study to the spectrum property
of the 6.5W LD, and obtained the change regularity of LD’s emission spectrum and wavelength,
which provided an important foundation for the study and utilization of fiber amplifier and fiber
laser.
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2. THE RELATIONS OF THE 6.5 W MULTI-MODE OUTPUT LD AND THE
DOUBLE-CLAD FIBER AMPLIFIER

We used a 6.5 W multi-mode output LD as the pumping source in the hybrid Er-Yb double-clad
fiber amplifier. The LD’s nominal peak wavelength is 975 nm. Laser was outputted from a 105/125
multi-mode fiber with power above 6.5W. The LD’s working temperature is 15–45◦C, maximal
working current is 8.5A, and the threshold current is 300 mA. Figure 1 is the schematic diagram
of the double-clad fiber amplifier using LD as the pumping source.

DCOF

Signal in

ISO

Laser

LD 2

Signal out

OSA

LD 1

Figure 1: Schematic diagram of the double-clad fiber amplifier.

In the experiment of the fiber amplifier, all the signal wavelengths were 1550.136 nm. For
comparison, in the case of the identical LD’s injection currents, such as I = 6A, the fiber amplifier’s
maximal gain was 32.15 dB, the minimal gain was 20.15 dB, and the difference was over 10 times,
due to the different temperature. That shows the LD’s characteristic has a very noticeable effect
to the double-clad fiber amplifier.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Spectrum Property
Because LD’s output wavelength is easily affected by temperature and injection current, we analyzed
the LD’s spectrum property using spectrum analyzer by changing the drive current in the case of

(a) (b)

(c) (d)
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Figure 2: LD emission spectrum.
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ensuring the laser’s normal operating and stable temperature. Figure 2 is high-power LD’s laser
spectrum curve varying with the different injection currents.

It was found through experiments that LD’s threshold current was 300 mA, LD emission peak
wavelength drifted to the longer wavelength, and LD’s central wavelength was not 975 nm, which
was Yb-doped quartz-fiber’s nominal absorption peak, but between 964 nm to 973 nm. When
the drive currents were 0.3 A and 5 A, the laser peak wavelengths were 964.2 nm and 972.5 nm
respectively.
3.2. P -I Emission Characteristic
P -I characteristic means the relations between LD’s injection forward current and output optical
power. LD is a kind of device which converts electric energy to optical energy directly, so electro-
optical conversion efficiency is an important parameter of the device. LD’s electro-optical conversion
efficiency is defined by

ηe =
φe

Pe
=

φe

IV
(1)

where ηe is LD’s electro-optical conversion efficiency, φe is LD’s radiation power, and Pe is LD’s
electric power, whose numerical value is the product of forward current and voltage. LD’s output
power curve vary with the drive current, namely P -I emission characteristic curve, can show the
laser’s capability visually.

In the experiment, LD’s output optical power rose rapidly along with the increase of the drive
current. We obtained the LD’s output optical power curve vary with the drive current, shown as
Figure 3.

Current /

P
o

w
er

 /

Figure 3: P -I characteristic curve.

From the LD’s P -I emission characteristic curve, LD’s threshold current is 300 mA, when the
LD’s optical power is 0.2 W, and the drive voltage is 1.4 V. The LD’s emission characteristic curve
of output optical power vary with the drive current is similar to be a straight line. Calculation
shows the LD’s electro-optical conversion efficiency can reach 68.4%. LD’s emission characteristic
curve helps us choose proper drive current to obtain an ideal output when we design and use the
double-clad fiber amplifier and laser.

4. CONCLUSIONS

A 6.5 W multi-mode output LD’s spectrum property was studied through experiments. Spectrum
property of the LD’s output laser in different drive currents was obtained. When the injection drive
current increased from 0.3A to 6 A, the LD’s peak wavelength drifted to the longer wavelength from
964.2 nm to 972.5 nm. The LD’s P -I emission characteristic curve was obtained metrically. From
the emission characteristic curve, the laser’s electro-optical conversion efficiency can be counted.
The research results provided important basis for the design and utilization of the double-clad fiber
amplifier and laser.
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Abstract— The spectrum evolution of the beat signal can be used to measure the nonlinear
coefficient of the fiber. By theoretical simulations, for the first time, we analyzed the effect of the
stability of the output power, the frequency and the linewidth of the laser on the measurement
of the nonlinear coefficient. The simulations show good agreement with the experiments in
which all impacts are involved. The transmission process and the evolution spectra of the beat
signal propagating along the PCF are analyzed by using the Split-Step Fourier Method with
the consideration of self-phase modulation, fiber loss and dispersion. The results show that the
stability of the laser output power has little effect on the measurement of the nonlinear coefficient,
but the linewidth and the stability of the central wavelength have more effects on it.

1. INTRODUCTION

The photonic crystal fibers (PCFs) [1] with special dispersion and nonlinear properties have been
used in optical communications and optical signal processing [2–4]. If two beams of continuous
light wave with a particular frequency difference are injected into a fiber, a beat signal will be
generated. When the beat signal propagates along the fiber, its spectrum will broaden due to the
group velocity dispersion (GVD) and self-phase modulation (SPM). By measuring the intensities of
the zero- and first-order harmonics, the nonlinear phase shift, hence then the nonlinear coefficient
can be calculated [5].

However, because there is a certain randomicity in the laser, it is hard to acquire a perfect beat
signal. At present, there is not any report about the effect of the stability of the laser on the
measurement of the nonlinear coefficient. In this paper, with the consideration of SPM, fiber loss
and group velocity dispersion (GVD), the transmission properties of the beat signal propagating
along a kind of nonlinear PCF are investigated, and the effects of the stability of the output
power, the frequency and linewidth of the laser on the measurement of the nonlinear coefficient are
discussed in detail.

2. SPM PROCESS OF THE BEAT SIGNAL

The photonic crystal fiber we studied is a kind of big air hole TIR-PCF made by Yangtze Optical
Fibre and Cable Company Ltd. Its SEM image is shown in Fig. 1, and the propagation properties
are simulated by the compact supercell method [6]. The calculated nonlinear coefficient γ is about
18.8/w·km, and the GVD is 80 ps/nm·km at 1550 nm. The measured fiber loss α is 45 dB/km. A
beat signal will be affected by the GVD, SPM and the loss while propagating in such a PCF.

Both electric fields of the beat signal can be written as:

E1 (t) =

√
P0

2
cos (ω1t) , E2 (t) =

√
P0

2
cos (ω2t) , (1)

where P0/2 is the optical power of each beam, ω1 and ω2 (ω1 > ω2) are the angular frequencies,
respectively. Then the electric field of the beat signal is given by:

E0(t) = E1(t) + E2(t) =
√

2P0 cos(∆ωt/2) cos (ωavg t) , (2)

where ωavg = (ω1 + ω2)/2 is the average frequency, and ∆ω = (ω1 − ω2) is the beat frequency.
The evolution of this beat signal satisfies the nonlinear Schrodinger equation [7]:

i
∂A

∂z
= − i

2
αA +

1
2
β2

∂2A

∂T 2
− γ |A|2 A, (3)

where A (0, T ) =
√

2P0 cos(∆ωT/2) is the slowly varying amplitude, α is loss coefficient, β2 =
d2β/dω2 is the second-order dispersion coefficient, and only the fiber losses, GVD and SPM are
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included in Eq. (3). The Split-Step Fourier Method [7] is employed to solve the equation and then
to get the evolution of the beat signal in the PCF.

Figure 2 shows the simulated output spectrum of the beat signal after it propagates along a 200-
meter long PCF. The two wavelengths of beat signal are 1552.42 nm and 1552.54 nm, respectively,
and the power P0 is 0.5w. When the beat signal propagates along the fiber, besides both original
components at frequencies ω1 and ω2, more and more new components at frequencies ω1 + m∆ω
and ω2−m∆ω are generated. Because of the continuous SPM effect, new frequencies are generated
gradually with the increase of the fiber length, which results in the spectrum broadening and the
signal power decreasing.

From Fig. 2, measuring I0 and I1, which are the intensities of the components at frequencies ω1

and ω1 + ∆ω or ω2 and ω2 −∆ω, we can calculate the nonlinear phase-shift ϕSPM caused by SPM
according Eq. (4), where Jn is the nth-order Bessel function.

I0

I1
=

J2
0 (ϕSPM/2) + J2

1 (ϕSPM/2)
J2

1 (ϕSPM/2) + J2
2 (ϕSPM/2)

, (4)

The nonlinear coefficient γ can be obtained from the formula ϕSPM = 2γLeff P0, in which P0

is the average power of the beat signal, Leff is the effective length of the fiber. From Fig. 2,
the calculated nonlinear coefficient is about 19.60/w·km, which has a certain difference from the
value 18.8/w·km used in the simulations. The reason is that SPM, fiber loss and dispersion are all
included in Eq. (3) while the dispersion is excluded in Eq. (4). So, when measuring the nonlinear
coefficient with the Eq. (4), the smaller the dispersion is, the more accurate the result is.

Figure 3 shows the experimental spectrum of the beat signal propagating along the 200-meter
long PCF. In our experiment, the central wavelength difference between both signals is 0.12 nm.
It is obvious that the zero- and first-order harmonics can be measured easily, and the nonlinear
coefficient is about 16.98/w·km after some calculations.

Figure 1: SEM image of the
PCF.

Figure 2: Spectrum of the beat signal
after propagating along the 200 me-
ters PCF.

Figure 3: Experimental spectrum of
the beat signal.

3. THE EFFECT OF THE LASER STABILITY ON THE SPECTRUM EVOLUTION

Comparing Fig. 2 with Fig. 3, it is found that the number of the new generated components in
experiment is much less than in the simulation, and the experimental figure has some differences
from the theoretical one. The effects of the output power, the frequency and line width of the lasers
on the evolution of the beat signal in the PCF are investigated in this section.
3.1. The Stability of the Laser Power
In order to study the effect of stability of the output power on the propagating of the beat signal in
the nonlinear PCF, a random disturbance is added on the power while simulating. The disturbance
is normally distributed, the average of which is 0, and the standard deviation is Sp. Sp/P is defined
as the stability of the power. Fig. 4 shows the simulation results of the spectra when Sp/P is
supposed to be 1% and 10% respectively. It is found that the magnitude of the random disturbance
has some effect on the order number of the new components. But, for the two disturbances, the
intensities of the zero-order and first-order harmonics have little changes, which means I0/I1 has
little changes. The nonlinear coefficients, calculated from Fig. 4, are 19.49 and 19.57/w·km for
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both cases. So there is only a very weak effect of the stability of the output power on the nonlinear
coefficient measurements.
3.2. The Stability of the Central Wavelength
The instabilities of the wavelengths of the lasers will induce the instability of beat frequency, and
generate random phase differences. In simulation, a random disturbance is added on the beat
frequency, which is normally distributed, and the variance is Sω. Sω/∆ω is defined as the stability
of the frequency. Fig. 5 shows the simulation results of the spectra when Sω/∆ω is supposed to
be 1% and 10% respectively. Even though the stability is 10%, the first-order frequency is clear
enough to be used to measure the nonlinear coefficient. However, for the two disturbances, the
intensities of the zero-order and first-order harmonics both have some changes, which means I0/I1

has changes. The nonlinear coefficients, calculated from Fig. 5, are 19.61 and 15.47/w·km for both
cases. It can be seen that the more stable the laser wavelength is, the smaller the effect on the
measurement is.

Figure 4: Output spectrum of the beat signal when
the stability of the power is 1% and 10%.

Figure 5: Output spectrum of the beat signal when
the stability of the frequency is 1% and 10%.

3.3. Linewidth of the Laser
The linewidth of the laser has some effects on the SPM spectrum evolution. The output spectrum
of the laser is approximated to be a Gaussian shape, and the linewidths of both lasers are ∆λ.
Fig. 6 shows the simulated results of the spectra when ∆λ is supposed to be 0.015 nm and 0.03 nm
respectively. It can be found that there are also a certain linewidth in the new components, which
is determined by the linewidth of the laser. And I0/I1 also has some changes. The greater the
linewidth is, the greater the change is. The calculated nonlinear coefficients are 18.06/w·km and
14.14/w·km for both cases. It can be seen that the linewidth has obvious effect on the result because
it changes the spectrum character of the beat signal.
3.4. The Output Spectrum Considering the Three Aspects
As a laser used in experiments, those three factors discussed above will do effects at the same time,
and the simulated spectrum is shown in Fig. 7. In the simulations, the power stability is 3%, the
wavelength stability is 3%, and the linewidth is 0.02 nm. The nonlinear coefficient is calculated to
be 15.25/w·km from Fig. 7.

In order to obtain a clear spectrum of the beat signal and to accurately measure the data for
calculating the nonlinear coefficient, one should use the small linewidth laser with high stability of
power and wavelength. In fact, the experimental result of Fig. 3 is obtained on the condition that
the laser output power is about 20 mw, the power stability is about 3%, the wavelength stability is
about 3%, and the laser linewidth is about 0.02 nm.
3.5. Some Discussions
In this paper, there are several values of the nonlinear coefficient, which are different from each
other. The main reasons are as follows: first, there are some approximations to the real fiber when
the compact supercell method is employed to calculate the nonlinear coefficient. Second, the fiber
is dispersive in the experiment, while the dispersion is neglected in Eq. (4). These factors result in
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Figure 6: Output spectrum when the laser’s
linewidth is 0.015 nm and 0.03 nm.

Figure 7: Output spectrum considering laser’s
linewidth and disturbance of power and frequency.

some differences between the theory and the experiments. With the consideration of the stability
of the laser, the value of the nonlinear coefficient varies a little, but even if the disturbance is much
greater, the beat signal can still be used to measure the nonlinear coefficient of the fiber.

4. CONCLUSIONS

The transmission properties of the beat signal propagating along a PCF are investigated. The
spectrum properties of the beat signal after propagating along the fiber are obtained by theory
analysis and simulation calculations. The effects of the stability and linewidth of the laser on
measuring the nonlinear coefficient of the fiber are analyzed. It is found that the stability of the
laser output power has little effect on the measurement, but the linewidth and the stability of the
central wavelength have more effects. As to measure the nonlinear coefficient, two high stable lasers
with rather narrow linewidth should be employed.
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Abstract— Based on the structure of FDLs, a novel model has been built for edge node of
optical packet switching network. The method of active queue management has been put forward
to investigate the performance of the edge node. The efficiency of packet switching node has been
evaluated by parameters of Load, FDL and Packet Length under self-similar data traffic load.
Because the model can describe the node switching performance in detail, a lot of new results
will be revealed.

1. INTRODUCTION

FDL (Fiber Delay Lines) is an applied method to solve the problem of port competition in OPS
(Optical Packet Switch) network node. However, each switching structure with a different scheme
and can be applied to various networks, which will lead to the great difference of analysis models and
scheduling algorithms. There are two main aspects of the research based on the switching structure
of FDLs at present. One is the research of scheduling algorithms on special switch structure and
application field. In the documents [1, 2] the author presented three kinds of scheduling algorithms
based on sharing the multiple input and output port of FDLs which is applicable to synchronous
network, fixed packet length format, and sharing FDLs switch structure. The other is the theoretical
analysis of statistics which based on features of FDLs. Theoretical analysis model based on the
mean value, probability and the number of port was proposed in documents [3–5], which described
the performance of FDLs synoptically.

However, considering the actual application of scheduling algorithms of FDLs there are still two
major problems. Firstly, system structure may restrict the length of optical signal transmission.
Documents [1, 6, 7] mentioned a operate method which made one packet repeated access into FDLs
in one switching process. Thus it must add the optical amplifier and noise suppression device in
loop line to achieve finite cycle propagation of optical signal. And in the process of cycle, whether
the packet need to enter in FDLs again is decided by the identification of packet head and the
operation of scheduling algorithm, which must induce the attenuation of optical power. Besides,
this kind of operation not only consumes the resources of hardware and all-optical device, but also
increases the average delay of packets. Secondly, it’s hard to establish mathematical models with
precise description of actual FDLs’ scheduling process. For example, when a packet passes through
a certain port, the description of occupation on this port, input port, and output port, etc. is not
precise. It is lead to the neglect of packet loss calculation.

Consequently, we establish a model based on the research of edge node in OPS (Optical Packet
Switching) network, which describes the work property of FDLs more concretely. Considering
packet asynchronous arrival, variable packet length and self similar datum traffic with strong burst
propertythe model is build up with first fit scheduling algorithm to achieve the traffic grooming
process of edge node. The rest of paper is organized as follow. Part two introduces the structure
and function of edge node based on FDLs. Part three describes the simulation model. In part
four, the performance of edge node under different condition are analyzed. And part five draws the
conclusion.

2. THE STRUCTURE AND FUNCTION OF DEGE NODE FOR TRAFFIC GROOMING

Because the identifying technique of optical packet header is immature, the header extraction needs
photo-electric conversion both in OPS and OBS (Optical Burst Switching) network. And the header
information is provided to the core processing unit, but the switching and buffering packet is still
completed in optical field.

When datum resource is connected into edge aggregation node from port 0 to port N, the
arrival packet is split into two series of optical signal which optical power ratio is 2 : 8. The optical
signal with 20% optical power accesses into a receiver for header processing. According to header
information and the scheduling algorithms, the core processing unit controls the switching matrix
and assigns packet to a certain FDL channel with a given delay to avoid output port competition.
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The packets are queued up when passing through aggregation node, and therefore all of the
FDLs’ output ports can be connected to a coupling device which assembled the packets’ data
from multiple FDLs channels into one output link fiber to finish the process of traffic grooming.
It’s necessary to add fiber delay line between beam splitters and switching matrix for time delay,
because the module of header recognition needs time to process. When the packet with 80% optical
power accesses into switching matrix, information of the same packet has been extracted, and the
scheduling process will be carried on without any mistake.

Figure 1: The structure of edge node for traffic grooming based on FDLs.

3. DESCRIBE SUMULATION MODEL OF EDGE AGGREGATION NODE BASED ON
FDLS

A model of edge aggregation node based on simple FDLs structure with a special management
mechanism has been put forward to this paper. The mechanism of output port reservation will
regulate the port occupation. Meanwhile, the state of main buffer array and input/output port
will be updated in real-time. To consider that the occupation time of packet access into and get
out the FDLs make the input/output port busy, the model of FDLs node which can show the real
performance of FDLs under different traffic load is build up, and it has great physical meaning.

The scheduling algorithm proposed in this paper is based on mechanism of output port reserva-
tion. Because of the difficulty of scheduling conflict packets, some of them are dropped before access
into FDLs. This kind of operation saved the FDLs buffer recourses. The structure of scheduling
algorithm model has been shown in Fig. 2.

Figure 2: The relationship of functional module in scheduling algorithm model.

The scheduling process includes three operation stages. When new packet arrives in, the first
stage operation begins. The packet scheduling module traverses the state list of main buffer array
to find available time slot which can insert the arrival packet. Taking account of time slot packet
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insert time and state of channel port, the scheduling process picks up a certain channel from which
the packet will be send out or destroyed. At the same time the state of channel is changed to busy
and the buffer array is queued up and updated. The maintenance of buffer array is the second
stage. The packet position recorded in main buffer array is updated at intervals. New packet is
inserted into and old packet is moved out. The third stage is to update the channel work state. The
duration of packet passing through port is set as the time when channel state keeps busy. Packet
scheduling module changes the port state to busy. According to channel port state, the interrupt
delay is set. At last the list maintenance module alternates the port state to idle.

As shown in Fig. 3, packets access into FDLs and queue up in main buffer array based on the
mechanism of port reservation. There is a packet sequence diagram which is arranged without
interference in the whole buffer depth. When buffer array has saved four packets, the arrival of
the fifth packet provokes the process of traversing main buffer array. First find out all of time
slot in packet sequence diagram. Second compared with packet length, the longer time slot will be
recorded as available slot. Obviously Slot 0 is shorter than the length of fifth packet, and it is not
a usable slot. Third calculate the real available slot with reference to available slot and the packet
insert time. Slot 1 is kept away from real available slot. At last insert the packet in Slot 2 which
is one of real slots.

123

5

4

DDDDDDDDD
Slot0Slot1Slot2

R_slot1 R_slot0
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Figure 3: Main buffer array schematic diagram.

4. ANALYSES ON CHARACTERISTIC OF AGGREGATION NODE

There are a few important factors on the network efficiency and the key parameters involved include:
throughput capacity, packet lost rate, average delay time, buffer array size [8]. As the main function
of FDLs is traffic grooming in the model, the lost rate and average delay time play more important
role than other parameters. And from computer simulation we can get some statistics results.

The variable fdl unit stands for the granularity of FDL, and pk len average represents the packet
average length. Let D be the ratio of fdl unit/pk len average. The relationship between packet lost
rate and D has been shown in Fig. 4, and the different traffic load results different curve.

Figure 4: Relationship between packets lost rate and D.

With the increase of traffic load the packet lost rate grows up. But the result is different from
previous research such as document [4]. With the growth of D the packet lost rate experiences a
series of swinging up and down but not a single stationary wave hollow. The amount of available
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slot and available port influent the relationship between D and packet lost rate. The increase of D
prolongs the packet’s delay time and provides more available slot, but the average packet length is
fixed which induced the periodic vibration of the curve. According to the several valley floors in
the chart, D can be configured to different value which can decrease the packet lost rate.

Figure 5 showed that packet lost rate, average packet delay and the amount of FDLs have some
relativities. With the increase of B packet lost rate and packet average delay have the different
trend. Both of them should be take into account when FDL was configured.

Figure 5: Relativities among FDLs amount, packet lost rate and average delay.

As shown in Fig. 6, the statistical chart of port utilization coefficient with delay time unitary is
drawn under First-Fit Scheduling Algorithm. The document [1] mentioned a FDLs’ configuration
in which the FDLs length with exponential distribution. Indeed taking out some FLD with low
port utilization coefficient can reduce the complexity of switching node.

Figure 6: The statistical chart of port utilization coefficient with delay unitary.

5. CONCLUSION

A new model of aggregation edge node based on FDLs is presented in this paper. The active
scheduling method managed the switching process. Modelling and Simulating give us key parame-
ters with reference values which are important to design an optical network edge node. From the
analysing result physical node can be established for special network demand.
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Abstract— Three-dimensional (3D) surfaces of inorganic optical materials were created by a
combined process of nonlinear lithography and plasma etching. 3D patterns were directly written
inside a KMPR-1050, which is chemically amplified negative-tone resists, on convex lenses by
femtosecond laser-induced nonlinear optical absorption. Then, the patterns were transferred to
the underlying substrates by CHF3 plasma. The fabrication of silica-based diffractive-refractive
hybrid microlenses was demonstrated. We obtained micro-Fresnel lenses with smooth surfaces
even on curved substrates. When 632.8-nm-wavelength laser light was coupled to the hybrid
lens, the primary focal length was 614µm. This result well agreed with theoretical value 617 µm.
Our combined process was useful for the precise fabrication of 3D surfaces based on inorganic
materials.

1. INTRODUCTION

Micro-optical elements are recognized as key components for various photonic systems such as
optical interconnections, optical pickups, photonic integrated sensors, and so on [1–3]. In these
applications, three-dimensional (3D) surface profiles of the elements strongly affect their optical
performances. For example, maximum diffraction efficiency of a blazed grating is more than two
times higher than that of a binary counterpart.

The semiconductor technology including photo/electron-beam lithography and various etching
processes is often used for the fabrication of micro-optical elements. This technology is a powerful
tool for micro/nanofabrication. However, it is rather difficult to create 3D surfaces because of planar
features of the technology. For example, the cross-sectional profiles of structures are limited to be
rectangular shapes, and we can fabricate structures only on planar substrates. If we form slope
or curved relief structures on wafers, complicated multiple exposure process or gray-scale mask
method are required [4, 5]. In order to obtain structures onto non-flat substrates such as convex
lenses and steps, highly accurate control of exposure dose and position alignments are needed even
with specially-modified systems because of the difficulty in achieving uniform resist coating [6].
These techniques are based on single-photon process. Therefore, complicated setups and systems
are indispensable.

On the other hand, femtosecond laser polymerization has attracted much attention. When
femtosecond laser pulses are tightly focused into transparent photopolymers, nonlinear optical pro-
cesses such as two-photon absorption occur only near the focal spot. This phenomenon enables the
fabrication of actual 3D polymeric structures only by scanning the laser-spot inside the polymer.
To date, various microstructures such as bulls and springs have been reported using photopoly-
merizable resins, photoresists and so on [7–9]. Recently, we developed the technique that form
3D surfaces of inorganic optical materials by a combined process of the femtosecond laser induced
nonlinear lithography and plasma etching [10, 11]. This technique can fabricate structures even
on non-flat substrates. Thereby, complex 3D surface profiles can be obtained. In this paper,
the fabrication of silica-based diffractive-refractive hybrid lenses is demonstrated by our combined
process.

2. EXPERIMENTAL

A femtosecond fiber laser system was used for lithography process. This system delivers laser pulses
of 780 nm wavelength with a pulse duration of 68 fs and repetition rate of 50 MHz. The laser beam
was focused by an objective lens with numerical aperture of 0.5. Laser power was controlled using
a neutral density filter. Laser writing was carried out by translating a 3D stage with samples.
An epoxy based chemically amplified negative-tone photoresist KMPR-1050 was used. Silica glass
plates of 1mm thickness and microlens arrays were used. The diameter, height, curvature radius,
and focal length of each lens were 240, 18.9, 380, and 830µm, respectively. Etching was performed
by electron cyclotron resonance (ECR) plasma with CHF3 gas.
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3. FEMTOSECOND LASER LITHOGRAPHY FOR 3D SURFACES

Figure 1 schematically shows femtosecond laser lithography assisted micromachining (FLAM) for
fabrication of 3D surfaces from inorganic materials. First, the resist is spin-coated on non-flat sub-
strates. Then, 3D patterns are written directly inside the resist by using femtosecond laser-induced
nonlinear optical absorption. The resist patterns are transferred to the underlying substrates by
ECR ion beam etching after baking and development treatments. In FLAM, the pattern width is
kept to be constant even when the laser pulses are focused into any region inside resists, unlike
conventional single-photon lithography, because absorption occurs only near the focal volume. By
using this highly advantageous feature, we can form well-defined patterns even in resists deformed
by surface tension on non-flat substrates. Although 3D microfabrication was reported by single-
photon absorption, much higher spatial resolution below 100 nm is achievable by using femtosecond
laser pulses. we can obtain various 3D surfaces of inorganic materials by FLAM [12].

Figure 1: Schematic illustration of femtosecond laser lithography assisted micromachining.

Formation of polymeric fiber-like patterns by ultraviolet laser exposure was previously reported,
and the authors explained this phenomenon in terms of self-trapping based on photopolymeriza-
tion [13]. This phenomenon enables us to expose a high-aspect-ratio region of materials. Figure 2
shows an SEM image of filamentary rods of the resist formed by femtosecond laser exposure. These
rods were written by exposure from above along the optical axis in 50-µm-thick resist. The dotted
line in Figure 2 indicates the surface of the resist film before development, meaning that the rods
were directly formed inside the resist. Maximum height of the rods was 47µm, which was more
than three times longer than the focal depth of laser setup. Such rod formation is due to channel
propagation of femtosecond laser pulses based on local photothermal polymerization [10].

25 m
Substrate 

Figure 2: SEM image of filamentary rods of the re-
sist.

Figure 3: Laser writing procedure for hybrid mi-
crolens structures.

By using this lithographic process, micro-Fresnel lens patterns were written inside the resists of
20µm thickness on convex lenses to form silica-based diffractive-refractive hybrid lenses. Figure 3
shows the writing procedure for obtaining such hybrid structures. We scanned the laser-induced rod
three-dimensionally inside the resist. The laser writing speed and average power were 300µm/s and
33mW, respectively. The rods have sharp ends, as shown in Figure 2. For example, the diameters
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of the top and central parts of the rods were measured to be 0.5 and 2.0µm, respectively, in the case
of the writing speed of 100µm/s and average power of 27.4 mW. Therefore, the distance between
adjacent circles was fixed to be 300 nm, which was less than the diameter of the top part of the
end. The focal length of the hyrbrid lens is expressed by Eq. (1):

1
fh

=
1

fm
+

1
fF

(1)

where fh, fF , and fm are the primary focal lengths of a hybrid lens, a Fresnel lens, and a convex
lens, respectively. From Eq. (1), the focal length of the hybrid lens should be 617µm when a
Fresnel lens with a focal length of 2400µm onto the convex lens. The radius rm of the m-th zone
of the Fresnel lens can be expressed by rm ≈ √

mfF λ0 for incident laser wavelength λ0 632.8 nm.
Figure 4 shows SEM images of (a) a resist lens pattern on a convex lens before pattern transfer
(b) a silica-based diffractive-refractive hybrid microlens. The gas pressure in the process chamber,
ECR power, and bias voltage were 2.0× 10−2 Pa, 100W, and 700V, respectively. We can see that
well-defined structures with smooth surfaces were obtained even on curved substrates. The primary
focal length was measured to be 614µm when the hybrid lenses were illuminated from the back by
a He-Ne laser light with a wavelength of 632.8 nm. This result means that primary focal spot was
shifted to the lens side by 216µm due to the hybridization of refractive and diffractive lenses. This
shift amount well agrees with theoretical value 213µm.

(a) (b) 

20 m20 mµµ µµ

Figure 4: SEM images of a resist lens pattern on a convex lens before pattern transfer (b) a silica-based
diffractive-refractive hybrid microlens.

4. CONCLUSIONS

We reported the technique that creates 3D surfaces of inorganic materials by a combined process of
femtosecond laser lithography and plasma etching. Micro-Fresnel lens patterns were written directly
inside the resist on convex lenses. Here, the filamentary rod patterns of the resist were found to be
induced without translating the laser spot. We obtained silica-based diffractive-refractive hybrid
microlenses with smooth surfaces after the pattern transfer by use of CHF3 plasma. When He-Ne
laser light was normally coupled to the hybrid lens, the primary focal length was measured to be
614 µm, which well agreed with theoretical value. Our combined process will be useful for the
formation of more functional optical components.
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Integral Equations for 3-D Scattering: Finite Strip on a Substrate
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Abstract— Singular integral equations that determine the exact fields scattered by a dielectric
or conducting finite strip on a substrate are presented. The computation of the image of such a
scatterer from these fields by Fourier optics methods is also shown.

1. INTRODUCTION

The simulation of the microscope image of a finite strip on an infinite substrate is based on the
solution of the three-dimensional Maxwell equations reduced to singular integral equations. This
applies to a line on a wafer as used by the semiconductor industry, often simulated by assuming
an infinite line on a substrate [1], which is a two-dimensional scattering problem. The three-
dimensional scattering problem is a special case of the scattering by a finite body located in the
plane interface of two semi-infinite regions, shown in Fig. 1. This interface can be deformed near
the scatterer to represent imperfections or roughness of the surface.

The homogeneous reflected and refracted fields are determined by the substrate from the in-
cident field in the absence of the scatterer. These plane monochromatic waves do not satisfy the
radiation condition at infinity. The total electromagnetic field is decomposed into the sum of homo-
geneous and scattered fields, which do satisfy the radiation condition at infinity and are expressed
in terms of unknown tangential vector fields defined on the interfaces between the homogeneous
media, shown in Fig. 1. Once the integral equations are solved, the electromagnetic fields are
obtained by integration. For the two-dimensional configuration the unknown functions diverge at
the edges [2], which we expect to be the case in the three-dimensional problem as well. At the
vertices Pi the divergences could be worse. The image at a selected focus height is computed from
the electromagnetic fields by Fourier methods.

Figure 1: Finite scatterer in a plane interface. Figure 2: Finite strip on an infinite substrate.

2. FIELDS SCATTERED FROM A FINITE BODY IN A PLANE INTERFACE

The homogeneous fields determined for a plane interface are the sum of the incident and reflected
fields in V1, ~Eh1(~x) = ~Ein(~x) + ~Erefl(~x) and ~Hh1(~x) = ~H in(~x) + ~Hrefl(~x), and in V2 they are the
refracted fields, ~Eh2(~x) = ~Erefr(~x) and ~Hh2(~x) = ~Hrefr(~x). Each of these fields is defined in all of
space. They are combined into ∆~Eh = ~Eh1 − ~Eh2 and ∆ ~Hh = ~Hh1 − ~Hh2.

Auxiliary fields that are equal to the scattered fields in V1 and V2 and to the total field in V3 are
expressed in terms of the jumps across the boundaries, the surface vector fields ~ηij and ~φij , where
the index i refers to the surface Si and the index j refers to the medium in Vj , as shown in Fig. 1.
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The equations for the unknown tangential fields, ~χji = n̂i × ~ηji and ~υji = n̂i × ~φji, are
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The tangential parts of the functionals are defined by

~Lt{~φ}(~x) = n̂× P

∮

S
dS′

(1− ikR)~φ(~x′)× ~R

4πR3
exp(ikR), (5)

~M t{~φ}(~x) = −iωµn̂× P

∮

S
dS′

[
(1− ikR)∇′s · ~φ(~x′)~R

4πk2R3
−

~φ(~x′)
4πR

]
exp(ikR), (6)

where n̂i is the unit normal to Si at ~x, k is the wave number of the light used in the microscope,
and ~R = ~x − ~x′, R = |~R|, n̂′ = n̂(s′), ~x′ ∈ S. The numerical superindices correspond to the
surface S where the field point ~x is located. The computation of the partial derivatives to evaluate
the surface divergence ∇′s · ~φ(~x)′ in the functional ~M t may be complicated unless the patches into
which each surface of the interface is subdivided are uniformly distributed. An alternative is to use
a divergence theorem to do an integration by parts, which eliminates the derivatives but makes the
integral hypersingular. To eliminate ~υ33 and ~χ33 we use

~υ33 = −n̂3 × ~Eh2 − ~υ23, ~χ33 = −n̂3 × ~Hh2 − ~χ23. (7)

The integral equations (1) to (4) are obtained using the boundary conditions and the vanishing of
some of the auxiliary fields at the boundaries.

Once the boundary functions are computed by converting the integral equations into algebraic
equations by, for instance, the point-matching method, and solving the equations, the scattered
fields in V1 can be computed by integration from
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(1− ikR) exp(ikR)~χ1j(~x′)× ~R

4πR3
. (9)

These fields are then added to the reflected fields to construct an image. More details about
scattering by a finite body are found in [3].

3. FIELDS SCATTERED BY A FINITE STRIP

A special case of the configuration discussed in Section 2 is the finite strip shown in Fig. 2 together
with the chosen coordinate system. The interface S3 is part of the plane at the top of the substrate
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and the interface S2 is divided into five parts, S21, S22, S23, S24, and S25, that form the interface
between V1 and V3. The unknowns then are

~χ11(~x) = χ11x(x, 0, z)êx + χ11z(x, 0, z)êz, ~x ∈ S1, (10)

~χ12(~x) =





χ121x(x, h, z)êx + χ121z(x, h, z)êz, ~x ∈ S21,
χ122y(1

2w, y, z)êy + χ122z(1
2w, y, z)êz, ~x ∈ S22,

χ123y(−1
2w, y, z)êy + χ123z(−1

2w, y, z)êz, ~x ∈ S23,
χ124x(x, y, 1

2 l)êx + χ124y(x, y, 1
2 l)êy, ~x ∈ S24,

χ125x(x, y, −1
2 l)êx + χ125y(x, y, −1

2 l)êy, ~x ∈ S25,

(11)

~χ23(~x) = χ23x(x, 0, z)êx + χ23z(x, 0, z)êz, ~x ∈ S3, (12)
~υ23(~x) = υ23x(x, 0, z)êx + υ23z(x, 0, z)êz, ~x ∈ S3, (13)

where h is the height, w is the width, and l is the length of the finite strip.

4. MICROSCOPE IMAGE SIMULATION

The illumination of the sample in a microscope can be simulated by a series of plane waves with
varying directions of incidence and polarization defined by a circle in the back focal plane defined
by the illumination numerical aperture. The image is formed by the sum of the intensities of the
scattered plus reflected fields of these waves. The fields are calculated at a chosen height y0 above
the substrate, but we can propagate them to a different focus height because each field component
satisfies the wave equation. We decompose each wave into Fourier components and keep those that
propagate in a direction inside the collection numerical aperture and that are not evanescent waves.

In the three-dimensional case, we fix the distance y from the substrate and define the Fourier
transform in the x- and z-coordinates of a function f(x, y, z) to get the hybrid field

f̃(kx, kz; y) = [1/(2π)]
∫ ∞

−∞

∫ ∞

−∞
dxdzf(x, y, z) exp(−ikxx− ikzz). (14)

The function at an arbitrary height y can be determined from the function and its normal
derivative at y0 by

f(x, y, z) = [1/(2π)]
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[
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where
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2
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z , for k2
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z < k2,

+i
√

k2
x + k2

z − k2, for k2
x + k2

z > k2.
(17)

The top value corresponds to propagating waves and the bottom value to evanescent waves, that
decrease exponentially away from the interface as shown by the first term in Eq. (15). The second
term corresponds to incoming and exponentially increasing fields. The former do not contribute to
the radiation field and are limited to the induction zone. The latter are unphysical and have to be
eliminated by setting the coefficient f̃0−(kx, kz) equal to zero for an imaginary ky.

To use Eq. (16) we need to know the electromagnetic field components and the derivatives with
respect to y at the height y0 to determine the fields at an arbitrary height y. We can relate these
normal derivatives to the fields and the tangential derivatives using Maxwell’s equations. We have

∂Ex(x, y, z)/∂y = −iωµ1Hz(x, y, z) + ∂Ey(x, y, z)/∂x,

∂Ey(x, y, z)/∂y = −∂Ex(x, y, z)/∂x− ∂Ez(x, y, z)/∂z,

∂Ez(x, y, z)/∂y = iωµ1Hx(x, y, z) + ∂Ey(x, y, z)/∂z,

∂Hx(x, y, z)/∂y = iωε1Ez(x, y, z) + ∂Hy(x, y, z)/∂x,

∂Hy(x, y, z)/∂y = −∂Hx(x, y, z)/∂x− ∂Hz(x, y, z)/∂z,

∂Hz(x, y, z)/∂y = −iωε1Ex(x, y, z) + ∂Hy(x, y, z)/∂z.

(18)
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Once the fields are computed at y0, the fields at an arbitrary focus height can be computed
using Eq. (16) to determine the coefficients in the inverse Fourier transform (15). We limit the
components included in the inverse transform to those components that are captured by the lens
in terms of the collection numerical aperture. The propagation vectors and the amplitudes of these
components are further modified by the magnification of the lens [1]. Once these radiation fields
are determined, we obtain the image by adding, for instance, the intensities of the electric fields or
the normal components of the Poynting vectors.

5. CONCLUDING REMARKS

We have extended the methods used to obtain images of infinite lines to finite lines. The main
difficulty is the increase of the number of unknowns in each boundary surface, which is now two-
dimensional. Consequently, it becomes more important to determine the behavior of the unknown
functions at edges and corners to take into account the divergences in the numerical integrations.
Computer memory and running times are important factors in these simulations.
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