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Abstract— This paper reviews recent advances in emission of THz radiation from our original
dual-grating gate high-electron mobility transistors (HEMT’s) originated from two-dimensional
plasmons. The dual grating gates can alternately modulate the 2D electron densities to periodi-
cally distribute the plasmonic cavities along the channel, acting as an antenna. The sample was
fabricated with standard GaAs-based heterostructure material systems, succeeding in emission
of broadband (0.5 to 6.5 THz) radiation even at room temperature from self-oscillating 2D plas-
mons under appropreate DC-bias conditions. Currently maximum available THz output power
is estimated to be on the order of 1 to 10 uW from a single die active area of 75 x 75 um? with
an excellent power conversion efficiency of 1073. The fabricated device was introduced to the
Fourier-transform infrared spectroscopy as a microchip THz source. Water-vapor absorption
spectrum was successfully observed at 300 K, which is proven to the standard data provided by
NASA.

1. INTRODUCTION

Development of compact, tunable and coherent sources operating at terahertz frequencies is one of
the hottest issues of the modern terahertz (THz) electronics [1]. Two dimensional (2D) plasmons
in submicron transistors have attracted much attention due to their nature of promoting emission
of electromagnetic radiation. Different devices/structures of micron and submicron size supporting
low-dimensional plasmons were intensively studied as possible candidates for solid-state far-infrared
(FIR)/THz sources [1-15]. Mechanisms of plasma wave excitation can be divided (by convention)
into two types — i) incoherent and ii) coherent type. The first is related to thermal excitation of
broadband nonresonant plasmons by hot electrons [2-7]. The second is related either to the plasma
wave instability mechanisms like Dyakonov-Shur [8] and/or electron transit-time effect [16] where
coherent plasmons can be excited either by hot electrons, or also by optical phonon emission under
near ballistic electron motion [17].

The radiative decay of hot plasmons. Many authors proposed the radiative decay of grating-
coupled 2D plasmons in semiconductor heterostructures as one of the most promising candidates
for tunable solid-state FIR/THz sources [2-8,12]. THz emission from coherent plasmon excita-
tions in both cryogenic and room temperatures were also studied [9-11,18-21]. Room temperature
THz emission interpreted in terms of Dyakonov-Shur instability was observed from nanometer size
GalnAs and GaN/AlGaN high electron mobility transistors (HEMT’s) [9-11]. Also room tem-
perature optically excited resonant plasmon modes were observed in double grating gates struc-
tures [22-29].

This paper reviews recent advances in our original 2D-plasmon-resonant terahertz emitters [22—
31]. The structure is based on a HEMT and featured with doubly interdigitated grating gates. The
dual grating gates can alternately modulate the 2D electron densities to periodically distribute the
plasmonic cavities along the channel, acting as an antenna. The sample is designed and fabricated
with standard GaAs-based heterostructure material systems. The structure is featured by a double-
decked HEMT in which the grating-gate metal layer is formed with the semiconducting upper-deck
2D electron layer to enhance the radiation power. Finally, the fabricated device is introduced to
the Fourier-transform infrared spectroscopy as a microchip THz source. Water-vapor absorption
spectrum is to be observed at 300 K, which is proven to the standard data provided by NASA.

2. DEVICE STRUCTURE AND OPERATION

Figure 1(a) illustrates the cross section of the plasmon-resonant emitter [30]. The device structure
is based on a HEMT and incorporates (i) doubly interdigitated grating gates (G1 and G2) that
periodically localize the 2D plasmon in stripes on the order of 100 nm with a micron-to-submicron
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interval and (ii) a vertical cavity structure in between the top grating plane and a terahertz mirror
at the backside. The structure (i) works as a terahertz antenna and (ii) works as an amplifier. The
terahertz mirror is to be a transparent metal like indium titanium oxide (ITO) when the device
works in an optical excitation mode so as to excite the plasmons by optical two-photon irradiation
from outside the back surface.
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Figure 1: Device structure and operation. (a) Device cross section for typical GaAs-based heterostructure
material systems. k: The wave vectors of irradiated photons, E,: The electric field (linear polarization),
kru,: The wave vector of electromagnetic radiation. (b) Schematic band diagram and operation mechanism.

Suppose that the grating gates have geometry with 300-nm G1 fingers and 100-nm G2 fingers to
be aligned alternately with a space of 100 nm and that an appropriately high 2D electronic charge
(~10*2 cm™2) is induced in the plasmon cavities under G1 while the regions under G2 are weakly
charged (10'° ~ 10'' cm™2). When the DC drain-to-source bias Vpg is applied, 2D electrons are
accelerated to produce a constant drain-to-source current Ips. Due to such a distributed plasmonic
cavity systems with periodic 2D electron-density modulation, the DC current flow may excite the
plasma waves in each plasmon cavity. As shown in Fig. 1(b), asymmetric cavity boundaries make
plasma-wave reflections as well as abrupt change in the density and the drift velocity of electrons,
which may cause the current-driven plasmon instability [8,12] leading to excitation of coherent
resonant plasmons. Thermally excited hot electrons also may excite incoherent plasmons. The
grating gates act also as terahertz antenna that converts non-radiative longitudinal plasmon modes
to radiative transverse electromagnetic modes.

Once the terahertz electromagnetic waves are produced from the seed of plasma waves, downward-
propagating electromagnetic waves are reflected at the mirror back to the plasmon region so that
the reflected waves can directly excite the plasmon again according to the Drude optical conduc-
tivity and intersubband transition process [30]. When the plasmon resonant frequency satisfies the
standing-wave condition of the vertical cavity, the terahertz electromagnetic radiation will reinforce
the plasmon resonance in a recursive manner. Therefore, the vertical cavity may work as an am-
plifier if the gain exceeds the cavity loss. The quality factor of the vertical cavity is relatively low
as is simulated in Ref. [30] since the 2D plasmon grating plane of one side of the cavity boundary
must have a certain transmittance for emission of radiation. Thus, the cavity serves a broadband
character.

3. DESIGN AND FABRICATION

The device was fabricated with InGaP/InGaAs/GaAs material systems in two structures: a stan-
dard single-heterostructure HEMT with metallic grating gates [22-24, 26-28] and a double-decked
(DD) HEMT with semiconducting two-dimensional electron gas (2DEG) grating gates [25,29]. The
2D plasmon layer is formed with a quantum well at the heterointerface between a 15-nm thick un-
doped InGaAs channel layer and a 60-nm thick, Si-§ doped InGaP carrier-supplying layer. The
grating gate was formed with 65-nm thick Ti/Au/Ti by a standard lift-off process. To cover op-
erating frequencies from 1 to 10 THz, the grating geometry was designed with 350-nm G1 fingers
and 100-nm G2 fingers to be aligned alternately with a space of 70 nm as shown in Fig. 2(a). The
gate width is 75 um for both G1 and G2. For comparison, another sample having a larger frac-
tion in G1/G2 fingers (1800 nm/100 nm) was also fabricated. The number of gate fingers G1/G2 is
61/60 (38/37) for the sample having 300-nm (1800-nm) G1 fingers. Finally the GaAs substrate was
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thinned down to a thickness of 43 nm, and 100-nm thick ITO metal was sputtered on the optically
polished back surface so as to form the vertical cavity with its fundamental resonant frequency of

450 GHz.
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Figure 2: SEM images of a fabricated (a) metal grating-gate and (b) semiconducting grating-gate plasmon-
resonant emitters.

The double-decked HEMT (DD-HEMT) structure, on the other hand, the upper deck channel
serves as the grating antenna and its structure is exactly the same as the lower channel. Therefore
more intensity in the emitted THz wave is expected. The upper deck channel is periodically etched
to form the grating electrodes as shown in Fig. 2(b).

4. RESULTS AND DISCUSSION

The field emission properties of the fabricated samples were measured by a Fourier transform
infrared spectrometer (FTIR) at room temperature. The detector was a 4.2 K-cooled Si bolometer.
FTIR measured emission spectra for a metal-grating gate sample are shown in Fig. 3(a) [29]. One
can see a broad spectra from 0.5 to 6.5 THz with maxima around 2.5 THz. As shown in Fig. 3(c),
a semiconducting-grating gate sample enhanced the emission intensity by one order of magnitude,
demonstrating intense emission power of the order of 1 to 10 uW at 300 K.

The fabricated DD-HEMT emitter was introduced to the Fourier-transform infrared spectroscopy
(FTIR) as a microchip THz source. Fig. 4 shows the measured absorption spectrum of water vapor
at 300 K. The result agrees very well with the standard data provided by NASA. To the best of
the authors’ knowledge, this is the first-time demonstration of THz spectroscopy utilizing room-
temperature operating THz solid-state micro-light.
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Figure 3: FTIR measured field emission properties. (a) Metal-grating gate with Lgl/Lg2 = 70 nm/1850 nm.
(b) Semiconductor-grating gate with Lgl/Lg2 = 150 nm/1850 nm, 10-times enhancing the emission intensity.
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Figure 4: Absorption spectrum of water vapor measured by this work and by NASA.

5. CONCLUSION

Recent advances in emission of THz radiation from our original dual-grating gate HEMT’s orig-
inated from two-dimensional plasmons were reviewed. Intense 0.5-6.5-THz emission beyond pW
power was demonstrated from a GaAs-based heterostructure chip. The device was applied to the
the FTIR measurement as a terahertz light source and successfully performed the terahertz spec-
troscopy of water vapor. The results open up a new aspect of broadband terahertz solid-state
micro-light for various fields of applications.
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Terahertz Quantum-cascade Laser and Its Applicability to
Ultra-high Bit-rate Wireless Access System

I. Hosako
National Institute of Information and Communications Technology, Japan

Abstract— Possibility of the ultra-high bit-rate wireless access that could be realized by using
the terahertz quantum cascade laser is discussed.

1. INTRODUCTION

A 100-giga bit per second (100 Gbps) Ethernet is developed and is being standardized for use in
optical networks. In addition, millimeter wave communications with a rate of 10 Gbps (@125 GHz)
have been achieved in wireless networks. With this background, the IEEE 802.15 Terahertz Interest
Group (IGthz) explored the feasibility of terahertz frequency bands for wireless communications
in January, 2008. In the IGthz, the basic principle and economical feasibility of the THz wireless
were discussed.

It is well known that there is no small and reliable oscillator technology in the terahertz frequency
bands. The non-availability of semiconductor devices in the terahertz frequency region is called
as “THz-Gap.” In recent years, however, the pacing of the semiconductor device in the terahertz
frequency bands is really intense, and the THz-Gap is gradually shrinking. With the availability
of small semiconductor oscillators in the terahertz frequency region, it would be possible to realize
ultra-short-range wireless access, with data transfer rates greater than 10 Gbps, even though, there
is a large atmospheric attenuation in the terahertz frequency range.

The terahertz quantum cascade laser (THz-QCL) is a newly developed semiconductor laser that
operates in the frequency range from 1 to 5 THz with milliwatt-class output power. After initial
developments by R.Kolher etal. in 2002 [1], THz-QCLs with an output power of a few hundred
milliwatts and a maximum operating temperature of 178 K [2] have been achieved. In this study, we
focus on a dynamic behavior and possible modulation frequency of the THz-QCL and its possible
application to wireless access systems.

2. DYNAMIC BEHAVIOR AND POSSIBLE MODULATION FREQUENCY OF THE
THZ-QCL

THz-QCL expands the range of oscillation frequency from 1 to 5 THz after the first achievement
with 4.4 THz in 2002 [1], and their highest operating temperature has reached to 178 K [2] in 2008.
The QCL is an uni-polar device in which only electrons are traveling through the device. And the
life time of the electrons in the THz-QCL are about few pico-seconds. Based on these facts, one can
estimate that the relaxation oscillation frequency becomes to be over one hundred giga-hertz. In a
word, very high-speed modulation operation can be possible. In the research of Bell Laboratories
in 2002, it paid attention to this respect and the modulation characteristic of mid-infrared (Mid-
IR) QCL was examined [3]. Mid-IR QCL with 8 um oscillation wavelength (f = 37.5 THz) was
electrically modulated. And they achieved the data transfer rate of 2.5 Gbps. The upper limit of
the data transfer rate was determined by the fact that there was no fast detector available in the
mid-IR region and also by the fact that they did not specially care about the electrical contacts.
Recently, the modulation operation of THz-QCL [4] was reported in 2007. In this case, the highest
modulation frequency is limited by the transmission characteristic of the Au wire that makes an
electric connection between package electrodes and the QCL electrodes. Even though, they used
electrical signals through the gold wire for the modulation of the THz-QCL, they succeeded in the
13 GHz modulation.

The length of the resonator of the THz-QCL is of several mm and the width of the waveguide of
the THz-QCL is in the order of 100 um. The typical dimension of electrode of the THz-QCL is of
several mm x 100 pum. Therefore, there is an upper limit frequency of electrical modulation which
is determined by the capacity of the electrode. If one wants to overcome the difficulty, one should
apply a traveling-wave electrode on the THz-QCL. However, no one has yet tried it. Another
way to overcome the difficulty is the modulation by infra-red light pulse. This method is more
advantageous to break this limit than by introducing the traveling-wave electrode. One possible
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way is to apply a modulation by the feeding 780 nm-light into the CW-operating THz-QCL. The
photon energy of the 780 nm-light is bigger than the band gap of GaAs that is the material of
THz-QCL. The 780 nm-light generates electrons and holes, then changing electronic distribution of
the QCL active layer greatly to stop the CW operation. Moreover, it is possible to modulate the
CW-operating THz-QCL by feeding 1550 nm-light pulses in similar manner as the case of the light
of 780nm. In this case, only a distribution of electrons in the conduction subband is thought to
be greatly modified. These modulation experiments are conducting in NICT now. A preliminary
experiment by using He-Ne laser (A = 635 nm) showed that the CW-operation of the THz-QCL at
3.1 THz was easily [5].

3. TOWARD THE HIGHER TEMPERATURE OPERATION OF THE THZ-QCL

The enormous problem when THz-QCL is used for a wireless communication is an operating tem-
perature. The room temperature operation is indispensable in practical use though the highest
operating temperature of 178 K has been achieved. No fundamental reason to limit the room
temperature operation exists, and has been thought to be able to achieve the room temperature
operation some time. Figure 1 shows a schematic temperature characteristic of the current density
versus the applied voltage diagram of THz-QCLs. The threshold current density (Jth) that the
oscillation starts increases quickly if it turns up the operating temperature. On the other hand,
the maximum current density (Jpax) where the proper alignment among the quantum states in
multi-quantum wells of the active units comes off increases slowly, or in some cases, Jpax is almost
changeless. Therefore, the highest operating temperature is determined at the point where Jth
reaches Jyax- In a word, it is important to lower Jth as well as a usual semiconductor laser to
achieve the room temperature operation. At the same time, it is important to raise Jynax. The
developments of THz-QCL are advanced aiming at such an improvement in various groups now [6].
It will seem that THz-QCL of the room temperature operation with milliwatt-output is achieved
by such an effort in the near future.

Figure 1: Schematic diagram of typical current density (J) v.s. voltage (V') (dashed lines) and J v.s. Light
intensity (L) (solid lines) characteristics of the THz-QCL depending on the operating temperature.

4. ATMOSPHERIC ATTENUATION AND WINDOWS IN THE THZ-FREQUENCY
RANGE

Another enormous problem when THz-QCL is used for a wireless communication is an atmospheric
attenuation. Figure 2 shows a model calculation of the atmospheric attenuation in the THz fre-
quency range. Even in the window region, the value of atmospheric attenuations is approximately
1,000dB/km. This value is about 100 times larger than those in the 60 GHz band. This fact means
that the range of the THz wireless access must be very short. In other words, if the range of 60 GHz
band wireless system is about 1 Km, the range of the THz wireless access is shorter than 1 m. If we
think about the THz wireless access system, we have to pay attention to this short range feature.

In the followings, we consider the window region in the THz frequency range (from 2 to 5 THz)
only where the THz-QCL can be operated. We employ the 1,000dB/km (1dB/m) for a criterion
to determine the window region. As shown in the Figure 2, there are limited number of windows
where has over 100 GHz bandwidth and has less 1 dB/m atmospheric attenuation. Those windows
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are, from 1.43 to 1.59 THz, from 3.37 to 3.49 THz, and from 4.86 to 4.96 THz. If we have 100 GHz
bandwidth, we could think about bi-directional wireless systems which, for example, consist of
25 Gbps-QPSK (needs 50 GHz bandwidth) for both up and down links.

1000000 T T T T T T T r

100000 5

10000 4

0.1+ T T . . : ; : -
0 1 z 3 4 5
Frequency [THz]

Figure 2: A model calculation of the atmospheric attenuation in the THz frequency range. Even in the
window region (ex. Around 3.4 THz), the attenuations are about 100 times larger than those in the 60 GHz-
band.

5. DISCUSSION

The features of THz wireless access which comes from its wide band nature, THz-QCL’s dynamic
behavior, and the atmospheric attenuation will be the followings.

(1) Ultra high bit rate data stream (over several tens of giga bit per second) only comes from the
optical fiber networks.

(2) Ultra high bit rate data stream could be handled with the THz wireless access which uses
THz-QCL.

(3) THz-QCL could be modulated up to, at least, 100 GHz.
(4) There are limited numbers of “wireless communication windows” in the THz frequency region.
(5) Even in the window, the maximum range would be limited within few meters.

The capacity trend of the solid state personal storage media shows that the capacity increases
very quickly and is going to reach over 128 GB in 2008. On the other hand, the data transfer rate of
those media still remains very slow. In the USB2.0, the maximum data transfer rate of the UBS2.0
is 480 Mbps. Even in the USB3.0 that will appear in 2009 will have the maximum data transfer
rate of 5 Gbps. The fact means that it takes about 35.5 minutes by USB2.0, and 3.4 minutes by
USB3.0 respectively. The expected features of the THz wireless access system as listed above would
be suitable for such a data transfer between the large capacity storage media and network access
points.

6. CONCLUSIONS

The current state of THz-QCL technology that is necessary to achieve an ultra short-range wire-
less communications to be used in 2-5THz range was described. Moreover, the possibility of an
ultra-high-speed modulation and the normal temperature operation of THz-QCL were described.
Various activities for an ultra high speed wireless communication in short-range were introduced
as backgrounds of such researches.
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Abstract— Micro-photonic devices with Si-wire waveguides were demonstrated for use in pho-
tonic networks. An optical ring resonator with the waveguides which has extremely small ring
radius realized large free-spectral range. An optical add/drop multiplexer which is as small as
700-pum-long attained 7nm wavelength tuning range with micro-heaters formed on the device.
1 x4, 1x8and 4 x 4 optical switches were also demonstrated with extremely compact sizes.

1. INTRODUCTION

Si-wire waveguides are attractive for realizing high-density photonic integrated circuits since the
waveguide can be bent with extremely small curvature due to strong optical confinement in the
core [1-5]. Optical interconnection with the Si-wire waveguides brings in a high degree of freedom for
the device layout on chip. And the optical devices constructed with the waveguides can be extremely
small. We have demonstrated various micro-photonic devices with the waveguides. In this paper,
we describe the devices including optical ring resonators, optical multiplexer/demultiplexers and
optical switches for use in photonic networks.

2. RING RESONATOR

Optical ring resonators are one of the most attractive applications of the Si-wire waveguides, since
they can have very wide free-spectral ranges (FSRs) due to those small ring radiuses of several
micrometers [6,7]. The ring resonators are expected to be used in constructing many novel devices,
such as tunable wavelength lasers, optical delay lines and optical filters for use in photonic networks.
Here, we demonstrate an optical filter using a ring resonator with Si-wire waveguides.

Figure 1 shows microscope view of the fabricated ring resonator. The Si-wire waveguides had
a core cross-section size of 450 x 220 nm. The thickness of the under cladding and upper cladding
layers are 3 pm and 2 pm, respectively. The propagation losses of the waveguides were 0.8 dB/mm
for TE-like mode (electric field is parallel to the substrate) and 0.6 dB/mm for TM-like mode
(electric field is perpendicular to the substrate), respectively. In characterizations, TM-like mode
only was used.
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Figure 1: Fabricated optical ring resonator. Figure 2: Measured characteristics of the ring res-
onator.

Figure 2 shows the measured characteristics of the device. The FSR of the ring resonator was
about 3.4nm (425 GHz) which is more than one order of magnitude wider than that realized by
ring resonators with silica based waveguides. The cross talk between the through and drop-out
ports was more than 10dB over the wavelength range from 1520 nm to 1570 nm which covers the
C-band and the L-band in WDM optical communication [8].
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3. OPTICAL ADD/DROP MULTIPLEXER

Optical add/drop multiplexers (OADMs) are indispensable devices in wavelength division multi-
plexing (WDM) network for dropping out or adding in light signals with specific wavelengths. In
this paper we demonstrate a Mach-Zehnder interferometer (MZI) type OADM in which Bragg-
grating reflectors are formed on both the MZI branches.

Figure 3 shows the schematic illustration of the fabricated optical add/drop multiplexer with
Si-wire waveguides. The Bragg gratings were formed by making small fins at a period of 370 nm
on the sidewalls of the 500-um-long waveguides. The projection of the fins was 30nm. Upon
the Bragg gratings, metal thin-film heaters were formed over the upper cladding layer for thermo-
optical tuning of the center wavelength. The device was 700-pum-long which is more than one order
of magnitude smaller than conventional OADMSs made of silica waveguides.
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Figure 3: Schematic of the OADM. Figure 4: Measured characteristics of the

OADM.

The transmission loss spectra for through and drop-out ports of the OADM were measured
for TM-like mode. The results for the through port are shown in Fig. 4. The dropping center
wavelength was 1551.4 nm when no heating current was applied. The channel dropping bandwidth
was about 1.6 nm which correspond to 200-GHz dense wavelength division multiplexing (D-WDM).
The device insertion losses were about 15dB including the lensed-fiber-to-device coupling losses of
about 6 dB/port. Next, we measured the wavelength tuning characteristics of the OADM at various
heating currents. As shown in the figure, the dropping center wavelength shifted about 7nm to
longer wavelength as the heating current was increased, while the transmission spectra retained
their shape without conspicuous deformation. The tuning efficiency was 8.05nm/W. The average
tuning speed of the device was about 200 psec.

4. OPTICAL SWITCH

Finally, we describe ultra small optical switches based on Si-wire waveguides. First, we fabricated
MZI-type 1 x 2 optical switches composed by Y-splitters and 3-dB directional couplers. Fig. 5 shows
the picture of the switch. The Y-splitter was only 7-um long. The radii of the bends in our switches
are 10 um. The bending losses were less than 0.1 dB. These small bends are the primary reason
for the reduction in device size. The MZI branches were 40-um long. The switches were controlled
with metal thin-film heaters formed over the MZI branches. The footprint of the 1 x 2 optical
switches were 85 x 30 um which is more than two orders of magnitude smaller than conventional
optical switches made of silica waveguides.

In characterization, we measured the transmissions on heating power at the wavelength of
1550 nm for TM-like mode, as shown in Fig. 6. From the figure, we found the light outputs of
the 1 x 2 switch were alternately changed between port 1 and 2 at a switching power of 90 mW. In
later experiments, the switching power has been presently improved to 25 mW, by optimizing the
heater designing, i.e., reducing the heater width to 4 um from the previous value of 12 um. The
maximum extinction ratio was more than 30 dB. The switching response time was around 100 usec.

We also describe 1 x 4 and 1 x 8 optical switches made by the 1 x 2 switch elements and
demonstrate their fundamental switching characteristics. The microscope view of the 1 x 4 switch
is shown in Fig. 7. The 1 x 4 switch had a footprint of 190 x 75 um, which was believed to be the
smallest one in the world. The 1 x 8 switch was similar to the 1 x 4 switch. The operations of the
1 x 4 and 1 x 8 switches were both confirmed [9].
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Figure 5: Fabricated 1 x 2 optical switch. Figure 6: Characteristics of the 1 x 2 optical switch.

Figure 7: Fabricated 1 x 4 optical switch. Figure 8: Fabricated 4 x 4 optical switch.

Further, we fabricated a 4 x 4 switch with six 2 x 2 optical switches, which was made by replacing
the Y-splitter in the 1 x 2 switch with a 3-dB directional coupler, as shown in Fig. 8. In the 4 x 4
switch, directional couplers in cross state were used as the waveguide cross connections. The output
ports of the switch had the same interval as that of the inferred micro-lens-array, which was used
for coupling light from optical fiber arrays to the waveguides. The operations of the 4 x 4 switch
were also confirmed [8].

5. CONCLUSIONS

We have demonstrated micro-photonic devices with Si-wire waveguides for use in photonic networks.
An optical ring resonator with the waveguides realized extremely wide free-spectral range (425 GHz)
due to its small ring radius. An optical add/drop multiplexer which is as small as 700-pm-long
attained 7nm wavelength tuning range with micro-heaters formed on the device. 1 x 4,1 x 8 and
4 x 4 optical switches were also demonstrated with extremely compact sizes.
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Abstract— Radio On Fiber (ROF) is an optical analog technique for transmitting RF signals.
With ROF systems, the base station configuration is simple and independent of the modulation
format and protocol. This advantage means that ROF is expected to become a useful way of
realizing flexible and high capacity access networks. This paper reviews recent technical trends
in ROF access systems, focusing especially on the millimeter-wave band. In addition, this paper
describes our proposal based on an optical heterodyne technique for a 60 GHz band ROF access
system, which realizes a sufficient optical link budget with a simple system configuration.

1. INTRODUCTION

In recent years, there has been a huge increase in the number of fiber-to-the-home (FTTH) cus-
tomers in Japan, Korea, and certain other countries [1], and this means that optical fiber is be-
coming the most commonly used communication infrastructure in access networks. On the other
hand, there is widespread use of wireless networks, such as wireless LAN or WiMAX, and wireless
system bit rates are reaching 100 Mb/s and more. The Radio On Fiber (ROF) system is a hybrid
architecture of fiber optics and wireless systems. With ROF systems, since base stations are only
needed to perform optical-electrical conversion, their configurations can be simplified and indepen-
dent of modulation format and protocol. These advantages mean that ROF is expected to be a
useful technique for future flexible and high capacity access networks.

This paper reviews technical trends in ROF access systems, focusing especially on millimeter-
wave band systems. In the millimeter-wave band, a wide band spectrum can be used for transmis-
sion, therefore a Gb/s class bit-rate has been realized. On the other hand, its very high frequency
leads to difficulties related to the fiber dispersion [2]. In addition, this paper describes our proposal
for a 60 GHz band ROF access system based on an optical heterodyne technique. The features of
the proposal are the achievement of an adequate optical link budget and a simple system configu-

ration. As a proof of concept, we demonstrate a 1.0 Gb/s transmission experiment over a 60 GHz
ROF link.

2. ROF-RELATED TECHNICAL FIELD AND RECENT TRENDS

2.1. ROF-related Technical Fields

Figure 1 shows the concept of the ROF system. RF signals are transmitted between a central
station (CS) and base stations (BS) based on optical analog transmission. The broad bandwidth
and low loss characteristics of the optical fibers mean that wideband RF signals can be transmitted
over longer distances than with coaxial cables. In addition, radio functions, such as carrier gen-
eration, up-conversion/down-conversion, modulation/demodulation, multiplexing/demultiplexing,
are centralized in the CS, and each base station has only to perform optical/electrical conversion.
This means that the base station configuration can be significantly simplified and is independent
of modulation format and protocol. These features make it possible to reduce system cost and
simplify system operation and maintenance. As a result, ROF techniques are being energetically
studied around the world as a promising way of achieving future high capacity and flexible access
networks.

Figure 2 shows recent major topics in ROF research. ROF technical fields can be categorized
according to RF frequency as microwave band (less than 10 GHz) and millimeter-wave (MMW)
band. There are also different technical fields as regards optical devices and transmission systems,
which include elemental techniques and total system design/demonstration. In the microwave band,
since we can use mature sub-carrier multiplexing (SCM) techniques without any serious problem
of fiber dispersion, which is not negligible with the MMW band as mentioned below, most reports
target the system design and demonstration of low cost and flexible access networks related to
the keywords shown in Fig. 2 [3-5]. As regards the MMW band, most reports target the 60 GHz
band, where a bandwidth of several GHz is available throughout the world without the need for
a license [6]. Since the 60 GHz band is very high frequency, it is essential to research and develop
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optical devices with sufficient bandwidth and conversion efficiency, and moreover there are also
difficulties related to the fiber-optic transmission of RF signals as a result of fiber dispersion. The
next section focuses on recent technical trends for MMW band ROF access systems.
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Figure 1: Concept of ROF system. Figure 2: ROF-related technical fields and recent

major topics.

2.2. Recent Technical Trends in MMW Band ROF Access Systems
2.2.1. Elemental Techniques

To realize MMW ROF systems, it is essential to overcome the problem of RF signal power fading
induced by the chromatic dispersion effect of the optical fibers [2]. For the downlink, it is neces-
sary to perform MMW signal generation or up-conversion without serious fading, and there are
two technical trends; the generation of a two tone optical signal, which has a beat at the MMW
frequency, in CS and remote up-conversion in BS. With respect to the two tone generation meth-
ods, carrier suppression modulation [7], injection-locked laser based techniques [8], and frequency
multiplying techniques based on a lithium-niobate (LN) modulator [9] and a nonlinear optical pro-
cess [10, 11] have been proposed. Moreover, for remote up-conversion, there have been reports on a
method that employs an optical modulator [12] and an optical mixing technique that uses the non-
linearity of a semiconductor optical amplifier (SOA) [13]. By contrast, for the uplink, the optical
domain frequency conversion of an MMW band subcarrier to an IF band signal, called photonic
down-conversion [14], and nonlinear process based techniques [13] have been described.

Furthermore, the feasibility of advanced modulation formats is also being investigated with a
view to achieving a higher bit rate. For example, multi Gb/s transmission has been achieved
by multi-level quadrature amplitude modulation (QQAM)/phase shift keying (PSK) modulation in
the optical domain [15], and 16 Gb/s orthogonal frequency division modulation (OFDM) signal
transmission has also been demonstrated [16].

2.2.2. System Design and Demonstration

There have also been numerous reports on system design and demonstration based on the above
elemental techniques, and there are two major technical trends; wavelength-division-multiplexing
(WDM) based systems and wired/wireless hybrid systems. With the WDM-based ROF systems,
scalable and flexible networks can be realized by assigning optical wavelengths to base stations. A
25 GHz-spaced dense WDM (DWDM) system based on the photonic down-conversion technique [14]
has been reported [17], and a 32ch x 2.5 Gb/s DWDM system based on the carrier suppression
modulation [7] has also been demonstrated [18]. Wired and wireless hybrid systems are also being
studied to provide broad bandwidth services to users in various ways, and for example, the simul-
taneous transmission demonstration of 10 Gb/s baseband data and MMW band RF signals have
been reported [19, 20].

3. PROPOSED LOOP-BACK OPTICAL HETERODYNE TECHNIQUE

In the uplink, in addition to the fiber dispersion-induced problem mentioned above, there is also the
problem of the lack of optical link budget because of the insufficient efficiency of an E/O converter
(60 GHz band optical modulator), which limits the fiber transmission length or degrades the trans-
mission quality of the wireless link. To obtain a sufficient optical link budget, ROF systems using
optical heterodyne detection, which realize high-sensitive detection, have been proposed [21,22].
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We have also focused on this advantage and proposed the loop-back optical heterodyne technique
as shown in Fig. 3 [23]. In conventional approaches to optical heterodyne detection, there are
problems of configuration complexity: i.e., each optical receiver needs a wavelength controlled light
source (local light), an automatic frequency controller (AFC), which stabilizes the beat frequency
between the local light and the uplink optical signal, and components for polarization diversity
detection. With our proposal, these functions are consolidated into one transmitting-side module
(shared optical carrier generator) and shared by many ROF links, therefore, high-sensitive detection
is achieved with a low cost system configuration. The experimentally obtained BER characteris-
tics shown in Fig. 4 show that error free 1.0 Gb/s transmission was achieved with high sensitivity
and independent of the polarization state. Furthermore, from the result, we calculated that this
technique can easily achieve an optical link budget of more than 10dB.
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Figure 4: Experimental 1.0 Gb/s transmission results.

Here, looking at recent rapid development of high-speed digital signal processor (DSP) [24], we
can expect to achieve a multi Gb/s data rate by employing the high-speed DSP-based demodulator,
which is capable of multi-level demodulation (QAM, OFDM, ...), with our proposed technique.

4. CONCLUSION

This paper reviewed technical trends in ROF access systems, focusing especially on millimeter-
wave band systems. In addition, this paper described our proposal based on an optical heterodyne
technique for a 60 GHz band ROF access system, which achieves a sufficient optical link budget
with a simple system configuration. As a proof of concept, we reported experimental results for a
1.0 Gb/s transmission over 60 GHz ROF link. Furthermore, we discussed the future prospects for
a higher bit-rate based on the proposed technique.
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Abstract— To realize user-centric and flexible wireless services, the networks for heterogeneous
wireless require high radio frequency utilization, dead zone reduction, traffic dispersion in urban
area, and universal service capabilities in low population area. Radio on Fiber technologies are
able to transparently transmit various types of radio services, and realize an effective universal
network platform for wireless communications and broadcastings. This paper describes Software
Definable Radio Networks proposed to realize a universal network for heterogeneous wireless
services, and proposes a RoF distributed antenna architecture with MIMO capability.

1. INTRODUCTION

Ubiquitous network should offer users the environment to access any communication service at
any time, any place, and any situations. The demand of users for various multimedia services
will be increasing more and more; therefore full IP connectivity will be required to accommodate
the variety of contents. However, such diversification appears not only in application services but
also in air interfaces of wireless access methods. The heterogeneous wireless networks also strongly
depend on users’ different demands for applications, quality, latency, and moreover users’ situations
such as indoor, outdoor, and fast/slow mobility. Therefore, the platform for heterogeneous wireless
network becomes a key issue to realize ubiquitous networks.

In current wireless networks, various operators independently overlaid their own radio base sta-
tions and networks. This leads redundant equipments and investments on infrastructures, and
prevents the quick start of a new wireless service. From the viewpoint of the improvement in the
radio frequency utilization, microcellular or picocellular architecture is much effective, however,
the implementation of different types of base stations and networks provided by different opera-
tors prevent them from adopting microcellular due to its large investment. Therefore, the future
ubiquitous wireless networks will need a cross frequency platform, which can be commonly used by
various types of wireless services under the multi air interferences coexistence.

RoF technologies are available to realize a universal platform for transparent forwarding various
types of wireless services under the multi air interferences coexistence in a ubiquitous network
environment. To realize future user centric ubiquitous wireless service networks, software definable
radio network (SDRN) has been proposed [1], that can be configured with the combination of RoF
entrance networks, software definable radio gateway, wireless service over IP, and radio agents. The
first part of this paper describes the concept of SDRN, and the second part proposes a new type of
distributed antenna architecture by use of RoF, and shows some experimental results for the effect
in MIMO (Multiple Input Multiple Output) capability improvement.

2. RADIO ON FIBER TECHNOLOGIES

Radio on Fiber (RoF) link shown in Fig. 1 has a function of transferring radio signals into remote
stations with keeping their radio formats. Consequently, RoF link becomes a hopeful candidate of
a common platform for various wireless access networks. For example, mobile carriers have widely
installed RoF feeder systems in underground, in-building, and tunnels to solve the dead zone prob-
lems in these areas [2,3] as shown in Fig. 2. Especially, in public spaces such as underground
stations and shopping center, three carriers commonly use a RoF feeder to provide 2 G (800 MHz,
1.5 GHz) and 3G (2 GHz) services together. For broadcasting applications, some feasibility experi-
ments have been executed for TTL SFN relay link [4], power-supply less RoF repeater for terrestrial
SFN [5] and gap filler systems in rural areas for terrestrial digital broadcasting. Recently, gap filler
for mobile reception of one-segment digital TV are applied in underground [6].

When RoF equips photonic routing functions, any radio signal can be forwarded to its destina-
tion control station [7]. We call such RoF networks “Virtual Radio Free Space Network (VRFSN)”.
By the use of RoF, the radio access zone architecture easily employs microcell, picocell or femtocell
systems. Then, the RBS in each radio zone equips only the converter between radio and optical
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Figure 2: RoF applications for mobile communications.

signals. The RBS requires neither the modulation functions nor demodulation functions of ra-
dio signals. The radio signals converted into optical signals are transmitted via a RoF link with
the benefit of its low transmission loss and broadband. Therefore, RoF links can be independent
of the radio signals format and can provide many universal radio access methods. This means
that VRFSNs are very flexible to the modification of radio signal formats, the opening of new radio
services, or the accommodation of some different types of radio signal formats. A remote radio con-
trol station (RCS) executes functions of modulation and demodulation of radio and other controls
such as channel allocations, hand over processing and so on. Such concentrated execution of their
complicated function makes radio access networks more simplified and cost effective, and promises
easy realization of recent advanced radio techniques, such as hand over control, or interference
cancellations.

Universal RBSs and entrance links mean a realization of layer 1 routing shown in Fig. 3, that
is especially effective in private areas at in-house, in-building, and underground at urban areas,
and rural areas where broadband fiber-infrastructures have not yet been constructed due to their
high cost and a low population. The layer 1 routing can be also realized RoFSO (Radio on Free

Wireless Access

‘ ‘ Wired or Wireless Core Networks
RF Entrance Network (IP Networks)
Layer 7

VRFSN with

Layer 6 Layer 6
RoF, RoFSO, RoR
i Fiber

i /Free-Space Optic/ Layer 4
Layer 3 s Tayer 3

Layer2 |UHF.SHF ; Layer 2 Layer 2

[ Layer1 | Sof-TayerT | umiTayer ] Juage—f Layerl | Layer 1
Mobile Terminal ~ Universal Routing SDR Gateway Destination

Customer Premize Uni  BS/AP Nodes or RCS Terminal

(Media
Converter)

Figure 3: Layer 1 routing by RoFSx.
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Space Optics) or RoR (Radio on Radio) networks, which can provide a free space for heterogeneous
wireless services in Free Space Optics or millimeter wave radio. In each network, radio signals are
converted into optical free-space optic signals or MMW signals with wideband frequency conversion.

3. SOFTWARE DEFINABLE RADIO NETWORKS

Figure 4 illustrates the concept of extended VRFSN, called Software Definable Radio Network
(SDRN) and its configuration [1]. The SDRN is composed with Radio on Free Space (RoFSx)
networks, universal RBS and software definable control server (SDRCS) in IP network for various
types of wireless services, and SDRGW (Software Definable Radio Gateway), which provides a
seamless connectivity between local RoF networks and IP network. Following are features:
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Figure 4: Concepts of software definable radio networks.

1) Virtual Radio Free Space Transporting Networking: RoFSx (Fiber, Optics, Radio, and LCX
etc) networks can transparently connect multi-dimensional radio spaces with photonic inten-
sity (1 dimension).

o Universality for multi carrier operation: Various types of radio terminals can access a RBS,
and their RF signals are transparently transported in a RoFSx network, which provides a
transparent entrance network between RBS and IP network, implements virtual free spaces
for any radio signals in fiber, FSO, and MMW by equipping routing function to transfer the
radio signal to its desirable SDRGW.

o SDRGW and WolIP: SDRGW has functions of air-interface conversion and IP packeterization
of wireless data and control signals. The later function is that the datagram in any radio
signal are converted to IP packet, which are transported to its center station altogether with
the control channel signal. This can realize a global cross layer platform on the IP network
for heterogeneous wireless services networks, called “Wireless Service over IP (WolIP)” [1].

2) Heterogeneous Radio Smart Space Construction: RoFSx networks can easily provide micro-
cellular architecture, and have an ability of delivering appropriate radio frequency resources
to users with the minimum power at any place and any time. With several distributed uni-
versal BS, macro diversity reception, interference canceling, or SDMA can be easily realized.
Therefore, more improvement in the frequency efficiency can be expected.

3) User Centric Radio Space Control Agent: The SDRN can realize an easy spectrum delivery
to users, but its operation should be performed not only to enhance frequency efficiency but
also to satisfy users’ and operators’ demands. Even if accessing the same wireless services,
user utilities depend on their mobility and situations. In order to realize such seamless session
handover or service handover in heterogeneous wireless, we need the Radio Agent on Layer 7,
which controls layer 1-3 according to users’ and operators’ demands, and radio regulations.

4. UBIQUITOUS ANTENNA ARCHITECTURE DISTRIBUTED BY ROF

RoFSx networks can easily implement universal distributed antenna architecture, which has a co-
channel space division multiplexing (SDM) or multiple access (SDMA) capability in some isolated
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radio service zones [8,9]. Generally, MIMO SDMA capability can be improved by reducing the
spatial correlation between multipath fading suffered in each of wireless co-channels among multiple
transmitting and receiving antenna. RoF feeder enable these multiple antenna to be separated each
other, consequently we can expect lower spatial correlation and higher capacity in wireless channel.
Therefore, we propose ubiquitous antenna architecture distributed by RoF, which will be able to
achieve higher capacity compared with conventional concentrated antenna system. We conducted
some indoor experiment of WLAN signal transmissions experiment and investigated its throughout
performance [10].

1) Ezperimental Setup: Figure 5 illustrates the experimental setup, and Table 1 shows their specifi-
cations. When UDP packets with transmission rate of 95 Mbps at PC1 were transmitted to PC2 via
100 Mbps Ethernet, Hub, Access Point based on IEEE802.11n, two antennas distributed by RoF,
and wireless channel, its throughput and the RF received power at PC2 were measured. Fig. 6 and
Table 2 show the measurement space and locations of antenna and PC2. As shown in Table 2, two
antenna at AP are separated by 4m in the proposed distributed antenna systems indicated Exps. 2
and 4, while in conventional system indicated by Exps. 1 and 3, these two antenna are separated
by 10cm. We evaluated the SDM mode where two data streams were simultaneously transmitted
in Exps. 1 and 3, and the transmitting antenna diversity mode in Exps. 2 and 4. Each mode is
indicated by MCS (Modulation and Coding Scheme) level of 12 and 4, respectively.
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Figure 5: Experimental setup.
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Figure 6: Measurement space.

2) Ezperimental Results: Figures 7(a) and (b) show the measured results of receiver power at PC2
and the achieved throughput in SDM mode (Exps. 1 and 2). The abscissa of these figures is the
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Table 1: Experimental specification.

Modulation OFDM-MIMO
Frequency Band 2.4 [GHZ]
16QAM, Coding Ratio: 3/4
12 2 Spatial Streams

Date Rate: 86.7 [Mbps]
16QAM, Coding Ratio: 3/4

MCS (Modulation and Coding Scheme) level

4 1 Spatial Stream
Data Rate: 43.3 [Mbps]
AP Tx Power 0 [dBm)]
RoF Down Link Gain —15 [dB]
RoF Link Length 100 [m]
Antenna Omni Directional (2.14 dBi)

Table 2: Locations of antenna and PC2.

Exp. 1 Exp. 2 Exp. 3 Exp. 4
MCS 12 12 4 4
Antenna Distance | 0.1 [m)] 4 [m] 0.1 [m] 4 [m]
Antenna Position | (0,0) | (0,2), (0,—2) | (0,0) | (0,2), (0,—2)

distance of PC2 from the position (0,0). It is seen from Figs. 7(a) and (b) that the received RF
power are almost same between conventional antenna position (Exp. 1 with 0.1 m separation) and
RoF distributed one (Exp. 2 with 4 m separation), however, in the large distance from AP location
(0,0), the improvement in the throughput was observed. For example, when the distance was
12m, the RoF distributed antenna achieved the throughput of 34 Mbps, while the throughput of
the conventional antenna system decreased to zero. The average throughput in whole experimental
area was 26.92 Mbps and 15.63 Mbps for RoF distributed antenna and conventional antenna system,
respectively.
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Figure 7: Measured results in SDM mode (MCS of 12).

This effect was obtained by the reduction in correlation among fading on the wireless channels.
Also in the diversity mode (Exps. 3 and 4), the similar and distinguished effect could be observed
in the large distance from AP location.
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5. CONCLUSIONS

This paper described software definable radio networks (SDRN) proposed to realize the universal
network for heterogeneous wireless services, and proposed a new type of RoF distributed antenna
architecture with MIMO capability. Experimental results showed the improvement in the through-
put of 802.11n WLAN obtained by employing RoF distribute ubiquitous antenna architecture.
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Abstract— One of the ultimate goals in next generation network design is to achieve an
ubiquitous environment enabling connectivity between any wireless access system with optical
fiber core network. Radio on Fiber (RoF) technology has been applied to realize a universal
platform for transparently carrying various types of wireless services. By applying free-space
optics (FSO) communication techniques combined with RoF, this concept can be extended to
free space channels. This paper presents a new DWDM Radio on Free-Space Optics (RoFSO)
system, which can be used to realize a universal platform to quickly and effectively provide
ubiquitous wireless services to underserved areas avoided due to prohibitive costs associated with
deploying optical fiber. To realize this RoFSO system, a next generation FSO system which
provides seamless connection between free-space and optical fiber links by directly coupling the
free-space propagated beam to a single mode fiber (SMF) is used. We have evaluated this new
DWDM RoFSO system by conducting field experiments in simultaneous transmission of various
kinds of wireless services; for example, 3GPP cellular, WLAN, terrestrial digital broadcasting TV
(ISDB-T) signals; over extended durations. The preliminary results demonstrate the potential
to utilize the RoFSO system for stable and reliable transmission of optical and radio frequency
(RF) signals.

1. INTRODUCTION

Radio over fiber (RoF) technology has successfully been implemented to transmit RF signals over
optical fibers to provide links between various network facilities. Transmission of RF signals using
RoF implementation has many advantages including transmission and distribution of RF signals
at low costs, longer distances with low attenuation [1]. However, RoF implementation is dependent
on availability of installed optical fiber cables. In some cases, it is not always feasible to deploy
optical fiber networks due to the prohibitive cost and delays associated in laying cables etc. In such
situations, wireless systems are an attractive means for providing rapid connectivity to network
facilities.

In recent years, free-space optics (FSO) communication technology has greatly matured and
is increasingly being used as an alternative solution for proving high-speed, reliable connectivity
between end-points in the absence of a fiber medium [2]. Interest in applying FSO links for carrying
RF signals which can be compared to RoF technology but in this case without the fiber medium is
increasing. This technology, referred to as Radio on Free-Space Optics (RoFSO), takes advantage
of the rapid deployment, high-speed and flexibility of FSO wireless systems for transmission of RF
signals.

In this paper, we report on preliminary results obtained from the first experimental demonstra-
tion of an advanced DWDM RoFSO system capable of simultaneously transmitting multiple RF
signals carrying various wireless services. We present the performance evaluation of the DWDM
RoFSO system when transmitting the multiple RF signals which include cellular 3GPP based
W-CDMA signals, Wireless LAN IEEE802.11g/a signals and terrestrial digital broadcasting TV
(ISDB-T) signals over a 1km link. In the absence of severe weather conditions, we confirm that
this RoFSO system we have developed is capable of providing stable and reliable simultaneous
transmission of multiple RF signals.
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2. ROFSO SYSTEM DESCRIPTION AND EXPERIMENTAL SETUP

The design concept and operation of the RoFSO antenna is based on the next generation FSO
system reported in [3] which operate in the 1550 nm wavelength range. For transmission or reception
through the atmosphere in the next generation FSO system, an optical beam is emitted directly
from the fiber termination point using the FSO transceiver and at the receiving end the optical beam
is focused directly to the single mode fiber (SMF) core using the receiver optics in the receiving
antenna. In this configuration a protocol and data rate transparent communication link is realized.

Detailed design features and operation of the new DWDM RoFSO system have been reported
in [4,5]. In the RoFSO configuration for transmission through the atmosphere direct optical ampli-
fication and emission of RoF signal into free-space is employed and at the receiving end the optical
signal is directly focused into a SMF.

Similar efforts investigating the transmission of RF signals using FSO links have been reported
in [6] and [7]. In [6], investigation of simultaneous transmission of multiple analog RF signals
over a FSO link spanning 3m using WDM technology is presented. In this setup the antenna
used does not utilize any tracking function because of the short distance and real operational
environment characteristics is not reflected. Whereas in [7], transmission of single cellular signal
using conventional FSO systems operating at 810 nm and 1550 nm over a 500 m link is investigated.
In contrast with the previous reported work outlined, in this paper we presents investigation on the
performance of a DWDM RoFSO system while simultaneously transmitting multiple RF signals
over a 1km path. This work represents a more realistic operational scenario with the aim of
demonstrating long term system performance under different deployment environment conditions.

A schematic diagram representing the experimental setup of the RoFSO system is shown in
Figure 1(a) and a photograph showing the various measurement devices setup in the laboratory is
depicted in Figure 1(b). Placed at one site are signal generators for generating the different kind of
wireless service signals which are then multiplexed together and transmitted via the DWDM RoFSO
link by the RoFSO antenna placed on the buildings rooftop. At the second site, signal analyzers (as
depicted in Figure 1(b)) and other devices for measuring and recording the quality of the received
RF and optical signals, weather data which includes temperature, visibility, precipitation etc as
well as atmospheric conditions like scintillation effects are placed. The specifications of the RoFSO
system are given in Table 1.
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Figure 1: RoFSO system setup (a) schematic and (b) devices setup in the laboratory.

In the RoFSO system configuration two interface units are included; an optical interface unit
(optical IF unit) and a RoF interface unit (RF IF unit). The optical interface unit consists of a
wavelength multiplex and de-multiplex device, boost and post amplifier and an optical circulator
to isolate the transmit and received signals. On the other hand, the RoF interface unit has a RoF
module responsible for the electrical to optical signal conversion and vice versa corresponding to
each wireless service signal under investigation.

In the current experimental setup the test signals include 3GPP cellular signals (W-CDMA
signal) at 2 GHz, Wireless LAN signal (IEEE802.11g/a at 2.4 GHz and 5 GHz respectively) as well
as terrestrial digital broadcasting (ISDB-T) signal at the UHF band.
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Table 1: Specifications of the advanced DWDM RoFSO antenna.

Parameter ‘ Specification
Operating wavelength range | 1550 nm

Transmit power 100 mW (20 dBm)
Antenna aperture 80 mm

Coupling losses 5dB

Beam divergence +47.3 prad

Fiber coupling technique

Direct coupling using FPM*

WDM

Possible (20 dBm/wave)

Tracking method

Automatic using QPD

Rough: 850 nm beacon

Fine: 1550 nm

*FPM: Fine Pointing Mirror used for control and steering the
optical beam to single mode fiber (SMF) core

3. RESULTS AND ANALYSIS

The DWDM RoFSO system performance is evaluated by measuring and analyzing the quality of
the RF signals transmitted over it based on the quality metric parameters specified for transmission
of the different kind of wireless service signals.

The received optical signal WDM spectrum is shown in Figure 2. The wavelengths are sepa-
rated using the ITU-T Recommendation G.692 100 GHz grid spacing. The level of the wavelength
carrying the terrestrial digital broadcasting signal is slightly less intentionally so as to match the
best input level for the RoF receiver (—10dBm). This level is set and controlled at the transmit-
ter side. The received WDM spectrum shows a stable performance. The wireless services signals
downlink and uplink wavelength assignments are shown in the side table above. Channel 33 is used
for evaluating the RoFSO system performance in terms of BER measurements by transmitting a
2.5 Gbps optical signal.

Downlink wavelength assignment

Ainritsu 08-11-06 22:15
e 6 b eo: Channel # | Wavelength | Wireless service
Mealeea [ Sodtrun Poer perma (4 29 1554.13 nm | WLAN IEEE802.11a
] L 30 1553.33 nm | WLAN IEEE802.11g
10, i H H 31 1552.52 nm | Cellular W-CDMA
] | Y 32 1551.72 nm | ISDB-T
5.0 S /o \ Uplink wavelength assignmen t
dBmW J\ ”/{SDB\EI“M ’VJV CDMR; J e Channel # | Wavelength | Wireless service
33 1550.92 nm | Free
105.0 34 1550.12 nm | Cellular W-CDMA
N oee 0o 0.5mdiv | 1BEREEw in Vao 1558, 22 35 1549.32 nm | WLAN IEEE802.11g
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VB: 1kHz 7 Smi0FF o Intvi:OfF o 7 Att OFF 36 1548.52 nm | WLAN IEEE802.11a

Figure 2: Received WDM spectrum and wireless service signals wavelength assignment.

3.1. 3GPP W-CDMA Signal Transmission

In W-CDMA system, the downlink signal transmitted by the base station is designed to fulfill
the specifications set in 3GPP standard [8]. The spectral properties of the signal are measured
by the adjacent channel leakage ratio (ACLR), considered to be a more stringent quality metric
parameter, and is defined as the ratio of the amount of leakage power in an adjacent channel to
the total transmitted power in the main channel. The 3GPP specifies one main channel and two
adjacent channels. The standard requires the ACLR to be better than 45dB at 5 MHz offset and
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50dB at 10 MHz offset. A signal generator (Agilent E4438C) is used to generate a test signal
(W-CDMA Test Model 1) with a signal power of —20dBm which is transmitted over the RoFSO
link and at the receiver side a digital mobile radio transmission tester (Anritsu MS8609A) is used
to measure and record the quality of the W-CDMA signal. Figure 3(a) shows a received W-CDMA
signal ACLR spectrum after transmission over the 1km RoFSO link. The spectral properties of
the signal satisfy the 3GPP specified values of ACLR at the 5 MHz and 10 MHz offsets.

The variation of the measured received optical power and the W-CDMA signal ACLR charac-
teristics is shown in Figure 3(b). Two cases are considered, i.e., first case is back-to-back measure-
ment (B-to-B) using the RoF modules, signal generator and analyzer and an optical attenuator
(HP8156A) for incrementing the attenuation to represent channel losses and in the second case ac-
tual transmission over the RoFSO link is conducted. The ACLR is measured for both 5 and 10 MHz
offsets. The back-to-back actual transmission over the RoFSO system measurements shows almost
similar characteristics and the minimum optical received power to satisfy the prescribed 3GPP
value at 5 MHz and 10 MHz offsets is about —15dBm. Using a post EDFA the required received
optical power can be even as low as —25dBm and —20 dBm and still satisfy the 3GPP specification
for W-CDMA signal transmission at 5 MHz and 10 MHz offsets respectively.
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Figure 3: (a) Received W-CDMA signal ACLR spectrum and (b) variations of ACLR and optical received
power.

3.2. Terrestrial Digital Broadcasting Signal Transmission

A vector signal generator (Anritsu MG3700A) is used to output simple BER data and video wave-
forms for terrestrial digital broadcasting (ISDB-T) transmission evaluation. In this example the
generated waveform pattern is ISDBT_16QAM_1_2 (A-Layer: lseg, 16QAM and B-Layer: 12seg,
64QAM) with a power of —20dBm. At the receiving site a digital broadcasting signal analyzer
(Anritsu MS8901A) is used measure the quality of the received ISDB-T signal. A modulation error
ratio (MER) quality metric parameter used to evaluate the modulation signal quality of the digital
broadcasting signal directly and quantitatively is measured and analyzed. An example of modula-
tion analysis constellation for the digital terrestrial broadcasting signal made of A-Layer 16QQAM
and B-Layer 64QAM is shown in Figures 4(a) and (b) respectively captured when the recorded
average received optical power was —12.67 dBm. The constellation is very useful for analyzing the
condition of the received signal by monitoring the modulation symbol movement. In Figures 4(a)
and (b) the received signals exhibits little signal distortion (in terms of amplitude or frequency
fluctuations) and the signal deterioration is minimal thus confirming the suitability of the RoFSO
system for ISDB-T signal transmission conforming to the specified standard [9]. In this example the
measurement was made in the evening under weak to moderate atmospheric turbulence conditions.

3.3. Wireless LAN Signal Transmission

Using another vector signal generator (MG3700A) an IEEE802.11g/a compliant signal waveform
pattern at —20dBm is generated and after transmission through the RoFSO link a spectrum an-
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alyzer (Anritsu MS2687B) is utilized to measure and analyze the quality of the received WLAN
signals. A pass/fail judgment of the spectrum mask as defined in the IEEE specification 802.11a/b/g
is used. Figure 5(a) depicts a WLAN signal with spectrum mask in this case IEEE802.11g waveform
at 2.4 GHz with 54 Mbps, 64QAM. The WLAN signal modulation analysis shown as a constellation
graph with error vector magnitude (EVM) value is depicted in Figure 5(b). Both these figures where
captured when the measured received optical power was —12.18 dBm. In weak to moderate atmo-
spheric turbulence conditions the measured EVM RMS figure is consistently within the required
value demonstrating a good overall transmitter quality. The minimum optical received power is
required not fall below approximately —12dBm for the quality the WLAN signal transmission to
meet the specified standard.
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Figure 4: ISDB-T modulation analysis constellation (a)A Layer 1 Seg (16QAM) and (b) B Layer (64QAM).
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Figure 5: WLAN (a) spectrum mask and (b) modulation analysis constellation.

4. CONCLUSION

Simultaneous transmission of different kinds of wireless services using a newly developed advanced
DWDM RoFSO system has been presented. The system performance in terms of the specified
quality metric parameters for cellular W-CDMA, terrestrial digital broadcasting (ISDB-T) and
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WLAN signals has been evaluated. In weak to moderate turbulence conditions as well as absence
of severe weather conditions, we have demonstrated that the DWDM RoFSO system is suitable for
deployment as universal platform for providing ubiquitous wireless services.

Further experiments are ongoing to collect measurement data required for a comprehensive and
statistical analysis of the system performance in different weather conditions.
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Abstract— Radio on leaky coaxial cable (RoLCX) system is introduced as a wideband antenna-
remoting toward heterogeneous radio access networks. It could be strong candidate of common
antenna to construct heterogeneous radio space by virtue of its large bandwidth as well as coaxial
cables.

1. INTRODUCTION

In the next generation radio access network, different kind of radio service coexists and they are
mutually connected via the IP-based network. In this paper, radio on leaky coaxial cable (RoLCX)
system is introduced as a wideband antenna-remoting toward heterogeneous radio access networks.
It could be strong candidate of common antenna to construct heterogeneous radio space by virtue
of its large bandwidth as well as coaxial cables.

Some applications such as antenna-remoting [1], wireless positioning [2, 3], spatially selective
delivery [4] are proposed. The purpose of first application is expanding coverage enabling to use
radio service. Since the remote LCX antenna enables us to reduce the distance between transceiver
compared to the case of using omni-directional antenna, coverage could be increased in case of the
same feeding power. The 2nd application is two-dimensional relative location by using cyclically
installed LCX. The shape of impulse response between transceiver depends on its position of at
the area. Time of arrival (TOA) is applied to positioning. The last is a kind frequency-space
transformation utilizing a characteristic of a slot array antenna. It constructs a smart radio space
suppressing a different frequency of radio service.

2. RADIO ON LEAKY COAXIAL CABLE (ROLCX) — INCREASED COVERAGE

Figure 1 shows an application of remote antenna system. Heterogeneous radio transceivers are
located at center station. Different kinds of radio signals are simultaneously transmitted to remotely
connected LCXs via radio-on-fiber link. In the experiment, both received power and voice quality
of Voice over WALN application are evaluated in WLAN signal on LCX downlink. In Fig. 1,
multiple radio paths are found at location that LCX is cyclically installed. Although variation of
received RF power is found, critical degradation in voice quality is not found in voice over WLAN
application. In addition, increased coverage is observed in terms of voice quality compared to the
case of using omni-directional antenna.
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Figure 1: Radio on Leaky Coaxial Cable (RoLCX).




Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 41

3. WIRELESS POSITIONING

Figure 2 shows an application to wireless positioning method based on a time of arrival (TOA).
Cyclically installed LCX make multiple propagation radio paths at whole area. Two-dimensional
relative location of wireless terminal could be detected from the time of arrivals of each radio
signals as well as GPS location. Experimental results assert Fig. 2: TOA based wireless positioning
a positioning error less than 1m with its bandwidth is of 1 GHz.

(x.%) \ \ >

lx.v) {X5,Y;)

Figure 2: TOA based wireless positioning.

4. SPATTALLY SELECTIVE DELIVERY OF MULTIPLE RADIO SERVICES

Figure 3 shows a spatially selective delivery for heterogeneous radio services. Since radiation
directivity of LCX is related with frequency, slot-pitch, slot-angle and relative permittivity [5],
their far-field pattern is utilized to make frequency-to-space transformation. Analytical results
show far-field pattern of different slot-pitch suppress specific frequency components.

Figure 3: Spatially selective delivery of heterogeneous radio service.

5. CONCLUSIONS

This paper presents a new application of Leaky Coaxial Cables toward constructing future hetero-
geneous radio infrastructure. Some applications of RoLCX to enhance the frequency utilization
efficiency are proposed.
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Abstract— The development of technology that applies terahertz waves to industry is expected
to play an important role in the creation of new industrial fields that meet social needs. This
paper provides an overview of the needs-oriented approach to system integration, focusing on
sub-THz source and detector technologies, and describes some of the latest applications, such as
ultra-high-speed wireless links at speeds of over 10 Gbit/s, millimeter-wave scanner for concrete
crack inspection, and standoff gas sensing.

1. INTRODUCTION

There is a great need for innovative technology that can help make our lives safe and comfortable
while also contributing to an earth-friendly sustainable society. The development of technology
that applies terahertz (THz) waves to industry is expected to play an important role in the cre-
ation of new industrial fields that meet such social needs. The THz region of the electromagnetic
spectrum runs from 0.1-10 THz, which corresponds to the wavelength region from 30 um-3 mm.
Technically speaking, this region constitutes a border area between electronics and photonics and is
an undeveloped region from an industrial point of view. Fig. 1 shows the attenuation characteristics
with respect to atmosphere, rainfall, and fog for electromagnetic waves in the 0.1-1.0 THz region
(sub-THz region), for which application research is moving forward at NTT. The properties and
propagation characteristics of THz waves include:

(1) high frequencies achieving wireless transmission speeds of 10 Gbit/s and higher,

(2) wavelengths short enough to achieve sufficient spatial resolution for imaging applications,

(3) wavelengths long enough to generate little scattering in air due to fog, dust, smoke, etc., and

(4) permeability with respect to plywood, plasterboard, ceramics, paper, windows, clothes, etc.
Furthermore, in the frequency band occupied by the THz region:

(5) a substance-intrinsic (gas, liquid, solid) absorption spectrum exists, and

(6) matter and organisms regularly radiate thermal noise.

2. NEEDS-ORIENTED APPLICATIONS

Exploiting the above features of THz waves, we are researching application fields that can respond
to social needs with a focus on communications, imaging, and gas sensing (Fig. 2). In the field of
communications, the conversion to broadband connections is progressing rapidly in both land-line
and wireless systems, and as a result, there is a great demand for large-capacity wireless links with
bit rates in excess of 10 Gbit/s and for expansion of radio spectrum resources. The paper describes
ultra-high-speed wireless technology at the 10 Gbit/s level with a carrier frequency in the 120-GHz
band [1,3]. We refer to a field trial in Beijing of the 120-GHz-band wireless link for transmitting
the uncompressed HD (High-Definition) images of the Olympic game stadiums.

In addition, concerns are growing about the earthquake resistance of concrete structures due to
the problem in Japan of construction fraud in the observance of earthquake-resistance standards.
There has consequently been a focus on the detection of 0.2-0.3 mm cracks on the surface layer
of buildings as a basic element in the diagnosis of concrete structures. In this regard, the paper
describes imaging technology using sub-THz waves that can detect cracks on the surface of concrete
even through wallpaper or tile and display them on a display screen [4].

Next, in rescue efforts at sites affected by fires or other natural disasters, for example, the spread
of toxic gases, there is a need for technology that can remotely sense the concentration of harmful
gases to minimize the threat of secondary disasters. The paper presents active gas sensing with a
sub-THz spectrometer. The transmitter and receiver of the system are composed of a photonic-base
source and a Schottky barrier detector, respectively [5].
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3. SUB-THZ SOURCE & DETECTOR

With the aim of exploiting unused electromagnetic spectrum above 100 GHz, NTT will first apply
photonics to develop electromagnetic-wave generation technology in accordance with specifications
for applications (Fig. 3). This technique first modulates the intensity of light output from a single
mode laser diode and generates multiple optical sideband signals, then extracts a pair of opti-
cal subcarriers having a desired difference frequency using an arrayed optical waveguide grating
(AWG) and combiners integrated on a planar lightwave circuit (PLC), converts the optical sig-
nals to electrical signals using a uni-traveling-carrier photodiode (UTC-PD), and finally generates
electromagnetic waves in the sub-THz band. We will perform feasibility studies on the use of this
technology for a variety of applications.

Next, given advances in ultra-high-speed electronic devices such as InP-HEMT (Fig. 4), we plan
to configure equipment using electronics-based electromagnetic-wave generation technology with
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the aim of achieving low-cost, compact, and low-power systems and equipment that is practical to
use.
We used this approach in developing 120-GHz radio equipment and a hand-held imager.

In the application of THz gas sensing to substance identification using even higher frequencies,
we are using generation technology merging photonics and electronics that excels in ultra-high
frequencies, wide frequency control range, and high stability. From the viewpoint of achieving a
compact oscillator that can operate under ordinary temperatures, we anticipate the development
of a high-output UTC-PD in the frequency band above 0.5 THz through power synthesis and other
techniques.

To improve the performance of THz gas sensing system, heterodyne detector is attractive
from the point of accurate frequency and power measurement. We have demonstrated that a
superconductor- insulator-superconductor (SIS) mixer pumped by a photonic local oscillator cov-
ers the whole frequency range of 0.2-0.5 THz and shows TRX < 20 hf/kB in the bandwidth of 74%
of the center frequency, where TRX is the receiver noise temperature, h Planck’s constant, f the
frequency, and kB Boltzmann’s constant. Resultant TRX was almost equal to TRX of the identical
SIS mixer pumped by conventional multiplier-based LOs [6]. This technique will contribute to
wideband and low-noise heterodyne receivers in terahertz region.
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Figure 3: Sub-THz-wave generation technology using photonics.
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Figure 4: One-chip Tx/Rx InP-HEMT MMICs.

4. SYSTEM INTEGRATION

To develop applications based on the properties of THz waves, device physics, and a database
of substance fingerprint spectrums in the THz region, there is a need for integration technology
covering devices, circuits, modules, equipment, and systems. In particular, there is a need for
compact equipment that can be used in the field to prevent the range of application from being
limited. The key to developing such equipment is to integrate devices and circuits and reduce size
and power consumption through the use of microelectronics as in monolithic microwave IC (MMIC)
and microphotonics as in PLC (Fig. 5).

For 120-GHz-band wireless communications, we have used InP-HEMT MMIC technology (Fig. 4)
[2] to downsize transmitters and receivers and make them portable and battery-driven. The devel-
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oped radio equipment is shown in Fig. 6. The radio equipment is designed to be equal to practical
applications, such as live broadcast of TV programs. The wireless link system is composed of two
parts, one is the head that generates RF signal and the other is the controller that supplies data
signals, control signals, and electric power to the core (Fig. 7). The head and the controller are
connected by camera cables that contain two data signal lines, two control signal lines, and power
supply lines. We can remotely control and monitor the head by the controller that is set at a
distance of up to 1 Km from the head. The operation of the equipment is as easy as conventional
Field Pick-up Units (FPUs) that TV stations uses for the wireless transmission of TV program
materials.
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Figure 5: System integration.

Controller Head

Figure 6: Photograph of wireless equipment. Figure 7: Composition of 120-GHz band radio
Equipment.

Outdoor experiments were conducted by using 10.3-Gbps PRBS data, and it was confirmed that
error free transmission (bit error rate: BER < 10712) over a distance of 1.3 Km was obtained. Fig. 8
shows the dependence of BER on the received power. BER of below 1072 was obtained with a
received power of over —38 dBm. Furthermore, we conducted a field trial in Beijing of the 120-GHz-
band MMW link for transmitting the uncompressed HD (High-Definition) images of the Olympic
game stadiums and succeeded in the uncompressed HD image data transmission at a distance of
1 Km between the roofs of the International Broadcasting Center (IBC) and Beijing Media Center
(BMC) over three weeks without realignment of the directions of both transmitter and receiver
antennas. Fig. 9 shows the received power fluctuation of the wireless link over a distance of 1 Km.
The received power fluctuation was below 1 dB for 20 hours. These results indicate that the output
power fluctuation and the divergence of the antenna axis are small.
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link. Transmission distance is 1 Km.

For concrete-surface diagnosis, we have constructed a compact and light imager by mounting
receiver devices and small antennas in a one-dimensional array. This imager enables the user to
scan a concrete surface with one hand and display whatever cracks are found on a display screen [4].

In the area of remote gas sensing, we have developed a CW sub-THz generator using photonics
as mentioned earlier. This generator irradiates the target gas via an antenna with sub-THz electro-
magnetic waves [5]. The waves reflected off of the wall behind the gas can then be spectroscopically
analyzed (Fig. 10). This generator has been used in basic experiments to successfully observe the
absorption peak in the 0.4-0.5 THz band of target gases. From the intensity of the absorption peak
of the received sub-THz signal, the density of the sample gas (N2O) can be successfully obtained
(Fig. 11). In upcoming research, a promising approach is to use a superconducting heterodyne
receiver with low noise temperature as used to good effect in radio astronomy [7]. This receiver
combines a mixer using superconducting devices and a wideband photonics local oscillator (Fig. 5).
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Figure 10: Active gas sensing setup with sub-THz waves reflected from a wall.
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5. CONCLUSIONS

NTT is looking to conduct feasibility studies for THz application technologies and to commercialize
them in an efficient manner by choosing an approach to THz source configuration technology
according to the R&D phase and application field in question.
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Abstract— In this paper, W-band millimeter wave imaging is demonstrated by a live electric
imaging (LEI) system, which has been recently developed. The LEI enables a real-time imaging
of RF electric fields with 100 x 100 pixels and the frame rate of 30 frames/sec. LEI is based
on ultra-parallel photonic heterodyning. To visualize millimeter wave electric field, a W-band
photonic signal at a wavelength of 775 nm as a local oscillator is generated by frequency doubling
of modulated light at 1550 nm. As an example, W-band LEI observation results for electric
near-fields over the end of a waveguide are presented.

1. INTRODUCTION

Live electro-optic imaging (LEI) is a scheme for the real-time visualization of RF electric field
distributions, which has been recently developed and enables intuitive understanding of RF circuit
functions [1]. The concept of LEI is depicted in Fig. 1. LEI is based on ultra-fast and ultraparallel
nature of photonics technologies, where RF electric near-field distributions are converted instanta-
neously to 10,000 channel optical signals via an electro-optic crystal plate with the Pockels effect.
Simultaneously, the frequency of the optical signal modulation is down-converted by photonic het-
erodyning to what is within the operation speed of a high speed image sensor with a large degree
of parallelism. Electric field intensity and phase distribution images are displayed on a computer
screen through some digital signal processing after the photo-detection. Thus, the time needed for
image acquisition of electric near-field is drastically reduced and real-time RF electric near-field
imaging has been realized. The resolution and the frame rate are 100 x 100 pixels and 30 frames/sec
at highest, respectively.

Probe light

Electric near-field ﬁ

LEl image
57— Electro-optic .
s sensor .

Figure 1: Concept of the LEI system.

In this paper, the successful extension of its operation frequency up to 100 GHz in W-band is
described. Indeed, it has resulted in observations of features of millimeter waves, which could lead
to new schemes of effective diagnoses for millimeter-wave circuits.

2. PRINCIPLE AND CONFIGURATION OF LEI

The LEI system is on the basis of photonics technology. Our LEI system enables parallel detec-
tion [2,3] and real-time image processing [4] of electric fields. Its resolution is 100 x 100 pixels
and its frame rate is 30 frames per second at maximum. Fig. 2 shows a schematic diagram of LEI
system.

The electric field measurement by the LEI system is based on the first order electro-optic effect,
or the Pockels effect. The basic principle have been reported for the first time by Valdmanis
etal. [5]. One of the problems of the conventional electro-optic measurement systems is its long
image acquisition time. In the LEI system, electric field signals are measured in parallel with an
electrooptic crystal plate and an optical image sensor as a photodiode array. As a result, acquisition
time for an electric field images is much shorter than the scanning systems.
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Figure 2: Configuration of the LEI system. DSP: digital signal processor, PBS: polarization beam splitter,
A/4: quarter-wave plate, \/2: half-wave plate.

An Electro-optic crystal is used as a sensor, which is a ZnTe crystal plate with dimensions of
25 mm X 25 mm X 1 mm in the present system. Index birefringence of the electro-optical crystal are
changed by applying an electric field via the Pockels effect which can be measured by an optical
beam. The optical polarization is modulated as it passes through the sensor plate. Therefore,
the amplitude of optical polarization modulation corresponds to that of electric field. By passing
through a polarization beam splitter or an optical analyzer, the polarization modulation is converted
to intensity modulation, which can be observed with photodetectors.

The transmitted light, which includes electric field distribution image, is focused on a high speed
image sensor with a frame rate of 10 KHz. The frame rate is much lower than the frequency of RF
waves. Therefore, RF electric fields cannot be observed directly. This problem is solved by parallel
optical heterodyne method. The intensity of input light is modulated at a frequency of fr,o0 by an
optical modulator. This optical signal is also modulated by the electro-optic sensor. As a result,
the output light includes the intermediate frequency component fir(= |frr — fLol|). By setting fir
to the frequency lower than the frame rate of the image sensor, the RF electric fields are detected
with the image sensor.

The output data from the image sensor is too large to send and display on the computer screen in
real-time. To reduce the data size, the mixing with the reference signal and filtering are carried out
digitally by a digital signal processor (DSP). On the computer, intensity, phase and phasor images
of the electric fields are constructed. Also, the sensitivity of each pixel is equalized according to
the reference image of the expanded light. Finally, these images are displayed on the computer’s
screen. All processes mentioned above are performed in real-time.

3. W-BAND PHOTONIC SIGNAL GENERATION

In our first LEI system, the measurement frequency is limited up to 10 GHz. However, it is known
that millimeter wave measurement is feasible by the same principle [6]. The extension of measure-
ment frequencies of the LEI system has been brought about by the newly developed technique:
a millimeter-wave two-tone photonic signal generation, which is at a wavelength detectable with
the Si-based image sensor and works as a local oscillator source in the system. Some advanced
techniques of optical modulator operations and optical frequency conversions are key issues for the
photonic signal generators.

As described in the previous section, in the LEI system, photonic RF signal is down-converted
by photonic heterodyning. Therefore, in order to visualize W-band electric fields, it is necessary
to prepare the W-band photonic LO signal. Because the image sensor is made of silicon, the
wavelength of photonic LO must be at a wavelength which can be detected by a Si photodiode. The
LO signal generation up to 40 GHz is realized by a single mode laser diode at 780 nm and an optical
intensity modulator [7]. To generate higher frequency LO signal generation, we proposed to utilize
matured optical signal modulation techniques at 1.55 um, which is a standard wavelength for optical
communications. At the wavelength, an optical signal can be amplified by an erbium doped fiber
amplifier (EDFA) with a low noise figure. And, sophisticated devices such as laser diodes, optical
modulators and optical filters are available because of the progress in optical communications.
With such devices, generation of high harmonic signal with low spurious components is realized [8].
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Also, highly efficient frequency doubling is realized by a periodically poled lithium niobate (PPLN)
device.

Figure 3 shows the experimental setup of W-band photonic signal at 775 nm by second harmonic
generation. The cw light from laser diode is modulated by an optical intensity modulator at the
modulating frequency of 25 GHz. Unwanted optical frequency components are included in the
modulated light and reduced by a band reject filter with a bandwidth of 100 GHz. The optical
power is amplified by an EDFA up to 20dBm and launched into a PPLN waveguide where optical
frequency is doubled. Here, the input light is modulated so that a two-tone signal is obtained
after the frequency doubling. Fig. 4 shows the spectrum of generated photonic LO signal. The
carrier component of the signal is suppressed and the frequency spacing between the two intense
peak is 100 GHz, which is quadruple of the modulating signal, 25 GHz. The result shows a W-band
two-tone signal at 775 nm is successfully generated.
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Figure 3: Experimental setup of W-band photonic Figure 4: Spectra of the W-band two-tone photonic
signal generation at 775nm. EDFA: erbium-doped  signal generated by frequency doubling.

fiber amplifier. PPLN: periodically poled lithium

niobate.

Normalized
Optical image intenisty

Phasor

0 1 -7 0 T -1 0 1

Figure 5: LEI imageas of W-band electric fields measured at the end of a WR-10 waveguide. The frequency
of RF signal is 100 GHz. The arrow indicates the direction of the measured electric field. The red solid
rectangle in the optical image indicates the 4 x 25 mm? EO sensor.
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4. DEMONSTATION OF W-BAND LEI

With the W-band two-tone signal as a photonic LO, amplitude and phase images of electric fields
are measured in real-time by the LEI system [9,10]. A W-band millimeter wave was generated by
a RF signal generator and a frequency multiplier and launched into a waveguide (WR-10). The
electric near-field at the end of the waveguide was observed. The intermediate frequency was set
to 2.5 KHz. A (110) ZnTe crystal plate was cut to the dimensions of 4mm x 25mm x 1 mm in
order to place between the pins of the waveguide flange, such as the red solid rectangle shown in
the optical image of Fig. 5. The power of millimeter wave input into the waveguide was 10 dBm.
The electric field images are also shown in Fig. 5. A bright spot of electric field is clearly observed
at the center of the normalized intensity image. From comparison with the optical image, it is at
the aperture of waveguide. In the phase image, the fringes are observed. It reveals the distribution
of electric near-filed around the aperture.

5. CONCLUSION

We developed a W-band live electro-optic imaging (LEI) system, which visualizes millimeter electric
near-fields as 100 x 100-pixel images with a frame rate of 30 frames per second at highest. The
measurement frequency of LEI has been successfully extended to the millimeter wave region with
the combination of the sophisticated optical devices for the wavelength of 1.55 um. It is expected
that the LEI system would be a powerful tool for development of millimeter wave device/circuits
and analysis of electromagnetic propagation.
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Abstract— The existence and stability of dissipative breathers in rf SQUID (Superconducting
Quantum Interference Device) arrays is investigated numerically. In such arrays, the nonlinearity
which is intrinsic to each SQUID, along with the weak magnetic coupling of each SQUID to
its nearest neighbors, result in the formation of discrete breathers. We analyze several discrete
breather excitations in rf SQUID arrays driven by alternating flux sources in the presence of losses.
The delicate balance between internal power losses and input power, results in the formation
of dissipative discrete breather (DDB) structures up to relatively large coupling parameters.
It is shown that DDBs may locally alter the magnetic response of an rf SQUID array from
paramagnetic to diamagnetic or vice versa.

1. INTRODUCTION

The discrete breathers (DBs), which are also known as intrinsic localized modes (ILMs), belong
to a class of nonlinear excitations that appear generically in discrete and spatially extended sys-
tems [1]. They are loosely defined as spatially localized, time-periodic and stable excitations, that
can be produced spontaneously in a nonlinear lattice of weakly coupled elements as a result of
fluctuations [2], disorder [3], or by purely deterministic mechanisms [4]. The last two decades, a
large number of theoretical and experimental studies have explored the existence and the proper-
ties of DBs in a variety of nonlinear discrete systems. Nowadays, there are rigorous mathematical
proofs of existence of DBs both for energy conserved and dissipative systems [5, 6], and several nu-
merical algorithms for their accurate construction have been proposed [7,8]. Moreover, they have
been observed experimentally in a variety of systems, including solid state mixed-valence transition
metal complexes [9], quasi-one dimensional antiferromagnetic chains [10], arrays of Josephson junc-
tions [11], micromechanical oscillators [12], optical waveguide systems [13], layered crystal insulator
at 300 K [14], and proteins [15].

From the perspective of applications to experimental situations where an excitation is subjected
to dissipation and external driving, dissipative DBs (DDBs) are more relevant than their energy
conserved counterparts. The dynamics of DDBs is governed by a delicate balance between the input
power and internal power losses. Recently, DDBs have been demonstrated numerically in discrete
and nonlinear magnetic metamaterial (MM) models [16,17]. The MMs are artificial composites
that exhibit electromagnetic (EM) properties not available in naturally occuring materials. They
are typically made of subwavelength resonant elements like, for example, the split-ring resonator
(SRR). When driven by an alternating EM field, the MMs exhibit large magnetic response, either
positive or negative, at frequencies ranging from the microwave up to the Terahertz and the optical
bands [18,19]. The magnetic response of materials at those frequencies is particularly important
for the implementation of devices such as compact cavities, tunable mirrors, isolators, and con-
verters. The nonlinearity offers the possibility to achieve dynamic control over the response of a
metamaterial in real time, and thus tuning its properties by changing the intensity of the external
field. Recently, the construction of nonlinear SRR-based MMs [20] gives the opportunity to test
experimentally the existence of DDBs in those materials.

It has been suggested that periodic rf SQUID arrays can operate as nonlinear MMs in mi-
crowaves, due to the resonant nature of the SQUID itself and the nonlinearity that is inherent to
t [21]. The combined effects of nonlinearity and discreteness (also inherent in rf SQUID arrays),
may lead in the generation of nonlinear excitations in the form of DDBs [22]. In the present work
we investigate numerically the existence and stability of DDBs in rf SQUID arrays. In the next
section we shortly describe rf SQUID array model, which consists a simple realization of a planar
MM. In Section 3 we present several types of DDBs that have been constructed using standard
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numerical algorithms, and we discuss their magnetic response. We finish in Section 4 with the
conclusions.

2. RF SQUID METAMATERIAL MODEL

An rf SQUID, shown schematically in the left panel of Fig. 1, consists of a superconducting ring
interrupted by a Josephson junction (JJ) [23]. When driven by an alternating magnetic field,
the induced supercurrents in the ring are determined by the JJ through the Josephson relations.
Adopting the resistively and capacitively shunted junction (RCSJ) model for the JJ [23], an rf
SQUID in an alternating field H.,+ = H perpendicular to its plane is equivalent to the lumped
circuit model shown in the middle panel of Fig. 1. That circuit consists of an inductance L in series
with an ideal Josephson element . (i.e., for which I = I.sin ¢, where I, is the critical current of
the JJ and ¢ is the Josephson phase) shunted by a capacitor C' and a resistor R, driven by an
alternating flux @, (H).

Consider a planar rf SQUID array consisting of identical units (right panel of Fig. 1), arranged
in an orthogonal lattice with constants d, and d, in the z and y directions, respectively. That
system is placed in a uniform magnetic field H = Hpc + Hac sin(wt), where w is the frequency
and t is the temporal variable, perpendicular to the SQUID rings. The field induces a supercurrent
I, in the nm-th SQUID through the flux ®¢;r = ®pe + Pac sin(wt) threading the SQUID loop
(®Ppc,ac = poSHpe,acw is the external flux amplitude, with po being the permeability of the
vacuum and S the loop area of the SQUID). The supercurrent I, produces a magnetic field
which couples that SQUID with its first neighbors in the x and y directions, due to magnetic
interactions through their mutual inductances M, and M,, respectively. The dynamic equations
for the (normalized) fluxes f,,, can be written in the form [22]

d2fnm dfnm .
dr2 + v dr + fnm + B Sln(27rfnm) - )\r(fn—l,m + fn—l—l,m) - )\y(fn,m—l + fn,m—i—l)

= [1 - 2()‘1 + Ay)]fexh (1)

where the following relations have been used

T=wot, wo= 1/\/ ch fnm = (I)nm/q)O) fext = (I)ext/q)[)a ﬂ = /3L/27T = LIC/(I)O (2)

In the earlier equation, ®q is the flux quantum, (G, is the SQUID parameter, « is the dissipation
constant, and )\, are the coupling coefficients in the x and y directions, defined as A\, , = M, ,/L,
respectively. The time derivative of f,,,, corresponds to the voltage v,,,, across the JJ of the nm-th
rf SQUID, i.e., vpm = dfpm/dT. The normalized external flux fe,: is given by

fext = fDC + fac cos(Q7), (3)

where fac = ®Pac/Po, foc = Ppc/Po, and Q = w/wy, with Ppe being a constant (DC) flux
resulting from the time-independent component of the magnetic field H.

B . @Fext t -

Figure 1: Left panel: Schematic drawing of a ring-shaped rf SQUID. Middle panel: Equivalent circuit for an
rf SQUID in an alternating magnetic field. Right panel: Schematic drawing of a two-dimensional orthogonal
array of identical rf SQUIDs.
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The dispersion for small amplitude flux waves is obtained by the substitution of f = A expl[i(k,n+
kym — Qr)], into the linearized Eq. (1) for v = 0 and fe,+ = 0, which gives

Q. = \/1 + B — 2(Az €08 kg + Ay COS Ky ), @

where kK = (kg, ky) = (dy ks, dyky). The corresponding one-dimensional (1D) SQUID array is
obtained by setting Ay, = 0, A\; = A, k; = &, and by dropping the subscript m in Eq. (1). Typical
dispersion curves (k) for the 1D system are shown in Fig. 2(a) for three different values of the
coupling A\. The bandwidth AQ = Qunax — Qmin decreases with decreasing A which leads, for
A < 1 [24], to a nearly flat band with AQ ~ 2X\\/1 + G (and relative bandwidth AQ/Q ~ 2)).
Importantly, the group velocity vy, which defines the direction of power flow, is in a direction
opposite to the phase velocity vy, as it is observed in Fig. 2(b).

3.1" |I|I| T T 10
-~ TS0 =,
_// \\\I >°‘)
2.9
TI I 1 I 1 I 1 I 1 I IT _10
3 -2 -1 0 1 2 3
K
(a)

Figure 2: (a) Frequency band Q as a function of « for a 1D rf SQUID array, for § = 1.27, and A = —0.05
(narrowest band, black-solid curve), A = —0.1 (red-dashed curve), A = —0.3 (widest band, green-dotted
curve). (b) Group velocity v, (black-solid curve) and phase velocity vp, (red-dotted curve), for a 1D rf
SQUID array with § = 1.27 and A = —0.1.

3. DISSIPATIVE BREATHERS AND MAGNETIC RESPONSE

For the generation of DDBs in rf SQUID arrays, we use the algorithm developed by Marin et al. [7].
With that algorithm, we can construct low- and high-amplitude DDBs up to some maximum
value of the coupling, Anax, which generally depends on the external flux amplitudes fac and
fpc [22]. Both the central site and the background of those DDBs are oscillating with frequency
O = 27/Tp, = Q, i.e., the same as that of the external flux, Q. Typical single-site bright DDBs
of both low- and high-amplitude are shown in Fig. 3 (right and left panels, respectively), where
the spatio-temporal evolution of the induced currents i,(n = 1,2, 3, ..., N) are shown during
one DDB period T,. We should note the non-sinusoidal time-dependence of the oscillations in
both panels of Fig. 3. The linear stability of DDBs is addressed through the eigenvalues of the
Floquet matrix (Floquet multipliers). A DDB is linearly stable when all its Floquet multipliers
m;, i = 1, ..., 2N, lie on a circle of radius R, = exp(—~T}/2) in the complex plane. The DDBs
shown in Fig. 3 are indeed linearly stable. Moreover, those DDBs were let to evolve for large time
intervals (i.e., more than 10°T};) without any observable change in their shapes. With the same
algorithm, we can also construct 2D dissipative breathers. A snapshot of such a DDB taken at
maximum amplitude of the central site is shown in the left panel of Fig. 4.
The normalized flux through the nm-th SQUID can be casted in the form

Binm = f1i — Jemr (5)

where
106 = frm — Ae(famtn + Fasrm) = Ay (Frmne1 + Frma1)s F5 = [1 = 2(Ae + Ay)] fear- (6)
After division by the area of the unit cell d? of the 2D array, the terms 18, fl‘;f” and Bip, in

Eq. (5) can be interpreted as the effective external field, the local magnetic induction at the nm-th
cell, and the magnetic response at the nm-th cell, respectively. The temporal evolution of Bi,m,
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loc “and the external field f.;;, are shown in the right panel of Fig. 4, for two different sites of

the 2D DDB shown in the left panel of Fig. 4: the central DDB site at n = m = n, = N/2, and
the site located at n = m = 7 (Figs. (a) and (b) of the right panel of Fig. 4, respectively). We
observe that in the cell corresponding to the central DDB site the magnetic response is in phase
with the applied field providing a strong paramagnetic response, while in the cell corresponding
to the site located in the background the magnetic response is in anti-phase with the applied field
providing moderate diamagnetic response. Thus, the local magnetic induction is sharply peaked at
the central DDB site, as can be inferred by comparing the green-dashed curves in (a) and (b) in
the right panel of Fig. 4.

| 0:;2!" 777 5

-0.6
10 0 25

Figure 3: Time evolution of dissipative breathers during one period, for A = —0.1, T, = 6.6, v = 0.001,
8 =1.27, and (right panel) fpc = 0.5, fac = 0.2 — low-amplitude breather; (left panel) fpc =0, fac = 0.6
— high-amplitude breather. Only part of the array (N = 30) is shown for clarity.

Figure 4: Left panel: A snapshot of a two-dimensional dissipative discrete breather (DDB) for A\, = Ay =
—0.1 and the other parameters as in the left panel of Fig. 3. Right panel: Temporal evolution of 31,
(red-solid curve), fl¢ (green-dashed curve), and f.,; (black-dotted curve) during one period Ty, for (a) the
central site of the DDB shown in the left panel (n = m = n, = N/2); (b) the site with n = m = 7 of the
DDB shown in the left panel.

4. CONCLUSION

In conclusion, we have shown using standard numerical methods that periodic rf SQUID arrays in
an alternating external flux support low- and high-amplitude linearly stable DDBs. Those DDBs
are not destroyed by increasing the dimensionality from one to two. Thus, we have constructed
several linearly stable DDB excitations both for 1D and 2D rf SQUID arrays, which may alter
locally the magnetic response of the arrays. Planar SQUID arrays similar to those described here
have been actually constructed and studied with respect to the ground state ordering of their
magnetic moments [24]. Thus, the above theoretical predictions are experimentally testable.
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Abstract— Radio-frequency devices such as voltage controlled oscillators (VCOs) or mixers are
present in a wide variety of applications from general public electronics or telecoms to military
radars. They mainly rely on variable capacitors to either tune their operating frequency or
modulate their impedance. In the quest for performance and low power consumption, downscaling
has been the main answer from the CMOS industry. However, this strategy will reach its limit
reaching the nanometer scale. Hence, alternative ways such as the Micro ElectroMechanical
Systems (MEMS) have been sought for. This paper is interested in a way Coulomb blockade of
electrons in a distribution of metallic clusters embedded in the dielectric of a capacitor can be
used to design a voltage controlled tunable capacitor. A layer of nanoparticles is embedded in a
capacitor in tunnelling range from the first electrode in the Coulomb blockade transport regime.
The first insulating layer is thin enough to make tunnel phenomenon possible on the contrary
to the second one which is too thick and prevents tunnelling. The whole structure is biased via
a DC source controlling the onset of Coulomb blockade according to their position in the size
distribution. A small AC signal leads to a charging-discharging process of the clusters related
to the total dynamic capacitance of the system. The multi-layer system is grown by sputtering.
We present the model, numerical simulations and validating experiences with variable capacitors
using insulating materials such as alumina or MgQO.

1. INTRODUCTION

Downsizing in Complementary Metal-Oxide-Semiconductor (CMOS) technology has led to a drastic
increase in integration density of devices and tremendous improvements in data processing speed.
On another hand, analog signal processing for portable applications (radio-frequency mixers, VCOs,

..) constantly puts challenges in size reduction as well as in power consumption decrease. However,
CMOS technology is projected to be limited by fundamental physics considerations [1]. Among the
concepts proposed in the literature, single-electron variable capacitor is very interesting for all those
applications. Variable capacitors are usually based on semiconducting diodes, called varactors, and
on MEMS. Both have physically inherent defaults. Varactors [2] are reverse-biased diodes where
the capacitance variation results from the change of the depleted zone width which occurs within
a quite large range of voltages. The quality factor of such devices is limited by leakage current.
MEMS [3] have better performances but are limited by a pull-down effect when the force created
by the elasticity of the upper electrode becomes weaker than the one resulting from the applied
voltage.

A new concept of variable capacitor has been experimentally tested by Carrey etal. [4]: the
device does not potentially suffer from the previously described defaults of MEMS or varactors and
is easy to fabricate which is critical for technological integration in industrial circuit fabrication
processes. It has also proven to have good performances with relative variation of capacitance
higher than 40% for applied bias lower than 3V allowing low power applications. We propose a
model that describes the electrostatic interactions and the Coulomb blockade regime. We then
perform quantitative comparisons between experimental measurements and simulations.

2. THE VARIABLE CAPACITOR DEVICE

The studied concept of tunable capacitor (see Figs. 1(a) and (b)) has been described by Carrey
etal. [4] and is similar in its configuration to the one used initially by Lambe and Jaklevic [5]. The
whole multi-layered structure is grown by sputtering: dielectric layer “f” (resp. “e”) is supposed
to be thin (resp. thick) enough to allow (resp. prevent) tunneling transport to the base electrode
(resp. counter electrode). Island growth of the self-assembly (Co or Au) deposited onto layer “f”
(AlyO3 or MgO) does not require any pre-functionalization of the surface. Then, layer “e” is grown.
This process can be used to produce a working device with very few technological steps and no
complex design.

The variation of the dynamic capacitance is obtained by using single-electron tunneling events

between the base electrode and the islands (field-assisted perpendicular transport). These are
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Figure 1: (a) Perpendicular section and of the device. (b) Au islands size distribution on MgO (Gaussian
distribution, up = 2.1 nm and ¢ = 0.6 nm) extracted from a Transmission Electron Microscope image of the
clusters (100nm x 100 mn).

controlled by an applied DC bias to the whole device. Indeed, tunnel transfer of electron changes
the charge — and consequently the electrostatic energy — in a discreet way. At sufficiently low
temperatures, the charging energy Ec = e?/2C is larger than the thermal energy kg7 (Coulomb
blockade regime). C' is the capacitance of the junction and e the elementary charge. Inside the
assembly, there is no field assistance, which prevents tunneling between islands.

A large voltage range of Coulomb thresholds originates from the distribution of aggregates size
in the assembly. By tuning the applied DC bias, the number of islands involved in a charging-
discharging process is changed and thus the dynamic capacitance. A small AC signal permits to
charge and discharge islands whose Coulomb threshold is in the probed voltage range.

3. THE MODEL

Since the Coulomb blockade regime is involved, it is of critical importance to accurately determine
the electrostatic interactions between the conductors. The suitable formalism is the dense capac-
itance matrix which relates charges vector ) to the potentials vector V. However, the assembly
contains more than one billion of conductors and an exact representation of the whole system
cannot be considered. Theoretical proposals of dense capacitance matrices [6] exist but require
regular networks of closely located neighbors. This is not the case in our device, but geometrical
and electrical properties of the structure can be used to reduce the complexity.

We propose to consider electrical states instead of conductors themselves. Let us consider two
islands with the same size and separated from each electrode by equal distances: provided they do
not interact, they will tunnel simultaneously [7]. As a consequence, both will be risen to the same
potential and will carry the same charge — since charge variation can only occur by tunnel transfer
— as if they were a single conductor. As a consequence, we can bin the islands by their size and
replace the n islands of one bin by n identical islands with the mean size, at the average potential

yelass Tf «Ag” . “Ap”, ... are classes extracted from the size distribution and if lowercase letters
represent real aggregates, we get:
Qflass _ Z Q;eal _ Z Cﬁlﬁssvflass (1)
JEA; L
where:

ik =30 3 o 2)

JjEAL kEAL

This expression is calculated statistically by using configurations of real aggregates with four
first neighbors. Interactions with the second, third, ...neighbors are negligible. The capacitance
terms of those configurations can be analytically investigated, but the influence of electrodes has
to be numerically simulated via FastCap [8] software.
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Practically, because of the distribution of island sizes in the 2D array (see Fig. 1(b)), it is
possible to break this one into N¢ classes with the same number of elements in each one. Each
electrode is considered as one class containing one element. With a moderate number of classes,
the error made because we neglect interactions of islands in the same class becomes negligible. By
defining classes that way, it is possible to reduce the size of the capacitance matrix to be evaluated
to (Nc +2) x (Nc + 2), including the two electrodes. Furthermore, a statistical approach of the
evaluation of this matrix is used: the goal is to evaluate the coupling term between two classes in an
average — but realistic — environment. We lay the stress upon the transformation of a N-island
device (N ~ 10°) into a (Ng + 2)-class system, with N¢ is much smaller than N but large enough
(Nc > 5) to describe the system.

ceo) |, cenl|, cea |, CleNgt),
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LA
Qo p Ly d
octac do | [+ G2l [+ +
C(N-2,Ng-1)
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Figure 2: Equivalent electrical circuit of the device. Vertical capacitances corresponds to “electrode-islands”
junctions. Horizontal ones are the interactions between islands.

4. SIMULATING THE DEVICE BEHAVIOR

Usual approaches treating Coulomb blockade in tunnel junctions perform the calculation of the
Gibbs energy to evaluate the exact conditions at which the charging energy is overcome by the
energy provided by the source, i.e., at which tunnel transfers occur. However, this puts an important
limitation since it imposes to choose the electromagnetic environment before calculation. A circuit
representation of single-electron tunneling (SET) devices has been proposed by R. van de Haar
et al. [9], the Impulse Model, which can be implemented in a SPICE-like (Simulation Program with
Integrated Circuit Emphasis) software. We have adapted this approach to the APLAC [10] software
in which specific quadrupoles can be defined by their transfer function.

With the help of the capacitance network (the dense matrix) and the APLAC electrical descrip-
tion of the tunnel junction [11], it is possible to build the electrical equivalent circuit to simulate
the device behavior (Fig. 2). The thinnest junctions, i.e., those allowed to tunnel (the lower part
of the circuit), are replaced by our model of the tunnel junction described in [11]. Corresponding
counter electrode junctions are located in the upper part of the circuit. Horizontal capacitors are
the coupling capacitances between islands.

This system can be connected to any external circuit including passive components and an AC+
DC voltage source. The simulation leads to an output current I related to the dynamic capacitance
of the device. Because a tunnel event is modeled by a square pulse (see the Impulse model [9]), with
a finite duration (7 < 10'3s), we derive the dynamic capacitance from the fundamental component
of the Fast Fourier Transform (FFT) of I:

Ca = dQ;/dvac = Im(FFT(1)) /wRe(FFT(vac)) (3)

5. QUANTITATIVE COMPARISONS BETWEEN THE MODEL AND THE
MEASUREMENTS

We consider two junctions with alumina layers: in Fig. 3(a), gold clusters are separated from the
electrodes by dy = 2.5nm, d. = 4nm, with a Gaussian distribution (¢ = 0.4nm, ¢ = 3nm). The
curve with with crosses represents a junction with a cluster density of 1.42 - 10'*m=2 and the one
black circles is a junction with a cluster density of 2.02:101 m~2. In Figs. 3(b) and (c) are shown
the simulated curves.
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For both junctions, the measurements give maxima of 8.2% (at ~1.25V) and 12.5% (at ~1.2V).
We use N¢ = 5 classes to describe the experimental assembly. The simulations leads respectively
to 7.4% and 10.4% (at 1.9 V). There is a reasonably good fit between simulations and experimental
results. The bias at which the maxima are reached are slightly overestimated. However, the
simple model proposed in [12] without any interaction inside the assembly gives, for the same input
parameters, 16% at 0.5V and 24% at 0.5V. This illustrates the importance of the effect of the
interactions between clusters.

We restrict ourselves to two junctions because of the limited paper length, but similar calcu-
lations have been performed on other junctions with good agreement between measurements and
simulations.
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Figure 3: (a) Measurements on devices with df = 2.5nm and d. = 4nm (taken from [12]). The lowest
values are obtained for a density of 1.42 - 106 clusters/m? and the highest values for a density of 2.02 - 10*°
clusters/m?. (b) and (c) are the corresponding simulations.

6. CONCLUSIONS

This paper presents a variable capacitor using a plane capacitor inside which a two dimensional
self-assembly of metallic nanoclusters are imbedded. An original method to treat statistically all
the interactions allows to calculate a reduced capacitance matrix of the whole system. The use of an
equivalent circuit based on an electrical representation of the tunnel capacitance junction permits
to build a device model that can be inserted into any electromagnetic simulation environment.
Quantitative comparisons on real junctions measurements shows that our model is able to reproduce
the device behavior with a good agreement. It also shows the effect of clusters interactions in the
assembly that was not taken into account before.
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Abstract— In this paper, we theoretically study the Cherenkov radiation in an empty waveg-
uide partially filled with anisotropic double-negative metamaterials (DNMs). This case is of
greatest interest from the point view of microwave generation. The theory presented here pro-
vides a theoretical basis for possible experiments and potential applications to a kind of novel
high power radiation sources/amplifiers and a new class of Cherenkov detectors.

1. INTRODUCTION

Currently, a DNM is composite medium with different materials such as the metallic strips for
the split-ring resonators (SRRs) and rods/dielectric materials for holding the strips. Therefore,
the double-negative metamaterials (DNMs) are in essence anisotropic rather than isotropic. A
charged particle in a waveguide fully filled with such an anisotropic DNM has been investigated [1].
However, this case will lose energy by polarization radiation in addition to the Cherenkov radiation
(CR). The polarization losses are actually responsible for the greater part of the energy loss and
the particle is quickly brought to stop. Hence, it might be better to leave a vacuum channel in the
center to allow the particle to pass. As a result, the polarization losses can be avoided. Therefore,
in this paper, we study the reversed CR in a waveguide partially loaded with anisotropic DNMs.

2. THEORETICAL ANALYSIS

The electromagnetic properties of an anisotropic DNM are characterized by both diagonal per-
mittivity (£) and permeability tensors (z). Their elements are described by the Drude [2] and
Lorentz [3] models, respectively. In cylindrical coordinates (p, 0, z), the elements can be expressed

as

w2

_ 24
€rp(w) =1- m» (1)

where w is the excitation angular frequency, wy,, the effective plasma frequency in the p direction,
Vep the collision frequency representing “electronic” dissipation, and

2
Fyw

2 '
— W, T 1Ympw

(2)

IUTP(W) =1- wg

where v, is the collision frequency accounting for the “magnetic” loss, wp, the magnetic resonance
frequency, and F), the filling fraction in the p direction. Similarly, the other elements €,9(w), &,2(w),
trg(w), and p,.(w) are obtained by replacing subscript p with 6 or z in the above formulae.

We consider a charge ¢ moving in an anisotropic DNM with a constant velocity v = Zv. Using
the vector potential method (B =V x A =V x 2A,), we obtain a vector wave equation as follows:

Vx [ihVx(24,)] = J = w?E - (24,) +iwé - V¢, (3)

where ¢ is the scalar potential and J the current density formed by the charge. After separating
the vector wave Eq. (3) into three scalar equations and letting A, = g(p)ugq/(2m) exp(iwz/v), we
derive a scalar wave equation for g(p) from Eq. (3):

08 -2
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where k, is the radial wave number and 6(p) the Dirac delta function.
We consider a cylindrical waveguide of radius b in such a way that there is an empty cylindrical
channel of radius a, and suppose a charge move along the axis shown in Fig. 1.

Figure 1: A schematic diagram of a charge moving in a waveguide partially filled with anisotropic DNMs.

In the layer 1 (vacuum), obviously the Cherenkov radiation condition (CRC) is not met, while
in the layer 2 (DNM), the CRC is satisfied. As a result, g(p) for different layers can be derived:

Layer 1(0< p < a) : g(p) = nlo(s10) + = Ko(sy1p), (5)
Layer 2 (a < p <b) : g(p) = &Jo(kp2p) + (No(kp2p). (6)

Here the coefficients are determined by matching the boundary conditions at p = a and p = b,

_ 1 pop12Ki(sp1a) — qoKo(spra)

L popi21i(spia) + qolo(spa) ’ (7a)
= 1 NO(kpr) (7h)
2maky popr211 (sp1a) + qolo(spra)’
1 JO(kab)

¢= * 2makye popr2li (sp1a) + golo(spia)’

where pi1o = ,1kp2/(€225p1) and
po = No(kp2a)Jo(kp2b) — No(kp2b)Jo(kpea), (8a)
qo = No(k‘pgb)Jl(kaa) — Nl(kpga)Jo(kpzb). (Sb)

Note that the subscripts 1 and 2 correspond to the layer 1 and 2, respectively. Thus the field
components in the two layers are determined by the formulae (5)—(7). By definition [4], the total
radiated energy per unit length of path can be calculated as:

Re / dw;) (wsouo - %) g(po) ¢, (9)

Referppro}>1/52

dVV_q2

dz o

where the quantity pg is the minimum average distance to the field source for which classical
electrodynamics still holds.

3. CONCLUSIONS

In this paper, we have developed a useful theory for CR in anisotropic DNMs where both disper-
sion and loss are simultaneously considered. The spectral density and the total radiated energy
are expressed. In the near future, we will carry out the numerical results, explore the ways of im-
proving the total radiated energy, and discuss the potential applications in particle detection and
wave generation/ amplification. We expect these research results to enable a new class of particle
detectors or high-power sources.
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Abstract— In this paper, we briefly review the research progress in Cherenkov radiation in
double-negative metamaterials from the theoretical research, numerical simulation to experi-
ments. And then we pursue on discussing the potential applications to particle detectors and
high-power microwave or millimeter wave devices. At last, we sum up the challenges and benefits
from the use of the novel artificial materials.

1. INTRODUCTION

Veselago in his pioneering paper [1] mentioned that Cherenkov radiation (CR) should be reversed
in addition to many other unique properties of DNMs (double-negative metamaterials), which
possesses negative permittivity and negative permeability simultaneously. In other words, the
CR has an obvious characteristic of backward radiation. The research on the CR in DNMs was
awakened after a thin wires structure with negative permittivity was proposed [2] and a split-ring
resonators structure with negative permeability [3] appeared and the first experimental verification
of the DNMs was reported [4].

This paper briefly summarizes the main contributions and the authors’ viewpoints on reversed
CR in the DNMs exhibiting effective parameters (an effective permittivity tensor and an effective
permeability tensor). These summaries not only include the theoretical research progress but also
the experimental efforts to demonstrate the existence of backward radiation. And then we focus
on discussing the potential applications to Cherenkov detectors and wave generation/amplification
devices. Finally, we gain the positive perspectives and point out the significant challenges ahead
in the interesting research field.

2. PROGRESS IN THEORETICAL RESEACH

Lu etal. in a group at MIT firstly addressed this issue both in dispersive and dissipative DNMs
in detail and verified the Veselago’s view [5]. In another paper [6], Averkov etal. theoretically
investigated another interesting case: the reversed CR by an electron bunch that moves in a vacuum
above a DNM. For simplicity, the above two papers considered the DNMs as isotropic. As we know,
a DNM is composite medium with different materials such as the metallic strips for the SRRs and
rods/dielectric materials for holding the strips. Therefore, the DNMs are essentially anisotropic
rather than isotropic. Based on Lu’s work [7], we developed the CR theory in the anisotropic
DNMs and in a waveguide fully loaded with anisotropic DNMs [8,9]. We then generalized reversed
CR in anisotropic DNMs, and particularly discussed one of the most practical cases, i.e., CR in
a waveguide partially filled with anisotropic DNMs [10], and we explored the effective ways of
improving the total radiated energy: one is that the DNMs need scale to higher frequencies such as
terahertz or optical range, the other is that the intense electron beam should be adopted. Bliokh
etal. [11] theoretically predicted beam instability when two electron beams pass through a slab of
DNMs.

3. PROGRESS IN EXPERIMENTAL RESEACH

In 2002, Grbic and Eleftheriades firstly reported that the CPW-based DNM is capable of support-
ing backward radiation — a characteristic analogous to reversed CR [12]. They experimentally
demonstrated this characteristic by using current pulses. In 2007, Wu etal. firstly proposed a
new type of DNMs [13], used an antenna array to model a traveling current source, representing
a single frequency component of a moving charged particle, and demonstrated the feasibility and
foundation of observing backward CR experimentally with this kind of DNMs. In 2008, Antipov
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et al. reported on a design of a TM-mode based DNM-loaded waveguide and the first beam test of
a DNM-loaded waveguide to indirectly verify the reversed CR by using an electron beam [14]. This
is the first experiment involving an electron beam pulse. Recently, Shchegolkov et al. reported a
proposed measurement of the reversed CR effect in a metamaterial-loaded circular waveguide [15].

4. APPLICATIONS AND CHALLENGES

As we stated [10], we briefly talked about the applications to particle detectors and high-power
radiation sources. Here, we concentrate on the interesting challenges. First, metamaterials, in
essence, are inhomogeneous. It is necessary to homogenize the metamaterials. Second, there are
still many open problems for design and fabrication of metamaterials. Third, how to accurately
retrieve the constitute parameters of metamaterials should be further studied. Fourth, the larger
loss obviously confines their applications. The operating frequency band of the suggested high-
power devices by using the media is narrower than the traditional high-power microwave devices.
Furthermore, a DNM formed by the metals and dielectrics does not work well at a high-voltage.

Nevertheless, we expect there will be the impressive progresses both in theory and experiment
in the near future for the research of reversed CR in the DNMs and their applications to particle
physics and high-power electronics.
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Abstract— The atmospheric environment in the near space (20-100km) plays a significant
role in the energy and momentum coupling between the upper atmospheric space weather and
the lower atmospheric meteorology. In order to exploring the near space atmosphere, a Re-
locatable Atmospheric Observatory (RAO) has been being developed in China. In this RAO,
there are a Sodium wind/temperature lidar for measuring the atmospheric wind, temperature
and Sodium density profiles of the Sodium layer within 75-110 km, and a mobile Doppler wind
lidar for measuring the atmospheric wind profile from the near earth surface up to 40 km, and
a mobile FP wind interferometer for measuring the horizontal winds near mesopause region,
and an all-sky airglow imager for exploring the gravity waves over the mesopause region, and a
Medium-Frequency (MF) partial reflection radar for measuring the horizontal atmospheric wind
and electron density of the mesosphere and lower thermosphere within 60-100km for day time
and 80-100 km for nighttime, and a meteor radar for measuring the horizontal winds and meteor
flux within 70-110km. Besides the above ground-based instruments, the stratospheric balloon
dropsonde technique for measuring the atmospheric wind, temperature, humidity and pressure
profiles below the height of the stratospheric balloon, and the dropsonde launched by rocket
exploring the atmospheric wind and temperature within 20-60 km are developed. All of the
ground-based instruments are designed for re-locatable so that the observatory can be moved to
a new site for new observations within a short time. This RAO will operate routinely in 2010 and
provide abundant data for the researches of the atmospheric structure and dynamics in China,
which will help to promote the knowledge of the dynamical coupling among the atmospheric
layers.

1. INTRODUCTION

The Near Space Atmosphere (NSA) (20-100km) includes stratosphere, mesosphere and the lower
thermosphere, as well as the ionosphere D layer and E layer. NSA has a strong coupling with
the troposphere weather system below and the space weather system above, whose structure and
dynamics are highly dependant on the geographic and geomagnetic locations. A complete under-
standing requires observations at many places around the world. However, constructing a state-
of-the-art observatory at many locations is expensive. The Re-locatable Atmospheric Observatory
(RAO) will provide a global observational capability including the important polar and equatorial
regions, as well as the mid-latitude regions.

In mainland China from the mid-latitude to lower latitude regions, the whole NSA is seldom
observed during the past decades. A new RAO was proposed in 2006 to provide measurements of
the atmospheric wind, temperature, density and pressure by Center for Space Science and Applied
Research (CSSAR), the Chinese Academy of Sciecnes (CAS), and China University of Science
and Techniques (CUST), and Wuhan Institute of Physics and Mathematics (WIPM), CAS, and
Wuhan University (WU). It was designed so that it can be moved from one site to another for new
observations in a short time. The RAO will complement and complete the capabilities of many
existing major research facilities in China while supporting cutting-edge scientific investigations
and major characteristics of the whole atmosphere. The RAO has been being established jointly by
CSSAR and CUST and WU and WIPM, and Institute of Atmospheric Physics (IAP), CAS since
2006, and will begin to operate routinely in 2010 [1].

2. DESIGN OF THE RAO

The RAO will be a state-of-the-art facility. Several features of RAO are below.

(1) Multi-parameter measurement capability. It will detect the atmospheric winds, temperature,
density and pressure from 20 km to 100 km. Multiple ground-based equipments are at least required
in this RAO.

(2) Re-locatable. It allows efficient disassembly, shipping, and re-assembly. It would be better
that the equipments are designed to be assembled in mobile cars.

(3) Data service. All the data of the equipments will be sent to the Information Center (IC)
almost in real time. The IC shares the data with data users.
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According to the above requirements, the RAO consists of three systems as in Fig. 1: detecting
system and data communication system and the Information Center. The ground-based equipments
in detecting system includes: optics equipments and atmospheric radars. Some in situ techniques
are also developed for complimentary. Data communication system will read into the data from
every equipment terminator and send them to the IC in quasi real time through communication
links. The IC will collect the data and put them into the dada base. Some models will be integrated
into the IC so that it can provide users with both the observing data and modeling data. The
detecting system and the IC could be integrated in the cars, which is easy for re-locatable.

Detecting System

| Data Communication System

Information Center

=
i

..............

Figure 1: Schematic of the RAO.

3. THE EQUIPMENTS (FACILITY)

The detecting system is the core of the RAO, which includes mainly ground-based optic equipments
and atmospheric radars, and also includes in situ techniques for complementary.

3.1. Optic Equipments

Optic equipments in the RAO include active lidars and passive optic instruments. Two lidars
include one mobile Rayleigh/Mie Doppler wind lidar being developed by CUST, and one Sodium
wind/temperature lidar being developed by CSSAR. One mobile Fabry-Perot wind interferometer
and one all-sky airglow atmospheric gravity wave imager are being developed by WU and CSSAR
respectively.

Lidar instrumentation has been shown to be an extremely useful technique for obtaining very
accurate atmospheric information with high spatial resolution from the earth’s surface to the
mesopause region. The Rayleigh/Mie Doppler wind lidar [2] is used for measuring the atmospheric
winds from the earth’s near surface to 40 km altitude, which is designed to be assembled in one
car. It has following specifications.

Table 1.

Measuring height range: 0.1 km-40km

Measurements: atmospheric horizontal winds
Measuring Range: 30m/s @ <2km
100m/s @ <40km
Accuracies: 1m/s @ 2km, 6m/s @ 40km
Height resolutions: 30m @ 2km, 100m @ 10km, 1000 m @ 40 km

The mobile sodium wind/temperature lidar [3] is mainly used for measuring simultaneously three
dimensional winds, temperature and Sodium density of the sodium layer from 75km to 110 km. Its
transmitter system and 3-telescope receiver system will be assembled in two cars respectively. Its
specifications are below.

The optical window available for ground-based remote sensing extends from about 300 nm to
2.5 um with gaps between 1.35 to 1.45 pm and 1.8 to 1.95 um. Terrestrial night airglow emissions
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Table 2.

Measuring height range: 80 km—105km

Measurements: 3D atmospheric winds, temperature, sodium density
Accuracies: 2k and 3m/s @ 91 km

Height resolution: 1km

Time resolution: 5 min

generally originate from transitions involving atomic oxygen, molecular oxygen, hydroxyl, sodium,
hydrogen, and atomic nitrogen. Emission altitudes range from mesopause (~85km) to thermo-
sphere (~250km). A detailed measurement of a Doppler broadened line profile of the emissions
with a suitably equipped Fabry-Perot Interferometer (FPI) will provide the ambient temperature
at the emission altitude. A measurement of the wavelength shift of the line profile from a zero
reference position provides an indication of the line of sight velocity. Scanning the optical sys-
tem to different sky positions or an all-sky imaging will provide a map of wind and temperatures
within the observable hemisphere. The Fabry-Perot Interferometer (FPI) [4] is used for measuring
horizontal winds and temperature of the mesopause regions. Its specifications are below.

Table 3.

Measuring height range: ~ 80-90 km; 90-102 km; 200-300 km
Measurements: Atmospheric horizontal winds, temperature
Ranges of measurements: 0-1000m/s for wind

0-2000k for temperature
Accuracies: <8 10m/s; <20k

The near infrared imager can be used to record the spatial and temporal variations of the airglow
emissions evolution, which provide a means to study the morphology and dynamics of gravity waves
as they propagate through the mesosphere and lower thermosphere by observing hydroxyl and O2
emissions. The all-sky airglow imager [5] is used for measuring the OH* and O2 emissions near the
mesopause regions. Its specifications are below.

Table 4.

Measurements and heights: OH* airglow emission (@ ~ 87km)
02 airglow emission (@~ 90km)
Field of View: 180° (all-sky)

Time resolution: 2 min.

3.2. Atmospheric Radars

Two atmospheric radars including the Medium-Frequency radar (MF') and the all-sky meteor collect
radar (MR), are being established in the RAO by CSSAR.

The mesosphere turbulence due to the electron density irregularity from 60km to 100 km and
the plasma trail due to the meteorite burning when it entering the atmosphere, can generate radar
echoes, which allow the atmospheric radars to measure the atmospheric winds and the plasma
characters. The MF radar is used for measuring the horizontal winds and electron density from
60km to 100km during day time and from 80 km to 100km during night time. The MF radal in
the RAO is a spaced-antenna-mode radar (http://www.atrad.com.au/products/mf-srs.html). Its
antenna array is designed for easy disassemble and re-assembly. Its other instruments are hosted
in a car for re-locatable. The specifications are below.

The meteor radar (http://www.atrad.com.au/products/EMDR.html) is used for measuring the
atmospheric winds from 70km to 110 km and meteorite flux entering the atmosphere. The radar
is hosted in one car so that it is easy for transportation. Its specifications are below.
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Table 5.

Measuring height range: 60-100km (daytime), 80-100km (nighttime)

Measurements: Atmospheric horizontal winds, electron density
Operate frequency: ~2 MHz
Height resolution: 2km
Time resolution: 2 min
Table 6.

Measuring height range: 80-110km
Measurements: Atmospheric horizontal winds, temperature

Meteorite flux

Operate frequency: ~ 30-60 MHz
Height resolution: 1km
Time resolution: 1h

3.3. In Situ Techniques

For complementary, the in situ techniques, including the stratospheric balloon-born detecting and
dropsonde system and rocket-based parachute dropsonde system, are developed in the RAO.

The stratospheric balloon-born detecting and dropsonde system [6] developed by TAP is used for
in situ detecting the atmosphere winds, temperature, density, pressure and humidity. It can give
continuously the atmospheric parameters along the height (~22km) of the stratospheric balloon,
and the profile of parameters can be detected by the dropsonde released from the balloon by remote
control from the ground station. Its specifications are below.

Table 7.
Measuring height ranges: near surface to 22km (depends on the balloon height)
Measurements: wind direction, wind speed, temperature, pressure, humidity
Pressure Measurements: 300-1020 hPa (+0.3 hPa)
Temperature Measurements: —40°C ~ 60°C (£ 0.2°C)
Humidity Measurements: 0-100% (£2%)
Wind direction: 0-360° (resolution: 0.5°)
Wind speed: 0.2-80m/s (resolution: 0.1 m/s)

The parachute dropsonde [7] developed by CSSAR will be onboard the meteorology rocket.
When the rocket is launched, the parachute will be released at above 70 km altitude. when it drops
down, it can provide measurements of the atmospheric winds, temperature and pressure from 60 km
to 20 km. Its specifications are Table 8.

With the above equipments and techniques, the RAO will realize the exploring of the whole
atmosphere from near surface to 100 km altitude. In addition, the Automatic Weather Station
(AWS) and GPS receiver will be installed for collecting the weather and radio wave propagation
environment. Fig. 2 shows the perspective of the RAO when all of the facilities are established
well. The first observation site is selected in Hancun (39°23’N, 116°40’E), Hebei province, China.

4. FUTURE APPLICATIONS OF THE RAO

The RAO will begin to provide the atmospheric measurements routinely in 2010. The mainland
China has both large latitudinal coverage in the north hemisphere from mid-latitude to lower
latitude and large longitudinal coverage in the east hemisphere. This RAO will fill the observation
gaps in mainland China and contribute significantly to scientific studies of the mid-low-latitude
NSA. Mid-latitude locations are important not only because of the richness of the atmospheric
phenomena occurring there, but also because of their high population concentration. Space weather
and global change effects have the greatest potential to impact society at these latitudes.



72

Measuring height ranges:
Measurements:
Measurement ranges and
tolerances Temperature:
Measuring Range:
Accuracy:

Wind speed:

Measuring Range:
Accuracy:

Wind directions:
Measuring Range:
Accuracy:

Pressure:

Measuring Ranges (< 30km):

Accuracy:

PIERS Proceedings, Beijing, China, March 23-27, 2009

Table 8.

20-60 km

horizontal wind direction, wind speed, temperature, pressure
—90°C ~60°C
1°C @ 20-30km; 3°C @ 30-50km; 4°C @ 50-60 km

0-200 m/s
2 m/s

0-360°
10°

5 ~ 1060 hPa
2hPa @ 20-30km; 5% @ 30-50 km; 8% @ 30-50 km
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Figure 2: Diagram of the RAO site.

This RAO will make it possible to survey the atmospheric environment of the near space in
China. Simultaneous observation campaign would be conducted among the RAO and other global
observation sites. The abundant data of the RAO will help us to give an insight into the structure,
dynamics and chemistry of the NSA. Responses of the NSA on the weather event or special event,
such as the typhoon, volcanic eruption, the earth quake and tsunami, could be investigated in more
details. Generations, propagations and breakings of the atmospheric waves, such as planetary
wave, tidal wave and gravity wave, will be monitored and analyzed in details. Abundant data will
promote the NSA empirical modeling and physical modeling.

The RAO will also work with the ISR in Yunnan, China, which will be established in 2010. It
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will allow the whole atmosphere up to 1000 km altitude to be monitored in the south of China,
which will help to investigate further the coupling among the space weather and the NSA and the
lower atmosphere in the near future.

5. SUMMARY

The new RAO being building up for observing the near space atmosphere from 20 km to 100 km
is proposed in China in 2006, and will begin to operate in 2010. The RAO is mainly based
on the ground-based remote sensing techniques, including the Rayleigh/Mie Doppler lidar, the
Sodium wind/temperature lidar, the Fabry-Perot wind Interferometer, the all-sky airglow Imager,
the medium-frequency radar and the meteor radar, and also is equipped with in situ techniques.
The RAO will fill the observation gap in mainland China and will provide abundant data which
would promote or stimulate the scientific studies of the middle and upper atmosphere in China or
even in the world.

New observation techniques may be developed and added into the RAO in the future. Interna-
tional scientific cooperation is expected to promote the knowledge of the near space atmosphere.
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Abstract— In this study, using the DPS-4 digisonde data obtained in Hainan ionosphere
observation station from March 2002 to February 2008, diurnal, seasonal and annual occurrence
variations of the observed Sporadic E (Es) and its responding to the SSN are studied. The main
results are as: The diurnal characteristic of h/c type Es had a single peak which was different
from the double peak of the Es over Cachoeira Paulista, and the Es-q had two peaks (one in
the morning and the other in the evening) which was also different from the Es-q occurrence
(mainly in daytime) over Fortaleza, Brazil. The frequent season was spring, summer, summer
and autumn for the f/1, h/c, q and r type Es, respectively. For the annual occurrence rate, the
highest was f/1 type Es, while the lowest was r type Es. The f/1 and q type Es showed a clear
increase with SSN and had a positive correlation with SSN during equinoxes and winter, while
during summer the each type of Es showed no correlation with SSN. The mechanisms of the Es
are also discussed.

1. INTRODUCTION

The ionosphere Sporadic E-layers (Es) appearing in the E region remain a mystery with their erratic
and unpredictable appearance. They can serous affect the wave propagation in the ionosphere.
Some types of Es could often blanket echoes from the F-region. The Es-layer formation at lower
latitudes is known to be quite different from those at middle and high latitudes. Studies on
properties of the different type Es were conducted during the last decades. Abdu et al. reported the
sporadic E-layer phenomena in the Brazilian geomagnetic anomaly [1]. It gives an evidence for a
regular particle ionization source. Abdu et. al. also studied the long term trends in the sporadic E-
layer occurrences and associated electric fields over the equatorial station (Fortaleza station) using
16 years (1975-1990) of ionosonde data [2]. Reid studied the g-type Es echoes observed in the height
region of 105-110 Km in the daytime equatorial ionograms and suggested it is a manifestation of the
type II irregularities of the equatorial electrojet [3]. Wilkinson et al. studied the sporadic E-layers
in the lower ionosphere and found that the h-type Es develops around 180 Km and descending in
sequential ionograms becomes c-type Es. The results also showed that the 1 and f type occur during
the day time and night time, respectively [4]. Some authors studied the mechanism of the different
type of sporadic layers. Indeed, many authors have studied the sporadic E-layers using different
regional observation data from the ionosphere, but got inconsistent results on the formation and
mechanism of Es [2]. It is because the ionosphere is complex and has not only globe properties,
but also regional properties. Although some authors has studied the ionospheric processes and the
mechanism of the Es [5-7], the sporadic E-layers properties and mechanism are still open questions
and need to be further studied, especially, by observation.

In this study, using digisonde data, a statistical analysis for properties of all type of the observed
Es including Es-1/f, Es-h/c, Es-q and Es-r over the Hainan region has been performed.

2. DATA AND METHOD IN THE ANALYSIS

The data used in this paper were obtained with the DPS-4 (a Digisonde Portable Sounder) located
at Hainan, a low latitude ionospheric observation station with Geo-magnetic 179°08’E, 8°28’N from
March 2002 to February 2008.

In the statistics, we divide the Es as 9 types, named flat, low, cusp, high, equatorial, retardation,
auroral, slant and D region type Es according to the echo formation in the ionogram and use
subscript letter f, 1, ¢, h, q, r, a, s, d to note them (URSI Handbook of Ionogram Interpretation and
Reduction Second Edition, 1972, Report UAG-23), respectively. But in the Hainan ionosphere,
only the Es-f/l, Es-h/c, Es-q and Es-r observed by the DPS-4 in this study period. Diurnal
variation, seasonal variation and annual variation of occurrence of Es observed are studied. Also,
the occurrence rate of different type Es observed against the sunspot number is investigated.
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3. PROPERTIES OF THE OBSERVED ES

The diurnal patterns of the /1, h/c, q and r types of Es hourly occurrence rate are plotted in Fig. 1
as a function of local time from March 2002 to February 2008 over Hainan station. In the Fig. 1,
green, grey, red lines and dashed black line are for the type f/1, h/c, q and r, respectively.

From the Fig. 1, the following interesting features may be noted: (1) The f/1 type Es had higher
occurrence rate with a peak at about 0800 LT during the day than that during the night from
March 2002 to February 2005. From March 2005 to February 2008, however, this feature was
inversed, i.e., during the night the occurrence rate with a peak at about 1900 LT was higher than
that during the day. (2) The h/c type events occurred only during the sunlit hours with a single
peak in different period, i.e., the peak was at 1200 LT from March 2002 to February 2005 and at
1000 LT from March 2005 to February 2008. The amplitude of the maximum/peak had significant
variation of about 20% from March 2002 to February 2006 and about 50% from March 2006 to
February 2008. The diurnal characteristic of the single peak of the h/c type was different from the
double peak of the Es local time distribution pattern over Cachoeira Paulista [1]. (3) The q type Es
occurrence rate had two peaks, one in the morning (occurrence rate more than 20%) and the other
after sunset (more than 30%) from March 2002 to February 2006. From March 2006 to February
2008, however, the q type Es occurrence rate was lower than 10% in most hours. The diurnal
distribution of Es-q was different from the Es-q occurrence (mainly in daytime) over Fortaleza,
Brazil [2]. The phenomenon maybe was caused by different distribution of local electric field. (4)
The r type Es occurrence mainly appeared in daytime and its occurrence rose sharply after sunrise,
and reached the highest rate of about 15% from March 2002 to February 2008 (exception from
March 2004 to February 2005). From March 2004 to February 2005, there were two peaks, one was
at 0800 LT with an occurrence rate of about 30%, and the other was at 1900 LT with an occurrence
rate of about 18%).
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Figure 1: Diurnal patterns of the Es hourly occurrence rate for type f/1, h/c, q and r from March 2002 to
February 2008 over Hainan station.

Figure 2 presents the seasonal occurrence rate of the different type Es in each year. In the Fig. 2,
the legend of Sp, Su, Au and W stands for spring, summer, autumn and winter, respectively. The
label Es-all in y axis means the total occurrence rate of all type Es. The averaged occurrence rate
of each type Es means the annual average.

We can see that, from Fig. 2, the f/1 type Es seasonal occurrence rate was highest during spring
in 2002, 2003 and 2004, and during summer in 2006 and 2007, while it was lowest during summer
in 2002 and 2003 and during autumn in 2004 and 2005. The h/c type Es seasonal occurrence rate
was highest during spring in 2003, 2004 and 2006, and during summer in 2002 and 2007, and it was
lowest during winter in 2003, 2004, 2006 and 2007. The q type Es occurrence was highest during
summer in each year except for 2002, and was lower during spring and winter than during other
seasons in each year. The r type Es occurrence was highest during summer in 2002, 2005 and 2006,
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and during autumn in 2003 and 2007, and during spring in 2004. As for the averaged occurrence
rate of each type Es, the highest seasonal occurrence rate was in spring, summer, summer and
autumn for the /1, h/c, q and r type Es, respectively. We can see from the top panel of Fig. 2 that
the seasonal occurrence rate of all Es varied much with year. The highest seasonal occurrence rate
of Es was about 55% during summer and autumn in 2002, about 70% during spring and autumn
in 2003, about 60% during spring in 2004, about 30%, 60% and 55% during summer in 2005, 2006
and 2007, respectively. The averaged occurrence rate of all Es was frequent in summer, and then
in spring and autumn, less in winter.
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o
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Figure 2: Seasonal variation of the occurrence rate for different type Es from March 2002 to February 2008.

Figure 3 illustrates the annual occurrence rate of different type Es from March 2002 to February
2008. The green, blue, red, black and pink lines are for the type /1, h/c, q, r and all types,
respectively.

From the Fig. 3, we can get that: (1) The /1 type Es annual occurrence showed an increasing
from 2002 (about 25%) to 2003 (about 32%), and then sharply decreasing in 2004 (about 10%)
and then increasing slowly from 2004 to 2007 (about 22%). (2) The h/c type Es annual occurrence
rate was below about 10% from 2002 to 2005, and up to about 16% in 2006 and 2007. (3) The q
type Es annual occurrence showed an increasing from 2002 (about 15%) to 2003 (about 22%), and
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o
)
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Figure 3: The annual occurrence rate of different type Es from March 2002 to February 2008.
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then decreasing slowly from 2003 to 2007 (about 5%). (4) The r type Es annual occurrence almost
was less than 10% in each year. (5) The annual occurrence rate of all Es over Hainan station was
manifestations of the huge variations, the Es occurrence rate was about 62% (highest) in 2003, and
about 55% in 2002, while in 2005, it was only about 30%. The most frequent Es type was the f/1
type and the infrequent Es type was the r type in each year.

Figure 4 shows the monthly occurrence rate of different type Es observed at Hainan station in
the equinoxes, summer and winter scattered from March 2002 to February 2008 plotted against the
sunspot number (SSN) and best-fit lines. In Fig. 4, each big dot presents the monthly occurrence
rate of Es, where R and P is the correlation coefficients and p-value for testing the hypothesis of no
correlation between monthly occurrence rate and SSN, respectively. During equinoxes the monthly
occurrence of the f/l and q type Es shows a clear increase with SSN and has a positive correlation,
while the monthly occurrence of the h/c and r type Es shows no correlation with SSN. During
summer the each type of Es shows no correlation with SSN because the p-value is below 0.05.
During winter the monthly occurrence rate of the f/1, q and r type Es has a significant positive
correlation with SSN; for the h/c type Es, it has an approximate correlation with SSN because of
P =0.087.
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Figure 4: Monthly occurrence rate of different type Es observed at Hainan station in the equinoxes, summer
and winter scattered from March 2002 to February 2008 plotted against the sunspot number, best-fit lines
are also shown.

4. CONCLUSION AND DISCUSSION

Using observation data obtained with DPS-4 at the low latitude station, Hainan from March 2002
to February 2008, a statistical analysis for properties of Es has been performed. The main statistics
results are as follows.

(1) The peak of the f/1 type Es occurred at about 0800 LT from 2002 to 2004 and at about 1900
LT from 2005 to 2007. The peak of the h/c type Es occurred at about 1200 LT from 2002 to 2004
and at about 1200 LT from 2005 to 2007. The q type Es occurrence rate had two peaks, one in the
morning and the other after sunset from 2002 to 2005. While from 2006 to 2008, however, the q
type Es occurrence rate was lower than 10% during most hours. The r type Es occurrence mainly
appeared in the daytime.

(2) According to the averaged seasonal occurrence of Es, the highest frequent season was spring,
summer, summer and autumn for the f/1, h/c, q and r type Es, respectively. The averaged occur-
rence rate of all Es was frequently in summer, and then in spring and autumn, less in winter.
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(3) For the annual occurrence rate of different type Es, the highest was f/1 type Es in every year,
while the lowest was r type Es in every year.

(4) The monthly occurrence of the /1 and q type Es showed a clear increase with SSN and had
a positive correlation with SSN during equinoxes and winter, while during summer the each type
of Es showed no correlation with SSN.

The g-type Es echoes observed in the height region of 105-110 Km in the daytime equatorial
ionograms is a manifestation of the type II irregularities of the equatorial electrojet (EEJ) produced
by the well known gradient E x B drift instability mechanism [3] that is primarily driven by the
eastward global E region dynamo electric field, whereas other different types of Es, such as the I,
f, ¢, h and r types, that occur outside the EEJ over low latitudes and mid-latitudes, are known to
be produced by wind/wind-shear mechanisms [1,8,9]. The latter types of Es, contrary to the g-
type, sometimes occur also under conditions of EEJ reversal, such as when a westward electric field
produces a counter electrojet event [10-12]. From our statistics, we can see that some characteristics
of the Es in Hainan station are different from that in the other station. It shows the concerning
ionospheric processes are not the same as that in other stations, and need to be further studied.
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Comparison of Simultaneous Wind Measurements Using Colocated
All-sky Meteor Radar and MF Spaced Antenna Radar Systems
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Abstract— An all-sky meteor radar and a MF spaced antenna radar have been installed to mea-
sure winds in the mesosphere and lower thermosphere (MLT) over Kunming (103.7°E, 25.6°N),
China in 2007 by CRIRP (China Research Institute of Radio Propagation), and that provide us
an opportunity to carry out a comparison study of winds measured by two different techniques.
The first method involves the determination of winds using meteor drifts, and the second method
used to determine winds was the spaced antenna technique. The two radar systems are indepen-
dent, the all-sky meteor radar operating at 37.5 MHz and MF radar at 2.138 MHz. The spatial
separation of the two radars is approximately 200 m. Simultaneous data obtained from October
1 to 8, 2008, are presented here, and this paper will describe a preliminary comparative result
derived from these two radars. Several possible reasons for those discrepancies are discussed also.

1. INTRODUCTION

Many experimental techniques have been used to measure winds in the 80-100 km height region,
e.g., rocket soundings, incoherent scattering radars, MF and meteor radars, Fabry-perot interfer-
ometers and space borne Doppler imagers, etc. Among all these, groundbased radars have been
dominating the atmospheric wind measurements since their inception. These radars have been
providing invaluable information to the field of atmospheric dynamics, right from planetary bound-
ary layer to ionosphere, with a small gap region in the upper stratosphere and lower mesosphere
(25-60km). Such radar techniques permit study of small-scale dynamical processes and long-term
monitoring of atmospheric dynamics over fixed deployment sites. MF and meteor radars have been
providing new insights in the middle atmospheric dynamics and helping to understand the many
aspects of atmospheric waves in the mesosphere lower thermosphere (MLT) as these waves are best
registered in this region. Medium frequency (MF) radars are powerful tools for the study of the
mesosphere and lower thermosphere (MLT) region, 60-100km, and have been widely operated at
low to high latitude sites (e.g., [7]). Meteor echo measurement is another technique to investigate
winds and temperature in MLT region (e.g., [5,6]).

Intercomparison of these techniques has been the topic of research for the past few decades
for the radar community(e.g., Hall etal., 2001, [1,4]). It is seen from the past research that the
intercomparison of radar spaced antenna and meteor radar techniques for wind measurements
shows some degree of variability. The observed discrepancies in the comparisons were also showed
significant differences among various researchers. FEven though most of these comparisons were
carried out using long-term datasets, the observations are limited to few geographical locations.
This limitation can be attributed to the lack of collocated radar facilities at the same observational
site.

Recently, an all-sky meteor wind radar and a MF radar have been installed at Kuming, China
(103.7°E, 25.6°N), where the magnetic latitude is about 14.3°. for continuous monitoring of MLT
region dynamics. A brief description of these radars will be provided in the next section. However,
the MF radar and meteor radar are just spatially separated by 200 m, thus these two radars provided
a unique opportunity to check the consistency of winds measured by the meteor radar and MF radar.
The objective of this paper is to compare the winds measured by meteor radar interferometry and
MF radar spaced antenna techniques and discuss their similarities and discrepancies.

2. INSTRUMENTATION AND OBSERVATIONS

The MF radar and all-sky meteor radar were both manufactured by Atmospheric Radar Systems
(ATRAD), Australia and were installed at Kuming station during November 2007. Basic param-
eters of the two radar systems are tabulated in Table 1, and the observational parameters are
summarized in Table 2.

The MF radar operates at 2.138 MHz and transmits 64 kW of peak power, which is connected
to a four antenna system. The antenna array consists of four crossed dipole antennas, which are
located at the corners and the center of an equilateral triangle with side about 150m long. The
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Table 1: Basic parameters of Kuming meteor radar and MF radar.

Factor Meteor Radar MF Radar
Operational 37.5 MHz 2.138 MHz
frequency
Peak power 20kW 64 kW
Pulse width 24 ps 24 us
Bandwidth 18.1kHz 60 kHz
Pulse repetition
430kHz 100 kHz
frequency
Transmission
Antenna array One crossed dipoles Four crossed dipoles
Beam direction All-sky Zenith
Reception
Five receivers each of which is  Four receivers each of which is
Receivers connected to a sing Yagi connected to a sing crossed
antenna dipole
Duration of each
114.4s 104s
record
Table 2: Observation parameters.
Factor Meteor Radar MF  Radar (FCA)
Pulse repetition frequency 430 100
Polarization O mode O mode
Coherent integration 4 40
Number of recorded data points 12300 260
Sampling range 70-110km 50-100 km

MF radar obtain partial reflection returns from mesospheric ionization. The echoes are received
by spatially separated antennas and analyzed using full-correlation analysis (the so-called spaced
antenna drift technique) (Holdsworth and Reid, 1995). It measure winds from 78 to 98 km with
the highest data rate around 90 km. We have operated the Kuming MFradar since November 2007,
and obtained wind velocity profiles at 50-100km and 70-100 km during daytime and at night,
respectively. The effective height resolution is about 4 km, corresponding to the radar pulse length
of 25 us, but the received echo is sampled every 2 km. Although the time resolution of raw data is
2 minutes, we averaged for one hour in this study.

The VHF meteor radar operates at a frequency of 37.5 MHz, corresponding to a wavelength
of 8m. A single three-element Yagi antenna directed toward the zenith is used to illustrate me-
teor trails. Meteor trail reflections are coherently detected on five three-element Yagi antennas
oriented along two orthogonal baselines, with one antenna in the center of the array common to
both baselines. On each baseline the outer antennas are separated from the center by 2.0 and
2.5 wavelengths. This configuration minimizes antenna coupling, provides enough redundancy to
unambiguously determine the azimuth and elevation of most echoes, and provides excellent angular
resolution for position determination. It measures winds over an altitude range of 70-120 km with
a maximum data rate also around 90 km. The height resolution of the meteor radar is 2km. From
the radial wind velocity for individual meteor echoes the zonal and meridional wind velocities were
calculated in 1-hour and 2-km time-height bins.
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3. RESULTS AND DISCUSSIONS

Figure 1 shows examples of zonal and meridional wind velocities observed on 1-8 October 2008 for
heights of 82 km, 84 km, 92 km and 94 km, where both the data sets have been averaged into 1-hour
bins. At first pass, the results look fairly favorable. The major trends and features are present in
both data sets. It does appear, however, that the meteor system exhibits larger excursions than
the MF radar. It has been hypothesized by Vincent [1] that the difference is due to MF receiver
saturation. The effect of this saturation is more pronounced for larger velocities. Inspection of
Figure 1 indicates that there is general agreement between the two techniques. The meteor and
SA winds maps out the diurnal variation of the tide.
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Figure 1: Comparisons of VHF meteor winds and MF SA winds from October 1 to October 8, 2008 for
heights of 82 km, 88 km, 92km, and 94 km.

In order to evaluate the differences statistically we calculated correlation between the meteor
and FCA winds. Simultaneously observed hourly winds were selected. All the simultaneously
observed wind velocities were applied to the correlation analysis. The results are summarized in
Figure 2. Each regression line is fitted so that the sum of the squared distances between the line
and each point is minimized.

Figure 2 shows the scatter plots of the hourly meteor wind velocities versus the one hour averaged
MF SA wind for 82 km, 84 km, 92km and 94 km. The slope of the line is an indicator of whether
the winds from one system are a fractional amount of the other system. As can be seen in these
plots, all slopes are less than 1.0 indicating that the MF velocities are scaled lower than the meteor
velocities. Clearly, one can see that at all heights the MF winds are systematically smaller than the
meteor winds. A linear correlation coefficient r was computed for each scatter plot and indicates
how well the data correspond to a linear relationship.

Figure 3 shows histograms, for all heights, of the differences between the two techniques. The
functional form of the fit is a Gaussian plus linear and quadratic terms, the linear and quadratic
terms giving a measure of how skewed to either side the histogram is. The plot shows the mean
and standard deviation values produced from the wind speed difference distribution histograms.

The correlation coefficient for the zonal component at 84 km has a rather high value of 0.8. The
FCA winds slightly underestimate the meteor winds, the slope being 0.72. It is evident that the
correction becomes less significant and the slope becomes more gradual with increasing height. The
standard deviation of 27.3m/s at 84km grows to 54.4m/s at 92km. The height variations of the
correlation seen in meridional component are even more pronounced. The slope and correlation
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coefficients at 82 km and 84 km are 0.52 and 0.61, respectively, comparable to the value at the same
height of the zonal component. The correlation becomes significantly poorer and the slope less
steep at higher altitudes.

Our results reveal that the zonal winds are measured with a higher degree of consistency by
the two techniques than the meridional winds during this period of observation, especially at lower
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Figure 2: Scatter plots of wind velocities measured by the meteor wind technique versus wind measured by
the MF SA technique for 82 km, 84 km, 92km, and 94 km.
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heights. the similar results also have been observed by Hocking and Thayaparan [4].

The general underestimation of the meteor wind determination by the MF SA systems could be
due to several reasons. The triangle size effect, large-amplitude gravity waves and small pattern
scales of the MF SA technique are on blame mostly. On the other hand the effects of strong electric
fields on the motion of meteor trails have been studied by several researchers (e.g., Geoge C. Reid.,
1983, [2]). However, the effects are thought to be negligible or very small in this study.

We stated that the MF SA wind velocities are essentially a spatial and temporal average, while
the meteor observations provide wind velocities that are essentially instantaneous measurements
from a relatively small region. At present, the observational material obtained in this experiment is
not yet sufficient to allow us to decide on the relative importance of the diverse possibilities which
could explain those few differences which we have found. A detailed clarification of the occasional
differences between the results of meteor wind measurements and MF SA measurements in the
same height region will require more observations through longer periods of time.
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Figure 3: Histograms of the differences between the MF SA wind and meteor wind speeds. The dashed curve
is a Gaussian with linear and quadratic terms fitted to the distribution.

4. CONCLUSION

An experiment designed to compare wind velocity measurements obtained from a height range of
80km to 100 km using two different techniques and radars, has been described. The two methods
involved were the meteor wind technique utilizing a radar operating at a frequency of 37.5 MHz and
the full correlation analysis of spaced antenna wind data utilizing a radar operating at a frequency
of 2.138 MHz. Data from both systems were collected simultaneously for 8 days, all of which were
presented in this paper. Our results reveal that the zonal winds are measured with a higher degree
of consistency by the two techniques than the meridional winds during this period of observation,
especially at lower heights.
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Abstract— Statistical characteristics of the spatial power spectrum of multiply scattered elec-
tromagnetic waves by randomly-inhomogeneous magnetized plasma layer is considered in complex
geometrical optics approximation. The angle-of-arrival, dispersion of frequency fluctuations and
structure functions are calculated for Gaussian and power-law correlation functions of electron
density fluctuations. Numerical calculations were carried out for F-region of an ionosphere using
satellite data of ionospheric plasma parameters.

1. INTRODUCTION

Propagation and scattering of electromagnetic (EM) waves in turbulent ionospheric plasma is de-
voted great attention last years. High-frequency monochromatic EM wave scattered on electron
density fluctuations of ionospheric plasma under the action of magnetic field fluctuations lead to
the distortion of observable angular power spectrum (APS). Evolution of the APS of scattered EM
radiation and the features of its statistical characteristics: broadening, displacements of its max-
imum and ionospheric scintillations in anisotropic turbulent collision plasma at electron density
and magnetic field fluctuations were investigated in geometrical optics approximation [1-3]. The
features of the APS of scattered radiation in random medium with strongly prolate anisotropic
irregularities of dielectric permittivity using smooth perturbation method were considered in [4].
Investigation of peculiarities of frequency and frequency-spatial correlation functions are of partic-
ular interest in satellite communications. In various systems (for example in the systems measuring
speed of flying devices) registered parametre is a frequency. Frequency fluctuations at waves scat-
tering on turbulent plasma medium irregularities impose the restrictions on accuracy of measured
parameters. The features of radiwaves frequency fluctuations in turbulent atmosphere using smooth
perturbation method have been investigated in [5]. Information about the frequency and spatial
correlation of the signal is essential in designing and analyzing frequency and/or spatial diversity
schemes. Statistical characteristics of the APS are considered in this paper using complex geomet-
rical optics approximation taking into account multiple scattering effects by anisotropic turbulent
magnetized plane plasma layer having finite thickness. Numerical calculations have been carried
out using satellite data of ionospheric F-region plasma parameters.

2. CORRELATION FUNCTION OF THE PHASE

Let a point source is located in vacuum at a terminal distance [; above from the plane boundary
of random magnetized plasma and irradiate high-frequency electromagnetic waves. The thickness
of the scattered layer is equal to lo, receiver is located in vacuum below the layer at a distant
I3 in the XZ plane (principle plane) and the length of line-of-sight connecting the source and
the receiver is Ly = [ 4+ l2 + I3. The imposed magnetic field makes an angle 6y between Z axis
and the angle 8 with the propagation direction of the incident wave. The plasma density in the
layer is: N(r) = No + Ni(r); where Ny is the constant term, N;(r) is a random function of the
spatial coordinates describing density fluctuations. A simplified model of the magnetized plasma
has been chosen in order to visualize the influence of medium absorption and anisotropy on the
angular spectrum of scattered waves. We shall suppose that the following conditions are fulfilled:
WB > W, WB > Ve, WB > wp, where w is the angular frequency, vep is the effective collision

1/2

frequency of electrons with other plasma particles, w, = (4me2N/m)1/2 is the plasma frequency
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and wp = eBy/mc is the angular gyrofrequency for magnetic field; e and m are the charge and the
mass of an electron, respectively, c is the speed of light in the vacuum. The imposed magnetic field
is directed towards the Z-axis. Omitting the multiplier exp(—itw) together with factors describing
the power and radiation pattern of the point source, at 8’ < 1 (6/ = 6y — 0), in the case of Ny =0
(zero approximation), without regard for random inhomogeneities, the receiving field can be expand
in plane waves [6]

@yl +h+ls) = o / / dkodky exp [i (ko + kyy) + ks, (b + 1) + ik lo) k2 (1)

—00 —0O0

where k., , are longitudinal components of wavevector in the vacuum and plasma, respectively [1]

kg sin Oy cos by (€., — 1)1\/(% —k:%) 522"'1‘38522 cos? 6 (€. —1)
sin® Oy +£,, cos? b sin® Oy +£,, cos? b,

, ko=w/c.

ke = k(%_k:%u (kzz)l,zz
We must choose “+” sign in order for k,, will be positive, as far as we are interesting by refracted
wave running towards the Z-axis. We took into account that plasma concentration is sufficiently
small in the layer, thus leading to a decrease in the angle of refraction. Performing the ray-(optics)
approximation, we suppose that both characteristic size [ of electron density irregularities and
the distance Ly between the emitter and receiver substantially exceeds the wavelength in plasma
(kLo > 1,1 > A). At small electron density fluctuations the major contribution in the APS
at the observation point would be provided by one inhomogeneous plane wave; imaginary part
of the wavevector is determined by absorption (collision of electrons with other plasma particles)
and medium anisotropy in the plane plasma layer. The statistical characteristics of the wave field
are primarily determined by complex phase (@) fluctuations of the principal plane wave in the
case of small-angle scattering [7]. The phase characteristics of an individual normal wave in the
geometrical optics approximation are known [7] to be given by the eikonal equation k? = wAN2/c?,
where k(r) = —V ¢ is the local complex wavevector. The refractive index of an anisotropic medium
may depend on the direction of the wavevector N2 = N2(N(r),w,k,,k,). As far as electron
density fluctuations are sufficiently small N(r) = Ny + Ni(r), N1 < Np, expand the wave phase

C e .o ~0 = - - - ~
characteristics into a series k = k +ki(r)+..., o = o+ @1 +.... The unperturbed wavevector kg
was obtained above without taking into account density fluctuations, using the saddle-point method,
and its projection on the X axis was determined by the expression k) = k2. The fluctuating terms

k; and ¢; are proportional to the small dimensionless parameter Nj/Ny. Outside the plasma layer
the transverse correlation function of complex phase fluctuations at the observation points spaced
apart at a very small distance z is given by the expression [1]

W; = (¢1 (2,0, Lo) - 7} (0,0, Lo)) = 2madkd / dk, / dky Fy (kz, Ky, p) exp (z’Bkmll

—00

d r B 2
—2sv————sin 6 cos ongclg)/dp exp[i (—A+ 2) kmp} /dn expliBk,n+2Ask, (la—n)|(2)
0

1+b+d
. _ 1 vsin? g _ b+d _ oz _ L _ I3 _
where: oy = TNy (=0 cos2 052 A = (i sinfgcosby, B = I b= 7 and d = P are non

dimensional spatial parameters normalizing on thickness of a plasma layer, ke — vﬁ sin 6y cos 0

+B — isvﬁ sinfg cos by, v = w]% Jw? and s = Veff/w are non—dimensi(frzllal plasma parameters;
% }Od,oFN(k:m, ky, p) exp(—ikyp) = W (ks, ky, k) is a 3-D power spectral density for electron den-
sit;/olgluctuations.

3. ANGLE-OF-ARRIVAL AND DISPERSION OF FREQUENCY FLUCTUATIONS

If a point source radiates two monochromatic waves with frequencies w1 = wp(1—9) and we = wo(1+
9). Phase correlation function for arbitrary correlation function of electron density fluctuations has
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the following form:

s
(1 (2,0, Lo) 5 (0,0, Lg)) = M/dkrz/dkyWN [kx,ky, <p -5 - ;Amn> k:x]

exp(zBllk)exp[ i(m — iq)JJolaks)

where the value § = (wy — wy)/2wp characterizes difference of two propagated waves frequencies,

O'N =< N} > /N2 is the variance of electron density fluctuations, n = %, m = %,

. (1—6)°(1+6)° sin* 0 . b . A(1+62) .
M = Fo¥kglov® [(1—38)2—v cos? B2 [(1+5)272c05290]2’ Jo = vigggsinfocosth, p = a—oza+oz: 4 =
s(14362)
(1-0)3(1+9)3 "
In one plane the mean square fluctuation of the angle-of-arrival for monochromatic wave is
expressed via phase structure function [8] < 62 >= lir% (d®*Dy(z)/dz?®)/2k3. The intensity of
xr—

frequency fluctuation w; = w— < w > is connected with the intensity of phase fluctuation < w? >=
R,”(0), where R, (7) is the phase correlation function of time. Denoting spatial correlation function
of the phase as W, (x), x is the distance between two points in the plane normal to the direction of
wave propagation and applying hypothesis of the frozen turbulence, R, (1) = W, (Vo7), where Vj
is the velocity of irregularities transfer, we obtain: < w? >= —Vj (92 W(z)/0x? |x 0. Considered
frequencies fluctuations are the natural factor limiting accuracy of radlal speed measurement of the
spacecrafts. Standard deviation of a measured radial speed is equal [5] o, = ¢\/< wl > /2w.

4. ANISOTROPIC CORRELATION FUNCTIONS

It is well known that the influence of anisotropy in the medium, the orientation of prolate irregular-
ities, the location of the transmitter and the receiver on the statistical characteristics of the spatial
spectrum of scattered radiation in random media depends substantially on the form of the spatial
spectrum of random inhomogeneities. Therefore, we choose the most realistic (for the ionospheric
plasma) Gaussian and 3D power-law spectral correlation functions for electron concentration fluctu-
ations [3,9]. Data obtained from spaced receiver measurements made at Kingston, Jamaica (during
the periods August 1967—January 1969 and June 1970-September 1970) show that the irregulari-
ties between heights of 153 and 617 Km causing the scintillation of signals from the moving earth
satellites (BE-B and BE-C) are closely aligned along the magnetic field lines in the F-region [10].
Orientation of the irregularities in the ionosphere has been measured with respect to the geographic
north observing a diffraction pattern of the satellite signals (41 MHz) on the ground. The dip angle
of the irregularities with respect to the field lines was within 16°. Anisotropic Gaussian spectral
function of electron density fluctuation describing prolate irregularities with various axial ratios
and the angle of inclination a with respect to the external magnetic field is

A k202 1—x?)?
Wy (kz, ky, k2) = L7l exp{— z {1+(X)sir12a0052 a]

]73/2 4 %
k202 sin? o+ x2 cos? o —x?
— y4 e k2£H+ 7 sin v cos kg ko 0f ¢ (3)

x = £)/l1 is axial ration of prolate irregularities, ¢ characteristic spatial scale of irregularities

along the external magnetic field, /2 = Eﬁ (sin? a + 2 cos? 1

a)”

Power-law spectral index was within the limits p = 1.4 + 4.8 for different heating sessions using
“Sura” heating facility in the frequency range of 4.7 - 9MHz (ordinary mode) with the effective
radiated power 50 + 70 MW beamed vertically upwards [11]. The 3D power-law spectral density

is [3]

P(%) -3 i
: sm[ (4)

2 } (1412 (k2 + k2 +x2k2)]7*

where I'(z) is the gamma function, p is the spectral index.
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5. ANALYTICAL AND NUMERICAL CALCULATIONS OF STATISTICAL
CHARACTERISTICS OF SCATTERED RADIATION

Angle-of-arrival (AOA) and frequency fluctuations intensity for anisotropic Gaussian correlation
function at b > 0 has the following form

(62) = VT v?sin 0 b? < J? )

(5)

- ON exp | ==
2 ax (1 —vcos?0)* (1+b+ d)2G3/? a’G
. 1-x2)? 2 2 sin? a+x?2 cos? o 1—x2 ..
where: a; = STaTC o [1+( XQ) sin® o cos” |, as = Xixg, as = X%‘ sin a cos a,

G=a+ a2A2 —2a3A, J = 2sJy.
In the limit b =0, A = vdsinfycosby/(1 + d) and we obtain

2sin* 6 a(as —2A4A) 3
92 :ﬁz v=sin” bp 3 = e — oAV 6
(0] 4 UNX(l —wvecos? )t (14 d)2G/? STe (a3 ) (6)

Frequency dispersion is

2sin® 0 k3Via G J\?
W) = —/ro? v s %o 0°0 < + > ex <>
(i) v N(l—vcos290)4 XGP2(1+b+d)? \a? 2 P ag

2 2 2
a2A —a 10 2J b a
X (273) — 24 = - = + @2 , (7)
16 G aG a 8
For the 3D power-law spectral density of the electron density fluctuations it is convenient to use
polar coordinate system. Integration over all variables yields the expression for phase correlation

function which is expressed via gamma and hypergeometric 2 Fi(a, b, b, z) functions. If Ax < 1, at
p > 4, for AOA and frequency fluctuations intensity may be rewritten respectively:

<92>:ﬁ02 v? sin? 0 ax? I (%) [ N 82 } ()
v 4 N(l—vcos?(%)4 (p—Q)(l‘*‘b‘i‘d)QI‘(%) (p—4)a?]’
(w?) = VT o visinth k3VEax? r (%)
! 4 N(l—vcos2(90)4(17—2)(1+b+d)2r(%)
4b? 3x? 9 0 J?
= = (4 7)) v

For a plane incident wave (b — oo) the spectral width in the principle plane increase anomalously
quickly with increasing thickness of the layer lo in the case of strong regular absorption. It should
be noted that the spectral width increases with growing s while other parameters are constant.
In the absence of absorption (s = 0), for statistically isotropic medium (x = 1), when b — 0 the
spectral width is one third of that for & — oo, which corresponds to the know results obtained
for spherical and plane waves [7,8]. From Equation (10) follows, that this condition should be
fulfilled if a?(p — 4) = 4/3. Hence, if p = 4.3 and Iy = 50 Km, lj = 100Km. The inequality
Ax < 1 at altitude h = 300 Km and f = 50 MHz, imposes the restriction on transversal scale of
irregularities [; > 650m. Numerical calculations are carried out for F' region ionosphere: h =
300 Km, f = 40 MHz, plasma parameters are: v = cug/u)2 = 0.0133, s = veg/w = 5.85 - 1077,
JJQV =104, ) = 10Km, I3 = 50 Km, Vp = 100 m/s. Figures 1 and 2 illustrate the dependence of

the angle-of-arrival /< #2 > in the principal plane for anisotropic Gaussian correlation function
versus parameter of anisotropy x and parameter b, respectively. The receiver is located on the
lower boundary of turbulent layer (d = 0) and the source spaced apart from the upper boundary of
turbulent plasma layer on the distance equal to the thickness of the layer b = 1 or twice exceed it
(b =2). The curves of the AOA for power-law (p = 4.3) and Gaussian spectra (for 6y = 40°) versus
parameter b shown in Figure 3. The AOA increases in proportion to the parameter of anisotropy
and tends to saturation at big b. Figure 4 illustrates the dependence of rms frequency dispersion (at
(x = 10, 6y = 40°) versus parameter b for power-law (p = 4.3) and Gaussian spectra. Calculations
show that at big parameter b considered statistical characteristics tend to saturation.
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Table 1.
d=0 d= d=
b=1|b=2|b=1|b=2|b=1|b=2
<60?> x=1,Gauss | 02" | 026 | 0.13° | 0.2" | 0.06" | 0.1’
<60%>, x=2 Gauss | 033" | 045 | 0.22’ | 0.33° | 0.1" | 0.17’
<02 > x=2,p=43 | 083 | 1.11" | 0.55" | 0.83" | 0.24" | 0.42’
<w?> x=10,p=431| 007 | 0.1 | 0.05 | 0.07 | 0.02 | 0.04
< w? >, Gauss 0.11 | 0.16 | 0.07 | 0.12 | 0.03 | 0.06
!
0.35 ' >
: - <0,>
9,=54"
'.' e’ Seol el
020 [ el e N

Figure 4: Gaussian spectrum (solid line) o = 13°;
power-law spectrum, p = 4.3, x = 10, 6y = 40°.

Figure 3: Gaussian spectrum (solid line) 6y = 40°;
power-law spectrum, p = 4.3, x = 10.

6. CONCLUSION

AOA and frequency intensity fluctuations of multiply scattered radiation by turbulent collision
magnetized plasma have been investigated analytically and numerically using geometrical optics
approximation and satellite data of F-region ionospheric plasma parameters. Point source and
the receiver system are located at opposite sides with respect to scattered plane layer having finite
thickness. Analysis shows that anisotropy and dip angle of prolate irregularities, spectral index and
the observing geometry have a substantial influence on the statistical characteristics of scattered
EM waves.
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Effect of Rainfall on Millimeter Wavelength Radio in Gough and
Marion Islands

P. A. Owolawi, T. J. Afullo, and S. B. Malinga
University of KwaZulu-Natal Durban, P. O. Box 4000, South Africa

Abstract— With the increasing in spectrum occupancy and demand for high bandwidth for
evolution of complex radio access network, the need to explore the advantages of millimetric
wave band has become imperative. The advantages of the band are: large spectrum availability,
high frequency re-used potential, small antenna and equipment size. In this paper, a new-hybrid
approach is used to convert rainfall from five-minute integration time to one-minute integration
time for the calculation of rain attenuation. The paper also provides information on cumulative
distributions, seasonal variability, and worst month of rainfall rate for the islands. Consequently,
relationship between average year (AY) and average worst month (AWM) are obtained.

1. INTRODUCTION

Marion Island (46°38’S & 37°59’E) and Gough Island (40°21’S & 09°53'W) are located approxi-
mately 1500 Km and 2500 Km south-east and south-west of Cape Town, South Africa respectively.
Due to the biological diversity and environmental uniqueness of both islands which make them
a main attraction for both tourists as well as scientific researchers, need for data transfer, video
and voice communication has become inevitable. The microwave and millimeter wave spectrum
at 30-300 GHz are of great interest to service providers and systems designers today because of
the wide bandwidths available for communications at these frequencies. Such wide bandwidths are
valuable in supporting applications such as high speed data transmission and video distribution [1].
However, radio signals at millimeter wavelengths suffer greatly from attenuation [2]. The principal
limitation of the millimeter-wave link availability is precipitation. While the hardware designer
cannot account for rain, the link or network planner can and must, by incorporating a sufficient
margin into the link design [3].

To successfully estimate rain attenuation along the link path, the point rainfall rate character-
istics statistics must be available in the location of interest [4]. Information such as rainfall rate
characteristics, i.e., rainfall rate integration time, average rainfall rate cumulative distributions,
worst-month rainfall rate distributions are required by a radio link planner in order to estimate
path loss.

Previous works done by the author [5-10] were based on five years rainfall data, while the recent
ones are based on more than ten years rainfall data. In addition, a location-based conversion
factor is developed in order to convert rainfall rate from higher integration rate (five-minute) to
one-minute equivalent recommended by International Telecommunication Union Recommendation
(ITU-R).

2. RAINFALL RATE CUMULATIVE DISTRIBUTION

Daily rainfall accumulations are universally recorded and hourly data are also fairly widely available
at national weather bureaus [11]. As a result of unavailability of one-minute rainfall rate data, thus
a conversion method needs to be employed. methods commonly used to estimate one minute rainfall
rate distribution from different integration times include Rice-Holmberg’s model [12], Segal [13],
Ajayi-Ofoche [14], Singh etal. [15], Burgueno etal. [16], Chebil-Rahman [17], Joo etal. [18],
Karasawa-Matsudo [19], Ito-Hosoya [20], Moupfouma [21], and Moupfouma-Martin [22].

In this paper, a hybrid approach is employed. The approach combines Ito et al. and Moupfouma
et al. at defined percentage of exceedence and interpolates by using Lagrange interpolation method.
The Lagrange interpolation method is chosen because of its simplicity and precision. A linear least-
square fit is plotted as shown in Figures 1-3 and return relationship given below:

lein = SORT + 1/1 (1)

where 7 is the integration time at which rainfall rate data is collected, coefficients ¢ and 1 at
5-minute integration time is shown in Table 1. Equation (1) coefficients give positive slopes and
positive intercepts for Durban, Pretoria Cape Town while the two Islands return negative intercept.
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The table shows that fitted models for Gough Island, Marion Island, Durban and Pretoria overesti-
mate the distribution except in Cape Town, by 32%, 23%, 165% and 99% respectively. The rainfall
rate at one-minute integration time estimate is used to plot cumulative distributions for four differ-
ent climatic regions namely: Midlatitude (Gough and Marion Island), coastal (Durban), temperate
(Pretoria) and Mediterranean (Cape Town) in Figure 4. Figure 4 shows cumulative distributions
of rainfall rate for five locations. It plays an important role in the assessment of attenuation due to
rainfall in the location of interest especially at Ry 1. Table 2 shows details of the site from which
data was collected; longitude, latitude and percentage of time rainfall rate exceed 0.01%. At 0.01%,
the maximum rainfall rate is recorded for Durban while the least is observed in Cape Town.

Relationship between 1 minute and 5 minutes rainfall rate in Gough Island

Relationship between 1-minute and 5-minute rainfall rate in Marion Island
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Figure 1: Relationship between 1-min and 5-min

rainfall rate in Gough Island.
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Figure 3: Relationship between 1-min and 5-min
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Figure 2: Relationship between 1-min and 5-min
rainfall rate in Marion Island.
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Figure 4: Cumulative Distribution of Rainfall Rate
at 1-minute for 5 sites.

Table 1: Coefficient of Equation (1).

Site © P R?
Gough Island | 1.3231 | —0.4394 | 0.9335
Marion Island | 1.2333 | —1.4414 | 0.9673

Durban 2.6474 | 1.7811 | 0.9756
Cape Town | 0.9796 | 5.3765 | 0.9666
Pretoria 1.9793 | 5.4599 | 0.9806

3. CHARACTERISTICS OF RAINFALL REGIME

Figure 5 shows the mean yearly rainfall accumulation over 30 years for Gough Island, Marion Island,
Durban, Cape Town and Pretoria. The two islands experience regular rainfalls all year long from
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about 17mm to 241 mm. Durban and Pretoria have their maximum rainfall accumulation during
summer (January) while Cape Town records it maximum in winter (June).

Table 2: Characteristics of five selected sites.

Site Latitude | Longitude | Altitude | Ro.01(1 min)
Gough Island | 40°21mS | 9°53mW 54m 47.2
Marion Island | 46°53mS | 37°52mE 22m 37.04

Durban 29°58 mS | 30°57mE 08 m 135.22
Cape Town 33°58mS | 18°36mE 44m 28.86
Pretoria 25°44mS | 28°11mE | 1330m 100.47

B Gough Island(mm)
B Marion Idland(mm)
30 0 Durban(mm)
OCapeToan
20 B Pretaria(mm)
200
10
100
m LI
0
) Septerrb Noveb| Avrage
January March | Apil My | Jue | Juy | August o October o . month
Accumud
0 Goughlsland(mm) | 210 18 -3 2% 2 310 w3 o n 2 % 2 | 218
i 219 1% 216 219 P43 0 1% 187 <) 17 7 28 | BB
0 Durban(mm) 14 13 126 K] 5 23 k] (-] B 9 10 10 -]
|0 Cape Town 14 16 21 L 68 k) k<) 7 L 3 1 17 |30.58333|
/W Pretoria(mm) 136 s & 51 3 7 3 6 2 n B8 110 |5616667|

Figure 5: Average rainfall accumulation over a period of 30 years.

The maximum average rainfall accumulation for Gough Island, Marion Island, Durban, Cape
Town and Pretoria are 310 mm, 232 mm, 134 mm, 93 mm and 136 mm respectively. The minimum
average rainfall accumulation for Gough Island, Marion Island, Durban, Cape Town and Pretoria
are 26 mm, 17mm, 9mm, 1 mm and 3 mm respectively. The maximum range difference is recorded
in Gough Island while minimum is experienced in Cape Town.

4. RAINFALL RATE VARIABILITY

Rainfall occurrences are dynamic and distributed in time and space [23]. These results in month to
month, year to year and season to season variability in rainfall rate distribution. ITU-R P.837-1 to
P.837-4 and the revised edition [24] recommendation which define the characteristics of precipitation
modeling reflects discrepancy from their recommendation P.837-1 to the revised P.837-4. The I'TU-
R recommendation P.837 is the standard the link budget planner and system designer use to
estimate the fade margin as a result of rainfall.

In this section, seasonal variability is investigated and classified into four different seasons
namely: summer, autumn, winter, and spring. In the case of the two islands, the lower rainfall rate
variability indicates the consistency from one season to another. The other stations show higher
variability in rainfall rate which indicate distinction in seasonal variability. The seasonal variability
is important to link planner in the sense that the fade margin provided by the rainfall rate at a
defined percentage of exceedence need to be compensated. The rainfall rate at 0.01% of exceedence
for winter in Gough Island, Marion Island, Durban, Cape Town and Pretoria are 50.37 mm/hr,
34.07mm/hr, 103.45 mm/hr, 19.49 mm/hr, and 119.47 mm/hr respectively. At 0.01% percentage
of exceedence, the maximum rainfall rate is experienced in summer in some areas such as Marion
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Island, Durban and Pretoria while in Gough Island records maximum rainfall during Autumn sea-
son. The Cape normally records its maximum rainfall rate during the winter season. The minimum
rainfall rate distribution is observed in spring in locations such as Gough Island, Marion Island,
and Durban. Cape Town records its minimum during summer and Pretoria records its minimum
during winter at 0.01% percentage of exceedence.

Rainfall Rate Seasonal Variation in Gough Island Rainfall Rate Seasonal Variation in Marion Island
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Figure 6: (a) Seasonal variation of cumulative rainfall rate distribution in Gough Island. (b) Seasonal
variation of cumulative rainfall rate distribution in Marion Island. (c) Seasonal variation of cumulative
rainfall rate distribution in Durban. (d) Seasonal variation of cumulative rainfall rate distribution in Cape
Town. (e) Seasonal variation of cumulative rainfall rate distribution in Pretoria.

5. WORST MONTH AND ITS STATISTICS

The reliability of a communication link is specified in terms of the desired percentage of time that
the basic transmission loss, catered for, would not be exceeded over a specified period of time,
generally taken as one year. The concept of worst-month is also used to meet the percentage of
‘any month’ performance criteria since annual cumulative statistics is related to annual worst-month
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statistics [25].

The ITU-R [26] has defined the concept of worst-month statistics. This concept can be applied
to terms such as rainfall rate, rain attenuation and cross polarization discrimination (XPD) for a
period of 12 consecutive calendar months. The annual worst month for a pre-selected threshold
is defined as the month (30 days period) with the highest probability of exceeding that threshold
level at each annual occurrence level. To describe worst month [27], we assume X;; to be the
probability of exceeding a threshold level j in the ith month. The worst month for level j is the
month with the highest X;; value, Xj;, among all 12 months [28]. The calendar month to which
Xp; belongs may vary from one threshold to another. For multiple years data, the averages of the
individual annual worst-month probabilities for each level j [28] is determined. In a more simplify

Comaprison of Measured data,estimated model and ITU-R model for Gough Island Comparison of measured data, estimated model and ITU-R model Marion Island
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Figure 7: (a) Comparison of measured data, estimated model and ITU-R model in Gough Island. (b)
Comparison of measured data, estimated model and ITU-R model in Marion Island. (c) Comparison of
measured data, estimated model and ITU-R model in Durban. (d) Comparison of measured data, estimated
model and ITU-R model in Cape Town. (e) Comparison of measured data, estimated model and ITU-R
model in Pretoria.
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form, the relationship between average worst-month statistic probability (X) and average annual
statistics probability (V') is given by the parameter (), which is the ratio between the worst-month

and annual probability and is given as:
X
- = 2
Q=" 2)

ITU-R [29] suggests that @ and Y be approximated by power law relationship of the form:
Q=0Q:1Y 7 for (Qi1/12)"°% <Y < 3% (3)

where Q1 and 3 are two parameters. To relate X and Y, Equation (3) has been written as:
X =Y(1-p) (4)

The ITU-R states that standard values of Q1 = 2.85 and 8 = 0.13 can be used for global planning
at define probability percentage as defined in Equation (3). The calculation of the average annual
time percentage of excess from the given value of the average annual worst-month time percentage
of excess is done through the inverse relationship [29] given below:

P =puw/Q (5)

In the case of global parameter given by ITU-R, Equation (5) can be re-written as shown below,
where v = 0.30 and 3 = 1.15.

p(%) = apy (%) (6)

The same approach is used to obtain the coefficient o and 3 in Table 3. The coefficients are
used to plot distributions in Figures 7(a) to 7(e). The figures show that the ITU-R model slightly
under-estimates the distribution except in Marion Island where it over-estimates. The results are
optimized using root mean square (rms) which is shown in Table 4. The root mean square table
shows that in all the selected sites, the estimated model proves to be the best when compared with
the ITU-R which is not too high in rms value.

Table 3: Coefficient of Equation (6).

Site @ 1]
Gough Island | 0.89 | 1.35
Marion Island | 0.82 | 2.202

Durban 0.81 | 1.294
Cape Town 0.70 1.27
Pretoria 0.547 | 1.27

Table 4: Root mean square for comparison (RMS).

Site RMS ITU-R model | RMS estimated model
Gough Island 0.34 0.075
Marion Island 0.35 0.17
Durban 0.16 0.012
Cape Town 0.087 0.045
Pretoria 0.091 0.038

6. CONCLUSION

Based on a 10-year rainfall data, a simple linear expression is developed to convert rainfall rate
at H-minute integration time to 1-minute integration time as recommended by ITU-R. By using a
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linear regression, coefficients are determined for each selected location. This result can be used to
convert a 5-minute data to 1-minute equivalent for any location within the selected region.

The cumulative distributions of rainfall rate are plotted from which the values of rainfall rate
0.01% of exceedence are determined for different sites. The value 0.01% is important because it
a value generally used to determine link availability. At 0.01%, Gough Island, Marion Island,
Durban, Cape Town and Pretoria record 47.2mm/hr, 37.04 mm/hr, 135.22 mm/hr, 28.86 mm/hr
and 100.47 mm/hr of rainfall rate respectively over an average year. This result can be used by link
budget planners to estimate the specific rain attenuation that should be contributed to the link.

Due to dynamic characteristics of rainfall, the yearly, seasonal or monthly changes become
question to be answered when planning a link budget. The rainfall regime is classified into four
major seasons: summer, autumn, winter and spring. The result shows that Marion Island, Durban
and Pretoria record their maximum rainfall rate during summer while Cape Town and Gough Island
record their maximum during the winter and autumn respectively.

The worst-month statistics on rainfall rate are very useful in designing high quality communica-
tion link. The relationship between the average year and average worst-month are developed. The
results are compared with the ITU-R model on worst-month. It is confirmed that in all selected
sites, the ITU-R model under-estimates the distributions while Marion Island over-estimate the
distribution, The rootmean- square results confirm that both ITU-R and estimated models can
be employed to determine the average worst-month from average year data or vice-versa. The
estimated models proposed will give a better estimate for the conversion.
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Abstract— This paper presents a method to apply the popular Walfisch-Tkegami (WI) model.
We classified 2D aerial images taken from the actual areas into small grids of sub-areas to deter-
mine the environment category of each grid area and then provided suitable path loss models for
those grids. This makes prediction provides high accuracy for overall area. We performed mea-
surements at a frequency of 800 MHz in band of a cellular mobile CDMA 2000. The equipment
for propagation measurement consisted of a fixed transmitter and a portable spectrum. The fixed
transmitter consisted of a signal generator (with 18 dBm power output) and a horn antenna. We
used a half wave dipole antenna for signal strength measurement via a recorder and then plotted
path loss contour on the aerial images of 2 different areas namely, urban and sub-urban areas.
Comparison between the proposed method and the pure WI model provide the better solution
with measurement path loss.

1. INTRODUCTION

Walfisch- ITkegami model (WI) [1] is one of the popular models [2-9] for micro-cell propagation
prediction. However, there are a lot of objects in realistic areas such as buildings, houses, roads,
trees and river. Including, it is very difficult to classify these objects in the propagation path. This
make the WI model provides some error. In this paper, we classified the objects on the 2D aerial
photograph by the maximum likelihood algorithm (MLA) [12] to identify the objects in the areas
of interest, such as roads, trees, buildings, plain and water. This classified areas were divided into
small grids and then were determined the type of areas by fuzzy logic to 5 group areas namely,
urban, suburban, forest, rural and free space areas. In order to determine path loss, we applied WI
model to these grids including Weissberger model [10, 11] for grid of forest area. The parameters
of WI model in each grid were determined by average values. This make the prediction provides
high accuracy in overall area when comparing with pure WI model.

2. AREA DETERMINATION WITH FUZZY LOGIC

The image classification provides the five classified categories, i.e., road, tree or forest, building,
plain, and water as shown in Fig. 1. In order to determine the type of propagation area into
dense-urban, urban, suburban, forest, rural and free space areas, we used a fuzzy logic system to
determine the type of the propagation area. There are 5 classified inputs of the fuzzy logic system,
namely road (X1), tree (X2), building (X3), plain (X4), and water (X5), which are divided into
4 fuzzy sets for individual input, i.e., ZR (zero), M (medium), L (large) and VL (very large) as
shown in Fig. 2, u is membership function of fuzzy sets. The outputs of the fuzzy logic system are
classified into 5 crisp outputs namely, urban, suburban, rural, free space and forest. We used rules
for our model as follows:
Rulel: if X1 =ZR, and X2=ZR, and X3 =V L, and X4 = ZR, and X5 = ZR, then Y = urba,
Rule2: if X1 =M, and X2= M, and X3 =V, and X4 = M, and X5 = ZR, then Y = sub-urban,
Ruled: if X1 =M, and X2 =M, and X3 =M, and X4 = L, and X5 = M, then Y = rural,
Ruled: if X1 =ZR,and X2=VL,and X3 =ZR, and X4 = ZR, and X5 = ZR, then Y = forest,

Rulel17: if X1 = ZR, and X2 = ZR, and X3 = ZR, and X4 = ZR, and X5 — M, then Y — free
space,
3. PATH LOSS MODELS

In the next step, we select the path loss model for each area from fuzzy outputs as follows:
Urban Area
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Figure 1: An example of image classification.
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Figure 2: The input classification.

Walfisch-Tkegami are used as follows:

32.4 + 201og(f) + 201log(d) + L(diff) + L(mult) + 3
—6.9 + 10log(w) + 101og(f) + 201og(dpm) + Lori

Lps
L(diff )
Lom’

where kg = 0, kg = 18 — 15(dnp/hroot ), ka = 54 — 0.8(dpp) and kf = —4 + 1.5[(f/925) — 1].

—10 + 0.354¢
2.5 + 0.075(p — 35)

= 4 0.114(¢p — 55)
L(mult) = ko + kq + kqlog(d) + kg log(f) — 9log(W)

for 0 < p <35
for 35 < ¢ < 55
for 55 < ¢ < 90

When f is frequency in MHz, d is distance in km, W is width of road (m), h; is base station
antenna height (m), h,, is mobile height (1.8 m), Aot is average height of the roof top and dp, is

distance between h,,

— hroof- The parameters used in Walfisch-Ikegami are denoted in Fig. 3 and

 is the angle between incidence wave coming from the base station and road in degrees, as shown
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in Fig. 4. Since the 2-D aerial images can not be distinguished between the height of the buildings.
The hyoof 18 approximately 15m with ¢ of average 35 degrees for the urban area. The values of
hroof and ¢ are averaged among the data in our survey in the realistic city areas.
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Figure 3: Geometry of Walfisch-Tkegami model.
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Figure 4: Definition of street orientation angle .

Suburban Area

Walfisch-Tkegani is also used in a similar way to the urban area, except that the h.oor is deter-
mined as 7m with ¢ of 25 degrees. The values of h,oof and ¢ are also averaged among the data in
our survey in the realistic suburban areas.

Rural Area

The rural area could follow the Walfisch-Ikegani model for LOS by:

L., = 42.6 4 26log(d) + 20log(f) (2)

Free Space Area
We used the popular free space path loss model as follows:

Lys = 32.4 4 20log(d) + 20 log(f) (3)

Forest Area
This area is typically used the Weissberger model [10, 11] as:

Pr(ds, f)[dB] = 133328440588 14 < d; < 400m
Pp(ds, f)[dB] = 0.45f024d1°,  0<d; <14m (4)

where fp is frequency in GHz, d; is path loss through trees. The path loss models for forest area
can be written as

Lo = Lgs+ Pr(dy, f) (5)

where Ly is free space path loss.
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In order to determine the category of an area by fuzzy logic, the classified categories will be
cut into sub-areas or grids of 200m long which match with size of the building. While wide of
grid depends on angle of first grid as shown in Fig. 5. Small angle will provides high accuracy for
prediction but it take a lot of time for computing. The path loss model for individual sub-area
will be observed. When the adjacent sub-areas are the same category, the path loss profiles are
continued but if the adjacent sub-areas are in different categories, for examples, the first grid is free
space area and the next grid is sub-urban area, the path loss profile in each grid would connect
continuously by the expression:

Lot = Pr(dn) (6)

where Lo 41 and Pr(d,) are path loss at reference distance in the grid (n + 1)th and path loss at
distance at the end of grid nth.

Figure 5: Determination of sub-area along radius of a cell.

4. PREDICTED RESULTS

We performed measurement at a frequency of 800 MHz in band of a cellular mobile CDMA 2000.
The equipment for propagation measurement consisted of a fixed transmitter and a portable spec-
trum analyzer. The transmitter composed with a signal generator (with 18 dBm output) and a horn
antenna. We used a half-wave dipole antenna for signal strength measurement with a recorder. We

Fraguency 800 MH: Artenna heght 185 m

Path Loss (dB)

e
ann 1000 55 & 75 & o5 105 115

Figure 6: Path loss of urban area. (a) Urban proposed model, (b) comparison between urban proposed
model, WI model and measured data.
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plotted path loss contours on the aerial images for 2 different areas: urban and sub-urban areas
as shown in Figs. 6(a)-7(a). The red points on the aerial images in the figures are measurement
locations. The comparisons between measured and predicted path losses of both models are shown
in Figs. 6(b)-7(b) and Table 1 for a summary. The results for each area are as follows:

Table 1: Summary of the mean square error between proposed method and WI model comparing with
measurement.

Category | Proposed | WI
Urban 7.25 13.72

Sub-urban 8.22 14.03

Average 7.74 13.88

a) Urban area

The measurement area is located in the western side of Bangkok. The transmitter was located
on the ninth floor of a car-park building in a hospital. The h;oof of the building is about 18 m.
The maximum, minimum and average heights of the buildings in the area are about 50m, 6 m
and 12.5m, respectively. The path loss contours with measured data are shown in Fig. 6(a). The
results show that the path loss prediction is well agreed with the measurement comparing with
pure WI model as shown in Fig. 6(b). However, the path loss prediction is poor agreed with the
measurement at measurement point number 8, 9, 10, and 15 on the left side of the figure since there
are high buildings blocking the wave propagation at the left side of the transmitting antenna. This
problem could be solved by removing the transmitting antenna to roof top of a higher building

b) Sub-urban area

This area is measured at King Mongkut’s Institute of Technology, Ladkrabang. The transmitter
was located on the 12th floor of the engineering faculty building. The Ao of the building is about
36 m. The maximum, minimum and average heights of the buildings in the area are about 40 m, 6 m
and 7 m, respectively. This area generally consists of 60% of free space. The path loss contours with
measurements points of proposed model are shown in Fig. 7(a). The comparison result shown in
Fig. 7(b) indicates that our path loss prediction is better accuracy than that of pure WI prediction.

Path Loss (dB)

Path Loss (d8)

(a) (b)

Figure 7: Path loss of sub-urban area. (a) Second sub-urban proposed model, (b) comparison between
sub-urban proposed model, WI model and measured data.

5. CONCLUSION

We propose a radio wave propagation prediction method by using WI model with image classifi-
cation and fuzzy logic. The images were classified by the MLA to identify the objects in areas of
interest, such as roads, trees, buildings, plain and water. These classified categories are segmented
into sub-areas or small grids. Then we employ fuzzy logic to determine these sub-areas into urban,
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suburban, forest, rural and free space areas. Hence, we assigned the appropriate path loss model
to match with these sub-areas to predict the path loss, and plot its contours on the available maps.
The comparison between the proposed model and the pure WI model indicates that the proposed
model provides relatively well agreement with measured data. The proposed method is easy to
operate with 2-dimensional aerial images taken from the actual area.
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Abstract— A fraction of energy density is theoretically predicted to be captured from the
electromagnetic field to form a gravitating mass density, when a particle enters the strong field
from a region of no electromagnetism. In this paper the mass variation has been calculated for
the uncharged particle on free-fall in the electromagnetic field. It shows that there is an evident
effect to the variation in mass density when the uncharged particle is in the electromagnetic field.

1. INTRODUCTION

The equality of the inertial and gravitational masses is being doubted all the time. The equality of
masses remains as puzzling as ever. But the existing theories do not explain why the gravitational
mass has to equal the inertial mass, and then do not offer compelling reason for the empirical fact.
The paper attempts to reason out why there exists the equality of masses in most cases, even in
the electromagnetic field.

Some tests for the equality of masses have been performed by L. E6tvos, H. Potter, R. H. Dicke [1],
and V. B. Braginsky [2], etc. And more precise experiments have been carried out by I. I. Shapiro [3],
K. Nordtvedt [4], and J. H. Gundlach [5] etc. Presently, no deviation from this equality has ever
been found, at least to the accuracy 10~1°. But all of these verifications are solely constrained to
be in the range of weak gravitational strength, and have not been validated in the strong gravity
or the electromagnetic field. Therefore this puzzle of the equality of masses remains unclear and
has not satisfied results.

The paper puts forward a theoretical model to study the variation of gravitational mass density
in the electromagnetic field. It carries out the result that the mass density will be varied in the
strong strength by capture or release the energy density of electromagnetic field.

2. ELECTROMAGNETIC FIELD

The electromagnetic field can be described with the algebra of quaternions, which was invented
by W. R. Hamilton [6]. In the treatise on electromagnetism, the quaternion was first used by
J. C. Maxwell [7] to demonstrate the electromagnetic field. The gravitational field can be described
by the quaternion also, and worked out the variation of the gravitational mass density in the
gravitational field.

The gravitational field and electromagnetic field both can be illustrated by the quaternion,
but they are quite different from each other indeed. In some special cases, the electric charge is
combined with the mass to become the electron or the proton, etc. So the electric charge and the
mass have the same radius vector.

Some physical quantities are the functions of coordinates rg, 71,72, and rsg in these fields. But
the basis vector, &; = (1,4, 43, 43), of the gravitational field differs from the basis vector, & =
(e,71,J2,73), of the electromagnetic field. These two kinds of quaternion basis vectors combine
together to become the octonion basis vector & = &; + &, with &, = &; o e. The octonion was first
introduced by A. Cayley. The symbol o denotes the octonion multiplication. The octonion basis
vectors satisfy the multiplication characteristics in Table 1.

In the quaternion space, the radius vector is Z = ro+%(r;%;), and the velocity is ¥ = c+X(v;1;).
Where, rg = ct; c is the speed of the light beam; ¢ denotes the time; j = 1,2, 3.

The gravitational potential is @7 = (ao,a1, a2, a3), and the electromagnetic potential is @7, =
(Ao, A1, Az, A3). They constitute the potential &7 = o, + keg e, With keg being the coefficient.
And the strength % = < o &/ consists of the gravitational strength %, and the electromagnetic
strength %..

B = By + kegBe (1)

where, $ = Jy + E(’ij@j); 0; = 8/87“2‘, 1=20,1,2,3.
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Table 1: The octonion multiplication table.

1 il 1 13 € Ji Jo J3
1 1 7 i 13 e J J2 J3

i 4 —1 5 —i 5 —e  —J3  Jy
B b —t3 -1 w g J3  —e —j
i3 3 —h —l g5 —jg J —€
e e —j —Jp —J3 -1 1 1o i3
hon € —Js  J -4 -1 -3 i
B J2 I3 € —h R 73 -1 -4
J3 J3 —J N € —i3 —h & -1

In the above equation, we choose the following gauge conditions to simplify succeeding calcula-
tion.

Ovag+V-a=0, 0pAg+V-A=0.
Where, V= 2(7,]8]), a = E(ija]’); A= E(ZJA])

The gravitational strength %, includes two components, g/c = dpa + Vap and b = V X a,
while b = 0 in Newtonian gravity. And the electromagnetic strength . involves two parts,
Eoe*/c=0yA+ VAyand Boe=V x A; the x denotes the conjugate of the octonion.

The linear momentum density ./, = m7¥ is the part source of gravitational field, and the
electric current density ., = q¥ o e is the source of electromagnetic field. They combine together
to become the source .. For the sake of including the energy density of the particle and of the
fields simultaneity, the source .% is defined as,

WS = (Ble+O) 0 B =y Ty + hegeSe + B 0 Bfc (2)

where, m is the mass density; ¢ is the electric charge density; u, pg, and p. are the constants;

k2, = pg/pe; O = 0% 0§,
Due to incorporate the different kinds of applied force density, the applied force density .% is
defined from the linear momentum density & = . /p14. The latter is the extension of the 7.

F =c(B]c+ ) 0P (3)

where, the above includes the density of gravity, inertial force, Lorentz force, and force between
magnetic moment with magnetic field, etc.

In the electromagnetic field and gravitational field, the low-mass uncharged particle is on equi-
librium state, when the applied force density is equal to zero. And the related equilibrium equations
deduce the free-fall motion of the low-mass uncharged particle.

3. GRAVITATIONAL MASS

Considering the free-fall motion of a low-mass uncharged particle along the earth’s radial direction
%1 in the electromagnetic field and gravitational field of the earth. The radius vector Z and velocity
¥ of the particle are respectively,

X=ro+rtg. ¥V =c+V; V=Vi. (4)
and the strength exerted on the low-mass uncharged particle is
B=glc+kyB. g=gi; B=DBioe
By Eq. (3), the equilibrium equation of applied force density is
(8/¢% + kegB/c+ ) o (me+mV) =0 (5)

where, m’ = m + Am, Am = B* 0 B/ (ugc?); & = 0/0rg + 1.0/0r.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 107

The above can be rearranged according to the gravitational field,
(g/t+ ) o (mct+mV) =0 (6)
and it can be decomposed along the direction #; further.
d(mV) /ot —m'g+ fM?/ (TR®) iy =0

where, M is the earth’s mass, and f is the gravitational constant; the 9(mV)/0t is written as
d(mV)/dt, when the time t is the sole variable.

If we consider the 9(mV)/0t and m'g as the inertial force density and gravity density re-
spectively, then the m and m’ will be the inertial mass density and gravitational mass density
correspondingly. And

Am = fM?/ (47702R4) + B?/ (CQ[LE) (7)

where, R is the particle’s distance to the earth’s center.

From the above, we find the Am has a limited effect on the motion of the large-mass particle,
because the Am is quite small. Therefore the equality of masses is believed to be correct in most
cases. However, when there exists a very strong strength of electromagnetic field, the Am can
become very huge, and then has an impact on the motion of the low-mass uncharged particle
obviously.

4. CONCLUSIONS

The gravitational mass density changes with the electromagnetic strength, and has a small deviation
from the inertial mass density. This states that it will violate the equality of masses in the fairly
strong strength of the electromagnetic field.

The definition of the gravitational mass equates the gravitational mass density m’ with the sum
of the inertial mass density m and the variation of gravitational mass density Am. This inference
means that the strong strength of the electromagnetic field will cause the distinct variation of
gravitational mass density also. But this problem has never been discussed before. In other words,
the equality of masses has not been validated in the strong electromagnetic field.

It should be noted that the investigation for the gravitational mass density has examined only
one simple case, of which the low-mass uncharged particle is on the free-fall motion in the elec-
tromagnetic field and gravitational field. Despite its preliminary character, this study can clearly
indicate that the gravitational mass density is always changed with the electromagnetic strength.
For the future studies, the research will concentrate on only the predictions about the large variation
of gravitational mass density in the fairly strong strength of the electromagnetic field.
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Abstract— A Michelson-Morley experiment with stationary interferometer operated during 26
months from January 2003 to February 2005 at the International Center for Physics (CIF) in
Bogotd, Colombia. This paper reports the final analysis of data. There were large periodical
fringe-shifts that were correlated to the environmental variables (temperature, humidity and
pressure). After subtracting the fraction of fringe-shift that was stochastically correlated to the
environmental variables, we obtained a residual that was no longer correlated to the environment,
and represents, therefore, the fringe-shift variation with respect to the motion of earth relative
to a preferred frame. The residual also exhibited a 24h periodicity that was compared to a
pre-relativistic model based on Galilean addition of velocity. We obtained the velocity of the sun
that maximizes correlation between observations and predictions. Our value is V' = 365km/s,
R.A. = 81° = 5h-24m, Dec. = 79° or in galactic coordinates (I, b)) = (134°, 23°) (average
correlation 71% and standard deviation 15%). This may be compared to the velocity of earth
obtained in the COBE experiment: V' = 365+ 18km/s, (I, b) = (265°, 48°), i.e., same speed but
different direction.

1. INTRODUCTION

By the end of the 19th century, Poincaré and other writers suggested the hypothesis that the
translational motion of earth could not be detected by experiments carried out in our terrestrial
laboratory. Within a few decades Poincaré’s hypothesis became enthroned as a dogma. The claimed
null result of the 1887 Michelson-Morley experiment (MM in the following) [1] was one of the few
empirical evidences — certainly the most quoted one — supporting Poincaré’s conjecture. Since
the beginning of the 20th century Miller [2] claimed that neither the original MM experiment nor
his own repetitions were null, but his warnings were ignored.

By considering the circle described by the apex of the motion, Miller introduced a scaling factor
to amplify the small observed fringe-shift [2], and obtained two possible values for solar velocity:!

e Velocity to the north: Speed V' = 200km/s, right ascension a = 17 h, declination § = +68°,
announced at the Pasadena Conference in 1927 [2].

e Velocity to the south: Speed V = 208km/s, &« = 4h-54m, 6 = —70°-33’, obtained from a
re-analysis of data by the end of 1932 [2]. In his final paper Miller [2] opted for the solar
motion towards the southern apex.

2. BRIEF DESCRIPTION OF OUR PREVIOUS WORK

We have previously revised all the initial MM-type experiments up to the early 1930’s [3], and found
that the experimenters always observed small variations in the velocity of light, that were interpreted
as zero. Further weaknesses in the design, operation and data reduction of both the MM and Miller
experiments were also uncovered [4,5]. Rather than entering into endless controversy regarding the
original experiments, we opted for the positive approach of repeating the MM experiment, using
Miller’s approach of continuous measurement. To improve resolution and decrease experimental
error, our interferometer is at rest in the laboratory.

For a given velocity of the sun (speed and direction), it is easy to predict the expected fringe-
shift in a stationary interferometer located at some latitude, as function of the month of the year
and the time of day. If the calculations are made using Galilean addition of velocity, there are 24-hr
periodic variations of the fringe-shift, superimposed upon annual variations [6]. Since Einstein’s

IThe interpretation of the observations of any interferometer experiment admit two different velocities of solar motion.
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restricted theory of relativity (RTR) predicts no variation in the fringe-patterns, a consistent and
reproducible observation of periodic variations (after subtracting environmental and other periodic
effects) falsifies both Poincaré’s conjecture, and Einstein’s second postulate of RTR.

The measurements reported in this paper were made with a symmetric interferometer with equal
arms (2.044m each one), oriented West-East and South-North upon a 13,000kg concrete table.
The light source was a green Nd:YAG diode pumped laser, wavelength = 532nm. A photograph
of the interference pattern was captured with a video camera and recorded every minute into a
computer placed outside the concrete table, so that 1,440 readings were obtained every 24 hours.
Temperature of the table, and temperature and humidity along each arm were recorded every 3
minutes; for further details see [7, 8].

Observations started in January 2003 and lasted until February 2005. Each session ran from late
afternoon of each Friday to the mid-morning of next Monday. The objective being to operate when
students and personnel were not in the building housing the apparatus. Noting the stability of the
fringe-shift curves, by the end of 2003 it was decided to operate the apparatus during the working
week, thus increasing the duration of each observational session. Operation Data was periodically
downloaded from the computer onto a CD, for a total of 311 CDs (700 MB each).

For each month, a several-day session by the middle of the month was selected. Each interference
pattern is converted into a brightness intensity profile, where bright fringes correspond to maxima,
and dark fringes to minima. The pixel-position of a reference dark fringe was plotted against time,
clearly depicting 24-hr periodic variations, as already reported elsewhere [7-9]. The amplitude
of the variations was as large as 20 fringes, and was correlated to the environmental variations of
temperature, humidity and pressure. The component of the signal that was stochastically correlated
with the environmental variables was subtracted, to get a residual with a significant amplitude
of several fringes, and still depicting a 24-hr periodicity. The residual is no longer significantly
correlated with the environmental variables. A several day session is then averaged over a single 24
sidereal hours period, which is representative of each month. A total of 24 series for 24 months
between January 2003 and February 2005 (no data for May and June 2004).

It may be stressed that our room was not environmentally controlled, but that the stochastic
correction procedure that was applied tends to over-correct, and to decrease the amplitude of the
residual, i.e., it is on the safe side to avoid artifact signals. Also note that such corrections were
not even envisaged at the time of Michelson-Morley and Miller experiments.

During 2005-2007 we concentrated on checking the existence of periodic 24 hr variations in
the residual fringe-shifts, linked to the varying projection of solar motion upon the plane of the
interferometer [7,8]. In 2007 we tackled the calculation of the solar velocity that best fits our
data [10]. Following Miller [2], we focused on the southern solution (recall footnote 1) to obtain a
solar motion with speed V' = 500km/s, a = 250° = 16 h-40m, 6 = —75°. The average correlation
for the 24 series was R = 0.55, with standard deviation 0.29, which is not particularly good. Here
we report the other possible solution, solar motion towards the northern apex, which is significantly
better, as described next.

3. MOTION OF SUN TOWARDS THE NORTHERN CELESTIAL POLE

The 24 individual monthly series were reduced to 12 series, one for each month of the year. The
3 series corresponding to January 2003, 2004 and 2005 were averaged, and the same for February
2003 through 2005. For the other months the two series for years 2003 and 2004 were averaged,
excepting May and June that were only available for year 2003. Figure 1 shows 4 typical monthly
averages.

Note that some months are followed by the word “flip”, or by the letter “F”. In his analysis of
the original MM experiment, Hicks indicated in 1902 [11] that to produce interference patterns, one
of the reflecting mirrors cannot be perpendicular to the interferometer arm. The mirror is tilted
during the process of calibration and focusing of the interferometer. Depending of the direction
of tilting, the interference pattern may move “up” or “down”. This was one of the errors made
by MM in their data reduction, whereby they averaged measurements from different days, without
paying attention to the sign of the tilting [3]. In our case, the motion of the fringe is determined
by the pixel position. In the case of vertical interference patterns the fringes move horizontally to
the right or to the left, while in the case of horizontal interference patterns the fringes move up or
down. For the computer program, it was arbitrarily assumed that motion of the fringe to the right
(respectively, upwards), corresponded to the fringe shifting upwards, and that motion to the left
(respectively downwards) corresponded to the fringe shifting downwards. However, the opposite
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Figure 1: Four examples of the monthly data after subtracting environmental effects (pressure, humidity
and temperature). The green curve is the average for a given month in years 2003 and 2004. For January
and February the average is for three years.

convention could also be used. This produces a “flipping” of the curve, i.e., a change of sign. To
avoid falling into the same trap as MM, we carefully consider for every month the correlation most
consistent with the curves for different years. In some cases it was necessary to “flip” the curve
produced by the computer program. For the velocity solution towards the southern celestial pole,
that was made in 2007 [10], all the averages in Figure 1 must be flipped.

The curves in Figure 1 are residual curves, so that an error bar should be assigned to them.
Temperature and humidity were measured at 3 minutes intervals, and correlated to fringe-shift.
Using the slope of this correlation, the fringe-shift that can be attributed to the environmental
variable was subtracted. To correct for pressure during year 2003, we made correlation with the
data taken by the meteorological station at the Eldorado airport, some kilometers away from the
campus of National University. This process was not easy because the airport data was taken at
sixty minutes intervals, while our measurements were every minute. To avoid this difficulty, to
correct during years 2004 and 2005 we constructed synthetic pressure curves using historical data
taken over a 30-year span at a station in the campus of the University. It is our feeling that the
effort to calculate error bars for Figure 1 is not worthwhile, for there are too many assumptions.

For each month we calculated the expected fringe-shift versus time of day, as a function of
the velocity of the sun with respect to a preferred frame where light moves with constant speed
¢, independently of direction and of the state of motion of the light emitter. The correlation R
between the observed (i.e., the average in Figure 1) and the calculated curves was obtained, and
the average R for the 12 months calculated. The aim was to obtain the value of solar velocity that
best adjusts to our observations in Figure 1. Two criteria were used:

e Criterion 1. Obtain the solar velocity (i.e., speed V', right ascension «, and declination ¢§) that
maximizes the value of average R.

e Criterion 2. Obtain the solar velocity (V, «, 4) that minimizes the dispersion of R, as
measured by the standard deviation of R.
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The results of both optimizations are in Table 1. It may be noted that solar velocity is not very
sensitive to the optimization criterion. It comes as a surprise that the solar speed V' = 365km/s
coincides with the value reported by the COBE experiment for the motion of earth with respect
to the CMB [12], while the directions approximately differ by 90°. The average correlation is
now around 70% which is a significant improvement with respect to the southern motion solution
that was reported last year [10]. The standard deviation of R is now less than one-half the value
previously obtained for the motion towards the southern celestial pole. Our data is consistent with
solar motion towards the northern apex with speed V = 365km/s, « = 81° = 5h-24m, § = +79°.

Table 1: Solar velocity adjusting best to observations.

Solar Velocity Criterion 1 Criterion 2

V,km/s 365 366
Right ascension, a° 81 78
Declination, §° 79 75
Correlations between observation and prediction
Observation month | Maximize average R Minimize Std. Dev. of R

January 0.883 0.749
February 0.677 0.564
March 0.806 0.883
April 0.729 0.746
May 0.721 0.617
June 0.783 0.742
July 0.768 0.746
August 0.804 0.803
September 0.847 0.836
October 0.381 0.478
November 0.636 0.684
December 0.494 0.547
Average R () 0.711 0.699
Std. Dev. R() 0.147 0.124

Although error bars were not calculated for our data, we carried out a sensitivity analysis for our
results to find that our data is consistent (with average correlation higher than 70%) with velocities
in the range determined by 250km/s < V < 680km/s, 73° < a < 88°, and 74.5° < ¢ < 82°. The
robustness of our findings to small variations in the selection of the data was also checked. Figure 2
compares observation versus prediction for criterion 1, for the four months considered in Figure 1,
which include the months with lowest (October) and highest (January) correlations R shown in

Table 1.

4. COSMIC VELOCITY OF SUN

From the foregoing it may be confidently stated that our observations from January 2003 to Febru-
ary 2005 are consistent with motion of the sun in a preferred frame with speed V' = 365 km/s, in the
direction @ = 81° = 5h-24m, 6 = +79°. Average correlation between observation and prediction
is better than 70%. In galactic coordinates? the direction of motion is longitude I = 134°, latitude
b = 23°, which may be compared to velocity of earth with respect to the CMB obtained by Smoot
and collaborators [12,13], say V' = 365 + 18km/s, (I, b) = (265°, 48°). Figure 3 shows various
velocities of the solar system with respect to an external frame. It is a remarkable coincidence
that the optical measurements seem to concentrate on a plane containing o = 75 and a = 255°,
while the CMB-type measurements are on a direction almost perpendicular to this plane. The
explanation of this finding is an open question. On the contrary the values of V' are completely

2The NASA/IPAC Extragalactic data base was used for the conversions.
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Figure 2: Prediction versus observation for solar velocity. Calculations are for V' = 365km/s, a = 81°,
0 = 79°, obtained from application of criterion 1 (maximum average correlation) to our data.

compatible.

A recent measurement of earth’s cosmic motion made by Cahill, using the one-way speed of
electromagnetic waves in a coaxial cable [14], leads to V' = 400 £+ 20km/s in the direction o =
5.5+ 2h, § = —70° £ 10°. This value is also included in Figure 3.

The motion of our sun with respect to the centroid of our local group (LG) is given by:

a. Rotation of the sun around the center of our galaxy with V' = 220km/s, in direction, (I, b) =
(90°, 0°), as recommended by the TAUP, 19509.

b. Peculiar motion of our sun with respect to previous rotation with V' = 16.55km/s, in direction,
(I, b) = (53.13°, +25.02°).

c. Motion of Milky Way towards Andromeda at V' = 40km/s, in direction, (I, b) = (121.17°, —21.57°).

The net motion of our sun with respect to the LG centroid is then V' = 264km/s, in direction,
(I, b) = (92.23°, —1.67°). Subtracting this value from our solar velocity V' = 365km/s, (I, b) =
(134°, +23°) we get the velocity of our LG with respect to the preferred frame as V = 269km/s,
(I, b) = (185°, +33°). The last value may be compared to the direction of motion of the LG with
respect to the CMB that is (I, b) = (77°, +30). It appears that the motion of the LG centroid
obtained with our interferometer is close to a right angle relative to the motion of the LG relative
to the CMB (see Figure 3).

In order to improve our experimental accuracy, currently we are completing at the CIF in
Bogotd, the setup of a new experiment with a “one-arm” stationary interferometer housed inside
an environmentally controlled chamber (gas of known composition at constant temperature, hence
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Figure 3: Right ascension and declination of the direction of solar motion. Note that all optical experiments
are close to a plane across the origin with o = 75° = 5h. The direction of the galactic center is also included
for comparison; its right ascension is also compatible with the same plane.

constant pressure). Sensors to determine temperature and absolute pressure will be placed inside
the stainless steel chamber housing the interferometer.
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Abstract— Having established in a previous article that the postulate of the constancy of speed
light of Special Relativity Theory is false in general, we investigate a procedure to determine the
different speeds of light in vacuum for different Galilean reference frames attached to a particular
electromagnetic system. As it was done in the previous paper, we consider a modified Lorentz
transformation incorporating different speeds of light for different inertial frames, and based on
it we examine two media that are observed from the two reference systems, to be simple and
lossy. In other words we consider an electromagnetic system that consists of a rest frame (to be
denoted by K), constituted by a simple medium but with loss, and a frame (to be denoted by K)
in uniform rectilinear motion with respect to the first, wherein another simple, lossy medium fills
the half space such that the interface of the two media is an infinite plane, perpendicular to the
direction of motion of K’. The electromagnetic fields are derived for the electromagnetic system
in hand and using the boundary conditions on the plane interface of the two media, a relation is
derived, using which together with a relationship obtained in above mentioned paper, we obtain
the speeds of light in vacuum for the two inertial reference frames. The speeds found, are functions
of the material properties of the two media such as conductivity, magnetic permeability, dielectric
permittivity, frequency, and the relative speeds of the reference frames. This result suggests that
speed of light in vacuum for a particular inertial reference frame is merely a constant and the
expectation that it be independent of material properties of the media, frequency, and the relative
speeds of the reference frames is not necessarily true, at least where Special Relativity Theory
fails to account for the loss in the system. The results of this work are a direct consequence of
the above mentioned paper in which Special Relativity Theory is negated.

1. INTRODUCTION

Consider two Galilean reference frames K and K’, of which K’ is in uniform rectilinear motion
with speed v with respect to K.
The difference in the electromagnetic field to observers in different reference frames is referred
to as the relativity of the electromagnetic field. Relativity is valid for all physical phenomena.
Einstein has postulated that the appearances of a physical phenomenon in different Galilean
systems abide by the following two propositions [1-4].

i) Laws of physics are the same in all Galilean systems, there exists no preferred Galilean system
(the principle of relativity).

ii) The speed of light in vacuum is the same in all Galilean systems (the principle of the constancy
of speed of light).

The author has established in [5] that the second of the above two postulates is false in the general
case, by considering an electromagnetic system, wherein the above inertial frame K is attached
to a medium which is simple but lossy, whereas K’ is attached to a medium which is a perfect
electric conductor filling the half space, such that the interface of the two media is an infinite plane
perpendicular to the velocity of K’ with respect to K.

In [5] the author has assumed a modified Lorentz transformation is valid which incorporated
two different speeds of light in vacuum, ¢ and ¢/, for K and K’ respectively. To this end one
starts out with the assumption of an anisotropic free space, derives the said modified Lorentz
transformations for ¢ and ¢’ with ¢ # ¢/. Next the hypothesis that ¢ = ¢ is imposed, and existence
of a contradiction with Maxwell’s equations is checked. If there is no contradiction, we have ¢ = ¢
and we have the Special Relativity Theory applicable for the electromagnetic system in hand. If
there is a contradiction, which is shown to exist for instance in the example of the particular
electromagnetic system of [5] described also above, we conclude ¢ # ¢'.

We repeat here below the resulting transformation formulas obtained in [5] between the coor-
dinates (t,z,y,2) and (¢',2',y/,2’) of a point as observed from K and K’ respectively. For these
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formulas we have used the term ‘modified Lorentz transformation’ in [5].

T = a(m’—c’rt')

= afz + crt) (2a)
y =y (2b)
2=z (2¢)
ﬂ::a(§x+£ﬁ> (2d)

Here ¢, > 0, r = 7“)‘;_1, —rc = v1 and rd = v, v1 and vy being relative speeds of K and K’
with respect to each other. In [5] we did not set ¥1 = —0s, because we did not assume isotropy of
space. Following the same steps, in this paper we shall determine the speeds of light in vacuum for
different Galilean systems.

In this paper we shall take up an electromagnetic system that consists of a rest frame (to be
denoted by K) constituted by a simple medium but with loss, and a frame (to be denoted by K')
in uniform rectilinear motion with respect to the first, wherein another simple lossy medium fills
the half space such that the interface of the two media is an infinite plane, perpendicular to the
direction of motion (O’z’ axis) of K'. The speeds of light in vacuum to be found for K and K’
pertain to this present electromagnetic system.

2. DERIVATION OF FIELDS FOR THE ELECTROMAGNETIC SYSTEM IN HAND

In the paper we consider a monochromatic incident plane wave in K’ with a propagation direction
of 7’ (cos @, sin#',0). We can represent this wave as follows.

. 5 ’ i ’ H To 41
Bz/x =0 E:x _ _Zi Slnelej(k1C059I+klsln9y w't")
. / ! ol ’ 3 Toyd 147
Bz{y =0 E’Zy :Zi Cosgle](klcosﬁm—l—klsmﬁy w't’)
/ k/IZi j(kj cos0'x'+k7sin@'y’ —w't’) /
Biz = 7 e/ 1 EZZ =0.
w

These above equations are a direct consequence of Maxwell’s equation for a plane wave, namely
—jk (cos 0/, + sin0'€,) x E! = —ju’ B, where k} is the wave number. Here Z is not the charac-
teristic impedance of the first medium, because this medium as observed from K’ is not a simple
medium.

In the following the phase of the exponential function appearing in above expressions shall be
denoted by ¢;. Transition conditions will require the reflected wave to have the following compo-

nents which incorporate a possible change in direction of propagation and a change in magnitudes
of fields.

/o /o ! Al o ! j(—k} cos@x'+k] sin 0y —w't’
B,., =0 E! = —Z) Al sin ¢} el (~Fi cos 1o’ +ki sin 0 )

Bl, =0 E,

_Zi /1 cos ellej(—ki cos 012’ +kj sin 01y’ —w't’)
! rzl
B = A R4 ik costrar kg singpy —wt) 5 —0
rz 1 W' rz .

In the following the phase of the exponential function appearing in above expressions shall be
denoted by ¢!.. From Section 3 of [5] it can be shown that

. E % .
E=aF +(1-a)=— 2% +aty x B,
U3



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 117

Taking E’ and B’ as the fields of above incident wave we can write down appearances of these fields
observed from K as follows.
E; = [—Z{sin0'e, + aZ] (cos§ — rd k) ju') &,] eI
/
B; = %QZ{ (K /w" —rcosd' /) el%é,

/

Bi/m = H; = c—aZ{ (K} /w" —rcosd /) eI%ie,
Hic
On the other hand again from Section 3 of [5] we have
. . H, ¢ .
HII =aH; + (1 —a) ! 2Ul’l)1 —at X D;
vy

from which, after setting D; = 5lﬁi, one obtains, for the incident wave observed from K’

H = [a (c'/c) 2} (akl/w' — arcost /') + a’ree1 Z] (cos b — rc’ki/u/)] eI%ie,.
M1

Same procedure for the reflected wave gives the following fields:
E, = A} [-Zsin&, + aZ| (—cos ) — rd'k}/w') &,] 1"

ﬁ; = A} [51 (c’/c) A (ak’l/w’ + arcos 9'1/0') + o’ree 7] (— cos ] — rc’k:'l/w/)} eI e,

We now consider medium (II) which is stationary with respect to K’. This medium was assumed
to be simple and lossy when observed from K’. Therefore constitutive relations for it are B} = ubH],
D = 5&52 and J/ = aéEz where pf, €5, ol are the magnetic permeability, dielectric permittivity,
conductivity coefficients respectively measured from K’ and the subscript ¢ stands for transmitted
(or refracted) wave.

Since on the boundary, the normal component of the magnetic flux density measured from
medium (I) side vanishes (because B, + B., = 0), the same quantity from medium (II) side
must vanish. Hence H}, = Bj,/uy = 0. Furthermore we found above that H! + H’ has only an
€, component. Due to continuity of the tangential component of the magnetic field (we assume
neither medium is perfectly conducting electrically [6]) we have Héy = 0. Since in medium (II)
we have a plane wave, Hj, = Hj, = 0 on boundary implies we have Hy, = Hy, = 0 throughout
medium (II). Then the following field distribution is implied for medium (II).

r r_ ! A i O oJ (KL cos 0ha’ +kb sin 0Ly’ —w't!
H,. =0 E,, = —Z5A, sm(92€j( 2 COSURT TR, S T2Y )
Héy -0 Eéy — Zé I2COS eée](kg cos 05x’+k4 sin 04y’ —w't’)

1 At (kL cosOLx'+k, sin 0Ly —w't’ /o
th — A2€J( 2 2 2 2Y ) Erz = 0.

w' sy

Here Al is a constant, Z, = is the characteristic impedance of the medium and

RN
(cos B, sin 05, 0) are the directional cosines of the propagation direction of the wave.

Next we write down the continuity conditions on the boundary for the €, component of the
electric field and the €, component of the magnetic field:

Z1 (cost — Al cos0]) = Zy Al cos b (3)
a (N, 2.2 110/ I\ ot
a\z K jo' = era’ried k) Ju'| (14 AY) Z3
a® (7 2 / / / / /
+ o <E> + a’reer | Z1 (cos® — Al cosb) = A (4)

We also have from the phase invariance principle [3,7] the Snell’s laws ¢ = 6] and kjsinf| =
K4 sin 65,
Equations (3) and (4) will determine the constants A/, 4.
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3. DERIVATION OF EXPRESSIONS FOR ¢ AND ¢
Two of the boundary conditions for the interface of media (I) and (II) of our electromagnetic system
are [8]

DéniDlln:()) (58“)

and

o — Ji,, = 0. (5b)

Here D’ and J’ stand for the displacement flux density and current density respectively. The
subscripts 1 and 2 indicate whether the quantity is measured from the medium (I) or medium (II)
side. The subscript n indicates the component normal to the boundary, whereas the primes show
that measurements are made from K’ frame. It is assumed that there are no impressed charges on
the boundary.

According to the electromagnetic field transformation formulas of Section 3 of [5], one has

ae By + e1(l — )

(6)

U1
v3 c2

E1-171_, Z71><H1
+ « .

cl

Denoting the unit vector normal to the boundary by 7, and noticing that it is parallel to 7,

— C — — c _ C —
/. = — — — /-
Dl n = g |:O£51E1 . n+51(1 — a)E1 n| = g&lEl n = gelEl ‘n, (7)

will be found, if one also observes that E it = E'-fi. On the other hand again by Section 3 of [5],
ﬂ-ﬁ:aalﬁl-ﬁ:aalﬁi-ﬁ

will be obtained by assuming p = 0. Now for medium (II) which is stationary with respect to K’,
Db, = ebEoy, and Jy, = o4 EY will hold. Using the relevant expressions for the normal components

/

of B} and E} listed in Section 2 with the el (ks sinfay'=wt) - pj(kisinfiy'~w't') f3ct0rs suppressed, and
based on (5) one can get,

— L Z, A sin @ + glgzg (1+ A7) sing} = 0, (3a)
—04ZyAysinbly + ao1 Z] (1 + A})sind) = 0. (8b)

From this we obtain,
o aoié€l
2= Z2

ce 2 e’

Now using Equation (40) of [5], which is also applicable for the electromagnetic system in hand

and which we repeat below as
/

w )
@204 (1 — czal,ul) = joiu1, (10)

one can obtain an expression solely for ¢ as,
2 ./ >
o (viohuer —2p'e))

¢ = (11)

e (7 — 20/eh)

where p' = juw’. Using Equation (11), ¢’ can also be determined as

g olPmea —1) oy | oy -2l (12)
o1 p \ ohviuner — 2p/el




Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 119

If the explicit forms of ¢ and « are also used one can get
/I V 2p, €1 v%gllul -1 Ué 13
= m I —2plel /el (13)
1 1y o9 D€y \/€y

From Equation (9), the relationship between ¢ and ¢’ can be established as follows:

1 /
d="-c (610,2) . (14)
4. CONCLUSION

Based on the results of [5], speeds of light in vacuum for different Galilean reference systems are
determined for the case where Special Relativity Theory fails to account for the loss in the system.
It is found that these speeds are merely constants depending on the constitutive parameters of the
media and frequency along with the relative speed of frame K’ with respect to K.
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Abstract— A TE/TM wave splitter composed of a gyrotropic slab is proposed. We demonstrate
theoretically that, when the working frequency is chosen to be within one of the two ranges, total
reflection occurs at the boundary of a slab of gyrotropic medium for either TE or TM component
of the incident waves. Tuning can be done by choosing the working frequency band or adjusting
the applied magnetic field. Furthermore, within the TE-stop or TM-stop frequency region, if
the incident angle is selected appropriately, the other polarized component of the wave is totally
transmitted. And we also show that when the slab is thicker, there are more possibilities to
satisfy the full-pass condition. Finite-element method simulations verified the theoretical results.

1. INTRODUCTION

A polarizer or polarization device is important in many communication and sensor systems [1-3].
The aim of a polarizer is to attenuate the TE (or pseudo-TE) or TM (or pseudo-TM) components,
resulting in a TM-pass or TE-pass polarizer [4]. In general, polarizers can be classified into four
types: dichroic polarizers, anisotropic crystal polarizers, Brewster angle polarizers, and wire-grid
polarizers [5].

Here we present a polarizer based on a gyrotropic medium which is plasma with an external
DC magnetic field. The characteristics of electromagnetic waves propagation in gyrotropic plasmas
have been theoretically investigated in many literatures. The magnetoplasma modes in Voigt, per-
pendicular, and Faraday configurations have been studied by Kushwaha and Halevi [6-8], Gillies
and Hlawiczka have done some researches on gyrotropic waveguide in detail [9-13], and dyadic
Green’s functions for gyrotropic medium have been investigated by Eroglu as well as Li [14-16].
There are also some studies focusing on the effects of magnetic field on semiconducting plasma
slab and negatively refracting surfaces [17,18]. Furthermore, propagation and scattering charac-
teristics in gyrotropic systems [14, 19-23] and surface modes at the interface of a special gyrotropic
medium [24] have been investigated extensively.

Working in different frequency band, a symmetric gyrotropic slab here can be TE-stop or TM-
stop linear polarizer. Moreover, if the incident angle is selected appropriately, this simple structure
can further transmit the other component totally, resulting in a TE/TM splitter. Furthermore, the
examples we present in this paper can work in the Terahertz frequency band. Using the COMSOL
software based on the finite-element method, the theoretical result is verified by the simulation.

2. THEORETICAL ANALYSIS

When an external DC magnetic field is applied on plasma, the medium becomes gyrotropic, and
the permittivity becomes a tensor:

B Egz 1€g 0
Ea=| —lgg &y 0 |, (1)

0 0 e,

where elements are given by
w2
Exr — Eyy = €00 1— rpu}? s (21)
C
wp

— _ P 2.2
Ezz €00 02 ] ( )
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Here, w, = \/NgZ/megeco and @ = g.By/meg are the plasma and cyclotron frequencies
respectively, e is the background permittivity, N is the electron density, m.g is the effective
mass, and ¢, is the electron charge.

We consider the geometry problem shown in Fig. 1, where a plane wave is incident from an
isotropic medium into an infinite gyrotropic slab at an oblique angle 6; with respect to the normal
of the interface. The gyrotropic slab of thickness d is arranged in the Voigt configuration, where the
external magnetic field By is in 4z direction, parallel to the interfaces of the slab and perpendicular
to the plane of incident.

In the Voigt configuration, waves can be decoupled into TE and TM modes with different
dispersion relations [14,18,25]. With wave vectors ki = +&k1, + gk, in the isotropic medium and
kIE = £2kIF + gk, for TE modes or kIM = +3kIM + gk, for TM modes in the gyrotropic
medium, the dispersion relations of the two media can be expressed as

isotropic medium: k:; + k2, = Wie, (3)
TE modes in gyrotropic: k:z + (k2TxE)2 = wlpse.., (4)
TM modes in gyrotropic: k‘z + (l{;QTJfV[)2 = wlsey, (5)

where the Voigt permittivity for TM modes is defined as

2 2
S — &
ey = %9 (6)

Exx

From Egs. (4) and (5), we can see that due to the applied magnetic field By, the gyrotropic
medium behaves differently for the two modes in terms of different permittivity components (e, for
TE mode, ey for TM mode). Furthermore, according to Eqgs. (2.1)—(2.3), and (6), we can see that
€, and ey behave differently with the change of frequency. We show the relative permittivities of a
gyrotropic medium for TE and TM modes versus frequency in Fig. 2. Corresponding to TE waves,
€., is independent of the applied magnetic field. It monotonically increases with the frequency
and has a plasma frequency w,. For TM modes, ¢y is sensitive to the external magnetic field.
The existence of the applied magnetic field splits €y into two branches separated by frequency

wg = 4/w? —I—wf,. The corresponding effective plasma frequencies for the two branches can be

1
Wt = 5 (:l:wc + /w2 + 4w12,) : (7)

For nonzero applied magnetic field By, w, is nonzero and w,— < w, < wyg < wpy, thus we can get
two frequency bands in which one permittivity is negative and the other is positive, marked as A
and B in Fig. 2. In band A (wp— < w < wp), ;> < 0 while ey > 0; in band B (wg < w < wp4),
€2» > 0 while eyy < 0. The numerical result in Fig. 2 is based on the indium antimony (InSb) with
the external magnetic field By = +20.4T.

When the working frequency is selected to be in the band A or band B, the gyrotropic slab can be
used as a linear polarizer, because total reflection occurs for the mode with the negative permittivity
and we can consider that the transmitted wave contains only the other polarized component with
the positive permittivity. For instance, in frequency band A, ¢, for TE modes is negative, making
kTE become purely imaginary for any real value of k, < wy/mier [from Egs. (3) and (4)]. Thus, for
TE waves, total reflection occurs at the interface and the waves become evanescent in the gyrotropic
slab and little energy can be transmitted to the other side of the slab. On the other hand, ey for
TM modes is positive, and kQTxM is real. Hence in region 3, we can receive the TM waves transmitted
by the slab but little energy of TE waves from the region 1. That means we can consider frequency
band A as the TE-stop band. Similarly, frequency band B where ey < 0 and €,, > 0 can be
considered as the TM-stop band. Hence, when the working frequency is in the band either A or B,
the gyrotropic slab is qualitatively a linear polarizer, because the transmitted wave is either TM
or TE polarized. However, the transmittance for the component with positive permittivity may be
low, and we need to find out the full-pass condition, the condition for total transmission.

expressed as [26].
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Figure 1: A gyrotropic slab with thickness d in  Figure 2: The equivalent permittivities of a gyrotropic

an isotropic medium. Region 1 and Region 3 are  medium (InSb with an applied magnetic field By =

the same isotropic medium, with permittivity e  +20.4T) for TE and TM waves versus frequency.

and permeability 1. Region 2 is a gyrotropic  e,,/ep (in red dashed line) is the relative permittivity

medium in Voigt configuration with 5 and pe.  for TE modes, and ey /eg (in blue solid line) is for TM

An applied magnetic field By is in 4z direction. ~ modes. In frequency band A (wp— < w < wp), €22 < 0
while ey > 0; in frequency band B (wy < w < wp4t),
€., > 0 while ey < 0.

Determined by the Maxwell equations and the boundary conditions, the transmission and re-
flection coefficients for TE waves can be written as

T7E — S , (8)
cos (KEPd) — isin (kEPd) { | (REM)* + k2, | / (2ak104EF) |

- —isin (kEEd) { [k, — (KEM)?] / (2ak1okEE) |
R = T 2 ’ (9)
cos (KEPd) — isin (kEPd) { | (REM)* + k2, | / (2ak124EF) |

where s
= ==, 10
= (10)
For TM waves, the transmission and reflection coefficients are [27]
TM 1
T = 2 ) (11)
cos (KEMd) — isin (kM) { | (KEM)? + 02k2, + 7282) | / (20k1,kEM) |
oy s (REMa) {rhy REM — i o?k3, — 72k2 — (KEM)?| / (20kiakEM) |
cos (KEMd) — isin (kM) { | (KEM)? + 02k2, + 7282) | / (20k1,kEM) |
where the parameters o and 7 are defined as
azg—v, and 7= 9, (13)
€1 Exx

According to Egs. (8) and (9), to make the slab full-pass for TE wave, the transmission coefficient
should be 1 and reflection coefficient should be 0, thus

kEd=mn (m=1,2,3,...). (14)
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Similarly, based on Eqgs. (11) and (12), we can get the full-pass condition for TM wave
EMd=mr (m=1,2,3,...). (15)

According to the dispersion relations of the two media, Egs. (3), (4), and (5), we can rewrite the
full-pass condition in terms of incident angle

: poe’  (mm)?
0; — _ —1,2,3,..), 16
o \/M181 w?pe1d? (m ) (16)

where &’ denotes the corresponding permittivities of TE or TM modes. For TE full-pass condition,
¢/ =¢,,, and & = gy for TM full-pass condition.

Combined with TM-stop or TE-stop frequency band, we can get a TM/TE splitter with total
reflection for one component which has the negative permittivity and total transmission for the
other one with positive permittivity, and we can determine which wave to stop by choosing the
working frequency band. When the working frequency is in frequency band A, the gyrotropic
slab works as a TE-stop linear polarizer whose output is TM wave. Furthermore, in this working
frequency band, if the incident angle is chosen to satisfy the full-pass condition in Eq. (16), the slab
enables the full transmission of TM wave. On the contrary, when the working frequency is in band
B, the slab is a TM-stop polarizer and can transmit TE wave totally under the full-pass condition.

3. RESULT AND DISCUSSION

In this section, we present some numerical simulations to verify the above 