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Abstract— In this paper, a printed monopole antenna for quad-band operation in the mobile
phone is proposed and studied. The antenna occupies a volume of 40× 20× 4mm3 with a very
low height as compared to others, yet it can cover two wide bands centred at about 925 MHz and
1920MHz to realize GSM/DCS/PCS/UMTS operation. Monopole-like radiation characteristics
of the proposed antenna can be observed by measurements over the operating bands, where peak
gains are 0.1, 0.9, 0.8, 0.5 dBi, respectively, at each of the frequency band of interest.

1. INTRODUCTION

Recently, multi-band operation in mobile phones tends to become popular especially for quad-band
or penta-band operation [1]. For the quad-band antenna design, the targeted bands are the GSM
band (880–960 MHz) and the DCS/PCS/UMTS band (1710–2170 MHz) [2]. To meet the above-
mentioned requirement, a low-profile monopole antenna is a promising antenna design. In this
paper, a printed monopole antenna with a very low profile and very small in size (0.12 × 0.06 ×
0.01 λ925, where λ925 represents the wavelength at 925 MHz) as compared to others, protruded from
the top edge of the ground plane, is proposed aimed at multiband application in the mobile phone.
The proposed antenna has been fabricated and results match well with the numerical simulations.

2. ANTENNA CONFIGURATION
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Figure 1: Composition of the antenna.
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Figure 2: Pictures of the prototype antenna.

The configuration of the proposed antenna is shown in Fig. 1 and picture of the fabricated
prototype is shown in Fig. 2. The antenna is located above the top edge of the system ground
plane with a small distance of 3mm between the lower part of the antenna (board) and the ground
plane. The antenna is composed of two branches formed by a longer resonant strip (strip-1) and a
shorter resonant strip (strip-2) located near the board, which is used to increase the bandwidth.

Strip-1 generates a fundamental mode at 925 MHz and a second mode at about 1900 MHz.
This lower band is used for the GSM operation. Strip-2 generates a fundamental mode at about
2100MHz, which overlaps with the second mode of strip-1 to form a wide band; hence, enabling
the coverage of DCS/PCS/UMTS bands (Fig. 3).

Strip-1 and strip-2 are folded so that space can be saved, which is a must in requirements for
mobile phone antennas, and so that frequency resonances can be arranged as described hereafter.
Furthermore, the board allows a broadening of the bandwidth for strip-2 thus leading to an improved
bandwidth of the whole upper band. It will be explained next as well.

Figure 4 shows the relation between modes and current distribution for both strip-1 and strip-2.
From this figure, it can be seen that in both fundamental modes, the current flows on the whole
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Figure 3: Input characteristics.

length of each strip and gets weaker as it propagates. Meanwhile, in the higher mode, although the
current flows on the whole length of the strip, its phase changes and its direction of propagation
becomes opposite at a certain point.
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Figure 4: Relation between modes and current distribution.

In order to understand the behaviour of the proposed antenna, the influence of the folding
position is analyzed first in case of strip-1 only and without any meander used. For this study, the
total length of strip-1 is fixed to 60mm, which enables a first resonance at about 925 MHz and a
second one at 2610MHz, when strip-1 is assumed to be flat and with a constant width of 2 mm.
Strip-1 is then gradually folded with a height of 4 mm kept constant between the upper and lower
part of the strip. The behaviour in terms of resonance and impedance variation is shown in Figs. 5
and 6, respectively.
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Figure 5: Variation of resonance with a change in the folding length (strip-1 only without meander).

Figure 5 shows the difference in resonance for the first and second mode with a change in the
folding length. From this figure, it can be seen that the resonances of mode 1 and 2 tend to get
closer to each other as the folding length is increased. As shown in Fig. 6, this phenomenon is
due to the fact that, when comparing a flat strip to a fully folded one, the impedance nearby
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the resonance of mode 1 gets capacitive while the one of mode 2 gets inductive. Note that the
capacitive behaviour of a folded arm compared to a monopole for the first harmonic is described in
details in [3]. Furthermore, referring to Fig. 4, as the current propagates along the whole length of
a strip in the fundamental mode while in the higher mode it gets opposite at a certain location of
the strip, the difference of behaviour in terms of impedance variation can be explained: while the
antenna gets capacitive for the fundamental mode, it becomes inductive for the higher mode.
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Figure 6: Variation in impedance depending on the folding length (strip-1 only without meander).

Next, in order to understand the necessity for the proposed antenna to be loaded with an extra
board, the variation of behaviour when using a board or not on strip-2 is shown in Fig. 7. From
this figure, it is clear the resonance is shifted towards the upper frequencies and the bandwidth
broadens as compared to the case when no board is employed.
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Figure 7: Variation of reflection parameters with the
board (strip-2 only).
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Figure 8: VSWR of the proposed antenna.

Table 1: Gain values.

Band Peak [dBi] Minimum [dBi] Average [dBi]
GSM (f = 920 MHz) 0.1 −1.0 −0.6
DCS (f = 1795 MHz) 0.9 −3.7 −0.9
PCS (f = 1920MHz) 0.8 −3.4 −1.4

UMTS (f = 2045MHz) 0.5 −6.9 −1.6
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3. RESULTS

Figure 8 shows the voltage standing wave ratio (VSWR) for the proposed antenna. The obtained
impedance bandwidths are 100MHz and 1130MHz for the lower and upper band, respectively,
when VSWR is chosen to be less than 3.5 and 2.8, respectively.

Radiation characteristics of the antenna are also studied (see Fig. 9). Almost omni-directional
radiation patterns are observed in the xy plane and figure-of-eight shaped radiation patterns are
observed in the other planes. The typical gain values are summarized in Table 1.
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Figure 9: Radiation patterns of the proposed antenna.

4. CONCLUSION

A printed monopole antenna for quad-band operation in the mobile phone has been proposed and
studied. The antenna occupies a volume of 40 × 20 × 4 mm3 with a very low height as compared
to others, yet it can cover two wide bands centred at about 925 MHz and 1920 MHz to realize
GSM/DCS/PCS/UMTS operation. Good radiation characteristics of the antenna over the operat-
ing bands have also been observed. The proposed antenna is very promising for application in the
mobile phone as an internal antenna for quad-band operation.
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Abstract— The radiation characteristics of two kinds of antennas made of transparent con-
ductive films are investigated: a planar inverted-F antenna (PIFA) and a monopole antenna.
These antennas are designed to work at 2.4 GHz and their performances are compared with each
other for several films with different sheet resistivities. Wire-grid models based on the moment
method are applied for the numerical analysis. It is found that the film resistance influences the
performance more strongly for the PIFA than for the monopole antenna due to the cavity-like
behavior of the former.

1. INTRODUCTION

As mobile wireless communications have progressed drastically in recent years, mobile terminals
are becoming smaller and smaller, and miniaturization of the antennas installed in mobile devices
is required accordingly. The designing of antennas for small mobile devices is becoming much more
difficult not only because the space is getting limited but also because other electrical parts influence
the performance of the antennas. Transparent conductive films, such as indium tin oxide (ITO) and
fluorine-doped tin oxide (FTO) films, allow the transmission of electric currents while retaining the
optically transparency [1]. Applying transparent conductive films to construct antennas is a good
alternative to meet the space requirement because the transparent antennas can be installed on
the surface or the display window of the mobile devices without much visible design problem [2–7].
The interference from the other electric parts can also be suppressed thanks to the location of the
antenna.

In this paper, two antennas widely used for small mobile devices are investigated: a planar
inverted-F antenna (PIFA) which consists of a rectangular patch and a short-pin and a monopole
antenna which consists of a trapezoidal radiator [7]. Wire-grid models based on the moment method
are applied for the numerical analysis. The performances of the two antennas are compared with
each other for several films with different sheet resistivities. It is found that the film resistance
influences the performance more strongly for the PIFA than for the monopole antenna. The differ-
ence of the performance is explained by the difference of the operating mechanism between these
two antennas.

2. CONFIGURATIONS

Figure 1 shows the configuration of the PIFA, where the patch is made of transparent conductive
film and the short-pin and ground are made of copper. Fig. 2 shows the configuration of the
monopole antenna, where the trapezoidal radiator is made of transparent conductive film and the
ground is made of copper.
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The antennas are made of ITO and FTO, as well as copper as a reference. Fig. 3 shows a sample
of the ITO antenna and Fig. 4 the transmittance at a wavelength of 550 nm for the ITO and FTO
films. Both of the antennas are designed to work at 2.4 GHz. Fig. 5 shows the measurement of
voltage standing wave ratio (VSWR) for the monopole antenna with several different films. The
VSWR does not vary so much as the sheet resistivity is lower than 10 Ohm/sq. Fig. 6 shows the
measurement of a radiation pattern at 2.4 GHz for the antenna. Again it is seen that the resistance
does not influence the radiation seriously.

Figure 3: Sample of ITO antenna.
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Figure 4: Transmittance of ITO and FTO films at
a wavelength of 550 nm.
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Figure 6: Measurement of Eθ on xz-plane at 2.4 GHz
for a monopole antenna.

3. SIMULATION

Wire-grid models by using the software Numerical Electromagnetic Code version 4 [8] are applied
for the numerical analysis. The grid size is set to 0.5 mm and the wire radius to 0.15 mm. The
resistance of the transparent film is taken into account by directly loading a resistance on every
discretized element. Because the typical thickness of the films is several hundred nanometers, much
thinner than the skin depth at the operating frequencies, the loading resistance Rl for an element
is simply given by Rl = ρs∆l/∆w, where ρs, ∆l and ∆w are the sheet resistivity, length and width
of the element, respectively. However, due to the restriction of the software, the dielectric substrate
is not included in the simulation.

Figures 7 and 8 show the calculated VSWR for the PIFA and monopole antenna, respectively.
Both of the VSWRs do not vary so much as the sheet resistivity is lower than 10 Ohm/sq. Fig. 8
differs a little from Fig. 5 due to the lack of dielectric substrate in the simulation.
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Figure 7: Calculation of VSWR for a PIFA.
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Figures 9 and 10 show the calculated radiation patterns at 2.4 GHz for the PIFA and monopole
antenna, respectively. It can be seen that the gain deterioration caused by the resistance is more
serious in the PIFA than in the monopole antenna. Fig. 10 agrees with the measurement very well.
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Figure 9: Calculation of Eθ at 2.4 GHz for a PIFA.
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Figure 10: Calculation of Eθ at 2.4 GHz for a monopole antenna.

Figures 11 and 12 show the calculated radiation efficiency for the PIFA and monopole antenna,
respectively. The efficiency increases at the higher frequency for both of the antennas because
the ratio of the radiation resistance to the ohmic resistance tends to increase as the frequency
increases [9]. It is seen that the efficiency of the PIFA is lower than that of the monopole antenna
for a same resistivity.
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Figure 12: Calculation of efficiency for a monopole
antenna.

4. COMPARISON BETWEEN PIFA AND MONOPOLE ANTENNA

Figure 13 compares the maximum gain at 2.4 GHz for the PIFA and monopole antenna, where the
gain is normalized to the value of the corresponding copper antenna. The gain lowering rate is 0.47
and 0.20 dB/Ohm/sq for the PIFA and monopole antenna, respectively.
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Figure 14 compares the efficiency at 2.4 GHz for the two antennas. While the efficiency lowering
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rate is 4.5 %/Ohm/sq for the PIFA, it is 2.7%/Ohm/sq for the monopole antenna.
Figures 15 and 16 show the current distributions at 2.4GHz for the PIFA and monopole antenna

with perfect conductor, respectively. While the current mainly flows on the trapezoidal radiator in
the monopole antenna, it flows on patch and ground in the PIFA. As a matter of fact, the PIFA
behaves like a cavity and hence excites a large current on the whole patch. This is considered to
be the reason why the film resistance influences the performance more strongly for the PIFA than
for the monopole antenna.

Nevertheless, if an ITO film with a sufficiently small resistivity is used, radiation performance
good enough for practical applications can be obtained by both antennas.

5. CONCLUSION

We have investigated a PIFA and a monopole antenna made of transparent conductive films. This
study clarifies the fact that the influence of the film resistance on the radiation performance depends
on the structure of the antennas and it provides quantitative data for the antenna design. It is
expected that the transparent films can be used for both of the antennas in practical applications.
It is hoped that the transparent antennas can provide a useful means for antennas integration when
employed in mobile terminals in the near future.
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Abstract— Artificial materials of periodic dielectrics which exhibit electromagnetic band-gap
(EBG) performance have been proposed and applied on a planar inverted-F antenna (PIFA)
design in this paper. The artificial defected dielectric material has some useful characteristics such
as harmonic rejection, band suppression and surface wave suppression. A three-dimensionally
periodic dielectric structure with a compact and low profile electromagnetic band gap material is
presented. The artificial dielectric material (ADM) enhances radiation performance, bandwidth,
radiation gain and efficiency of the designed antenna.

1. INTRODUCTION

A three-dimensionally periodic dielectric structure [1] with a compact and low profile electromag-
netic band gap material is presented. Artificial dielectrics of FR4 permittivity are designed and
fabricated by use of a patterned PCB printed circuit board. The ADM miniaturized with harmonic
rejection characteristics is fabricated using periodic dielectric as resonators. In one embodiment
of the implementation, the ADM substrate for a PIFA antenna comprises the frequency selective
material. The general approach to reduce an antenna’s size is to load the antenna with dielec-
tric material. The AMD is better than the traditional uniform dielectric material with its good
electromagnetic effects and easy integration with low profile antenna. The use of electromagnetic
band-gap structures, also known as photonic band-gap structures [2, 3], for enhancing antenna per-
formance has been widely investigated in recent years. In this paper, the ADM dielectric can do
an effective function of reducing an antenna’s size and improve antenna radiation efficiency.

Figure 1: The proposed material for artificial dielectric material (ADM).

2. DESIGN AND RESULTS

ADM are periodic dielectric composite structures that forbid wave propagation of radiation for a
certain frequency range. The good artificial dielectric material is better than traditional uniform
dielectric material and good electromagnetic effect is easy to integrate low profile antenna design
and application. Fig. 1 is the proposed AMD structure. Fig. 2 is a designed PIFA with an AMD
structure. Fig. 3 shows the comparison data in between PIFA with ADM and a traditional PIFA.
In this paper, the antenna design facility is suitable and effective to improve performance of total
antenna radiation efficiency.
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Figure 2: A designed PIFA with an AMD structure.
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Figure 3: Comparisons of an ADM PIFA and a traditional PIFA.

3. CONCLUSION

The ADM applied for a PIFA antenna radiator has been developed. This designed antenna covers
WCDMA and UMTS band from 1900 MHz to 2200MHz. Evidently, it should be useful for many
wireless applications.
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Abstract— In this paper, a simple folded loop antenna (FLA) for handsets with relatively wide-
band impedance, designed and optimized using genetic algorithms (GA). The FLA dimensions
were optimized and evaluated using GA in collaboration with NEC-2 source code. Configuration
of optimal FLA with excellent VSWR covering entirely the required GSM1800 frequency bands
was found within the maximum generation. A prototype antenna was tested to verify and vali-
date the GA-optimized antenna structure. The measured data have shown good agreement with
predicted ones. Moreover, the capabilities of GA are shown as an efficient optimisation tool for
selecting globally optimal parameters to be used in simulations with an electromagnetic antenna
design code, seeking convergence to designated specifications.

1. INTRODUCTION

Recently, balanced antennas have drawn greatly interest to mobile phone antenna researchers due to
their stable performance when held by mobile phone users. In the previous work [1, 2], folded dipole
and loop antennas have shown the promising characteristics of balanced antennas in terms of their
current distributions on ground plane, radiation performance and Specific Absorption Rate (SAR).
One dramatic drawback in their proposed antennas for use in mobile handsets is the lack to provide
enough impedance bandwidth to fulfill the bandwidth requirements for the current wireless mobile
communications (i.e., GSM1800/1900 or UMTS). However, a wideband operation was achieved at
higher central frequency 2680MHz [3].

GA is random search methods based on the principle of natural selection and evolution [4]. An
approach of using GA in cooperation with an electromagnetic simulator has been introduced for
antenna designs and has become increasingly popular recently [5]. In authors’ previous work [6],
an example of enhancing bandwidth for mobile antennas has been demonstrated. The benefit of
applying GA is that they provide fast, accurate and reliable solutions for antenna structures.

In this paper, a simple FLA for handsets with relatively wideband impedance, was designed and
optimized using GA. The geometry of proposed FLA was adopted from the Morishita’s work [1]
(see Fig. 1) and applied here for this study due to the simple structure for the mobile antenna
applications. The parameters used to define the FLA, were optimized and evaluated using GA in
collaboration with NEC-2 [7, 8]. Finally, GA optimal antenna structure was verified with hardware
realization. The corresponding results were compared to the predicted ones and a good agreement
in VSWR was observed.

2. GENETIC ALGORITHMS AND ANTENNA OPTIMIZATION USING GA

A FLA was optimized with GA using real-valued chromosomes. The intended antenna was designed
for GSM1800 applications (1710–1860 MHz). Performance of the randomly generated antenna
samples was computed using NEC-2 and its result was compared with desired fitness using the
following cost function:

F =
3∑

n=1

Wn · (1/V SWR(fn)) (1)

where, Wn (n = 1, 2, 3) are the weight coefficients for the cost function and initially, they set a
value of 1. Three pre-set specific frequencies 1710, 1785, and 1860 MHz were applied. GA was run
to calculate and evaluate the for each erratically produced antenna structure, in order to ensure
the optimal antenna operation to cover the required impedance bandwidth. The objective was to
find the optimal solution that satisfies certain constraints including a specific antenna volume.

GA input parameters, their constraints and the optimal values for each specified parameter of
the design geometry is presented in Table 1. Since there is no graphical abilities in NEC-2, GA
generated antenna structures can be viewed using the NEC-Win Professionalr simulator [9].



728 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

 

(a)

(b) (c)

Figure 1: Antenna configuration studied, (a) balanced folded loop antenna with conducting plate, (b) front
view of the antenna design, (c) side view of the antenna design.

3. SIMULATION AND MEASUREMENT RESULTS

Configuration of optimal FLA antennas, with excellent VSWR covering entirely the required
GSM1800 frequencies bands, was found within the maximum generation; antenna parameters of
the best designs are shown in Table 1. For comparison, an electromagnetic simulator based on
the finite integration technique (FIT) was used to verify and validate the GA-optimized antenna
structure [10]. It should be noted that thin striplines were employed in the EM modeling instead of
thin wires that used in GA optimization, due to the fact for the purpose of practical implementa-
tion. Subsequently, a minor adjustment was applied to the GA-optimized antenna. The calculated
antenna VSWR against frequency over the interested bands is shown in Fig. 2 and was compared
to the one obtained from GA. As can be seen, an excellent agreement of antenna VSWR response
was achieved. It is also notable that impedance bandwidth at VSWR ≤ 2 was 7.5% at central
frequency f0 = 1780 MHz, compared to the bandwidth of 2.7% at f0 = 1860 MHz with a small
FLA and 5.4% with using a parasitic element added to the small FLA, as reported in work [1].
The bandwidth is comparatively broadened due to the effect of capacitive coupling between the
antenna and ground plane in which it dominants the frequency band.

Table 1: Summary of GA input parameters, antenna variables and best solutions.

FLA for GSM1800 FLA for UMTS GA parameters 

Parameters (m) Optimal (m) Parameters (m) Optimal (m)

Number of Wire radius (a) 0.00074 Wire radius (a) 0.000790

population size = 6 (0.0004-0.0008) (0.0004-0.0008)

Number of FLA length (b) 0.03978 FLA length (b) 0.03690

parameters = 7 (0.03-0.04) (0.03-0.04)

Probability of FLA height (h) 0.01173 FLA height (h) 0.01179 

mutation =0.02 (0.003-0.012) (0.003-0.012)

Maximum FLA arm length (n) 0.008785 FLA arm length (n) 0.009881

generation =500 (0.002-0.015) (0.002-0.015)

Number of Parallel wires distance (m) 0.01489 Parallel wires distance (m) 0.013599

possibilities=32768 (0.005-0.015) (0.005-0.015)

Ground plane size FLA distance to GP edge (e) 0.0008643 FLA distance to GP edge (e) 0.001137 

(120 x 50 mm) (0.0-0.002) (0.0-0.002)

            Distance between FLA and GP (h0) 0.001112 (h0) 0.001146 

                 (0.001-0.003) (0.001-0.003)
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In addition, the same design principle and antenna geometry was applied to design and optimize
antennas for 3G UMTS application. The comparative antenna VSWR (see Fig. 3) shows a good
impedance matching over the intended band (11.3% at f0 = 2030 MHz).

 

Figure 2: VSWR against frequency (a = 2.070, b =
37.8802, h = 9.9991, h0 = 1, n = 13.884, e = 0.9409
and m = 12.8052, all dimensions in millimeters).

 

Figure 3: VSWR against frequency (a = 1.95144,
b = 37.0052, h = 9.9966, h0 = 1, n = 11.1638,
e = 1.8835 and m = 12.9884, all dimensions in mil-
limeters).

For the hardware realisation, copper sheet of thickness 0.15 mm and 0.5mm was used for fab-
ricating the balanced antenna and the ground plane (see Fig. 4). A balun, as a feeding network
for the balanced antennas, is required to provide a balanced feed from an unbalanced source. In
this study, a relatively wideband planar balun with sufficient frequency coverage and imbalance
performance (covering 1.4–2.4 GHz frequencies bands with maximum 0.9 dB insertion loss in which
the amplitude and phase imbalance are 0.1 dB and ±2◦, respectively) was employed to feed the
prototype antenna.

Figure 5 presents the measured and simulated VSWR of the prototype antenna. As can be seen,
taking into account the errors caused during antenna fabrication, a close agreement between the
calculated and measured return loss was observed.

 

Figure 4: Photograph of fabricated prototype antenna.
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The radiation patterns in the z-x plane and z-y plane for the balanced folded antenna at
1780MHz were calculated and plotted in Fig. 6, where the patterns of the proposed antenna are
seen to be quite similar to each other at other frequencies inside the band. In addition, the z-x
plane presents a nearly omni-directional radiation pattern in all intended frequency bands. For the
GSM1800 band, the calculated peak gain was found to be 4 dBi.
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Figure 6: Radiation patterns for the proposed antenna at 1780 MHz in dBi at z-x plane (left) and z-y plane
(right) (‘+++’ Eθ and ‘o o o’ Eϕ).

4. CONCLUSIONS

A folded loop antenna with relatively wide bandwidth for mobile handsets, was designed and opti-
mized using genetic algorithms. Performance of the GA-optimized antenna structure was validated
through a hardware realization in which the simulated results show a good agreement with mea-
sured one. The GA has proven its advantage for quickly finding solutions for antenna designs as
well as a robust technique to broaden the bandwidth in antenna design.

ACKNOWLEDGMENT

The authors would like to gratefully acknowledge the support by the Engineering and Physical
Sciences Research Council (EPSRC) under grant EP/E022936.

REFERENCES

1. Morishita, H., Y. Kim, Y. Koyanagi, and K. Fujimoto, “A folded loop antenna system for
handsets,” IEEE AP-S Proc., Vol. 3, 440–443, July 2001.

2. Abd-Alhameed, R. A., P. S. Excell, K. Khalil, R. Alias, and J. Mustafa, “SAR and radiation
performance of balanced and unbalanced mobile antennas using a hybrid formulation,” Invited
paper, IEE Proceedings-Science, Measurement and Technology Special Issue on Computational
Electromagnetics, Vol. 151, No. 6, 440–444, November 2004.

3. Hayashida, S., H. Morishita, Y. Kim, Y. Koyanagi, and K. Fujimoto, “Wideband folded loop
antenna for handsets,” IEEE AP-S Proc., Vol. 3, 2–5, Jun. 2002.

4. Goldberg, D. E., Genetic Algorithms in Search, Optimization and Machine Learning, Addison-
Wesley, Reading, MA, 1989.

5. Johnson, J. M. and Y. Rahmat-Samii, “Genetic algorithms in engineering electromagnetics,”
IEEE Antennas and Propagation Magazine, Vol. 39, No. 4, 7–21, 1997.

6. Zhou, D., R. A. Abd-Alhameed, C. H. See, P. S. Excell, and E. A. Amushan, “Design of
quadrifilar helical and spiral antennas in the presence of mobile handsets using genetic algo-
rithms,” Proceeding of the First European Conference on Antennas and Propagation, Session
3PA1, Paper No. 122, Nice, France, 6–10 November, 2006.

7. Carroll, D. L., FORTRAN Genetic Algorithm Driver, Version 1.7, Download from:
http://www.staff.uiuc.edu/∼carroll/ga.html, 12/11/98.

8. Burke, G. L. and A. J. Poggio, “Numerical electromagnetics code (NEC)-method of moments,”
Lawrence Livermore Laboratory, Livermore, CA, 1981.

9. NEC-Win Professional V1.1, @1997 Nittany Scientific Inc., USA.
10. Computer Simulation Technology Corporation, CST Microwave Studio, Version 5.0, Germany.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 731

Design Considerations of MIMO Antennas for Mobile Phones

M. Usman, R. A. Abd-Alhameed, and P. S. Excell

Mobile and Satellite Communications Research Centre
Richmond Road, University of Bradford, Bradford, West Yorkshire, BD7 1DP, UK

Abstract— The paper presents a new modeling and design concept of antennas using polar-
ization diversity of 2 × 2 and 3 × 3 Multiple Input Multiple Outputs (MIMO) system that is
proposed for future mobile handsets. The channel capacity is investigated and discussed over
Raleigh fading channel and compared to a linear/planner antenna array MIMO channel. The
capacity is also discussed over three types of power azimuth spectrums. The results are compared
to the constraints capacity limits in which the maximum capacity observed.

1. INTRODUCTION

MIMO for short, which stands for Multiple Input, Multiple Output systems are theoretically able
to provide increased throughput, and better error performance than traditional systems [1–5]. The
particular aspect that is used by MIMO systems is called Multi -Path propagation [2, 5]. This effect
occurs when the radio signals sent from the transmitter bounce off intermediate objects before
reaching the receiver. Some of these reflected signals may travel along entirely separate paths, and
even reach the receiver at different times. Currently, there are a number of MIMO applications,
development platforms, and tools that are showing great promise in the quest for wireless systems
with higher bandwidth and greater capabilities. The major advantage of MIMO technology is the
digital beam forming, which is now making its way out of research laboratories and into real-world
applications with great speed. Spatial corrrelation using polarization issues for MIMO applications
has great interest since the size of the actual radiating elements can be reduced [6–12]. This study
has great advantages if a MIMO system needs to be implemented on a mobile handset. This paper
will consider the spatial polarization technique and how this technique can improve the capacity of
the system. A MIMO system of 2 × 2 and 3 × 3 elements will be considered for implementations
on mobile handsets. This will be discussed under Raleigh fading channel and the results will be
compared to linear or planer array antenna MIMO system. More over different types of power
azimuth spectrums will be considered for system evaluation.

2. SUMMERY OF THE METHOD

For a system having N transmitters and N receivers the channel capacity can be given by [1];

C = E log2

∣∣∣∣
(

I +
Pt

ntσ
HH∗

)∣∣∣∣ (1)

where I is the identity matrix of nr × nr dimensions. Pt is the total average transmitted power.
σ is the variance of the noise power, H is the channel transfer matrix of size nr × nt. E() is the
expectation average and ‘∗’ is the conjugate transpose operation.

If the receiver and transmitter spatial matrixes are none then the matrix HH∗ can be rewritten
as follows:

HH∗ = WrGwW ∗
t (2)

where Wr and Wt are the spatial matrices of the receiver and transmitter respectively. Gw is
the matrix that defines the channel properties. For example the elements of the Gw matrix in
Raleigh fading channel are complex guassian distributed elements. Since the space availability on
the transmitter side then the spatial matrix of the transmitter for maximum channel capacity can
be given as an identity matrix. Therefore Eq. (2) can be reduced to the following:

HH∗ = WrGw (3)

The elements of the spatial matrix Wr can be stated as follows:

Wri,j
=

∮
s
(Eai · Ei)(Eaj · Ei)∗dΩ

σ1σ2
(4)
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where

σ1 =
∮

s

(Eai · Ei)2dΩ (5)

σ2 =
∮

s

|Eaj · Ei|2dΩ (6)

∮

s

=
∫ φ2

φ1

∫ θ2

θ1
(7)

dΩ = sin θ dθdφ (8)

and Ea is the electric field of the radiating element. Ei is the incident field on the receiver side.
Using polarization concept we assume that there were three dipoles collocated over the z axis and

centered at origin point as shown in Figure 1. We restrict our study to three radiating elements and
in which the mutual coupling are ignored and they will located with respect to the elevation angle
(it is the polarization angle in our case). We reduced the complicity of the method implementation
by using short diploes in which the field can be easily stated (as example for a short dipole oriented
in the z axis the total field is Eθ = sin θ).

X

Y

Z

Φ1

Φ3

Φ2

θ 1

Figure 1: Basic antenna geometry.

The direction of a dipole oriented in θd and φd can be expressed as follows:

d̂ = sin θd cosφdâx + sin θd sinφdây + cos θdâz (9)

Then the radiated field of this dipole can be given as follows:

Ea = Eθaâθ + Eφâφa (10)

where

Eθ(θ, φ) = d̂ · ûθ (11)

Eφ(θ, φ) = d̂ · ûφ (12)
ûθ = cos θ cosφâx + cos θ sinφây + sin θâz (13)

and
ûφ = − sinφâx + cos φây (14)

3. SIMULATION AND MEASUREMENT RESULTS

If the signal to noise ratio is high then the channel capacity can be given by [5]:

C =
n∑

i=1

(
I +

P

nT σ
λi

)
(15)
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where λi for i = 1, 2, 3 are the eign values of the matrix given in Eq. (3). However, the channel
capacity is also computed for comparison using Eq. (1). The incident fields are assumed to have
uniform distribution over the range 0 to 2π for azimuth angle φ and 30◦ over the elevation angle at
the horizontal plane for urban channel. For suburban channel the variation over elevation angle is
similar to urban channel where as the azimuth will have laplacian spectrum distribution of various
σφ = 5◦, 10◦, 15◦ and 20◦.

The Eφ and Eθ of the incident fields were assumed independent over all angles of θ and φ, and
their variations are uniform over the channel properties under considerations. It was also assumed
that the phase variations are uniform over 0 to 2π.
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degrees for the geometry presented in Figure 1) in
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Channel capacity of 2 × 2 MIMO and 3 × 3 MIMO systems for urban channel are shown in
Figures 2 and 3. The antennas for 2 × 2 MIMO are located at φ = 0◦ and φ = 180◦ where as
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for 3 × 3 MIMO at φ = 0◦, 120◦ and 240◦. In these figures a closed form solutions of the Wr are
found and then the capacity was evaluated under Raleigh channel in which the average was taken
over 1000 complex samples and in each point the transfer function was normalized to have a good
prediction of the maximum variation of the spatial matrices using these types of antennas. It is
simply can be noticed that the maximum capacities for 2 × 2 MIMO and 3 × 3 MIMO occur at
around 55◦ and 63◦. These angles are recommended to represent the othogonalities of the spatial
fields required by the antennas given in Figure 1.

Similarly, for Suburban channel the capacity of 2 × 2 and 3 × 3 MIMO system are shown in
Figures 4 and 5 respectively for various values of σφ. It should be noted that the maximum capacity
limits for 2× 2 MIMO channel were achieved for all values presented for σφ where as for the 3× 3
MIMIO were slightly reduced as σφ is increasing.

Basically, the MIMO channel capacity for different transmitted power is shown in Figure 6. In
this example the variations of the elevation angle is considered between θ = 0 to π where as in
azimuth are similar to that presented in Figures 2 and 3. It is clearly the maximum capacities
are proportional linearly with the transmitted power in which the maximum location for each
transmitted power is fixed at around 63◦.

Figure 7 demonstrates the capacity variations for urban channel using ring array of three ele-
ments. The channel capacity was reached when the ring radius was about λ/4 (i.e., the separated
distance between the radiating elements was around λ/2). Comparing the antenna sizes in Fig-
ures 1 and 7, it is evidence that the spatial polarization diversity has the ability to achieve the
maximum capacity with certain constraints on the field orthogonalites.
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limit of 3 × 1 MIMO fading channel, red line, Ca-
pacity using Eq. 2: blue dots).

4. CONCLUSIONS

The channel capacity of a simple 2×2 and 3×3 MIMO systems using spatial polarization diversity
was presented for different channel assumptions. The presented results show that the maximum
channel capacity within small volume space can be reached with careful selection of the spatial
field’s orthonoalities. The results also compared to planner array MIMO system operation in which
the antenna size considered was much larger to the MIMO system presented here. However, the
work is still in progress to include the mutual coupling between the antennas and implementation
on the mobile handset.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 735

REFERENCES

1. Foschini, G. J. and M. J. Gans, “On limits of wireless communication in a fading environment
when using multiple antennas,” Wireless Personal Commun., Vol. 6, No. 3, 311–335, Mar.
1998.

2. Foschini, G. J. and R. A. Valenzuela, “Initial estimation of communication efficiency of indoor
wireless channel,” Wireless Networks, Vol. 3, 141–154, 1997.

3. Wallace, J. W. and M. A. Jensen, “Modeling the indoor MIMO wireless channel,” IEEE Trans.
Antennas Propag., Vol. 50, No. 5, 591–599, May 2002.

4. Wallace, J. W., M. A. Jensen, A. L. Swindlehurst, and B. D. Jeffs, “Experimental character-
ization of the MIMO wireless channel: Data acquisition and analysis,” IEEE Trans. Wireless
Commun., Vol. 2, No. 2, 335–343, Mar. 2003.

5. Gesbert, D., H. Bölcskei, D. A. Gore, and A. Paulraj, “Outdoor MIMO wireless channels:
Model and performance prediction,” IEEE Trans. Commun., Vol. 50, No. 12, 1926–1934, Dec.
2002.

6. Dong, L., H. Choo, R. W. Heath, and H. Ling, “Simulation of MIMO channel capacity with
antenna polarization diversity,” IEEE Trans. Wireless Commun., Vol. 4, No. 4, 1869–1873,
Jul. 2005.

7. Winters, J. H., J. Salz, and R. D. Gitlin, “The impact of antenna diversity on the capacity of
wireless communication systems,” IEEE Trans. Commun., Vol. 42, 1740–1751, Feb. 1994.

8. Andrews, M. R., P. P. Mitra, and R. deCarvalho, “Tripling the capacity of wireless communi-
cations using electromagnetic polarization,” Nature, Vol. 409, No. 6818, 316–318, Jan. 2001.

9. Svantesson, T., “On capacity and correlation of multi-antenna systems employing multiple
polarizations,” IEEE Int. Antennas Propagation Symp. Digest, 202–205, San Antonio, TX,
Jun. 2002.

10. Stancil, D. D., A. Berson, J. P. Van’t Hof, R. Negi, S. Sheth, and P. Patel, “Doubling wireless
channel capacity using co-polarised, co-located electric and magnetic dipoles,” Electron. Lett.,
Vol. 38, No. 14, 746–747, Jul. 2002.

11. Andersen, J. B. and B. N. Getu, “The MIMO cube—A compact MIMO antenna,” 5th Int.
Symp. Wireless Personal Multimedia Communications, 112–114, Honolulu, HI, Oct. 2002.

12. Xu, H., M. J. Gans, N. Amitay, and R. A. Valenzuela, “Experimental verification of MTMR
system capacity in controlled propagation environment,” Electron. Lett., Vol. 37, No. 15, 936–
937, Jul. 2001.



736 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

A Simple Antenna Design of Implantable RFID based on EFAB
Technology

Donghui Guo1,2, Huajun Chen1, and L. L. Cheng3

1EDA Lab, Physics Department, Xiamen University, Fujian 361005, China
2Department of Electronic Engineering, Xiamen University, Fujian 361005, China

3Electronic Engineering Department, City University of Hong Kong, China

Abstract— This paper is to present a new technology for implantable RFID antenna design.
As implantable RFID are popularly used as active devices for animal identification, bio-medical
sensor etc. Size miniature and high working efficiency are the basic requirements for these
implantable devices which cause no discomforts for a body. A new MEMS process called EFAB
is introduced. The implantable RFID antenna design is based on the use of micro-coil. With
EFAB design rules and parameters, the simulation results have shown that we can satisfy the
requirements of implantable RFID antenna.

1. INTRODUCTION

As the development of the micro-electronics and wireless communication technologies, the Radio
Frequency Identification (RFID) [1–6] is getting mature and is widely used in different areas,
especially indoor monitoring system, logistic management system and one- card-for-all payment
system. Besides, for those bio-medical electronic devices that have to be implanted inside the
human or animal bodies such as nervous muscular stimulators, implanted hearing aid devices etc. [7–
13], they need to use passive RFID technology to achieve wireless transferring electronic signals
and power. With integrating of the RFID and sensing devices, we can develop an implantable bio-
medical device that can be used as an identification and physiology monitoring. On the other hand,
for those RFID implanted sensing device which can obtain non-stopping energy supply without
using battery or power source. Recently, the implantable RFID technology is a hot topic for
researchers to work hard.

Differing than those current mature consumer RFID technologies, in order to make the RFID
device to satisfy the requirements to implant devices into human or animal bodies, especially it
has to satisfy the safety standards for the RFID EMC and the miniature size constraint for an
implanted device. Not only to consider the absorption effects of the transmission and reception of
electro-magnetic waves for animals also side-effects which hurt an animal when a device is implanted
into its body. For this reason, the size of the device has to be as small as possible in order to reduce
the influencing effects caused by the implanted device [14]. In addition, the device has to be
communicated with the outside world within a workable distance. It is obvious that the antenna
design of the RFID device is very important

This paper is trying to introduce an antenna design with a multi-layer MEMS based on EFAB
technology [15]. Based on the requirements of implanted antenna, computer simulations have been
done in order to design the RFID device antenna structure.

2. THE DESIGN REQUIREMENTS OF IMPLANTED RFID

RFID uses wireless communication technologies to achieve the data exchange between IC card and
system [1]. For those international standards, such as ISO10536, ISO14443, ISO15693, ISO18000,
they are working on ISM band at 135 kHz, 13.56MHz, 433 MHz, 915 MHz and 2.45 GHz respectively.
For the devices to be implanted into an animal body, we have to consider effects due to the
absorption of electromagnetic wave by the organs and how it influencing to the health conditions
and activities of these organs. For this reason, we intend to avoid loss or absorption of EM wave
inside the body of an animal. In normal condition, the EM wave inside the animal body, the
rate of attenuation or absorption of EM wave is proportional to the square root of the transmit
frequency [16]. Hence, the frequencies of implanted RFID is preferable to be chosen at lower
frequency bands, however, this will need a larger inductive coupling antenna. Of course, it is
illogical or impracticable for an implanted device with a too big size. In this case, the working
frequency for an implanted RFID is chosen at 13.56MHz.

Lots of international companies have developed of 13.56 MHz RFID chip-products, such like,
Siemens, Sony, Philips, Atmel etc. recently, the built-in capacitance of these RFID chips is in
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the range of 100∼ 200 pF and the external inductance needed is greater than 689 nH. (if built-in
capacitance of 200 pF is assumed). For normal RFID cards, if the printed circuit technology is
used and it is easy to achieve the inductance value by using a large antenna coil. However, for an
implanted application, we need the size of the antenna has to be small, so we decide to use MEMS
technology [17] to minimize the antenna size. There are a lot of design methods for the antenna
coil [18–22], although there are differences in formulating methods for calculating the inductance
value, on the whole, the inductance value of the antenna coil design is closely related to several
parameters of the antenna structure, for instance, the number of turns, radius, line width and the
separation between turns of an antenna coil. Therefore, this paper will base on these parameters
mentioned above to design the implanted RFID antenna.

It is mainly through the coupling EM field of body antenna to the system antenna in order to
perform the wireless data exchange for the implanted RFID of an animal. The performance of the
data communication mainly depends on the energy coupling transmission efficiency (η12) between
the inside-body antenna and the outside-system antenna. The η12 can be represented as shown in
Equation (1) [23]:

η12 =
1

1 +
1

k2Q1Q2

(1)

where Q1 and Q2 are the quality factor of transmitting and receiving antenna respectively, k is
magnetic induction coupling coefficient.

k =
Mab√
LaLb

(2)

where Mab is the mutual inductance coefficient, La and Lb are the inductance values of two antennas
respectively.

It is obvious, the larger the Q factor and coupling coefficient k of the antenna, the efficiency of
the antenna power will be better and the communication quality will be higher.

In this case, when the system frequency and the built-in capacitance of the RFID chip are well
defined, then the inductance value L of the antenna coil will be fixed as well. For the mutual
inductance coefficient M , it is mainly related to the positions of the transmitting and receiving
antennas and the coefficient is depending on the antenna directions. Usually the transmitting and
the receiving antenna coils are in the same axis will have a larger mutual inductance coefficient
and the closer of the two antenna positions, the coupling coefficient will be larger. Therefore, our
implantable RFID antenna design is mainly paying attention only to the antenna inductance value
L to be chosen and also how to increase the Q factor of the antenna.

Of course, the power coupling coefficient between antennas is related to the implanted device
position, depth and organization of the animal. It will change according to the EM wave power
absorption of the body of a creature (SAR, Specific Absorption Rate) [16, 24, 25]. In this paper, we
shall not discuss the problem due to the coupling coefficient of RFID inside body. It is our future
work and detail analysis will be done in the future.

3. ANTENNA DESIGN BASED ON EFAB TECHNOLOGY

The miniature RF antenna is made by using the MEMS planar technology on the silicon substrate
[26–28]. The antenna made by the planar technology has a disadvantage of using large silicon area
and contacts to the silicon substrate will be occurred, hence the loss is high and will have a smaller
Q value. The miniature of RFID antenna could not achieved with these conditions. If we adopt
multilayer technology for antenna coils, less area are needed and also we can avoid contacts to the
substrate , this will cause less loss hence the antenna Q factor will be increased. In this case, a new
kind of MEMS technology-EFAB [15] is introduced for implanted RFID antenna design.

3.1. EFAB Technology
EFAB technology is an additive micro-fabrication process based on multi-layer selective electro-
deposition of metals (MEMS technology). The process is designed to help rapidly form multiple
independently-patterned metal layers on top of one another. This enables designers to create in-
tricate 3D geometries with micron-level precision. EFAB is a batch process like semiconductor
manufacturing in which many devices are built simultaneously on wafers, allowing volume produc-
tion at low cost. The essence of this approach is a basic three-step process that is used to generate
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each layer. This repeats as many times as there are layers to build the desired complex devices. The
complete flow of the EFAB technology [29] is shown in Figure 1. These steps are: (a) Patterned
layer deposition; (b) Blanket layer deposition and (c) Planarization. (d) After planarization of the
layer, this layer may serve as the new substrate, allowing the process cycle (‘a’ through ‘c’) repeats
until the full desired height of the device is achieved; (e)Finally, after all layers are completed, a
release etchant removes the sacrificial metal, leaving behind the free standing device.

Figure 1: EFAB technology process [21].

EFAB technology at the moment can provide thickness of each layer from 2–10µm and it can
make devices up to 20 layers or more. Multilayer structure can make device harder and bigger than
the MEMS technology. EFAB technology can choose any metal which can be metal plated or alloys
(for example, nickel, copper, silver, gold or nickel cobalt metal alloy etc.) to build the structure
of the device, but there is a constraint condition, that is, the metal structure must not be affected
after etching sacrificial material.

3.2. The Miniature Coil Antenna Design Method
SolidWorks is a kind of 3D graphical EDA tool and SolidWorks uses 3D mechanical design software
to design and manufacture MEMS and microdevices as part of a single solution. SolidWorks
software is the recommended design software for EFAB Access and enables viewing of 3D micro
geometry as it will appear when fabricated in layers and the structure data file [29]. ANSOFT
HFSS is an EM field analysis software tool which can output compatible SolidWorks data file
format. These two software tools are used for the antenna coil miniature design in this paper.

For a dedicated area of chip size of the antenna, it can acquire the inductance value of the
antenna coil by increasing the coil layers. Firstly, the single layer coil structure has to be well
defined. This layer diagram is shown in Figure 2 and the top view and the cross-section layer of
this layer have been shown in Figure 2(a) and (b) respectively. Among them, the line width of
coil (w), the separation between strip lines (s) and the thickness of line (h). The antenna adopts
nickel-cobalt (the electrical resistivity 10.5µΩ-cm) material, the substrate is using alumina (the
electrical resistivity is 1014 Ωs-cm, relative permeability is 9.9), among them, the choice of material
of the antenna is providing by EFAB technology related factory [29]. The port 1 and port 2 in
Figure 2(a) are the input and output ports of the antenna respectively, The calculation method of
the parameters S and the admittance Y11 based on the two-port network [30], we can obtain the
antenna value L and Q.

L = Im(1/Y11)/2πf (3)
Q = Im(1/Y11)/Re(1/Y11) (4)
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From the equations above, admittance parameter Y11 is converted from the two-port network
parameter S, f is the working frequency of the antenna coil.

(a)

(b)

Figure 2: Configuration of the inductive coil antenna. (a) Top view diagram, (b) Cross-section diagram.

According to Equations (3) and (4), for a fixed antenna structure and a single layer antenna coil,
the simulation analysis is carrying out. Firstly, the changing of the inductance values and Q values
are being observed, hence the structure parameters (coil number, strip line width and strip line
separations) are being fixed. After that, for two layer antenna coils, the changing of the inductance
and Q values will be investigated when the separations (distances) of the layers are changing. For
this we can find out the optimized separation for the two layer coils. Finally, we will obtain the
decided inductance values by increasing the numbers of the coil layer.

(a) (b)

Figure 3: Inductance (L) and quality factor (Q) vs coil turn (N). (a) N vs L, (b) N vs Q.

4. DESIGN BY COMPUTER SIMULATION

We have to do analysis on the number (N) of turns of the first layer inductive coil. As shown in
Figure 3, the numbers (N) of turns of the inductive coil are: 4, 5, 6 and 7 respectively. It shows the
corresponding inductance values (L) at the dedicated frequency of the coil for Q is the maximum.
The design for other parameters (w = 50µm, s = 50µm, h = 10µm) of the coil are based on the
data provided by EFAB for minimal size for the first layer. In Figure 3, it shows that as the number
of turns of the coil increased, the values of the inductance L and Q factor are also increased. For
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this reason, the decided inductance value can be obtained through the increment of the number of
turns of the coil. However this will increase the area size of the coil. As shown in Figure 3(b), when
the number turns of coil has increased from 6 to 7, but it has found that Q value has insignificantly
increased. Hence, for a chosen area size of silicon, since we can choose the maximum number of
turns of coil but we have to consider the change of Q value. As we can see Q value is close to
constant after the number of turns reaches certain value.

(a) (b)

Figure 4: L and Q vs frequency with different strip width (w). (a) Freq. vs L, (b) Freq. vs Q.

Following the number of turns of coil has fixed as N = 7, and other parameter are set to be
s = 50µm, h = 10µm. The strip width is changing respectively with 50µm, 60µm and 70µm.
Computer simulations for the structure of the antenna coil are being done. The results as shown
in Figure 4, although the maximum value of Q is basically unchanged, as the frequency has been
increased, the wider of the strip width will cause the Q value drops faster. L increases as the
strip width w increases, but not much change when the Q is the maximum. The inductance values
for maximum Q are 48 nH, 50 nH and 53 nH respectively for w equals 50µm, 60µm and 70µm
respectively. As shown in Figure 3 and 4, the influence of the number of turns of the coil to the
value of inductance of the antenna coil is greater than the changing of width of the strip. Therefore,
in the design, usually we mainly reduce the width of the strip and increase the number of turns of
the coil.

Figure 5: Cross-section view of two-layered configuration.

According to the above analysis and the required area of the antenna is 1500× 1500µm2. Then
you can obtain parameters of the first layer inductive coil as: N = 7, w = 50µm, s = 50 µm,
h = 10µm. One more layer will be added on top of the first layer and the coil of the new layer will
use the same parameters of the first layer. The cross-section of the two-layer structure is shown
in Figure 5. The separation of the two coil layers is t. When t has the value of 10µm, 20µm and
30µm respectively, the coil inductance value L and Q value are shown in Figure 6. When the t
become larger, the Q value is increasing as well but the L value is reducing in the corresponding
frequency point. Compare with Figures 4 and 6, that is to compare a single layer coil and a double
layer coil, as the number of layer increased, it increases the inductance value L and also the Q
value. The effect of increase the number of layers is much better than simply increase the value of
t. Therefore we set t = 10µm and then increase the number of layers to get a high value of L.

Summarize the analytical results above, the final setting for the parameters of the turns of the
coil as: N = 7, w = 50µm, s = 50µm, h = 10µm, t = 10µm. Totally it is the 4-layer coil
structure, as shown in Figure 7. Its physical volume on the whole is: 1500× 1500 × 70µm3. The
computer simulation has shown the inductance value of the coil as L = 702 nH and Q = 18. These
values can meet the specification requirement of the RFID system for real applications.
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(a) (b)

Figure 6: L and Q vs frequency with various separations between the two-layer coil. (a) Freq. vs L, (b)
Freq. vs Q.

Figure 7: Cross-section view of a four-layered configuration.

5. CONCLUSION

In the future, it is a trend for implanted RFID technology for widely used as for animal identification.
It will be used as wireless monitoring, physiology function assistance etc. However, antenna design
is the major issue of the implanted RFID applications. For those biological electronic medical
treatment devices implanted into the human body, it has to be physically relatively small and the
power efficiency has to be high in order to transmit and receive data wirelessly. We use EFAB to
design the four layer antenna coil which is mentioned above and has a size of 1.5× 1.5× 0.07mm3.
Its inductance is 702 nH and the Q is 18. This fulfill the specification requirement for 13.56MHZ
band RFID and can be used by most of the chip set produced by RFID micro-electronics in the
13.56MHZ band. For this reason, the design can be used for the need of the implanted device
satisfactory.
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Abstract— This paper analyzes the many established and speculative biophysical mechanisms
of interaction between RF energy and living tissue to assess the possible biological effects of
exposures at or below the level of endogenous electric fields (generally, 1 to 102 V·m−1), with
emphasis on conditions where temperature increases are insignificant (¿ 1 K). Two RF mech-
anisms plausibly may affect biological matter under the exposure conditions stated above. For
frequencies below approximately 150 MHz, shifts in the rate of chemical reactions can be medi-
ated by radical pairs and at all frequencies, dielectric and resistive loss mechanisms dissipate the
incident energy and increase the entropy of the affected biological system.

1. INTRODUCTION

The complexity of interactions of electromagnetic fields up to 1012 Hz with the ions, atoms and
molecules of biological systems has given rise to a large number of established and speculative
biophysical mechanisms applicable over a wide range of time and distance scales, field amplitudes,
frequencies, and waveforms. This paper focuses on the physical principles that guide quantitative
assessment of mechanisms applicable for exposures at or below the level of endogenous electric
fields associated with development, wound healing, and excitation of muscles and the nervous
system (generally, 1 to 102 V·m−1), with emphasis on conditions where temperature increases are
insignificant (¿1K).

2. BRIEF OVERVIEW OF RF MECHANISMS

Experiment and theory demonstrate possible demodulation at membrane barriers for frequencies .
10MHz, but not at higher frequencies [2]. Although signal levels somewhat below system noise can
be detected, signal-to-noise ratios substantially less than 0.1 cannot be overcome by cooperativity,
signal averaging, coherent detection, or by nonlinear dynamical systems. Sensory systems and pos-
sible effects on biological magnetite suggest paradigms for extreme sensitivity at lower frequencies,
but there are no known radiofrequency analogues. At the molecular level, vibrational modes are so
overdamped by water molecules that excitation of molecular modes below the far infrared cannot
occur [6].

The hypothesis of nonlinear effects triggered by demodulation of RF carriers amplitude modu-
lated at extremely low frequencies suffers from strong attenuation that can be theoretically eval-
uated and has been demonstrated experimentally. The magnitude of a demodulated electric field
generated by a nonlinear mechanism can be estimated from fundamental relationships of physical
electronics that show that the down conversion of the envelope of an RF carrier by its nature must
attenuate the amplitude of the modulating signal. For an ideal hypothetical lossless detection pro-
cess where the reverse biased nonlinear device acts as a lossless capacitor C , the attenuation of I ,
the current across the energy gap at a material discontinuity, is inversely proportional to the angu-
lar frequency ω (= 2πf) of the signal, that is, the gap voltage V (ω) = I /jωC . Consequently, in the
example of a 900MHz carrier amplitude-modulated at 16 Hz, a perfect square law detector would
attenuate the signal power at base band in the proportion 16/900,000,000, or by about 77 dB. An
attenuation of 90–100 dB is more likely because of leakage losses across the hypothesized potential
barrier in living tissue. For attenuation of this order, a 10−3 W (1 mW) RF carrier 100% amplitude
modulated at 16 Hz can be expected to yield a demodulated signal power of no more than 10−12 W
at the 16-Hz baseband frequency.

A recent experiment obtained measurements showing that the ELF E-field detected by a non-
linear material from an incident ELF amplitude-modulated RF electric field of 100 V·m−1 would
be no more than approximately 3 × 10−3 V·m−1 in the ELF band [1]. Consequently, the voltage
across a 10−8 m thick membrane could be no more than 3×10−11 V. This astonishingly small signal
is approximately 107 times (140 dB) smaller than the low-frequency membrane voltage noise that
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limits physiologically significant events in excitable cells [3–5] and would be equally far below the
cell membrane voltage noise of 10−6 V·Hz−1/2 observed by Roa and Pickard [7] in the band from
1Hz to 104 Hz. These fundamental considerations show that for any practical exposure the demod-
ulated ELF signal that may exist across the membrane would be irretrievably lost in membrane
noise.

RF magnetic fields through spin-correlated interactions between radical pairs allow for the pos-
sibility of RF effects on a variety of biological reactions involving pairs of radicals. RF magnetic
field effects on a photochemical reaction yield in solution have been observed at discrete frequencies
in the range 1 to 80MHz using a 300µT RF magnetic field [8, 9]. The molecular hyperfine coupling
constant sets the limit for energy level splitting of a radical pair causing RF resonance effects to
be limited to frequencies below approximately 150MHz.

The radical pair mechanism is due to the quantum mechanical relation between electron spins,
so it escapes the limitations of S/N ratio that affect the detection of demodulated RF signals or
the energy requirements that limit the effects of damped molecular vibrations.

3. CONCLUSION

Two mechanisms plausibly may affect biological matter under common RF exposure conditions,
which are characterized by a negligible (¿1 K) temperature increase. For frequencies below approx-
imately 150 MHz, shifts in the rate of certain chemical reactions can be mediated by spin-coupled
radical pairs independent of a temperature increase and at all frequencies dielectric and resistive
loss mechanisms dissipate the incident energy and increase the entropy of the affected biological
system.
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SAR of Wireless Communication Terminals Operated near the
Human Body Using the Example of PCMCIA Data Cards
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University of Wuppertal, Germany

Abstract— The objective of this study is to examine how the specific absorption rates evoked
by wireless communication terminals operated near the body are influenced by e.g., the antenna
topology or by the topology of the entire device or by the choice of the transmitter frequency.
The influence on the communication characteristics of the devices is likewise to be regarded in
this process. By means of computer simulations, four rf devices (cordless phone base station,
wireless LAN router, notebook data card and Bluetooth stick) embedded in typical scenarios
involving high-resolution 3D computer models of adult and adolescent persons were considered.
In this respect, the present paper shows examples for notebooks with PCMCIA data cards.

1. INTRODUCTION

Many wireless communication terminals are operated neither in direct contact to the human body
nor far away, but often at distances of some centimetres to some decimetres. Typical examples
are base stations of cordless phones, wireless LAN routers and data cards for notebooks. While
the human exposure to rf sources in physical contact to the body, e.g., mobile phones, on the one
hand and to quasi-uniform plane waves radiated from far sources on the other hand has extensively
been discussed in the community, only little is known about the effect of near-body sources. In
order to fill this gap, the Federal Office for Radiation Protection has initiated a project within the
framework of the German Mobile Telecommunication Research Programme entitled “Study on the
influence of antenna topologies and topologies of entire devices of wireless communication terminals
operated near the body on the resulting SAR values”. About 50 different scenarios are examined
in the study. This paper presents examples for PCMCIA data cards.

2. METHODS

The exposure of a user to the radiated electromagnetic fields of wireless communication terminals
is expressed by means of the specific absorption rate (SAR) within the human body

SAR =
∆Pd

∆m
, (1)

where ∆Pd is the dissipated power due to rf absorption in a biological tissue element of mass ∆m.
Since the measurement techniques proposed so far for compliance tests are not applicable to

anatomical bodys, the SAR distribution for the present context can only be determined from
numerical calculations with the help of electromagnetic field solvers using computer models for the
human body as well as for the communication terminals.

SAR =
1
2

σ

ρ

∣∣∣ ~E
∣∣∣
2

(2)

E denotes the peak value of the electrical field strength and σ and ρ the electrical conductivity (in
S/m) and the density (in kg/m3) of the tissue, respectively.

From such calculations, the two important characteristic parameters, whole-body SAR and
maximum localized SAR (related to 10 g tissue mass), are derived and related to the internationally
recommended basic restrictions [1] for general public exposure (Table 1).

Four voxel-based anatomical body models developed from the data set of the ‘visible human
project’ are used (adult and adolescent, both standing and sitting) with an inhomogeneous spatial
resolution varying from 1 mm to 4 mm. Since the computer models for the terminals have to be
configured with special care of the antenna design the antenna and neighboring parts are resolved
with 1 mm. The models for the human body and for the terminal under test are embedded in
user-typical environments comprising desk and chair (consisting of metallic frames and wooden
plates) and a grounded floor, but due to the local character of the sources with respect to the SAR
in the body the scenario is not surrounded by a specific room geometry. The related field problem
of the total scenario is solved using a parallelized FDTD in-house code running on a multiprocessor
system.
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Table 1: Basic restrictions for general public exposure in the frequency range 100 kHz–10GHz [1].

Localized SAR Localized SAR
Whole-body SAR in head and trunk in limbs

SARwb (related to 10 g tissue mass) (related to 10 g tissue mass)
SAR10 g

trunk SAR10 g
trunk

0.08W/kg 2 W/kg 4W/kg

For the investigations the following widely used types of wireless communication terminals were
selected based on a market analysis: PCMCIA data card for operation of GPRS, UMTS and W-
LAN, Bluetooth USB adapter, W-LAN router and DECT base station. The commercially acquired
terminals are taken apart in order to develop the respective computer models of the terminals. A
second device of each type is used to calculate and to measure the free-space radiation diagram in
order to perform a mutual quality check between theory and practice.

The field and SAR distributions as well as the radiation patterns are computed for the various
scenarios and for the relevant frequencies. Hereby, the total scenario containing the radiating
terminal, the human body and the nearer environment (table, chair etc.) represents an equivalent
source. The resulting SAR values and the radiation characteristics serve as a reference for the
following step: The topology of the terminal and/or the antenna design is modified and the effect
on the SAR and on the radiation pattern is investigated.

The alteration of the gain function Gscenario (θ, ϕ) and of the total radiated power Pscenario

is taken here as a first criterion for the direction-dependent channel capacity deviation ∆C (θ, ϕ)
between the modified and the reference scenario and thereby for the conservation of communication
quality:

∆C(θ, ϕ) = Cmod(θ, ϕ)− Cref(θ, ϕ) = log2

(
Pscenario, modGscenario, mod(θ, ϕ)
Pscenario, refGscenario, ref(θ, ϕ)

)
[bps/Hz]. (3)

Equation. (3) can be deduced from the usual channel capacity formulas (e.g., [2]) introducing far-
field conditions in free space and a matched detector with a constant system noise power fairly
below the received power and with an antenna optimally directed to the source at any position.

The main objective of the procedure is to find design rules for minimizing the SAR while
maintaining or improving the channel capacity.

calc.: orginal antenna (CST)

calc.: simplified antenna (CST) 

calc.: simplified antenna (own FDTD code) 

meas.: original antenna 
(a)

(b)

(c)

(d)

(e) (f)

Figure 1: PCMCIA multiband data card: (a) outer view; (b) inner structure; (c) phantom card with original
antenna; (d) computer model (closed); (e) computer model (open); (f) horizontal radiation pattern (ϑ = 90◦)
for horizontal polarisation, comparison measurement/calculation (FIT [3]/FDTD).
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3. RESULTS

In the following the results of three exemplary scenarios are presented involving a notebook with
a PCMCIA data card as transmitter. The outer and inner view of the original card as well as a
phantom card for measurement purposes (with the original antenna, but omitted electronic cir-
cuits) and the computer model are shown in Figs. 1(a)–(e). Fig. 1(f) gives a comparison of the
measured and calculated radiation pattern for the card fed with a 900 MHz cw signal under free
space conditions.

As a first scenario an adolescent sitting on a chair with a notebook on the lap is regarded. Fig. 2
shows the computer model of the scenario in a 3D representation (a) and a sagittal cut through
the ‘visible human’ model (b). A PCMCIA data card plugged into the left side of the laptop (c)
emits signals at a frequency of 900 MHz in the GPRS mode.

(a) (b) (c)

Figure 2: Sitting adolescent with laptop and PCMCIA data card in GPRS mode as rf source. (a) 3D
representation; (b) longitudinal cut at y = 0.24m; (c) computer model of the laptop (red: metal kernel;
green: plastic shell).

Figure 3 shows the electrical field and the SAR distribution for the same section plane as in
Fig. 2(b) assuming a transmitted power of 240mW (maximum for GPRS power class 4). It is
obvious that the field penetrates the leg only in the direct neighbourhood of the transmitting
antenna. Accordingly, the SAR is there at its largest. SAR values of SARwb = 1.93mW/kg and
SAR10 g

max = 75 mW/kg occur, whereby the maximum is related to 10 g tissue mass of cubic volume
and is located at (0.43m, 0.246m, 0.465m), i.e., in the upper left region of the left thigh.

(a) (b)

 in V/m dBin
SAR

SAR

voxel

voxel

max_

log10

kgWSARvoxel /57.0
max_

E| |

Figure 3: Electrical field distribution (a) and SAR distribution (b) in a longitudinal cut at y = 0.24m caused
by the PCMCIA data card emitting at 900 MHz. SARvoxel max refers only to the cut shown here..

The next two scenarios concern the exposure of an adult by the PCMCIA data card (GPRS
mode) for two different positions of the card in the notebook. In the first case, the card is positioned
at the left side of the keyboard (Fig. 4(a)), in the second case at the rear side of the display
(Fig. 4(b)). The person is sitting at a desk in front of the notebook.

The comparison of the field and SAR distributions for the cut x = 0.73m is shown in Fig. 5. For
the rear side position of the card (case b) in Fig. 4) the field and SAR distribution (Figs. 5(b) and
(d)) is rather symmetrical while for the left side position larger values occur in the left part of the
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body. The absolute SAR values are substantially lower for the rear position. The whole body SAR
reduces by a factor of 5.3 (from 625µW/kg to 118µW/kg) and the maximum of the localized SAR
(SAR10 g

max) from 65mW/kg to 10mW/kg. This decay can be attributed to different accounts:
The larger source-body distance of 20 cm introduces a decay factor of approx. 1.8. Due to the
altered feedback of the notebook in the rear position the antenna mismatch is changed causing a
drop of the power radiated from the PCMCIA data card by a factor of 1.26. The largest effect
(factor 2.3), however, is contributed by the shielding of the mainly metallic display of the notebook.

(a) (b)

Figure 4: Side (a) and rear (b) position of the PCMCIA data card plugged into the notebook.

 in V/m  in V/m

dBin
SAR

SAR

voxel

voxel

max_

log10

                

kgWSARvoxel /25.1
max_

kgWSARvoxel /52.0
max_

E| | E| |

(a) (b)

(c) (d)

Figure 5: Electrical field (a), (b) and SAR (c), (d) distribution in the cut x = 0.73m (looked at from behind)
for the adult exposed to a 900 MHz field from a PCMCIA data card radiating 240mW placed in a notebook
(a), (c) on the left side of the keybord, (b), (d) on the rear side of the display.

Though the power dissipated in the shell of the notebook and in the lossy parts of the card
increases by 131%, the power radiated from the modified total scenario (including body, notebook,
desk, chair and earthed floor) is only 5% lower than the power for the reference scenario (side
position) yielding a slight drop of the averaged channel capacity deviation ∆Cavg of 0.08 bps/Hz.
In Fig. 6 a colour map with the spatial dependency of the channel capacity deviation ∆C (θ, ϕ)
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defined in Eq. (3) is plotted assuming for both scenarios the same detector in the far field in
free space. This plot can be used to estimate the decrease/increase of the channel capacity of a
specific communication system embedded in a well-defined outer environment. Obviously, there are
many directions where the channel capacity of the modified scenario Cmod(θ, ϕ) exceeds Cref(θ, ϕ).
However, a final decision of the consequences for the absolute channel capacity in a user-specific
transmission system can only be taken if the properties of the actual detector and the near and far
environmental structures contributing to multi-path propagation are given.

C ( , ) in (bps/Hz) ∆ θ ϕ

Figure 6: Channel capacity deviation ∆C (θ, ϕ) (cf. Eq. (3)) between the above described scenarios using
the sources according to Fig. 4 ((a): reference; (b): modified).

4. CONCLUSIONS

Reducing the SAR in the human body by changing the topology of wireless terminals seems to
be possible without degrading the quality of communication. While the absolute SAR values for
a single transmitter are usually very low compared to the basic restrictions, the increasing use of
multiple sources in home and office environments justifies the request for a SAR minimisation of
any contributing source.

REFERENCES

1. ICNIRP: “Guidelines for limiting exposure to time-varying electric, magnetic, and electromag-
netic fields (up to 300 GHz),” Health Physics, Vol. 74, 494–522, 1998.

2. Paulraj, A., R. Nabar, and D. Gore, Introduction to Space-time Wireless Communications,
Cambridge University Press, Cambridge, 2003.

3. CST GmbH: Microwave StudioTM Version 5.12, Darmstadt, Germany, 2005.



750 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

An Improved Doppler Parameter Estimator for Synthetic Aperture
Radar

Y. Li, H. Fu, and P. Y. Kam

Department of Electrical and Computer Engineering, National University of Singapore
S117576, Singapore

Abstract— To achieve a high quality synthetic aperture radar (SAR) image, the motion caused
by the radar and/or the moving target needs be compensated for coherent processing, and this
requires the accurate estimation of the Doppler parameters of the received signals. A new, ap-
proximate, maximum likelihood (ML) estimator in the time domain is obtained recently to jointly
estimate the Doppler parameters, and it is shown to have much better performance than that of
an existing approximate ML estimator in the literature, for the values of the Doppler parameters
of interest. The effects of the parameter estimation errors on the SAR system performance are
analyzed. By revealing the relationship between the range/azimuth resolution of SAR imaging
and the estimation accuracy of the Doppler parameters, we show that our new estimator can be
applied in SAR imaging to improve the image quality.

1. INTRODUCTION

With the reputation of high resolution and impressive quality of image, synthetic aperture radar
(SAR) has played an important role in cartography, oceanography, and numerous military applica-
tions [1]. Since the signal energy from a point target is spread in range and azimuth, the purpose
of SAR focussing is to collect this dispersed energy into a single pixel in the output image. The
optimum focusing of the SAR data is a space-variant and two-dimensional operation, which makes
SAR processing a challenge. The most popular SAR processing algorithm is the Range-Doppler
technique [2] and its variations; see [3] and [4]. The method is efficient, and in principle, solves
the problems of azimuth focussing and range cell migration correction. These imaging algorithms
require the accurate estimation of the Doppler parameters, namely, the centroid Doppler frequency
and the frequency rate, to perform coherent processing. Our main goal here is to estimate accu-
rately the Doppler parameters to compensate for the motion caused by the radar or the moving
targets. This compensation is challenging and important for moving targets, where the motion
is non-cooperative as in inverse SAR (ISAR) [5]. Without correct motion compensation, the im-
age quality may be degraded in several ways, such as shifting, distortion, defocusing and so on.
The traditional estimation for the centroid Doppler frequency and the frequency rate is usually per-
formed separately for simplicity by using clutter-locking and autofocus technologies, respectively [6].
However, this leads to error propagation, and thus, the optimal estimator is to jointly implement
clutter-locking and autofocus. The conventional joint estimation in the frequency domain [7] is a
two-dimensional, nonlinear search. Unfortunately, there is still no exact, closed-form solution for
solving the general nonlinear programming problem, and the search complexity is high. In this
paper, we present a new, approximate, maximum likelihood (ML) estimator in the time domain. It
shows that for the range of values of interest of the Doppler parameters [6], our estimator leads to
a better performance than that of the only other existing approximate, ML estimator in the time
domain, i.e., the Djuric-Kay (DK) estimator [8].

This paper is organized as follows. In Section 2, we first model the SAR echo response. Then,
the new, approximate, ML Doppler parameter estimator for SAR Doppler signals is presented in
Section 3. The effects and criteria of the estimation errors are discussed in Section 4. Numerical
results in Section 5 show the better performance of our improved estimator. Finally, conclusions
are given in Section 6.

2. MODELING OF SAR ECHO RESPONSE

Assume the SAR transmits narrowband pulses, typically the linear FM, or “chirp”, signals [6]

p(t) =
∑

n

a(t− nTp) (1)

where a(t) = exp[j2π(fct+K2
t /2)], |t| ≤ τp/2, Tp is the pulse repetition interval, and the summation

is over the aperture time. Here, fc is the starting frequency at t = 0, K is the chirp rate, and τp
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is the pulse length. The bandwidth of the transmitted signal is B = Kτp. An advantage of the
chirp signal is that the time resolution in the matched filter output does not depend on input pulse
length τp, but only on the pulse bandwidth B. The geometry of the SAR is given in Fig. 1. A
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Figure 1: Geometry of SAR.

reference point on the target is assumed to be at the position (x = 0, r = R0) at time 0, and moves
with velocity components vx0, vr0 and acceleration components ax and ar. Without considering
the path loss and noise, and assuming the range does not change within one pulse, the received
signal in the azimuth-range domain (x, r) is

v(x, r) =
∑

exp
{

j
4π

λ
R(x)− j4π

c

[
fcr + K(r −R(x))2/2

]}
(2)

where λ is the wavelength of the transmitted SAR signals, R(x) is the range between the target
and the radar at azimuth position of x, and c is the speed of light. Then, the impulse response
h(x, r) is given by [4]

h(x, r) = h1(x, r)⊗ h2(x, r) (3)

where ⊗ denotes a two-dimensional convolution, h1(x, r) and h2(x, r) are given, respectively, by

h1(x, r) = exp
[
j
4π

λ
r

]
δ(r −R(x)) (4)

h2(x, r) =
2

cva
δ(x) exp[−j2π(fcr + Kr2/2)] (5)

where δ(r) is Dirac’s delta function, and va is the velocity of radar. Therefore, the target can be
reconstructed by sequentially correlating the return signal v(x, r) with the responses h2(x, r) and
h1(x, r). The correlation with h2(x, r) is standard, referred to as the range compression. After
range compression, the correlation with the two-dimensional, range-dependent, azimuth response
function h1(x, r) is more challenging, where interpolation of the discrete azimuth response over the
adjacent range bins is necessary to combat the range cell migration. In most SAR scenarios, the
Doppler signal of a discrete backscattering point, obtained after the range compression and range
cell migration compensation, is appropriately modeled by a chirp signal [6]

r(k) = α exp
[
j
(
φ + ωdk + ωrk

2/2
)]

+ n(k) k = 0, . . . , N − 1 (6)

where k is the discrete time index in the slow time domain, corresponding to the kth pulse trans-
mission time [6]. Here, r(k) is the received Doppler signal sample, α is the signal amplitude, and
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{n(k)} is a sequence of independent, identically CN (0, σ2) distributed, Gaussian noise samples1.
The basis of the signal model in (6) is that the range R(x) can be approximated accurately by its
second-order Taylor series around x = 0 during the coherent processing interval, where the coeffi-
cients are the phase φ, the centroid Doppler frequency ωd, and the frequency rate ωr, respectively.
The signal model (6) is suitable for both stationary and moving targets. The feature of the targets
is reflected by the variant range R(x). When the target is stationary, R(x) is only dependent on
the radar motion. When the target is moving, R(x) depends on both the velocity and acceleration
rate of the moving targets and the motion of the radar. We consider φ, ωd and ωr as unknown but
deterministic parameters. Denote p = [φ ωd ωr]T as the parameter vector to be estimated.

3. ML DOPPLER PARAMETER ESTIMATION

At each time k = N−1, we estimate the parameter vector p based on all the received signal samples
r = [r(0) · · · r(N − 1)]T . Given the N sample measurements, the ML estimates are the values of
φ, ωd and ωr that maximize the likelihood function p(r|φ, ωd, ωr). Following our technique in [9],
an approximate ML estimate of p can be shown to be concisely expressed as [10]

p̂(N−1) =
N−1∑

k=0

w(k)∠r(k) (7)

where the weight vector w(k) = [wφ(k) wωd
(k) wωr

(k)]T is given by

w(k) =
1
Ω




|r(k)|
N−2∑
j=0

|r(j)| j
N−1−j∑

τ=1
|r(j + τ)|(j + τ)ρ

− |r(k)|
N−2∑
j=0

|r(j)|
N−1−j∑

τ=1
|r(j + τ)|(2j + τ)ρ

2 |r(k)|
N−2∑
j=0

|r(j)|
N−1−j∑

τ=1
|r(j + τ)|ρ




(8)

where Ω =
N−1∑
k=0

|r(k)|
N−2∑
j=0

|r(j)| j
N−1−j∑

τ=1
|r(j + τ)| (j + τ)ρ, and ρ = τ2[j(j + τ) − k(2j + τ) + k2].

From (7), we note that the estimator is a weighted linear combination of the phases of the received
signal samples. It makes use of both the magnitudes and the phases of the received signals. The
derivation is made under no assumption on the phase model of the received signals. Only an
assumption of high signal-to-noise ratio (SNR) is made. Thus, its performance is expected to be
better than that of the DK estimator, which is also an approximate, ML estimator, valid for high
SNR, in which only the phase information was exploited based on an approximate phase noise
model proposed in [11].

The measured phases of the received signals {r(k)} are their principal values, which are generated
as arctan rI(k)

rR(k) , and are all wrapped into the interval [−π, π). Thus, phase unwrapping is necessary
to obtain the absolute value of ∠r(k). Here, the phase information ∠r(k) is obtained via the aid
of the Fu-Kam phase unwrapping algorithm proposed in [9], which makes use of the continuous
updating nature of the estimator (7). The algorithm makes the “best” prediction of the 2π-phase
interval for the phase at the next time point by using the parameter estimates obtained at the
current time. Specifically, suppose at time point k, the estimates φ̂(k), ω̂

(k)
d and ω̂

(k)
r have been

computed from (7), respectively. We take

ψ̂(k)(k + 1) = φ̂(k) + ω̂
(k)
d (k + 1) + ω̂

(k)
d (k + 1)2/2 (9)

as the prediction of the phase ∠r(k +1) at time (k +1), given the measurements up to time k. The
phase of r(k+1) is then unwrapped to the value lying in the interval [ψ̂(k)(k+1)−π, ψ̂(k)(k+1)+π).
This is done by adding multiples of ±2π to the principal value of ∠r(k + 1) when the absolute
difference between ψ̂(k)(k + 1) and the principal value of ∠r(k + 1) is greater than π.

1Throughout this paper, CN (u, Σ) denotes a complex, Gaussian random variable with mean u and variance Σ. | · | denotes
an absolute value. The subscripts R and I denote the real and image part, respectively.
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4. EFFECTS AND CRITERIA OF ESTIMATION ERRORS

The estimation errors in ωd and ωr can cause linear phase errors and quadratic phase errors.
Assume the knowledge of φ is available. The actual values for ωd and ωr are denoted as ωd0 and
ωr0 , respectively, and the corresponding estimation errors are denoted as ω̄d and ω̄r, respectively.
Then, the continuous estimated Doppler signal of (6) in the slow time domain is given by

r̂(s) = exp
[
j
(
φ + ωd0s + ωr0s

2/2
)]

exp [jω̄ds] exp
[
jω̄rs

2/2
]
. (10)

Multiplication by exp[jω̄ds] means the Fourier transform of r̂(s) will be shifted in the frequency
domain. This leads to a displacement in the image domain. Similarly, multiplication by a phase
term of quadratic phase error (QPE) exp[jω̄rs

2/2] before Fourier transforming introduces a spread-
ing out or defocusing in the frequency (imaging) domain. Uncompensated QPE is a major concern
in phase error budgets for a coherent imaging system. It is common practice to use π/4, π/2 or
π rad as an acceptable level of uncompensated QPE [12, pp. 209], depending on the applications.
The effect of a π/2 QPE broadens the resolution by 10 percent and reduces the peak intensity by
0.5 dB. Without loss of generality, we take QPE≤ π/4 as the criterion. At the Doppler band edges,
i.e., s = S/2 where S is the aperture time of SAR, for negligible mismatch we require the phase
error in (10) due to a mismatch of ωr to be limited by

∣∣ω̄rS
2/8

∣∣ ≤ π/4. (11)

Since the spatial resolution ρa in azimuth of SAR equals the product of the sensor speed va and
the time resolution 1 = BD where BD = ωrS/2π we have

|ω̄r| ≤
ρ2

aω
2
r0

2πva
. (12)

On the other hand, the range migration caused by the uncompensated linear phase error should be
limited by the range resolution ρr. Given the Doppler parameters ωd0 and ωr0 , the range R(s) at
time s can be rewritten as

R(s) = R0 − (λωd0/4π)s− (λωr0/8π)s2. (13)

If we require that |λω̄dS/8π| ≤ ρr, then we have

|ω̄d| ≤ 4ρrρaωr0

λva
. (14)

From the error criteria of ωr and ωd given in (12) and (14), we can see that the estimation error in
the frequency rate ωr affects the azimuth resolution ρa in a square-root mode, and the estimation
error in ωd affects both ρa and ρr in a linear mode. Thus, the improvement in the estimation
accuracy of ωd and ωr can refine both the range resolution and the azimuth resolution.

5. NUMERICAL RESULTS

In this section, the numerical and simulation results of the error variances of our estimator (7) are
presented, and compared with those of the DK estimator in [8]. Without loss of generality, we focus
on the performances of the estimator for the frequency rate ωr, whose performance is evaluated
by the inverse variances given by −10 log10 E[|ω̂r − ωr0 |2] dB. The inverse Cramer-Rao lower bound
(ICRLB) is given as the benchmark for comparison, and is also computed in dB. The number of
simulation runs is set to 106.

Figure 2 shows the better performance of our estimator than that of DK for the values of interest
of the Doppler parameters. It can be seen that for the small value of ωr0 = 0.002, the performance
of our estimator is very near the ICRLB. The threshold SNR of our estimator is only 2 dB, while
it is nearly 10 dB for the DK estimator. Thus, a great performance improvement can be achieved
by our new approximate ML estimator. The improved estimation of the Doppler parameters, in
turn, results in a better system performance, such as a finer range and/or azimuth resolution.
Alternatively, our estimator can be seen to be more power efficient as it can achieve the same the
performance as that of the DK estimator, but with much lower SNR. Due to the nature of the
Fu-Kam phase unwrapping algorithm, the performance of our estimator is expected to be sensitive
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to the actual values taken on by the Doppler parameters to be estimated [9]. With the increase
in the values taken on by the parameters, the performance of our estimator degrades. However,
in practice, the values of the Doppler parameters are usually small for the satellite, airborne, or
spaceborne radar, since in comparison with the radar, the radial velocity of the moving targets on
the ground is small. For the case of parameters with large values, some center-frequency techniques
can be used to reduce the parameter values [13], where our improved estimator has the advantage.

Figure 2: Performance comparison of ML-based estimators for ωr, with ωd0 = 0.05, φ0 = 0.25π and N = 11.

6. CONCLUSSION

In this paper, an improved approximate ML estimator for the chirp parameters was derived in
the time domain. The estimator is promising in practice for estimating the Doppler parameters of
SAR and improving its imaging quality, especially for moving targets. The effects of the estimation
errors of the Doppler parameters were analyzed, and the criteria for the error limits were given.
Our improved estimator can also be applied to space-time adaptive processing (STAP) to improve
the target detection probability, and other applications.
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Abstract— The flat antennas made of different metamaterials including isotropic and uniaxial
metamaterials are investigated. The radiation property and gain are obtained. Based on the
relationship between the aperture of parabola antenna, we give a detailed instruction on the
design of the flat antenna using metamaterials with proper permittivity and permeability.

1. INTRODUCTION

Metamaterials are a sort of artificial composite materials possessing extraordinary EM proper-
ties [1], which have excited imaginations of physicists and engineers in the past few years. As
the theoretical study of metamaterials developed, more and more artificial structures are designed
in which the permittivity and permeability [2] are negative, or some of them are negative. Also
epsilon-near-zero and mu-near-zero materials may be properly synthesized as metamaterials at the
desired frequency, by embedding suitable inclusions in a host medium [3–5]. Typical applications
of these materials are perfect lenses [6] that are not limited to the usual wavelength limits by em-
ploying double negative indexes materials, and most recently, cloaks of invisibility constructed by
artificially structured gradient metamaterials [7]. Antennas are also a field in which metamaterials
find their amazing applications. In this paper, we discuss two kind of materials which can increase
the gain of antenna. The energy radiated by a source embedded in the isotropic metamaterial slab
is concentrated in a narrow cone in the surrounding media.

2. HORIZONTAL ELECTRIC DIPOLE (HED) IN THE ANISOTROPIC MATERIAL

The anisotropic medium is characterized by the constitutive parameters

ε =

[
εrx 0 0
0 εry 0
0 0 εrz

]
µ =

[
µrx 0 0
0 µry 0
0 0 µrz

]
(1)

The dispersion relation for the TE wave (the electric field is polarized in the y-direction) is

k2
z

µrxεry
+

k2
x

εryµrz
= k2

0 (2)

While TM wave is
k2

z

εrxµry
+

k2
x

µryεrz
= k2

0 (3)

kz

kx

kz

kx

(a) (b)

Figure 1.
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If εrx = εry = 1, µrx = µry = 1 the dispersion relation become

k2
z +

k2
x

µrz
= k2

0 (for TE), and k2
z +

k2
x

εrz
= k2

0 (for TM) (4)

We can find the electromagnetic wave will propagation in a narrow channel when µrz and εrz are
near to zero. The shape of the dispersion relation only depends on the sign of εrz: it is an ellipse for
positive εrz and a hyperbola for negative εrz [8, 9] as shown in Fig. 1. Therefore this material will
have an important effect in focusing of the beam, which can increase the directivity of the antenna.

3. THE PERFORMANCE OF CYLINDRICAL WAVE IN ANISOTROPIC MATERIAL

In order to confirm this phenomenon, we use simulations to model a line source (z direction) put in
the middle of the slab (2D) made of the material with above-mentioned parameter. The geometry
of the slab is: L = 9 (cm) (x direction −4.5–4.5), H = 5 (cm) (y direction 3.5–8.5) and the slab
is surrounded by the isotropic material with ε and µ are unity. The parameters of this slab are
εry = 1 and εry = 0.001, Calculated radiation patterns in E-plane are illustrated in Fig. 2. We
can see that the wavelength in the slab is nearly equal to that in the air, so the wave is normal
incidence with absolute matching.

Figure 2: The performance of cylindrical wave in
anisotropic material. Cylindrical wave is excited in
the middle and electric field E is in the z direction.
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Figure 3: Drude model.

4. THE RADIANT PATTERN AND DIRECTIVITY OF HORIZONTAL ELECTRIC
DIPOLE (HED) IN THE ANISOTROPIC MATERIAL

In the following discussion, we put a horizontal electric dipole (HED y direction) in the anisotropic
material. An electric dipole is located in the middle of the slab made of the material with above-
mentioned parameter. The geometry of the slab is that: L = 105 (mm) (z direction), W = 300 (mm)
(x direction) and H = 300 (mm) (y direction) and the slab is backed with a PEC. The constitutive
parameters of medium are εrz = µrz = 0.02i at the frequency of 10 GHz, we use Drude model to
describe the dielectric behavior of plasma material, determined by the plasma frequency and the
collision frequency representing damping effects. The Drude model is illustrated in Fig. 3, where
the loss tangential is at experimental level, and the other components of ε and µ are unity.

Calculated radiation patterns in H-plane and E-plane are illustrated in Fig. 4 and Fig. 5 and
the HPBW is 3.0 degree for the H-plane and 3.0 degree for the E-plane, respectively.

5. FLAT ANTENNA MADE OF ARTIFICIAL STRUCTURES BASED ON AN
EXTENDED S-GEOMETRY OF SPLIT-RING RESONATORS

The anisotropic metamaterial sample based on an extended S-geometry of split-ring resonators [10]
is shown in Fig. 6. The elementary cell is composed of an FR4 substrate of height L = 10 mm
in the z direction, of thickness d = 1 mm in the y direction, and of relative permittivity equal to
4.6 (measured at 10 GHz). The other dimensions of the sample are: w1 = 2.4mm, w2 = 1.6 mm,
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Figure 4: The simulated gain (in dB) as function of
angle ϕ in E-plane.
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Figure 5: The simulated gain (in dB) as function of
angle θ in H-plane.

w3 = 3.6mm, w4 = 0.4 mm, h = 2.8mm, and c = 0.4mm. We can get the S-parameter as follows
Fig. 7.

The structure exhibits two left-handed pass bands above 9.5 GHz, as shown in Fig. 7, where the
effective permittivity and permeability have been obtained by computing the reflection coefficients
and transmission coefficients of a wave normally incident on a slab of the metamaterial [11, 12]
followed by a retrieval process [13], Fig. 8. We can find the mu will be near to zero when the
frequency is about 13.764 GHz.

Figure 6: Definition of the parameters characterizing
the unit cell of the metamaterial (c is constant for
all metallizations).
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Figure 7: The S-parameters characterizing the unit
cell of the metamaterial.
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dex).
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Figure 9: The simulated gain (in dB) as function of
angle ϕ in E-plane in above-mentioned structure.
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So we simulate this structure made of multilayer at 13.764 GHz and get the radiate pattern
and the gain (in dB) as function of angle ϕ in E-plane as shown in Fig. 9. We can see that the
mu-near-zero can enhance the directivity of the flat antenna largely.

6. CONCLUSION

In conclusion, we use an anisotropic metamaterial to realize a kind of flat antenna. Our simulation
results successfully demonstrated the enhanced gain of the antenna.
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Abstract— Uniaxial metamaterial is used to reduce the possibility of multipactor discharge
in rectangular waveguide. Single-negative permeability metamaterial can produce both double
positive and double negative passband below the cutoff frequency of the hollow waveguide, de-
pending on the orientation of its optic axis. The metamaterial is inserted in the middle of the
waveguide, repeated along the direction of the axis. The TE wave is guided in the region of
the uniaxial media. In the other region around, the wave becomes evanescent and attenuates
exponentially. As a result, the normal component of electric field reduces sharply near the metal
boundary, which in agreement with the simulation results. So the probability of electron emission
at the metal surface would decrease.

1. INTRODUCTION

Multipactor discharge is a resonant vacuum discharge frequently observed in microwave systems.
The phenomenon of resonant secondary emission multiplication was first recognized and described
by Farnsworth [1] in 1934. Intensive researches of the mechanism and the prevention of such
phenomenon have been done [2–5]. The main mechanism behind the multipactor discharge is the
avalanche caused by secondary electron emission. Electrons accelerated by electric fields impact a
surface and release a larger number of secondary electrons. Then all the electrons may in turn be
accelerated by the electric fields and made to impact again.

Waveguides containing anisotropic negative materials have unique propagation characteristics [6–
8] and can provide valuable applications in prevention of multipactor discharge. In this paper, the
general rules of TE and TM wave decomposition in anisotropic metamaterials will be obtained and
waves in waveguides partially filled with anisotropic metamaterials will be studied in detail. The
result shows normal component of electric field attenuates sharply near the metal boundary, which
would help to reduce the probability of the multipactor discharge.

Figure 1: The structure of the model.
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2. EXISTENCE OF MODE IN RECTANGULAR WAVEGUIDE PARTIALLY FILLED
WITH UNIAXIAL METAMATERIAL

In this paper, we consider a rectangular waveguide partially filled with uniaxial metamaterial,
shown in Figure 1, where the permittivity and permeability are as follows.

ε =

[
εx

εy

εz

]
(1)

µ =

[
µx

µy

µz

]
(2)

Using Maxwell Equations, we can get the Helmholtz equation. We need to do the TE and
TM wave decomposition in one direction, in order to get the dispersion relation. In the following
sections, we will discuss about the TE mode in z direction and TE mode in x direction.
2.1. TEz Mode Analysis
In TEz mode, we have Ez = 0. Then we can get the dispersion relations Eq. (3), and the restriction
Eq. (4). Let k = ẑkz + ŝks, we write Eq. (5). Then Maxwell’s two curl equations become Eq. (6).
From Helmholtz equation, and considering the boundary conditions of vanishing tangential electric
fields on the metallic wall surfaces, we obtain Eq. (7), where kx = π

a . We assume A2 = 1 for
simplification. {

k2
z = ω2εxµy − k2

x
µx

µz
− k2

y
µy

µz

k2
z = ω2εyµx − k2

x
µx

µz
− k2

y
µy

µz

(3)

εx

εy
=

µx

µy
(4)

k2
z = ω2εsµs − µs

µz
(k2

x + k2
y) (5)

{
(ω2 ¯̄µ¯̄ε− k2

z)Es = iω ¯̄µ∇s ×Hz

(ω2 ¯̄µ¯̄ε− k2
z)Hs = ∇s

∂Hz

∂z

(6)





Hz1 = A1 cos kxx cos[ky1(3d− y)]eikzz

Hz2 = cos kxx[A2e
iky2y + B2e

−iky2y]eikzz

Hz3 = A3 cos kxx cos ky3yeikzz
(7)

After fulfilling the boundary conditions at y = d, 2d, the characteristic equation takes the
following form, Eq. (8):

ky1

εy1
tan ky1d +

ky2

εy2
tan

1
2
ky2d = 0 (8)

where
µx2 = µy2 = µ0

εx2 = εy2 = ε0
(9)

ky3 = ky1 (10)

2.2. TEx Mode Analysis
In TEx mode, we have Ex = 0. Same as the TEz mode we get Eqs. (11–14).

k2
z = ω2εsµx − k2

x

µx

µs
− k2

y (11)

ky1

εy1
tan ky1d +

ky2

εy2
tan

1
2
ky2d = 0 (12)

where
µy2 = µz2 = µ0

εy2 = εz2 = ε0
(13)

ky3 = ky1 (14)
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3. DETERMINATION OF KY USING ITERATIVE METHOD

In Eqs. (8) and (12), ky1, ky2 and kz have not yet been found. One procedure that can be used to
accomplish this will be to solve Eq. (5) or (11) for ky1 and ky2 in two different media respectively,
and then substitute these expressions in Eqs. (8) and (12) [9]. The new form will be a function of
kz. Thus for a given frequency, a particular value of kz will satisfy the new form of Eqs. (8) and
(12). That value of kz can be found iteratively. We do this using the MATLAB. The results are
shown in the next section.

4. ANALYTICAL RESULT

In TEz mode, considering the frequency band we care (below the cutoff frequency of the hollow
waveguide), and let a = 0.015m, b = 0.0075m, d = 0.0025 m,

µz = 1 +
(2π∗5∗109)2

(2π∗5∗109)2−(1∗109)∗ω∗i−ω2
(15)

we can get the iterative solution of kz, ky1, ky2, Ey, shown in the following figures. When µz is
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Figure 2: (a) Lorentz model of µz; (b) kz of the TEz wave; (c) ky in the air region; (d) ky in the uniaxial
media; (e) The distribution of the magnitude of Ey in the cross section of the partially filled waveguide.

below zero, the partially filled rectangular waveguide has a double positive passband, demonstrated
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by the positive value of kz at 5–7GHz. Figure 2(c), (d) show that: in this frequency band, the y
component of k is large in Region 2 with lower imaginary part, while close to zero in Region 1 with
large consumption. Thus the TE wave is guided in the region of the uniaxial media. In the other
region around, the wave becomes evanescent and attenuates exponentially.

In TEx mode, let µx be the same lorentz model as above, we can also get the solution. The
partially filled rectangular waveguide has a double negative passband. The large positive value
of kz appears below the resonating frequency (5 GHz) with large imaginary part, because of the
imaginary part of µx. The result figures are as follows. (Figure 3)
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Figure 3: (a) kz of the TEx wave; (b) ky in the air region; (c) ky in the uniaxial media; (d) The distribution
of the magnitude of Ey in the cross section of the partially filled waveguide.

5. SIMULATION RESULT

To verify our results, we do the simulation of the same model in the commercial software CST.
The above result matches well with the simulation one. The distribution of Ey are shown below.
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Figure 4: The distribution of the magnitude of Ey in z-cutting plane. (a) TEz mode, (b) TEx mode.

(Figure 4) We find that both the propagation directions are the same with calculation by watching
the phase changing while the wave moving in z direction.
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6. CONCLUSION

From the discussion above, we can see the normal component of electric field reduces sharply near
the metal boundaries at y = 0 and y = 3d. So the probability of electron emission at the metal
surface would decrease. This would help to reduce the probability of the multipactor discharge.
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Abstract— Coordinate transformation approach has previously been used for designing cloak
which can shield an interior region in a homogeneous medium. In this letter, we consider the case
where the background is no longer a homogeneous medium and determine the relative constitutive
parameters of the cloak according to the multilayered background. We propose the parameters
of cylindrical cloak structures working in multilayered media and the scheme of specifying these
parameters could also be applied to the design of cloak in arbitrary isotropic background. The
theoretical analysis based on coordinate transformation is given and numerical simulations are
performed to illustrate these properties. The simulation results show that the cloaking with
the proposed parameters performs well in these inhomogeneous background medium. Potential
applications are also discussed.

1. INTRODUCTION

Recently the idea of using the coordinate transformation approach to design a cloak of invisibility
has attracted many people [1–20]. Pendry et al., [1] first suggested that by surrounding the object
to be cloaked by a metamaterial shell of spatially varying parameters, the light paths could be
smoothly bent around the center of the shell so that the electromagnetic field can be excluded
from the concealed volume without perturbing the exterior fields. D. Schurig et al., have shown
how to calculate the material properties associated with a coordinate transformation and used these
properties to perform ray tracing with detailed examples of spherical and cylindrical cloaks [2]. Full
wave numerical simulations on cylindrical cloaking were presented by Cummer [3]. The interactions
between EM waves and a general class of cloaks have also been analytically studied, yielding a better
physical interpretation [4, 5]. The first experimental demonstration of such a cloak at microwave
frequencies showing a reduced reflection and shadow [6] arouses people’s interests in putting cloaking
into reality and studying its applications [7–14].

To our best knowledge, all researches on cloaking reported so far have been focused on the case
in which the background is one single homogeneous medium [13–20]. However, the performances
of cloaking in layered media, which should be very common in real life, have not been considered.
For example, sometimes we want to conceal a ship sailing in the sea. In this letter, we will study
the cases when the cloak is placed at the interfaces of layered media. We focus our analysis on the
two-dimensional cylindrical cloaking, but it can also be extended to the three-dimensional spherical
case. By using the coordinate transformation approach presented in [2], the effective permittivity
and permeability of these cloaks as a function of space are calculated. The performances of the
cloaking are evaluated with simulations using finite element method (FEM), and the potential
applications of these cases are discussed.

2. CLOAKING FOR MULTI-LAYERED MEDIA

Suppose that the Jacobian transformation matrix [2] between the transformed coordinate and the
original coordinate is:

Λα′
α =

∂xα′

∂xα
. (1)

The associated permittivity and permeability tensors become:

εi′j′ = |det(Λi′
i )|−1Λi′

i Λj′

j εij , (2a)

µi′j′ = |det(Λi′
i )|−1Λi′

i Λj′

j µij . (2b)
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For an inhomogeneous media, the permittivity tensor εij and the permeability tensor µij can
thus be expressed in the form:

εij = εij (xα) , (3a)
µij = µij(xα). (3b)

We shall express xα in terms of xα′ , since xα = f
(
xα′

)
, and the associated permittivity and

permeability become:

εi′j′ = |det(Λi′
i )|−1Λi′

i Λj′

j εij(f(xα′)), (4a)

µi′j′ = |det(Λi′
i )|−1Λi′

i Λj′

j µij(f(xα′)). (4b)

For the following cylindrical cloak transformation which radially maps points from a radius ρ
to a radius ρ′ and has the identity mapping for the axial transformation, we have:

ρ′ = ρ, θ′ = θ, and z′ = z (for ρ > R2), (5a)

ρ′ = R1 +
R2 −R1

R2
ρ, θ′ = θ, and z′ = z (for ρ < R2). (5b)

Thus the Jacobian transformation matrix is:

(Λi′
j ) =




ρ′

ρ − R1x2

ρ3 −R1xy
ρ3 0

−R1xy
ρ3

ρ′

ρ − R1y2

ρ3 0
0 0 1


 . (6)

Now we consider the case where the axis of the cylinder is located at y = 0 and the background
is a two-layered medium with the interface located at y = d and parallel to x axis, as shown in
Fig. 1. The permittivity and permeability of the original space can be written as:

Figure 1: Simplified model to analyze the cloaking in layered background. The curve which identifies the
interface of two layers inside the cloak is described by Equation 11.

εij =
{

ε1 for y < d
ε2 for y > d

, (7a)

µij = µ0, (7b)

or

εij = ε1sgn (d− y) + ε2sgn (y − d) , (8a)
µij = µ0, (8b)

where sgn(x) is defined as

sgn(x) =
{

0 x ≤ 0
1 x > 0 .
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So the associated permittivity and permeability of cloaking become:

εi′j′ =


 ε1sgn

(
d− (ρ′−R1)R2

(R2−R1)
sin θ

)
+

ε2sgn
(

(ρ′−R1)R2

(R2−R1)
sin θ − d

)






ρ−R1

ρ 0 0
0 ρ

ρ−R1
0

0 0
(

R2
R2−R1

)2
ρ−R1

ρ


 , (9a)

µi′j′ = µ0




ρ−R1

ρ 0 0
0 ρ

ρ−R1
0

0 0
(

R2
R2−R1

)2
ρ−R1

ρ


 . (9b)

It can be easily seen that because the background is layered, the cloak is divided into two parts
by the interface and the parameters of the cloak in the two parts are also different. In particular,
if d 6= 0, which means the cylindrical cloak is asymmetrically located at the interface, the interface
inside the cloak is no longer a straight line, but a curve described as the function below, which is
shown by the curve in Fig. 1:

d− (ρ′ −R1) R2

(R2 −R1)
sin θ = 0, (10)

or

ρ′ = R1 +
d (R2 −R1)

R2 sin θ
. (11)

From Equation 10, if d = 0, we have two solutions: ρ′ = R1 or θ = kπ, and the solution θ = kπ
corresponds to a straight line along the original interface. It means that in the case where the
cloak is placed symmetrically at the interface of a two-layered medium, we could simply choose
the parameters with respect to the backgrounds in the two equal halves in the configuration of the
cloaking setup.

For a multi-layered case, the function of the curved interface inside the cloak can be obtained
in the same way and is expressed as follows:

ρ′i = R1 +
(R2 −R1)di

R2 sin θ
, (12)

where di corresponds to the location of the ith layer.
We now use finite element based numerical simulation to study the cloaking performance. The

simulation quantities are normalized to unity and all domain boundaries are perfectly matched
layers to prevent reflections. The operating frequency is 2 GHz. The inner radius of the cloak is
0.1m while the outer radius is 0.2 m in all the simulations and we only consider TE polarization.
The axis of the cylinder is located at x = 0 m, y = 0 m and is in the z direction. Fig. 2 illustrates
the effects of cloaking for 4 different cases where the interface between the two media is at y = 0 m,
which separates the cylinder into two equal halves. The arrows indicate the directions of incidence.
Sub figures (a), (b), (c), and (d) show the electric field distributions of the original space when a
Gaussian beam is incident on the interface in four different situations. (a) corresponds to a normal
incidence from air to Teflon (εr = 2); (b) corresponds to an oblique incidence from air to Teflon
with an incident angle of 45 degree; (c) shows the case where a Gaussian beam is obliquely incident
from a denser medium (with a permittivity of 4) to air with an incident angle of 45 degree. In
this case, the electromagnetic wave is reflected completely due to total internal reflection. In (d),
we add a PEC (perfect electric conductor) sheet at the interface of air and Teflon and observe the
electric field distribution. Next we place a cloaked cylinder at the interface in the aforementioned
way and simulate the field distributions in the four cases corresponding to (a), (b), (c), and (d).
The parameters of the cloak are defined in Equation 9. Compared with the original electric field
distribution shown in (a), (b), (c), and (d), the directions of the transmitted and reflected beams
appear undisturbed after passing the cylindrical shells, which are shown in (e), (f), (g), and (h).
The scattering introduced by the cloaking is very small, which could be attributed to numerical
artifacts. However, sometimes we are only able to cover the object with half of the shell. For
instance, if we want to hide a building on the ground, we might only be able to cover the part
above the ground. From the example shown in Fig. 2(k) (l), we find that if the ground can be
considered as PEC or total reflection occurs at the interface, then the scattering of the obstacle is
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still greatly reduced with only half of the cloak shell. But if the ground cannot be considered as a
PEC at certain frequency range, i.e., significant reflection and transmission occurs at the interface,
then covering the object with only half of the cloak is not enough to conceal it, which is shown in
Fig. 2(i) (j).

Figure 2: (a) A Gaussian beam normally incident from air to Teflon. (b) A Gaussian beam obliquely incident
from air to Teflon with an incident angle of 45 degree. (c) A Gaussian beam incident from a material (with
permittivity 4) to air. Total reflection occurs for an incident angle of 45 degree. (d) A Gaussian beam incident
from air onto a PEC boundary. (e) The electric field distribution when a cloak is placed symmetrically at the
interface of case (a). (f) The electric field distribution when a cloak is placed symmetrically at the interface
of case (b). (g) The electric field distribution when a cloak is placed symmetrically at the interface of case
(c). (h) The electric field distribution when a cloak is placed symmetrically at the interface of case (d). (i)
The electric field distribution when the obstacle in case (e) is covered by only half of the cloak. (j) The
electric field distribution when the obstacle in case (f) is covered by only half of the cloak. (k) The electric
field distribution when the obstacle in case (g) is covered by only half of the cloak. (l) The electric field
distribution when the obstacle in case (h) is covered by only half of the cloak.
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3. DISCUSSIONS AND APPLICATIONS

The study of cloaking when the background media is no longer homogeneous is very useful in
practical situations. For example, we may want to conceal an object which is placed in layered
media or at the interface of two different materials, like a ship in the sea. From the simulation,
we can see that by wrapping the obstacle with a cloak shell, it can be invisible to electromagnetic
observations. But if we are only able to cover half of the obstacle, invisibility will not be obtained
except under certain condition.

4. CONCLUSION

The parameters for cloaking in layered media and gradually changing media are studied theoretically
in this paper and numerical simulations are done to demonstrate the performances of cloaking in
different related cases. The scheme of obtaining the parameters can be applied in the design of
cloaking in arbitrary isotropic background. And the applications of different cases in practical
situations are discussed.
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Electromagnetic Absorption by Metamaterial Grating System

Xiaobing Cai and Gengkai Hu
School of Science, Beijing Institute of Technology, Beijing 100081, China

Abstract— Total absorption of electromagnetic waves is demonstrated in a system composed
of zero-order metamaterial grating and rearward metamaterial wall. The grating and the wall
are separated by an air gap. Two mechanisms are shown to account for this absorption. The
first one is due to the existence of standing waves in both the grooves of the grating and the
air gap. These standing waves trap the electromagnetic waves and induce an oscillating surface
charge density on the grating surface. The second one is due to surface plasmons at the interface
between the air gap and metamaterial wall, the width of the air gap is a key parameter for the
total absorption.

1. INTRODUCTION

Recently, metamaterial is under an intense study due to its potential applications, such as imag-
ing [1], cloaking [2, 3]. In this paper, we will discuss the possibility of using mematerial grating
as microwave absorbing structures. It is well known, surface waves can be excited and propagate
along the interface between two media with opposite permittivity (or permeability) [4]. The sur-
face wave decays exponentially on either side of the interface, so by carefully choosing the damping
factor of the metamaterial, the incident energy can be confined and dissipated. However, surface
wave cannot be directly excited by a propagating wave. Usually two methods are used to remedy
this, one way is to utilize the attenuated total reflection (ATR) setup [5], the other makes use of
diffraction grating [6]. The principle of the two methods is firstly to transform the propagating
wave into evanescent one, and then the evanescent wave excites in turn surface waves at interface
under proper condition. If another metamaterial is placed behind the grating separated by an air
gap, the transformed evanescent wave can then excite surface waves at the interface between the
air and the rearward metamaterial, leading to energy dissipation. This principle may provide a
new absorption mechanism, so the objective of this paper is to illustrate in detail the interaction
mechanism between a metamaterial grating and a metamaterial wall separated by an air gap.
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Figure 1: Configuration of the proposed microwave
absorbing structure. (1) vacuum, (2) metamaterial
diffraction grating, (3) air gap, (4) metamaterial,
(5) vacumm.
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Figure 2: The reflectance and transmittance of the
diffraction grating back with a negative permittivity
metamaterial for different values of d2 (i.e., width of
the air gap). Total absorptions take place at 6.1 GHz
and 9.05GHz, respectively.

2. REFECTION OF THE FIVE-LAYER GRATING SYSTEM

The sketch of the proposed model is shown in Figure 1, we have a five-layer system. A diffraction
grating (layer 2) made of a metamaterial is placed in front of another homogenous metamaterial
(layer 4). An air gap separates the grating from the metamaterial. The grating is constructed by
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periodically arranging metamaterial strips in vacuum with a period λg. The propagating wave is
incident to the grating from the upper half space at a random angle θ. For simplicity, the grating
vector lies in the x direction, and the normal to the grating plane coincides with z direction, as shown
in Figure 1. Basically the metamaterial can be chosen freely, either dielectric or magnetic. As for
the p-polarized wave shown in Figure 1, the ridge of the grating is taken to be a metamaterial with
a negative dielectric constant, while the metamaterial of the layer 4 can have negative permittivity,
negative permeability or both simultaneously (LHM) [7]. To obtain the electromagnetic diffraction
properties for the grating structure, the widely recognized rigorous coupled-wave analysis (RCWA)
can be used [8], which is highly efficient for the investigation of the binary grating.

Due to the surface plasmon polariton excitation, gratings can exhibit absorption anomalies [9, 10],
these gratings are mainly etched on a metal sheet, corresponding to the situation ε2 = ε3 = ε4 = ε5

in Figure 1. Since the surface plasmon can only be excited when the incident wavelength equals
to the grating period, the bandwidth of the absorption in the frequency spectrum due to surface
plasmon are therefore limited. However, the grating can also support the waveguide modes [11–13],
in this case, the bandwidth of the absorption can be expected to extend much wider than that
due to the surface plasmon mechanism. This may make the grating as an efficient mechanism for
microwave absorption.

Figure 2 shows the reflection and transmission curves for two grating structures with different
air gaps d2 = 1.7mm and d2 = 15.0mm, respectively. We assume θ = 0 in the following analysis,
except mentioned else. The material parameters of the grating and the rearward metamaterial are
chosen to be nondispersive: ε1 = ε3 = ε5 = 1, ε2 = −25.0 + 6.0i, and ε4 = −1.0 + 0.1i. The
structural parameters are taken as: λg = 10.0mm, w = 1.5 mm, d1 = 10.0mm, and d3 = 30.0mm.

It is found that when the air gap is relatively small (d2 = 1.7mm), the greatest absorption
with the minimum reflection appears at 9.05 GHz. At this frequency, no energy is found to travel
forward in the region 5, since the transmittance is kept as low as 10−5 as compared to the norm of
the incident wave. The result also show that the increase of d3 can even reduce the transmission
in the region 5, with little interference to the reflection waves in the region 1. For the air gap
d2 = 15.0mm, two absorption peaks with low transmissions appear at 6.2 GHz and 9.05GHz,
respectively. The reason for these phenomena is due to the formation of wave guide mode in the
air gap, this will be explained in detail in the following.

3. ABSORPTION DUE TO WAVEGUIDE MODES

It is shown previously that the width of the air gap is an important parameter to control the
reflectance and transmittance properties of the system. Figure 3 gives the variation of reflection as
function of the width of the air gap for the incident wave of 6.2 GHz and 9.05 GHz, respectively, the
other parameters are kept unchanged. It’s interesting to note that the reflectance varies periodically
with increasing the width of the air gap. Except the first minimum reflection point, the intervals
between the two adjacent minimum reflections equal exactly to the half of the incident wavelength,
i.e., 16.6 mm and 24.2 mm for the two considered frequencies, respectively.

Figure 4 shows the variations of |H(x, z)| as function of x and z over 5 periods of the grating
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Figure 3: The reflective curves are periodic by increasing the width of the air gap between the diffraction
grating and metamaterial.
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a b

Figure 4: (a) Distribution of magnetic field |H(x, z)| as function of x and z over five pitches of the graiting
with λg = 10.0mm, d2 = 15.0mm, half wavelength standing wave lies in the air gap, −25 < z < −10 mm,
(b) d2 = 31.6mm, a whole period of the standing wave lies in the air gap, −41.6 < z < −10mm.

for the air gap of d2 = 15.0mm and d2 + λ0/2 = 31.6 mm, corresponding to the second and third
minimum reflection points in Figure 3. Where λ0 is the wavelength for the incident wave, and
the incident wave frequency is 9.05 GHz. We found that for these two widths of the air gap, the
magnetic field concentrations in the grooves of the different gratings are similar, about 5.5 times
higher than the amplitude of the incident field. The concentrated magnetic field will induce a high
instantaneous charge density on the surfaces of the grooves, thus greatly enhances the absorbing
efficiency [9]. There are also standing waves developed in the air gap for larger air gaps, as shown
in Figure 4(a) and (b). The phase delay in Figure 4(b) has π difference compared to the phase
delay in Figure 4(a), these explain the intervals between the two adjacent minimum reflections in
Figure 3 is exactly the half of the wavelength. As long as the air gap allows the standing waves
to form, this means the width of the air gap is probably nλ0/2, the air gap works like a vessel
with dissipative walls (grating and metamaterial). The dissipation together with absorption in the
grooves leads to the minimum reflection shown in Figure 3. Moreover, the formation of standing
waves in the air gap (the region 3) is due to the multireflection of the two boundaries of the grating
and the rearward metamaterial (ε4 < 0). If a metamaterial with µ4 < 0 is used as the rearward
wall, it also forbids waves to propagate through, standing waves can also be formed. Figure 5 shows
the variation of reflectance as function of the air gap for the frequency 9.05 GHz. The rearward
metamaterial is chosen as µ4 = −1.0+0.1i, ε4 = 1. A notable difference from the result in Figure 3
is that the first two absorption peaks in Figure 5 are well separated by a half wavelength, verifying
the condition for the waveguide mode. The first absorption peak in Figure 3 is due largely to the
surface resonance at the interface between the air and the metamaterial in case of the p-polarized
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wave. However, the surface wave can not be formed for a rearward metamaterial with µ4 < 0, so
the first absorption peak appeared in Figure 5 is due to the waveguide mode.

4. ABSORPTION DUE TO SURFACE WAVES

Through the waveguide resonance of the grating, the incident propagating wave can be transformed
into evanescent one, and then the latter excites surface wave at the interface between the air and
the metamaterial under the following relation [5]:

k3, zm

ε3
+

k4, zm

ε4
= 0. (1)

The width of the air gap between the grating and the metamaterial is a critical parameter
in this process, this width should ensure the formation of the surface wave at the interface. A
slight increase of the width would allow the localized modes to reemit in the forward direction
and form propagating waves again [11]. In order to further illustrate this point, a model with
a lossless grating and a lossy metamaterial is proposed. We change the material parameters as:
ε2 = −25.0, ε4 = −1.2 + 0.12i, again the other parameters are kept unchanged. Since in this
case only the metamaterial (the region 4) has a damping coefficient, it is the unique part that the
incident energy could be absorbed. The reflection as function of the width of the air gap at 7.9 GHz
is presented in Figure 6, the frequency 7.9 GHz is chosen here, since without considering the loss
of the grating, the minimum refection shifts from 9.05 to 7.9 GHz. As shown in Figure 6, the air
gap plays a completely different role, it excites surface waves at the interface between air and the
metamaterial instead of setting up standing waves, there is no periodicity at all in the air gap. The
reflection peak at d2 = 2.7 mm in Figure 6 corresponds to that at d2 = 1.7mm in Figure 3 when
loss of the grating is not considered. As shown in Figure 7, a clear surface resonance is observed
at the interface between the air gap and the metamaterial at z = −12.7mm. Since the grating is
lossless, the only role of the grating is to transform the plane waves into evanescent ones without
attenuation, so all the incident energy are damped at the interface between the air gap and the
metamaterial due to the surface wave.

For the p-polarized illumination, the surface resonance not only can be excited for the case that
the metamaterial has a negative permittivity [4], but also can be set up at the interface of air and
LHM [5]. By this way, the evanescent wave will penetrate into the LHM and be absorbed if the
LHM is lossy. Figure 8 illustrates the reflectance of the diffraction grating with a LHM as the
rearward metamaterial for different widths of the air gap. As a reference, the circles represent the
reflectance of the diffraction grating (ε2 = −25.0) without the LHM behind, the transmittance is
nearly to 1. When a LHM with ε4 = −10.0−2.0i, µ4 = −1.0−0.1i is placed behind the grating with
a distance d2 = 2.5mm, the surface waves will be excited at the 8.7 GHz, leading to an absorption
peak. Now turning the LHM to be matched with vacuum, i.e., the impedance Z =

√
µ4/ε4 = Z0

(Z0 is the impedance of the vacuum), the surface waves will be also induced at 7.5GHz for the

 

Figure 7: Distribution of magnetic field |H(x, z)| as
function of x and z over five pitches of the graiting
with λg = 10.0mm, d2 = 2.7mm. Strong surface
waves are observed at the interface of z = −12.7mm.
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distance between the grating d2 = 1.0mm. If this distance is enlarged to a certain value, e.g.,
d2 = 4.0mm, no surface waves will appear at the interface between the LHM and the air. So
the evanescent wave generated by the grating will reemit and penetrate into the LHM. Since a
matched LHM can not reflect plane waves, the rearward LHM has no effect on the reflectance or
transmittance of the gratings. It is demonstrated clearly in Figure 8 that the thick black line agrees
exactly with the reference cycles, implying that the matched LHM has the same role as the air.

5. CONCLUSION

Microwave absorptions are examined for a system of a metamaterial grating and a rearward meta-
material separated by an air gap. It is found that the air gap plays an important role on the
absorbing efficiency. While the width of the air gap is relatively small, surface waves can be excited
at the interface between the air and the metamaterial, these surface waves are damped along the
interface. When the width of air gap becomes large, standing waves can be formed in the air
gap. These standing waves together with the high field concentration in the grooves of the grating,
can lead to the total dissipation of the incident energy. For the p-polarized illumination, only the
materials with negative permittivity or LHM can be used for exciting surface wave. However, the
rearward metamaterials with negative permittivity, or negative permeability or both can be used
to set up standing waves. This absorption mechanism is expected to have potential application in
the microwave absorbing structures.
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Designed Fano Resonance in Semiconductor Devices

H. C. Liu, C. Y. Song, Z. R. Wasilewski, J. A. Gupta, and M. Buchanan
Institute for Microstructural Sciences, National Research Council, Ottawa K1A 0R6, Canada

Abstract— We investigate Fano resonance mediated by intersubband and phonon coupling in
specially designed GaAs/AlGaAs quantum well infrared photodetectors. This work presents a
new approach for realizing designed quantum interference.

1. INTRODUCTION

Fano resonance [1] is seen in many areas of physics including atomic and molecular spectroscopy,
quantum optics [2], quantum transport [3], and more. In order to make use of this quantum in-
terference effect, e.g., for lasing without inversion [2], it is highly desirable if one can design a
Fano resonance quantum structure with controlled coupling strength. Semiconductor quantum
well is a model system [4, 5] and offers this possibility. The nano-scale quantum structures designed
and studied in this work are based on the well celebrated GaAs/AlGaAs semiconductor materi-
als system. Here the intersubband transition involved in our specially designed GaAs/AlGaAs
quantum-well structure is of bound-to-quasibound nature. The coupling is with a particular lon-
gitudinal optical (LO) phonon mode, and the Fano resonance is revealed in photocurrent spectra.
The important feature with the present system is that the characteristics of the Fano resonance,
such as coupling strength, can be designed and tuned by device parameters and bias voltage. This
offers good potentials for making use of the effect in achieving practical devices. Our initial work
has been reported in Ref. [6].

2. IDEA AND APPROACH

A Fano resonance mediated by the coupling between intersubband transition and optical phonon
may be expected [7]. However, for a simple GaAs/AlGaAs square quantum well, it is difficult to
experimentally observe the effect. In such a structure, the strongest phonon mode is the bulk GaAs
one. In an actual experiment measuring either transmission or photocurrent spectra, the GaAs
substrate completely absorbs the incident light in the optical phonon region. The other possibility
involves the AlAs-like phonon in the barrier region. However, the AlAs-like phonon is mostly in
the barrier and the coupling region is mostly from the barrier region immediately next to the well.
The phonon absorption in the bulk of the barrier region obscures the Fano feature.

With the design flexibility of quantum well system, we use the pure AlAs LO phonon which has
an energy of about 400 cm−1 (50meV) and which does not overlap with other strong absorption fea-
tures. If the LO phonon mode of an incorporated AlAs layer overlaps strongly with the intersubband
transition final states, a Fano resonance should be observable. Following the above considerations,
a structure was designed as shown schematically in Fig. 1, in which a thin layer of AlAs is inserted
next to the well region. To investigate the Fano resonance, photocurrent spectroscopy technique
was employed due to its high sensitivity. For an efficient extraction of photo-exited electrons, the
AlAs layer must be kept thin. The coupling mechanism is also shown schematically in Fig. 1.
Another possibility of achieving a designed Fano resonance is by tunnel-coupling, involving only
electronic transitions [5, 8, 9].

3. EXPERIMENTAL AND ANALYSIS

The quantum-well sample was grown on a semi-insulating GaAs substrate by molecular beam
epitaxy. It has 40 GaAs/AlAs/AlGaAs quantum wells, consisting of 13.6-nm GaAs wells with their
center 10 nm doped with Si to a density of 2× 1017 cm−3, 0.67-nm thin AlAs “phonon” layers, and
53.8-nm Al0.09Ga0.91As barriers. Mesa devices were made using standard GaAs micro-fabrication
methods. A 45-degree facet was polished for light coupling (see inset to Fig. 2), and the device chip
was mounted in a helium optical cryostat and cooled to 9K. Photocurrent spectra were collected
using a Fourier transform infrared spectrometer with our device as the detector. Only p-polarized
response was observed, confirming the intersubband nature of the transition process. The entire
optical path was under vacuum to eliminate water absorption. Note that this device can serve as
a practical infrared detector with good performance, for example, the temperature for background
limited infrared performance is about 30K.



776 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

Intersubband

transition

Coupling

Optical

phonon

~~

AlAs

GaAs

AlGaAs

Figure 1: Schematic bandedge diagram (left) and Fano coupling between bound-to-quasibound intersubband
transition and optical phonon (right).

Figure 2 presents the measured photocurrent spectra. The upper panel shows a typical quantum-
well infrared photodetector response except for the feature at 395 cm−1, which is expanded in the
lower panel. Immediately recognizable is the standard asymmetrical Fano resonance lineshape. We
have observed the Fano features on other samples with a range of quantum-well parameters.
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Figure 2: Photocurrent spectra for three bias voltages. The negative bias polarity corresponds to the band
profile shown in Fig. 1. The right panel expands the Fano resonance region. The dashed lines are the fits to
the Fano formula. The inset schematically shows the light coupling and mesa device geometry.

In contrast, a standard quantum-well infrared photodetector covering the similar spectral region
shows only pure phonon absorption features all previously identified (see, for example, Ref. [10]).
A typical spectrum from one of our detectors [11] is shown in Fig. 3 in which all phonon features
are marked. This device is a simple multiple quantum-well structure with doped GaAs wells and
Al0.05Ga0.95As barriers (for more details see Ref. [11]). Since the incident light passes through the
substrate before reaching the quantum wells, the GaAs optical phonon absorption results in a zero
response region from about 270 to 290 cm−1. Two-phonon absorption features at high symmetry
points (X, K, and W) are indicated. Moreover the Al0.05Ga0.95As barrier AlAs-like phonon also
gives rise to an absorption feature at 366 cm−1, however this dip should be partially due to the
W-point TO + TA two-phonon absorption at 363 cm−1. Although the expected K-point LO+ LA
absorption is at 403 cm−1 (LA = longitudinal acoustical), the arrow at 403 cm−1 is unlabelled since
we do not see this dip in other samples. All these absorption processes simply produce dips in the
spectrum, in sharp contrast to the Fano resonance feature seen in Fig. 2.

A standard Fano resonance absorption spectral shape is described by the following expression:
(

q +
E − Eres

∆E

)2

1 +
(

E − Eres

∆E

)2 , (1)

where q is the Fano parameter, E is the photon energy, Eres is the resonance position, and ∆E
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is the linewidth parameter. For our case shown in Fig. 2, the photocurrent Fano resonance is
superimposed on the usual intersubband detector response. After subtracting a sloped background
and fitting the experimental spectrum to expression (1), we get Eres = 395.1±0.1 cm−1 independent
of voltage, and q = 0.77± 0.06, 0.61± 0.02, and 0.56± 0.02 for voltages −1.7, −3.2, and −4.0V,
respectively. The decrease of the q value with voltage indicates a weakening of the coupling. For the
background subtraction, since the Fano feature is much narrower than the bound-to-quasibound
intersubband transition spectrum, a second-order polynomial function is used in the small spectral
region as in the lower part of Fig. 2. In fact, the quadratic part is very small and the subtracted
background is practically a linear slope. The fitting results are shown in Fig. 2 by dashed lines.
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Figure 3: Photocurrent spectrum of a standard
GaAs/Al0.05Ga0.95As quantum-well infrared pho-
todetector. Phonon absorption features are marked.
Device parameters are given in Ref. [10].
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Figure 4: Photocurrent Fano resonance features for
three samples with different AlAs thin barrier thick-
ness (dAlAs). The solid curve is from the same sample
as Fig. 2. All spectra were taken under negative bias
voltages and at 9 K.

The fitted resonance energy (395 cm−1) is slightly lower than the bulk AlAs phonon value.
Such shift is expected from the confinement and zone folding effect in the thin (0.67 nm) AlAs
layer [12, 13]. Quantitatively, the bulk AlAs LO phonon energy is 402 cm−1 at room tempera-
ture [14], and at 10 K, it blue-shifts to 405 cm−1 [15]. The confinement effect causes a red-shift of
about 10 cm−1 for a 0.67-nm-thick AlAs layer [12], leading to an expected value of 395 cm−1 — in
perfect agreement with experiment.

Moreover the confinement induced shift can be used to confirm that the Fano feature observed
here is indeed related to the thin AlAs layer. We have measured other samples with varying
AlAs layer thickness (dAlAs) and three are shown in Fig. 4. The resonance positions are seen
at Eres = 389, 391, and 395 cm−1 for the three samples with dAlAs = 0.39, 0.49, and 0.67 nm,
respectively. The expected total shift [12] is about 6 cm−1 which is precisely what we observe, i.e.,
395 − 389 cm−1. Note that a controversy exists over the precise mechanism for the cause of the
shift. For these very thin AlAs layers, segregation may play an important role. However, also note
that we are comparing our experimentally observed shifts with reported experimental results in
Ref. [12].

4. DISCUSSION AND CONCLUSIONS

It is interesting to note that experimental evidence of Fano resonance involving intraband transitions
had been seen in more confined systems of quantum wires [16] and dots [17]. There [16, 17], however,
the observations seemed to be more “accidental” than designed, in contrast to the present work.
In the quantum-well intersubband system, Imamoğlu et al. and Faist et al. studied quantum inter-
ference [5, 8, 9] and Fano resonance [8, 9, 18] for potentially reaching gain without inversion [2, 19].
However, only electronic intersubband processes were involved in that study. Intersubband and
phonon coupling was also shown in optically pumped intersubband Raman lasers [20]. There, the
intersubband transitions were all bound-to-bound, resulting in intersubband plasmons or polarons.
It can be argued that in the Raman laser case [20], phonons are playing a useful and active role.
An intriguing possibility [21] is to realize a laser working at a phonon mode frequency — “phonon
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laser”. The present work demonstrates a possible route by using the Fano interference. Of course
here we are studying a near equilibrium system (non-inverted). The next step is to explore the
interference in a near-inverted or inverted system. An interesting gain spectrum should be observed
and perhaps even gain without inversion.
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Abstract— Scintillation index on the receiver axis is formulated in random medium when
an optical source with an arbitrary field profile is employed. To represent the arbitrary source
field profile, source is decomposed into pixels and the incident field to form the scintillations is
expressed as the superposition of the fields from each pixel area. Thus obtained arbitrary field
distribution is then introduced into the weak atmospheric turbulence formulation by using Rytov
method. Our result, which is in summation and integral forms, reduces correctly to the known
scintillation index of a Gaussian beam wave in atmospheric turbulence.

1. INTRODUCTION

Detailed theoretical and experimental work studying various aspects of the scintillations in atmo-
spheric turbulence appear in the literature [1–4]. These studies mainly cover the beams of Gaussian
shape and the special cases of plane and spherical beams. It is well known that the scintillation
index in weak turbulence is not only a function of the wavelength, path length, and the structure
constant but also depends on the beam size. Optimal beams are investigated [5] in random media.
Recently, we have formulated the correlations for general-type beams in turbulence [6] in which
the general beam is described as the superposition of many sets of multimode contents, each mode
being off-axis Hermite-Gaussian. As special cases of our formulation in Ref. 6, the scintillations
of various types of beams such as higher-order single-mode, multimode, off-axis Hermite-Gaussian,
Hermite-sinusoidal-Gaussian, higher-order annular, flat-topped-Gaussian beams can be evaluated
in turbulence. We have also reported [7] the scintillation calculations of flat-topped-Gaussian beams
in random medium. Lately, Liu et al., [8] reviewed in detail the effects of the scintillations on atmo-
spheric optical access communication links. In this paper, we present the formula for the on-axis
scintillation index in weak turbulence when a source with an arbitrary field distribution is used.
We want to understand whether certain special type of beams will help to reduce the degrading
effects of atmospheric turbulence.

2. FORMULATION

At the source plane (z = 0) we take incremental areas with corner points
[
(sn,m)x−∆sx

2 , (sn,m)y−∆sy

2

]
,[

(sn,m)x+ ∆sx

2 , (sn,m)y−∆sy

2

]
,
[
(sn,m)x+ ∆sx

2 , (sn,m)y+ ∆sy

2

]
,
[
(sn,m)x − ∆sx

2 , (sn,m)y − ∆sy

2

]
, whose

center points are sn,m =
[
(sn,m)x , (sn,m)y

]
where (sn,m)x , (sn,m)y represent the x and y compo-

nents of the center point sn,m, the ranges of n and m being from −N to N , and −M to M ,
respectively. Center point s0,0 = (0, 0) is the point at the origin. The index n is positive in +sx

direction, n increases as sx increases, and n is negative in −sx direction, n decreases as sx decreases.
The same relationship exists between m and sy.

The incident field (free space field) at the receiver point [r = (p, z)] originating from the source
incremental area having the center point sn,m =

[
(sn,m)x , (sn,m)y

]
can be found by using the

Huygens-Fresnel principle as

uFS
n,m(p, z) =

k exp(ikz)
2πiz

[sn,m]x+∆sx
2∫

[sn,m]x−∆sx
2

[sn,m]y+
∆sy

2∫

[sn,m]y−∆sy

2

d2sun,m(s, z = 0) exp
[

ik

2z
(s− p)2

]
, (1)

where un,m(s, z = 0) is the field at the source plane, k is the wave number, s = (sx, sy) and
p = (px, py) are the transverse source and receiver coordinates, respectively.
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For sufficiently small incremental area, i.e., when ∆sx → 0 and ∆sy → 0, one can reasonably
approximate that the integrand in Eq. (1) does not vary with the transverse source coordinate,
s. Thus, for each receiver point p = (px, py), the value of the integrand stays constant, and this

constant is calculated by evaluating the integrand at sn,m =
[
(sn,m)x , (sn,m)y

]
, i.e.,

un,m(s, z = 0) exp
[

ik

2z
(s− p)2

]
∼= un,m (sn,m, z = 0) exp

[
ik

2z
(sn,m − p)2

]
= constant, (2)

Using Eq. (2) in Eq. (1), inserting sn,m =
[
(sn,m)x , (sn,m)y

]
, p = (px, py), and performing the

integration, Eq. (1) becomes

uFS
u,m(p, z) =

k exp(ikz)
2πiz

∆sx∆syun,m

[
(sn,m)x , (sn,m)y , z = 0

]

exp
(

ik

2z

{[
(sn,m)x − px

]2 +
[
(sn,m)y − py

]2
})

, (3)

Total incident field (free space field) at the receiver point [r = (p, z)], originating from the total
source aperture, i.e., originating from the contributions of all source incremental areas having the
center points

[
(sn,m)x , (sn,m)y

]
, is found as

uFS(p, z) =
N∑

n=−N

M∑

m=−M

uFS
n,m(p, z), (4)

Inserting Eq. (3) into Eq. (4), we have

uFS(p, z) =
N∑

n=−N

M∑

m=−M

k exp(ikz)
2πiz

∆sx∆syun,m

[
(sn,m)x , (sn,m)y , z = 0

]

× exp
(

ik

2z

{[
(sn,m)x − px

]2 +
[
(sn,m)y − py

]2
})

, (5)

On-axis scintillation index in weak turbulence is well known to be [9]

m2 = 4
〈
χ2

〉
= 4

〈
1
2

[ψ + ψ∗]2
〉

, (6)

where χ and ψ represent the log-amplitude and wave fluctuations at the origin of the receiver plane,
and 〈 〉 denotes the ensemble average. Rytov method solution for ψ is

ψ =
k2

2πuFS(p = 0, L)

∫

V ′

d3r′n1

(
p′, z′

)
uFS

(
p′, z′

) exp (ik|r− r′|)
|r− r′| , (7)

where r′ = (p′, z′) =
(
p′x, p′y, z′

)
, r = (p = 0, L) = (px = 0, py = 0, z = L), L being the link distance.

Integration in Eq. (7) is over the volume V ′ with d3r′ = dp′xdp′ydz′, and n1 is the random part of
the refractive index given by

n1

(
p′x, p′y, z

′) =

∞∫

−∞

∞∫

−∞
exp

(
iκxp′x + iκyp

′
y

)
dZn

(
κx, κy, z

′) (8)

where κx and κy are the spatial frequencies in x and y directions, respectively, dZn (κx, κy, z
′) is the

random amplitude of the spectrum of the refractive index fluctuations representing the integrations
with respect to κx and κy.

For uFS (p′, z′) in Eq. (7), by inserting from Eq. (5) the arbitrary source field profile at the
receiver point [r = (p, z)] and substituting for thus evaluated ψ in Eq. (6), the on-axis scintillation
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index for the arbitrary source field profile is found. In our formulation, paraxial approximation is
used, and the integration over dp′xdp′y is performed by the use of Eq. (7.374.8) of Ref. 10. We note
that, in the derivation, similar procedure as in Ishimarus formulation [11] for the Gaussian beam
wave source field is used. Instead of including the lengthy algebra involved in the derivations, we
present below our result directly. Hence, in the end, the on-axis scintillation index for the arbitrary
source field profile is found to be

m2 = 4πRe





L∫

0

dη

∞∫

0

κdκ

2π∫

0

dθ [Y1(η, κ, θ) + Y2(η, κ, θ)] Φn(κ)



 , (9)

where Φn(κ) is the spectral density of the index of refraction fluctuations, κ =
√

κ2
x + κ2

y, κ =
κx/ cos θ = κy/ sin θ, and

Y1(η, κ, θ) =
V (η, κ, θ)V (η,−κ, θ)

W 2
, (10)

Y2(η, κ, θ) =
|V (η, κ, θ)|2

W 2
, (11)

V (η, κ, θ) =
ik

L
exp

[
− i(L− η)η

2kL
κ2

] N∑

n=−N

M∑

m=−M

un,m

[
(sn,m)x , (sn,m)y , z = 0

]
exp

[
ik (sn,m)2x

2L

]

× exp

[
ik (sn,m)2y

2L

]
exp

{[
i (sn,m)x (L−η)

L

]
κ cos θ

}
exp

{[
i (sn,m)y (L−η)

L

]
κ sin θ

}
, (12)

and

W =
1
L

N∑

n=−N

M∑

m=−M

un,m

[
(sn,m)x , (sn,m)y , z = 0

]
exp

[
ik

2L
(sn,m)2x +

ik

2L
(sn,m)2y

]
, (13)

Introducing the arbitrary source field distribution, un,m

[
(sn,m)x , (sn,m)y , z = 0

]
in Eqs. (12)

and (13), and performing the integrations in Eq. (9), on-axis scintillation index for the chosen
source field profile is calculated.

3. CHECK CASE

As a check point, Eq. (9) is evaluated for the known Gaussian beam wave scintillation index. For
this purpose, arbitrary source field distribution is taken as

un,m

[
(sn,m)x , (sn,m)y , z = 0

]
= A exp

{
−1

2
kα

[
(sn,m)2x + (sn,m)2y

]}
, (14)

together with N = M = ∞. Here α = 1/(kα2
s) + i/F ; αs and F being the Gaussian source size

and the focal length, respectively. Also taking (sn,m)x = n∆sx and (sn,m)y = m∆sy, multiplying
Eqs. (12) and (13) by ∆sx∆sy [note that multiplying both Eq. (12) and Eq. (13) by ∆sx∆sy will not
change Eqs. (10) and (11)], letting ∆sx → 0 and ∆sy → 0, and using the definition of integral; the
summations in Eqs. (12) and (13) will be converted into integrations over the continuous transverse
source coordinates. Performing these integrations, substituting the thus obtained V and W into
Eqs. (10) and (11); Y1 and Y2 valid for the special case of the Gaussian beam are found. Then these
Y1 and Y2 are employed in Eq. (9). When the integrations over θ and κ are taken in Eq. (9) under
Kolmogorov spectrum, the scintillation index on the receiver axis for the Gaussian beam wave is
found as the limiting case.

4. CONCLUSION

The scintillation index formula is presented from which the intensity fluctuations due to a source
with an arbitrary field distribution can be numerically evaluated on the receiver axis and in weak
turbulence. In our future work, we will evaluate this formula in atmospheric optical links to figure
out the optimum source field profile that will minimize the scintillation noise in such links.



782 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

ACKNOWLEDGMENT

Y. Cai gratefully acknowledges support from the Alexander von Humboldt Foundation.

REFERENCES

1. Andrews, L. C., R. L. Phillips, and C. Y. Hopen, Laser Beam Scintillation with Applications,
SPIE, Bellingham, Washington, 2001.

2. Banakh, V. A. and V. L. Mironov, “Influence of the diffraction size of a transmitting aperture
and the turbulence spectrum on the intensity fluctuations of laser radiation,” Sov. J. Quantum
Electr., Vol. 8, No. 7, 875–878, 1978.

3. Andrews, L. C., R. L. Phillips, C. Y. Hopen, and M. A. Al-Habash, “Theory of optical scintil-
lation,” J. Opt. Soc. Am. A, Vol. 16, No. 6, 1417–1429, 1999.

4. Toyoda, M., “Intensity fluctuations in laser links between the ground and a satellite,” Appl.
Opt., Vol. 44, No. 34, 7364–7370, 2005.

5. Schulz, T. J., “Optimal beams for propagation through random media,” Opt. Lett., Vol. 30,
No. 10, 1093–1095, 2005.

6. Baykal, Y., “Formulation of correlations for general type beams in atmospheric turbulence,”
J. Opt. Soc. Am. A., Vol. 23, No. 4, 889–893, 2006.

7. Baykal, Y. and H. T. Eyyuboglu, “Scintillation index of flat-topped-Gaussian beams,” Appl.
Opt., Vol. 45, No. 16, 3793–3797, 2006.

8. Liu, Q., C. Qiao, G. Mitchell, and S. Stanton, “Optical wireless communication networks for
first- and last-mile broadband access [Invited],” J. Opt. Net., Vol. 4, No. 12, 807–828, 2005.

9. Andrews, L. C. and R. L. Phillips, Laser Beam Propagation through Random Media, SPIE,
Bellingham, Washington, 2005.

10. Gradshteyn, I. S. and I. M. Ryzhik, Tables of Integrals, Series and Products, Academic Press,
New York, 2000.

11. Ishimaru, A., “Fluctuations in the parameters of spherical waves propagating in a turbulent
atmosphere,” Radio Sci., Vol. 4, No. 4, 295–305, 1969.

12. Ishimaru, A., Wave Propagation and Scattering in Random Media, Academic, New York, 1978.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 783

Propagation of Partially Coherent Beams after a Source Plane Ring
Aperture
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Abstract— The propagation properties of partially coherent beams passing through a source
placed ring aperture are examined. The derivation is based on the lowest order general beam
formulation, such that our results are applicable to a wide range of beams. In this study, our
focus is on fundamental Gaussian, cosh-Gaussian, cos-Gaussian, sinh-Gaussian, sine-Gaussian
and annular beams. The aperture consists of inner and outer parts, thus the middle hollow part
appears in the form of a ring. The propagation environment is turbulent.
From the graphical outputs of the beams investigated, it is seen that despite the existence of the
circular ring, during propagation, the beams tend to retain the basic profiles similar to the case
of no aperture, but depending on the inner and outer radius dimensions, the propagated beams
are reduced in intensity levels and become more spread. It is further observed that, when the
inner part of the aperture has nonzero radius, ring formations are developed at the outer edges
of the receiver plane intensities.

1. INTRODUCTION

In practical optical communication equipment, an aperture confinement of some type, usually a
circular shape, is readily built into the transmission apparatus. Here we also introduce an inner
part so that the eventual configuration is in the form of a ring consisting of an inner and outer
radius.

In literature, many sources have investigated the propagation of laser beams with a source
aperture confinement, usually coupled with the representation of the propagation environment as
ABCD matrix. In these works, the propagation medium is mostly taken to be free space, rather
than turbulent atmosphere. A collection of such studies is found in [1–8].

Recently there has also appeared a study concerning the propagation of beams in turbulent
atmosphere incorporating a source aperture confinement [9].

Our goal in this paper has been to extend the aperture treatment to the case of selected general
beams. Hence, this study is aimed at the in-turbulence propagation analysis of beams passing
through a source aperture configuration. In particular, within the context of general beam, our
graphical results cover cosh-Gaussian, sine-Gaussian and annular beams.

2. FORMULATION

As shown in [10], the source field of most popular beams contains a summation of two terms. In
radial coordinates, the mutual coherence function of partial coherent version of such beams is given
as

Γs(s1, s2, φ1s, φ2s) = exp
{−0.25

σ2
s

[
s2
1 + s2

2 − 2s1s2 cos(φ1s − φ2s)
]}

2∑

t1=1

2∑

t2=1

Ct1C
∗
t2 exp{−[kαt1s

2
1 + jVt1s1(cosφ1s + sin φ1s)]

−[kα∗t2s
2
2 − jV ∗

t2s2(cosφ2s + sinφ2s)]} (1)

s1, s2, φ1s and φ2s refer to the two distinct source coordinates, σs is the partial coherence parameter.
k = 2π/λ is the wave number with λ being the wavelength, α = 1/(kα2

0) + j/(2F0) where α0 and
F0 respectively indicate radial Gaussian source size and focusing parameter. Via the amplitude
parameters C, displacement parameters V and α together with their t1 and t2 subscripts, it is
possible to configure the general beam so that it will deliver fundamental Gaussian, cosh-Gaussian,
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cos-Gaussian, sinh-Gaussian, sine-Gaussian and annular beams [11]. We assume that prior to
propagation, the source given by Eq. (1) passes through a ring aperture with internal radius of a
and outer radius of b as shown in Figure 1.

The average intensity falling on a receiver plane which is L distance apart from the source plane,
can be calculated in terms of the Huygens-Fresnel integral as shown below [10]

<Ir(r, φr)> =
k2

(2πL)2

b∫

a

2π∫

0

b∫

a

2π∫

0

ds1dφ1sds2dφ2sΓs(s1, s2, φ1s, φ2s)s1s2

× exp
{

jk

2L
[−2rs1 cos(φr − φ1s) + s2

1 + 2rs2 cos(φr − φ2s)− s2
2]

}

× exp
{−1

ρ2
0

[s2
1 + s2

2 − 2s1s2 cos(φ1s − φ2s)]
}

(2)

In Eq. (2), the diffraction phenomena is expressed by the first exponential, while the second expo-
nential arises due to turbulence. In this second exponential, ρ0 is the coherence length of a spherical
wave propagating in the turbulent medium and under the conditions of Kolmogorov spectrum and
quadratic approximation, given by ρ0 = (0.545 C2

nk2L)−3/5, where C2
n refractive index structure

constant expressing the turbulence strength. Finally r and φr refer to the radial coordinates on
the receiver plane.

Upon substituting for Γs(s1, s2, φ1s, φ2s) in Eq. (2) from Eq. (1), the integration in Eq. (2) can
be solved with respect to s1 and φ1s in the manner described in [12–14], leaving the following double
integral

<Ir(r, φr)> =
0.25k2

πL2

2∑

t1=1

2∑

t2=1

∞∑

t=0

(0.25)t

(t!)2
Ct1C

∗
t2

(
kαt1−

jk

2L
+

1
ρ2
0

+
0.25
σ2

s

)−(t+1) t∑

p1=0

(2t)!!
2p1(2t− 2p1)!!

×
{[(

kαt1 −
jk

2L
+

1
ρ2
0

+
0.25
σ2

s

)
a2

]t−p1

exp
[
−

(
kαt1 −

jk

2L
+

1
ρ2
0

+
0.25
σ2

s

)
a2

]

−
[(

kαt1 −
jk

2L
+

1
ρ2
0

+
0.25
σ2

s

)
b2

]t−p1

exp
[
−

(
kαt1 −

jk

2L
+

1
ρ2
0

+
0.25
σ2

s

)
b2

]}

×
b∫

a

2π∫

0

ds2dφ2ss2 exp{−[kα∗t2s
2
2 − jV ∗

t2s2(cosφ2s + sin φ2s)]}

exp
{

jk

2L

[
2rs2 cos(φr − φ2s)− s2

2

]}

× exp
[
−s2
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(
1
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)] [
−2V 2
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4s2
2
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2

σ4
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− 2Vt1kr

L
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−
(

4jVt1s2

ρ2
0

+
jVt1s2

σ2
s

)
(cosφ2s+sin φ2s)−

(
4jkrs2

Lρ2
0

+
jkrs2

Lσ2
s

)
cos(φr−φ2s)+

2s2
2

ρ2
0σ

2
s

]t

(3)

where (n)!! = 1×3× . . . (n−1) or (n)!! = 2×4× . . . (n−1) depending on whether k is odd or even.
As explained in [12, 13], it does not serve much use to continue analytically with Eq. (3), thus it is
kept in the present form. Instead the routine mentioned in [12, 13] is employed for relatively rapid
evaluation.

3. RESULTS AND DISCUSSIONS

Although, the formulation in Eq. (3) can support a variety of beams, here due to space limitations,
we restrict our results to cosh-Gaussian, sine-Gaussian and annular beams. Thus, in this section
the intensity plots are offered for cosh-Gaussian, sine-Gaussian and annular beams, while they
propagate in turbulent atmosphere after having passed though the circular aperture of the source
plane. To permit cross-comparisons between the different beam types, for the cosh-Gaussian and
sine-Gaussian beams, we use the common settings of, α0 = 1 cm, F0 →∞, V = 200m−1, σs →∞,
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Figure 1: General layout of source and receiver planes and the source ring aperture configuration.

C2
n = 10−15 m−2/3. This means that collimated and coherent beams are examined in this study. For

annular beams on the other hand, the above settings are modified in the following way, α01 = 1 cm,
α02 = 0.8 cm, V = 0. Here α01 and α02 consecutively refer to primary and the secondary source
sizes. The individual intensity illustrations are arranged to coincide with propagation lengths of
L = 0, 1, 2, 5 km. The intensity graphs are drawn on the Cartesian transverse planes, where sx,
sy and rx, ry will respectively correspond to the Cartesian counterparts of the source and receiver
radial coordinates s, φs and r, φr encountered in Eqs. (1) and (3). The vertical axes of the plots
are labelled as IsN or < IrN > meaning that all intensity levels are normalized with respect to the
peak value of the source intensity obtained from Eq. (1) by setting Is(s, φs) = Γs(s, s, φs, φs). It is
worth pointing out that in order to obtain a problem-free (or reliable) intensity profile, as many as
26 terms had to be included in the most inner summation appearing in the first line of Eq. (3).
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Figure 2: Progress of an cosh-Gaussian beam along propagation axis with aperture ring dimensions of a = 0,
b = 2 cm.
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Figure 2 shows the progress of a cosh-Gaussian beam along the propagation axis with the
radius of interior ring, a = 0, that of the outer ring, b = 2 cm. Judging by the source intensity
plot (Plot 1), it is seen that an outer aperture radius of b = 2 cm allows almost all the source
intensity to be emitted from the source plane. In this manner, when Figures 2 and 3 are compared,
where the latter shows the propagation of the same cosh-Gaussian beam with the outer radius
of the aperture extending to infinity, hardly any noticeable difference is found. A closer joint
examination of Figures 2 and 3 will reveal that, the finite aperture (i.e., Figure 2) nevertheless
imposes more spreading on the beam, whilst also lowering its peak amplitudes. This is evident
from the comparison of Plots 2, 3 and 4 of Figures 2 and 3.
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Figure 3: Progress of a cosh-Gaussian beam along propagation axis with aperture ring dimensions of a = 0,
b = ∞.

In Figure 4, we introduce a finite interior part, that is a = 1 cm, for the source aperture of the
cosh-Gaussian beam. From Figure 4, it is seen that the existence of the nonzero inner part gives
rise to the emergence of bigger side lobes, formation of outer rings and more beam spreading. It is
interesting to note from Figures 2 and 4 that, the presence of an aperture at the source plane does
not hinder the beam evolution phases. That is, the evolutions discussed and demonstrated in [15]
for the unapetured propagation of cosh-Gaussian beam are valid here as well. Consequently even
with an aperture confinement, as observed from Figures 2 and 4, the cosh-Gaussian beam will still
transform into a cos-Gaussian beam upon propagation.

In Figure 5, the progress of the sine-Gaussian beam is displayed for and aperture configuration
of a = 0, b = 1 cm. Figure 5 proves that, this particular sine-Gaussian beam does not seem to be
affected by the presence of the aperture, such that it conveniently transforms into a sinh-Gaussian
beam after propagation. Considering the outer aperture size of 1 cm in relation foot-print of source
beam from Plot 1 of Figure 5, it easy to see that an aperture opening of 1 cm is able to transmit
the whole source beam intensity. Figure 6 shows the sine-Gaussian beam propagation for the case
of a = 1 cm, b = 2 cm. According to Figure 6, sine-Gaussian beam will again yield a sinh-Gaussian
beam after propagation, but due to the existence of the inner part of the aperture, outer rings will
be formed as well.

Finally we provide the illustration of annular beam. To this end, Figure 7 shows that, when a
source aperture confinement of a = 1 cm, b = 2 cm is used, annular beam will generate an outer
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ring of a complete circle in addition to the central peak. This behaviour is similar to unapertured
situations [16], except that the outer ring persists for greater distances.

4. CONCLUSION

We have analyzed the effect of a ring aperture placed on the source plane of the general beam
propagating in turbulent atmosphere. From the illustrations presented, it is observed that the
aperture does not have a major effect on the beam profile provided that its outer radius is in the
range of beam foot-print and has no interior part. When the ring aperture contains an inner part
however, it causes somewhat excessive spreading and the formation of outer rings in the received
intensity profiles.
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Abstract— A Physical statistical model based on GIS terrain incorporation, along with the
computationally efficient simulations of the electromagnetic channel and interferences in fixed
wireless links at mm-wavelengths, operating within sub-urban channels are presented. The abil-
ity for such predictions is highly demanded since it aids in the characterization, design and
deployment of the pertinent networks. Massive measurement campaigns were conducted over
several paths, for the purposes of modeling assessing. Since both the desired and interference
links in a cellular structure attain a dominant signal, knowledge of the Rician and the carrier-
to-interference ratio (CIR) distributions becomes an essential principle measure in determining
performances of millmetric channels; hence they were used for model evaluation purposes.

1. INTRODUCTION

Local Multi-Point Distribution Systems (LMDS) are the main potential applications for mm-
wavelength systems. Link design and deployment [1, 2] for such networks requires an understanding
of the underlying propagation channel and benefits from a quantitative description of the funda-
mental mechanisms that affect the integrity of the link, namely attenuation, noise and interference.
Development of analytical and numerical modeling tools enables the rationalization and optimiza-
tion of the system design and its main constraints, such as cost of deployment (cell size, frequency
and polarization planning), antenna parameters (positioning and radiation characteristics), and link
performance (coverage and outage probability at the receiver), by accounting for the impairments
introduced by the wireless channel.

Although the wireless link is fixed, the propagation channel is time-varying, because of the
motion of the objects within it, antenna displacements of the order of the wavelength of propa-
gation, as well the variability of the electromagnetic properties of the environment due to varying
weather conditions. In addition, at high frequencies, a geometric description of the environment at
sub-wavelength scale, including the coordinates of the hub and subscriber antenna locations and
orientation, is almost impossible. Hence, due to random errors in the geometrical presentation
and the time-varying nature of the channel, the analysis of the propagation mechanisms merits a
statistical description, based only on a coarse knowledge of the geometry, where, in essence, the
calculated fields and signals are random variables. From such a description, the expected value and
probabilistic distributions of the main link parameters can be deduced.

Papazian et al. [3] reported on radio coverage estimates and identified fundamental impairments
on the attenuation and its variability, as well as the delay spread, due to obstruction by buildings
and vegetation for LMDS with narrow- and broad-band measurements at 27.5–29.5 GHz in small
sub-urban cells. Further, Xu et al. [4] investigated the broadband and dispersive channel behavior
due to multipath for line-of-sight (LOS) links at 38-GHz under different weather conditions and
proposed a Rician model, along with a rain-rate dependent K-factor, for the short term variability
of the signal attenuation. The system and co-channel interference characteristics of representative
LMDS links were studied analytically and numerically by Gong and Falconer [5]. Their analysis
accounted for the subscriber and hub antenna characteristics, site diversity and power control.
The behavior and performance analysis of a non-LOS path, particularly benefiting from specular
reflection in a multipath environment, were presented by Muhi-Eldeen et al. in [6].

The present work aims at establishing and validating a physical electromagnetic statistical model
for an urban propagation channel and its physical representation, with particular consideration
of the fading margins of LOS links, which can be either direct or interfering. The frequency
of propagation is 40 GHz, according to the bands allocated for future European LMDS systems.
In particular, the study focuses on the analysis and measurements of the effects of scattering
on the direct and interfering electromagnetic fields in a LMDS link at mm-waves, taking place
in urban or sub-urban residential or industrial environments. The propagation environment is
statistically modeled from coarse digital GIS data and ad hoc reflectivity measurements. The
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electromagnetic (EM) field and signal power at the receiving station are considered random and
calculated employing irregular surface scattering methods, augmented by geometrical optics (GO)
techniques. The calculations assume realistic transmitting and receiving antenna systems and
directive gain patterns. The random nature of the EM fields suggests a presentation in terms of
Probabilistic Density Functions (PDF’s) and their associated first and higher order moments. Of
particular interest is the parameterization of the random simulations and their association with
universal statistical models, such as the Rayleigh and Rician distributions, i.e., the description of
the received field strength and the characterization of the channel in terms of simple parameters.
Such parameterization is useful in the classification of the environment and can be utilized in
network design and deployment. Power distribution effects of the environmental scatter, on both
the direct LOS hub-subscriber and possible interfering links in the uplink or downlink of the same
or adjacent frequency-duplex channels, which can occur in a fully deployed LMDS, are simulated
based on the proposed model.

The article is organized as follows: Section 2 outlines the propagation geometry and describes
the fundamental geometrical attributes of the model. In Section 3, the theoretical formulation
of the elementary scattering mechanism is presented, along with the derivation of the mean and
standard deviation of the field quantities, while Section 4 presents the proposed statistical model
for the propagation channel in terms of a Rician distribution and pertinent parameters. Finally,
representative narrowband measurements and comparisons with the predictions from EM field
simulations are presented in Section 5.

2. PROPAGATION GEOMETRY

The generic system geometry is illustrated in Fig. 1. A global system of coordinates (x, y, z) is
established, in which z = 0 represents the mean ground. The building surfaces, any site specific GIS
data, as well as the location of the antennas, are expressed in this reference system of coordinates.
On the other hand, the antenna radiation pattern functions are described and calculated with
reference to antenna associated coordinate systems, namely (x1, y1, z1) and (x2, y2, z2). The far-
field radiation pattern of the transmitter antenna in free space and in the direction of the unit
vector ŝ1 and at a distance s1 is written as

ET (ŝ1; s1) = eT (ŝ1)
e−jks1

s1
(1)

where eT (ŝ) is a pattern vector, depending only on the direction of the observation point with
respect to the corresponding antenna-attached coordinate system. A similar spatial dependency
applies for the spherical EM wave incident at the receiver antenna from a direction ŝ2 and a distance
s2. The raw GIS data used are translated and processed to provide polygonal plates, corresponding
to building surfaces, as defined by the coordinates of their corners.
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Figure 1: Urban scattering geometry.
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3. SCATTERING FORMULATION

The surface element in Fig. 2 is considered to be located at the Franhofer region of both the
transmitting and receiving antennas and, hence, the incident field is considered locally a plane
wave. If the total electric and magnetic fields at each point r of the surface area, normalized
with respect to the incident field wave factor exp(−jks1)/s1, are e and h, respectively, while the
corresponding incident fields are denoted by eT and hT , the scattered field Es from the surface
can be described in terms of a Stratton-Chu based integral [7]. Accordingly, a two-dimensional
representation of the scattered field in terms of the elevation of the ζ(ρ) above its mean plane
z = 0 reads

Es =
−jk

4π

e−jk0(s1+s2)

s1s2
·
∫∫

∆s

{
η0n̂× (h− hT )− ŝ2

[
n̂ · (e− eT )

]
+ ŝ2 ×

(
n̂× (e− eT )

)}

· exp [jk(q · ρ + qzζ(ρ))] · dxdy

nz

(2)

with ρ = xx̂ + yŷ and q = ŝ2 − ŝ1. A tangent plane approximation is subsequently employed for
the approximation of the field on the surface element, with respect of which, the total field at the
surface point r can be written as

e = eT + er, h = hT + hr (3)

with
er = R (ŝ1, n̂(ρ); ε(ρ)) · eT , hr = (ŝ2 × hr) /η0 (4)

In the above, R (ŝ1, n̂(ρ); ε(ρ)) signifies the local reflection dyadic matrix at the surface point
(ρ, ζ(ρ)) and η0 is the characteristic impedance of free space. Using Eqs. (3) and (4) into Eq. (2)
one obtains

Es ≈ jk

2π

e−jk0(s1+s2)

s1s2

(q̂ · ŝ2) R (ŝ1, q̂; ε(ρs)) · eT

qz
I(q̂) (5)

where
I(q̂) =

∫∫

∆s

exp [jk (q̂ · ρ + qzζ(ρ))] · dxdy (6)
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Figure 2: Geometry of a rectangular scattering surface.

3.1. The Mean Field
The variation of the electrical properties of the scattering surface, which are further discussed
below, is considered independent of the surface elevation above its mean level. Assuming discrete
values of the complex relative dielectric permittivity a relative PDF can be given by

pε(ε) = pnδ(ε− εn) (7)
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Further, assuming a PDF for the elevation of the surface points, with a characteristic function

p(Ψ) =
∫

pζ(ζ) · ejΨζdζ, (8)

then the mean value of the scattered field over a rectangular surface of dimensions S0 = 2Lx× 2Ly

becomes

Es ≈ jkS0e
−jk(s1+s2)

2πs1s2

(q̂ · ŝ2)P (kqz) sin (ckqxLx) sin (ckqyLy)
∑
n

pnR (ŝ1, q̂; εn) · eT

qz
(9)

3.2. Mean Field Power Density
The calculation of the mean power density of the scattered field involves the statistical average of
the products

Es
u(Es

v)∗ ≈
(

kq̂ · ŝ2

2πs1s2qz

)2

·
∑
m, n

∑
κ, µ

pnpmRuκ (ŝ1, q̂; εn) R∗
vµ (ŝ1, q̂; εm)

(
eT
κ

(
eT
µ

)∗) · J (q̂) (10)

with
J (q̂) =

∫∫

∆s

∫∫

∆s

exp
{
jk

[
q̂ · (ρ− ρ′) + qz

(
ζ(ρ)− ζ(ρ′)

)]} · dxdydx′dy′ (11)

4. STATISTICAL FORMULATION OF THE PROPAGATION CHANNEL

The scattering contribution from the urban propagation environment at the receiver is written as
the superposition of randomly distributed scattered components from a set of building surfaces or
elevated ground patches, i.e.,

es =
N∑

m=1

Es
m (12)

By virtue of the central limit theorem and given the large number of independent scattering surfaces
that contribute to the total diffused scatter, the field will be normally distributed, with zero mean
real and imaginary parts. The average received scattered power, assuming that contributions from
the different scattering surfaces are uncorrelated, equals the sum of the second order moments of
the fields, as given by Eq. (9). In particular,

(as)2 = es · (es)∗ =
N∑

m=1

Es
(m) ·

(
Es

(m)

)∗
=

N∑

m=1

∑
u

Es
(m), u ·

(
Es

(m), u

)∗
(13)

where the average of can be obtained for each polarization. The random scattered field power
intercepted by the receiving antenna is incoherently superimposed to the direct field power

pd =
(
ad

)2
= ed ·

(
ed

)∗
=

∣∣eT (ŝ0) · eR (−ŝ0)
∣∣2

s2
0

(14)

as well as that of a Geometrical Optics field reflected from a presumably infinite ground, which is
determined from

er = R (ŝr
1, q̂r; ε) · eT (ŝr

1)
e−jk(sr

1+sr
2)

sr
1 + sr

2

(15)

In summary, the signal at the receiver antenna terminals can be represented by the complex random
variable

r = a exp(jφ) = ad exp(jφd) + ar exp(jφr) + as exp(jφs). (16)

in which the envelope of ar exp(jφr)+as exp(jφs) is Rayleigh distributed, while the relative phases
are independent random variables, uniformly distributed in (0, 2π). Clearly, the envelope of the
total received signal, in the presence of a deterministic direct field, will have a Rician distribution,
i.e.,

fa(a) =
a

σ2
exp

(
−a2 + s2

2σ2

)
I0

(as

σ2

)
(17)
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with
2σ2 = E

[
|ar exp (jφr) + as exp (jφs)|2

]
= (ar)2 + (as)2 (18)

and s2 =
(
ad

)2. Introducing the Rician K-factor

K = s2/(2σ2) (19)

where σ signifies the scattered field power, the distribution of the total received power p = a2/2,
for a normalized direct field (s2 = 1), becomes

fp(p) = 2K exp[−K(2p + 1)] · I0

(
2K

√
2p

)
(20)

Given a set of random, simulated or measured data, the K-factor can be derived from the mean
µp = σ2 + s2/2 and standard deviation σ2

p = σ4 + s2σ2 of received power samples and the formula

K =

√
µ2

p − σ2
p

µp −
√

µ2
p − σ2

p

(21)

which is obtained from the definition in Eq. (12). The determination of the K-factor allows the
complete narrowband characterization of the flat-fading effects of the wireless propagation channel,
namely the effects of building and ground scatter to the received signal, signal-to-noise and signal-
to-interference ratio variability. Hence, such a characterization of the wireless channel reduces to an
approximate derivation of the Rician K-factor. The latter attains high values for LOS links where
the direct boresight field from the transmitter dominates the receiver signal, but it can reduce to
smaller values for long interfering links and, eventually, degenerates to a Rayleigh distribution for
NLOS or ideal, cross-polarization reception.

Interference studies of the same type of channel are restricted to LOS conditions for both the
interfering and useful links. The envelope for both links will follow a Rician distribution with
different K-factors, nominally a much higher value for the direct link. It can be shown [10] that
the co-channel SIR is distributed according to the PDF

fz(z) =
2zb

(b + z2)2
exp

(
−KIz

2 + Kb

b + z2

)
·
[(

1 +
Kz2 + KIb

b + z2

)
I0(c(z)) + c(z)I1(c(z))

]
(22)

with

c(z) =

√
4KKIbz2

b + z2
(23)

and b = σ2/σ2
I is the ratio of the scattered field power of the direct over the interfering link, and

KI denotes the K-factor of the Rician distributed interfering link.

5. MEASUREMENTS AND DISCUSSION

In addition to fading impairments to the direct link, a number of interference scenarios have been
investigated both numerically and experimentally by the authors in [11]. The objective here is the
determination of the PDF of a random carrier to co-channel interference ratio (CIR) for different
antenna positions, orientations and gains within the environment and, subsequently, the character-
ization of the wanted link and the cumulative scattered fields standard deviations. A map of one
of the several experimental links investigated is shown in Fig. 3.

In all link measurements, a standard 20 dBi horn antenna placed on an elevated position above
the highest point within the useful propagation environment, is used as a transmitter of a vertical
or horizontal wave. The receiver antennas are placed on top of a mobile platform at approximately
3.5m above street level. Pyramidal horn antennas with gains of 10, 15 and 20 dBi and lens antennas
with 29 dBi and 44 dBi of nominal gains at 40 GHz have been utilized in the measurements. In the
simulations, the pyramidal horn antenna radiation patterns are described in terms of the analytical
expression in [16].

On the other hand, higher than 20 dBi antennas are represented as circular apertures of uniform
field distribution and dimension that provide the same gain and beamwidth in the boresight direc-
tion. The transmitter comprises a Gunn diode oscillator, in a temperature controlled environment,
that provides a stable reference between 39.75 and 40.25GHz.
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Figure 3: Aerial photo of the industrial link.

The received signal is down-converted to an intermediate frequency, amplified, peak-held and
sampled with a resolution bandwidth of 1 MHz. Its associated distribution functions are obtained
from the sampling of the received signal, while translating the receiver antenna in directions longi-
tudinal or transversal to the direct link axis, with a maximum displacement of 50 wavelengths from
its central position, with approximately 800 signal power samples recorded for each run. Within
this displacement window the moving average of the signal power samples is relatively constant.
Varying receiver antenna position is equivalent to a fixed link being presented by a stochastically,
time-varying scattering environment.

Plots of the PDF of the measured data in most LOS cases observes a Rician distribution, which
degenerates to a Rayleigh distribution for cross-polar arrangements and as the receiver recedes
towards the edge of the coverage area.

In Figs. 4–5 the PDF of the normalized received signal power, as obtained from either the
measurements or the random simulations are shown and compared with the theoretical distribution
for a normalized envelope Rician distribution and for the two main links considered (TX1-RX and
TX2-RX in Fig. 3).
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Figure 4: PDF of the received field and comparisons with the theoretical Rician and the distribution obtained
from simulations for the vertical polarization: (a) TX1 link; (b) TX2 link.

The horizontal polarization case, not shown here, show a similar probabilistic behavior with that
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of the vertical polarization in Fig. 4. Fig. 5 illustrates the cross-polarization case (transmitted field
horizontally polarized and vertically polarized receiver antenna) and the comparison is made against
the Rayleigh distribution. The minor discrepancy between the measurements and the simulations
is due to the assumption of ideal orthogonal patterns in the simulations, which is not the case in
practice resulting in higher direct field components.
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Figure 5: PDF of the received field and comparisons with the theoretical Rician and the distribution obtained
from simulations for the cross-polarization case: (a) TX1 link; (b) TX2 link.
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Figure 6: PDF of the co-channel CIR between TX1
and TX2 for a 20 dBi receiver and transmitter an-
tenna gains and the vertical polarization case.
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Figure 7: PDF of the co-channel CIR between TX1
and TX2 for a 20 dBi receiver and transmitter an-
tenna gains and the horizontal polarization case.

Figures 6–8 illustrate the probabilistic behavior of the CIR, where TX2-RX and TX1-RX are the
wanted and interfering links, respectively. It becomes evident from comparisons with the theoretical
(solid) curve that the CIR observes the distribution of the ratio of two Rician channels, referred
to as the Oetting’s distribution. Again, the theoretical distribution is based on the K-factors and
ratio of the scattering field powers of the two links, as derived from the statistical analysis of
the measured data samples and application of Eqs. (19) and (20). The probabilistic distribution
and the underlying statistical parameters of the measured data and signal samples from random
simulations shows good agreement, especially for the co-polarization case.
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Figure 8: PDF of the co-channel CIR between TX1 and TX2 for a 20 dBi receiver and transmitter antenna
gains and the cross-polarization case.

6. MODEL APPLICATIONS

The novel physical-statistical model proposed has a number of potential applications, some of
which are considered for future and futher work. One of the crucial applications of the model is
the parameterization of the physical attributes of the channel and the associated electromagnetic
mechanisms and, ultimately, the representation of the channel in terms of Rician parameters for
a line-of-sight received field power. With those parameters, the model enables the prediction cell
SIR statistics and distributions. Furthermore, with typical system values in consideration for BER
thresholds (modulation dependent) and capacity factors (outage probabilities and coverage) along
with the utilization of digital topographical data, and site-specific information (materials reflec-
tion coefficients and roughness factors), any cell plans can be evaluated, enabling the estimating
the minimum frequency reuse distances and average cell radii calculations, which in turn, aid in
minimizing interference levels for optimum system performances. In an interference limited en-
vironment, such predictions incorporating antenna heights and patterns become essential for any
millimeter radio system design.

7. CONCLUSIONS

A stochastic model for the characterization of fixed wireless links operating in millimeter wave
frequencies in urban propagation environments was presented. The model was based on a physical
representation of the electromagnetic scatter by irregular surfaces comprising the propagation en-
vironment, with large-scales irregularities, augmented with realistic assumptions on the statistical
description of the cumulative scattered, ground reflected and direct fields. Random simulations
have been conducted and compared with measurements showing good agreement in the prediction
of the main statistical parameters and, in particular the K-factor and the relative power of the
scattering field contribution, thus verifying the main assumptions relating to the received signal
strength and CIR distributions, including the validity of the Rician model in describing the signal
envelope variability and outage probability in complex urban environments.
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Broadband VCO Using Tunable Metamaterial Transmission Line
with Varactor-loaded Split-ring Resonator

Jaewon Choi, Hyoungjun Kim, Chongmin Lee, and Chulhun Seo
University of Soongsil, Korea

Abstract— In this paper, the broadband voltage-controlled oscillator (VCO) using tunable
metamaterial transmission line with varactor-loaded split-ring resonator (VLSRR) is presented.
It is demonstrated that VLSRR coupled to microstrip line can lead to metamaterial transmission
line with tuning capability. The negative effective permeability is provided by the VLSRR in a
narrow band above the resonant frequency. The bias of VLSRR is controlled by the varactor
diodes. The phase noise of VCO is −108.84 ∼ −106.84 dBc/Hz @ 100 kHz in the tuning range,
5.407 ∼ 5.84GHz. The figure of merit (FOM ) called power-frequency-tuning-normalized (PFTN )
is 20.144 dB.

1. INTRODUCTION

In the last few years, the need for more frequency bands has been increasing in the telecommu-
nications with the emergence of new standards. The implementation of multi-band voltage VCO
attracts much attention because a tuning range of VCO is one of the most critical elements for
multi-standard frequency synthesizers using frequency fractional-N PLL, for example, in which the
resolution frequency is infinite [1].

SRRs are sub-wavelength resonators able to inhibit signal propagation in a narrow band in the
vicinity of their resonant frequency, provided the magnetic field is polarized along the axis of the
ring. This has been interpreted as a result of the extreme values (positive/negative) of the effective
permeability below/above SRRs resonance. Alternatively, this frequency-selective behavior can be
explained by the induced current loops in the rings at resonance. These current loops are closed
through the distributed capacitance between concentric rings. From this, SRRs can be operated
as LC resonant tanks that can be externally driven by a magnetic field and are therefore able to
inhibit signal propagation in a certain narrow band if they are properly oriented [2–4].

In the previous papers, it was shown that SRRs loaded with varactor diodes achieved electronic
tuning in SRR-based notch filter. This is due to the variable capacitance, which allows for certain
control of the resonator’s frequency. In this paper, the broadband VCO using this resonance
frequency tuning property of VLSRR is presented.

2. VARACTOR-LOADED SPLIT-RING RESONATOR DESIGN

Figure 1 shows the two topologies. One is the untunable circular SRR originally proposed by
Pendry, and the other is the tunable VLSRR originally proposed by F. Martin, J. G. Garcia. It is
similar to the topology originally proposed by Pendry, although the separation s between rings is no
longer uniform in order to connect the varactor diode between the internal and external conductors.
Namely, the distance of the region where the varactor diode is placed is increased. Also, a metal
pad is added to the center of the particle for easy diode biasing, and square-shaped rings have
been considered to enhance the coupling between the microstrip line and the rings. With this
structure, the electromagnetic behavior of the VLSRRs does not substantially differ from that of

   

  

  
s

w w
s

w

w

(a) (b)

Figure 1: (a) Untunable circular SRR, (b) Tunable varactor-loaded SRR (VLSRR).
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the SRRs, except for the fact that certain electronic control of the resonant frequency is possible
by the varactor diodes. These are connected between the inner and outer conductors and affect
the edge capacitance corresponding to the right half of the structure. Another difference between
SRRs and VLSRRs concerns their excitation of current loops at resonance. In the former, these
currents are mainly induced by the magnetic field flowing into the inner ring, whereas in VLSRRs,
the rings’ excitation is mainly obtained by the magnetic field penetrating the inter rings’ region
where the varactor diodes are placed.

Since the equivalent capacitance is given by the edge capacitance between concentric rings, the
resonant frequency can be made very small by decreasing the rings’ separation s. Concerning the
line-to-VLSRR coupling, we have a priori assumed that VLSRRs can be driven either by the axial
magnetic field generated by the line (inductive coupling) or by the electric field generated between
the line and the external ring (capacitive coupling). Both couplings have been properly modeled by
means of the mutual inductance and the edge capacitance between the line and the external ring.
As shown Figure 1(b), the right-hand arm of the outer ring has been shortened, since no appreciable
current flows through it. Namely, the electric current is mostly absorbed by the varactor diodes,
preventing it from circulating across the portion of the external ring comprised of the diode junction
and the slit [2].

3. DESIGN OF TUNABLE METAMATERIAL TRANSMISSION LINE WITH VLSRR

Based on the frequency selective properties of SRRs, we have designed the compact stop band filter
in microstrip. Tunability in the metamaterial transmission line has been achieved by replacing the
conventional SRRs by VLSRRs. These structures have been optimized to obtain high magnetic
coupling between the line and the rings and hence high rejection levels in the forbidden bands. For
the coplanar waveguide (CPW) stop band filters, SRRs have been etched in the back substrate
side, underneath the slots, while for the microstrip structures, the rings placed in close proximity
to the conductor strip have been designed with a square-shaped geometry in order to enhance
line-to-VLSRR coupling.

Figure 2 shows the layout of the tunable metamaterial transmission line with a two-stage proto-
type device. Figure 2(a) and (b) show the top view and the bottom view of the layout, respectively.
In this design, the topology of Figure 1(b) has been used, and we have included the inductive chokes
between the rings and the voltage source to further prevent an RF path to ground through the
series resistance of the voltage source. As shown in Figure 2(b), the rectangular box indicates the
inductive chokes. The circular white box indicates the connection between the signal plane and
the ground plane as the voltage source biasing. The voltage source is fed at the end of the line
for supplying power in the ground plane. The effects of losses associated with the presence of the
VLSRRs are reduced by this way. We have used the chip-inductor as the inductive chokes. The
designed device consists of a 50Ω microstrip line with two VLSRR pairs placed at both sides of
the line. The tunable metamaterial transmission line was fabricated on Taconic substrate with a
dielectric constant of 3.2 and a thickness of 31 mils. To tune the rejection position of the resonator,
M/A-COM’s MA46H202 varactor diodes have been used. These devices exhibit a high capacitance
ratio of 0.6 ∼ 7.0 pF @ 0 ∼ 26V. This capacitance range affects the edge capacitance of the rings,
and therefore is adequate for our purposes. With regard to VLSRR dimensions, this has been
estimated to provide a resonant frequency in the vicinity of 5.4 GHz. The ring strip widths are
w = 0.2mm, while the separation between rings has been set to s = 0.2mm, except at the right
edge of the structure, where this dimension has been increased to provide sufficient space for the

(a) (b)

Figure 2: Layout of the two-stage tunable metamaterial transmission line (a) Top view, (b) Bottom view.
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varactor diodes. To enhance the coupling between the line and the rings, their separation has been
minimized as much as possible.

Figure 3 shows the fabrication of the tunable metamaterial transmission line, and the measured
frequency response is depicted in Figure 4. As expected, a stopband behavior with tunable capa-
bility is obtained. A wide tuning range has been obtained with rejection levels of −31 ∼ −8 dB @
5.37 ∼ 5.87GHz (about 500 MHz). If the varactor diodes are absent, the current loops do not flow
to the inner ring and bias pad, and this resonance is that corresponding to a single ring with an
aperture. However, if the varactor diodes are added, the whole current flows through the varactor
diodes. The frequency response of the device is decreased, and the bias of the varactor diodes can
be controlled by the control voltage. At low varactor diode control voltage, the contribution of the
varactor diodes to the whole capacitance is greater, and therefore, the effects of losses decrease.
This explains the rejection reduction when the control voltage is increased [2].

(a) (b)

Figure 3: Fabrication of the two-stage tunable metamaterial transmission line (a) Top view, (b) Bottom
view.

(a) (b) (c) (d)

Figure 4: Measured frequency response (a) 5.37 GHz, (b) 5.57GHz, (c) 5.72 GHz, (d) 5.87 GHz.

4. BROADBAND VCO DESIGN

The proposed broadband VCO using tunable metamaterial transmission line has been fabricated
on Taconic substrate with a dielectric constant of 3.2 and a thickness of 31 mils, and designed by
using NEC’s NE661M04 BJT device and M/A-COM’s MA46H202 varactor diodes. Figure 5 shows
the fabrication of the proposed VCO.

The proposed VCO’s tuning range has been 5.407 ∼ 5.84GHz @ 0 ∼ 26V and the VCO has
presented the phase noise which has been−108.84 ∼ −106.84 dBc/Hz @ 100 kHz. The output power
and the harmonic characteristics of VCO have been obtained 7.0 dBm and −16.0 dBc, respectively.
Figure 6 shows the measured output power and the phase noise of the proposed VCO at the lower
and upper frequency bands. In order to prove the improvement of the tuning range, the performance
of the proposed VCO has been compared with VCO using the conventional SRR. The VCO using
the conventional SRR has been fabricated on Taconic substrate with a dielectric constant of 3.2
and a thickness of 31 mils. The tuning range of the proposed VCO and VCO using the conventional
SRR has been result in 430 MHz (5.407 ∼ 5.84GHz) and 108 MHz (5.746 ∼ 5.854GHz) at the same
varactor diode control voltage range, 0 ∼ 26V, respectively. The widened tuning range has been
322MHz (four times) compared with VCO using the conventional SRR. The tuning range property
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of VCO using the conventional SRR and the proposed VCO is plotted in Figure 7 in the same
control voltage, 0 ∼ 26V.

Figure 5: Fabrication of the proposed broadband VCO using tunable metamaterial transmission line with
two-stage VLSSRs.

 
 
 

 

 
 
 

(a) (b) (c)

Figure 6: Measured results (a) Output power (full spectrum), (b) Phase noise at lower band (5.407 GHz),
(c) Phase noise at upper band (5.84 GHz).

Figure 7: Comparison of the tuning range between the proposed VCO and VCO using the conventional SRR.

To take tuning range into account in the comparison of different VCOs, a figure of merit (FOM )
called power-frequency-tuning-normalized (PFTN ) [5]

PFTN = 10 log

[
kT

P sup
·
(

ftune

foff

)2
]
− L {foff} (1)
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has been used, where L{foff} is the phase noise at foff offset from the carrier frequency at fo and
Psup is the total dc power dissipated in VCO. ftune = fmax − fmin. PFTN is a unitless figure of
merit expressed in dB. A larger PFTN corresponds to a better VCO. The PFTN of the proposed
VCO is 20.144 dB. Compared with VCO using the conventional SRR, the PFTN has been improved
in 25.607 dB.

5. CONCLUSION

In this paper, the broadband VCO using tunable metamaterial transmission line based on two-
stages VLSRR is presented. It is demonstrated that VLSRR coupled to microstrip line can lead
to metamaterial transmission line with tuning capability. The negative effective permeability is
provided by VLSRR in a narrow band above the resonant frequency. The bias of VLSRR is
controlled by the varactor diodes. The phase noise of VCO is −108.84 ∼ −106.84 dBc/Hz @
100 kHz in the tuning range, 5.407 ∼ 5.84GHz (about 430 MHz). FOM called PFTN is 20.144 dB.
Compared with VCO using the conventional SRR, the widened tuning range has been 322 MHz
(four times), and PFTN has been improved in 25.607 dB.
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Design for PCS Antenna Based on WiBro-MIMO
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Abstract— This paper presents a design of wireless broadband (WiBro)-multi-input multi-
output (MIMO) and personal communication service (PCS) antenna for practical mobile phone.
To decrease the mutual coupling of WiBro-MIMO antenna, it is considered on the projected
ground structure. In addition, two type PCS antennas for multi-function mobile phone are
designed. The proposed antennas are well resonated in each operating frequency band. The
measured bandwidths of 3-demensional (3D) and 2-demensional (2D) PCS antennas are 110 MHz
and 130MHz below −10 dB, respectively. The isolations between WiBro-MIMO and two PCS
antenna are below −15 dB by 2D antenna type and −20 dB by 3D antenna type, respectively.
The printed IFA has shown a better performance than modified planner IFA with spiral and
shorting strip.

1. INTRODUCTION

A multi-input multi-output (MIMO) antenna system is a well-known technique to enhance the
performance of wireless communication systems. Channel capacity of a MIMO antenna system is
much larger than that provided by the conventional wireless system [1, 2]. In order to create a
MIMO antenna system on wireless handy device, two or more antenna elements could be placed in
a very small space. Due to the complex and narrow structure in the mobile handy terminals, the
space which is arrowed for antenna is extremely restricted. Thus, in case of a MIMO antenna in
mobile handy terminal, the mutual coupling including radiation pattern coupling between closely
arrayed antenna elements causes the decrease of a MIMO antenna performance. It means that we
must consider not only the antenna size but also the suitable antenna array method to design the
MIMO antenna system for mobile handy terminal.

In this research, a 2-channel wireless broadband (WiBro)-MIMO antenna and 1-channel personal
communication service (PCS) band antenna are designed for internal type of mobile phone. The
antenna elements are employed the planner spiral antenna with shorting strip line antenna and the
printed inverted F antenna (IFA), due to its compact size and simple fabrication. All PCS antennas
are designed based on modified ground structure for high isolation characteristics.

2. WIBRO-MIMO AND PCS BAND ANTENNA

Figure 1 shows the 3-demension (3D) PCS band antenna with the 2-channel WiBro-MIMO antenna
band [3]. The antenna for PCS is designed planar spiral antenna with shorting strip line between

(a) (b)

Figure 1: Proposed 3D PCS antenna configuration, (a) Whole antenna configuration, (b) Configuration of
3D PCS band antenna.
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two WiBro antenna elements. That structure is considered by conventional planner IFA based.
The proposed antenna is designed of 3D structure on the ground between 2-channel WiBro-MIMO
antennas. The antenna used an air space to increase the isolation and bent microstrip line like
a spiral turned to inner for good isolation in PCS frequency band. Fig. 1(b) shows the antenna
structure for PCS band. As shown in the Fig. 1(b), the PCS antenna structure is considered for
increase of isolation characteristics. The slit is applied to expand the physical electric length of
antenna as shown Fig. 1(b). An air space is employed between PCS band WiBro antennas for good
return loss and bandwidth. We examined return loss of PCS antenna with various height of the
space. Finally, we decided to 3 mm height because it has a good return loss.

(a) (b)

Figure 2: Proposed 2D PCS antenna configuration, (a) Whole antenna configuration, (b) Configuration of
2D PCS band antenna.

Figure 2(a) shows a multi-band antenna configuration which includes the PCS band antenna with
a 2-channel WiBro-MIMO antenna band. As shown Fig. 1(b), the proposed antenna has a volume,
thus, it is named a 3D PCS antenna. It is designed the printed IFA between two WiBro antenna
elements. This antenna is located within a plan, therefore, it is named 2D PCS antenna. Due to
the restricted space, it is used a bent microstrip line for good return loss at operating frequency
band. Generally, the bandwidth of an IFA antenna is determined by the distance between antenna
and ground plane. However, in this design, the distance between antenna and ground plane of the
IFA antenna is reduced because of the bent line. Thus, it is used a slit on the ground plane to
increase the distance between antenna and ground plane of the IFA antenna. Fig. 2(b) shows the

 

(a) (b)

Figure 3: The calculated S-parameters of the proposed antenna, (a) 3D PCS and WiBro-MIMO antenna,
(b) 2D PCS and WiBro-MIMO antenna.
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IFA for PCS band. As shown in the Fig. 2(b), there is a slit on the ground plane of the IFA for the
wide bandwidth of the IFA. In this antenna structure, the antenna bandwidth is determined by the
slit height. We examined the antenna bandwidth with various height of the slit and determined
with 1.5 mm because it has a good bandwidth.

Figure 3(a) shows the calculated S-parameters of the proposed 3D PCS and WiBro-MIMO
antenna. The proposed antenna is well resonated in the PCS and WiBro bands, respectively. The
bandwidth of PCS antenna has about 140 MHz which requiring on PCS system. On the other hand,
because the isolation between two frequency bands is high, the WiBro antenna characteristic is not
much affected by the PCS antenna. The mutual couplings between three antennas are calculated
maximum −15 dB below at all frequency bands. Fig. 3(b) shows calculated results of the proposed
2D PCS antenna. The bandwidth of antenna for PCS band is 110 MHz. The 2-channel WiBro
antenna is operated at 2.35 GHz. On the other hand, because the isolation between two frequencies
bands has a good performance, the WiBro antenna characteristic is not much affected by the PCS
antenna. The mutual couplings between three antennas are calculated maximum −20 dB below
at all frequency bands. The mutual coupling of 2D PCS antenna is lower than that of 3D PCS
antenna. However, that performance shows still good isolation characteristics and the bandwidth
is also larger 30 MHz than 3D PCS antenna’s one.

(a) (b)

Figure 4: Calculated radiation patterns of PCS band antenna at 1.8 GHz, (a) 3D PCS band antenna, (b)
2D PCS band antenna.

Figure 4 shows the calculated radiation patterns of two proposed PCS antennas. The solid
line shows the YZ-plane (H-plane) of the antenna, and it also shows the typical H-plane radiation
pattern of the IFA. However, it is tilted to Y direction because the bent of microstrip line leans to
the Y direction. The dotted line shows the XY-plane (E-plane) radiation pattern of the antenna,

(a) (b)

Figure 5: Photograph of proposed antennas, (a) With 3D PCS antenna, (b) With 2D PCS antenna.
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it also shows the typical E-plane radiation pattern of the IFA. Due to the reflection of the PCB
board, the main beam of the E-plane is toward to 0 degree. Even though the bent of microstrip
line and PCB board effect to the antenna radiation patterns, the PCS band antenna shows a good
radiation pattern for communication.

Figure 5 shows the photographs of the proposed antenna for the 2-channel WiBro-MIMO an-
tenna with the PCS antenna. The PCS band antennas are designed using the 2D printed IFA and
3D modified IFA between two WiBro antenna elements.

(a) (b)

Figure 6: The measured S-parameters of the proposed antenna, (a) 3D PCS and WiBro-MIMO antenna, (b)
2D PCS and WiBro-MIMO antenna.

Figure 6 shows the measured S-parameters of the fabricated multi-channel antenna. As shown
in the Fig. 6, the measured S-parameters of the fabricated antenna are shown the good agreement
comparing with the calculated results on Fig. 3. Only due to the effect of the connector and coaxial
cables of the each antenna for feeding, antenna bandwidth of 2D PCS antenna reduced about
10MHz. However, it still satisfies the bandwidth requiring in PCS communication.

(a) (b)

Figure 7: The measured radiation patterns at 1.8 GHz, (a) 3D PCS antenna, (b) 2D PCS antenna.

Figure 7 and Fig. 8 show the measured radiation patterns of the fabricated PCS band antenna
and the 2-channel WiBro antenna, respectively. They show the reasonable agreement comparing
with calculated ones. The back lobes in Fig. 7(a) and (b) are considered by the effect of the
connector and the coaxial cables. Additionally, made lobes to X-direction in Fig. 7(a) is considered
by the effect of cable near the shorting-strip line. As shown in Fig. 8, we confirm that the proposed
two PCS antenna is not affected to radiation pattern of 2-channel WiBro-MIMO antennas.
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(a) (b)

Figure 8: The measured radiation patterns of the WiBro antennas, (a) 2-channel WiBro-MIMO antenna
with 3D PCS, (b) 2-channel WiBro-MIMO antenna with 2D PCS.

3. CONCLUSION

A compact WiBro-MIMO and two type PCS antenna are proposed. The isolation between each
WiBro-MIMO antenna elements is considered using projected ground structure. The S-parameters
and radiation patterns are examined and they show reasonable agreements with the simulated
results. The characteristics of proposed PCS antennas are satisfied the Korean PCS operating
frequency band. The measured bandwidth of 3D and 2D PCS antenna are 110 MHz and 130MHz,
respectively. The isolations between WiBro-MIMO and two PCS antenna are below −15 dB by 2D
type and−20 dB by 3D type antenna, respectively. The printed IFA has shown a better performance
than modified planner IFA with spiral and shorting strip.
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Design of Dual-polarization Stacked Arrays for Wireless
Communications

Adel Mohamed Abdin
Department of Communications and Electronics, Shorouk Academy, Cairo, Egypt

Abstract— A novel dual-polarized stacked antenna array is designed and built for broadcasting
satellite orbital positions. It is working in the 12.43-12.53 GHz band (space-to-Earth). The
patches in the bottom layer are fed diagonally by a microstrip line. The upper layer is stacked
above the bottom one to increase the operating bandwidth. The design parameters are simulated
and optimized using IE3D (Zeland) software to get the suitable S-parameters and radiation
performance. The measured and simulated results are very close. The results show that the
antenna seems very promising and useful for wireless applications.

1. INTRODUCTION

During the last few years there has been an enormous expansion in wireless communication systems
and the number of people using these services. The designed antenna is suitable for the 12 GHz
Broadcasting Satellite Service (BSS) frequency bands. It is working in the frequency band 12.43-
12.53GHz. In the usage of such antenna, besides having good performance, another main concern
is the availability of a simple and low-cost antenna. Single-feed planar antennas can be easily
integrated. This antenna has dual polarization. However, in order to reduce the polarization
sensitivity of the antenna, the feed-point can be placed on the diagonal of the patch [1–4]. The
difficulty in building such an antenna array arises from simultaneously trying to meet two opposing
design requirements. The designed array antenna is shown in Figure 1, has a gain of 9.9 dBi, with
a minimum half-power beamwidth (HPBW) (13.2356◦, 75.3584◦) and antenna efficiency is nearly
74%. A simulation is carried out to investigate the effects of varying several physical parameters
such as dummy patch size, spacing between the lower and upper patches, and spacing between the
patches. The impedance characteristics, radiation pattern, return loss (S11), and voltage standing
wave ratio (VSWR) for the designed array are simulated and analyzed using IE3D (Zeland) software.
S11 and VSWR are measured and compared with the simulated one.

x 

y

Figure 1: The designed 2× 4 antenna array.

Ground plane 

Plastic 

FR4, r =4.7

Teflon,  r = 2.2

 ε 

 ε 

Figure 2: The geometry for the stacked arrays.

2. ELEMENT ANTENNA

The antenna has two layers; the lower one is fed by a microstrip line. The upper layer is dummy
and stacked above the bottom one. The bottom array was fabricated on a dielectric substrate called
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Teflon with hL = 0.787 mm, εrL = 2.2, area of 62.5 × 28mm, and spacing between patches in x
and y-directions are 21 and 19.5 mm respectively. The lower patch is a square and its side equal
8mm. The upper array was fabricated on a dielectric substrate called FR4 with hU = 1.55mm,
εrU = 4.7, area of 78× 33mm, and spacing between patches in x and y-directions are 21× 21mm
respectively. The dimensions of the upper patch and the spacing between the excited antenna
and the stacked one have been adjusted to minimize the return loss to nearly -35 dB using IE3D
(Zeland) software. The optimized values of the spacing between the upper and lower arrays and
the dimensions of the upper patch are 6.4, 11, and 9 mm, respectively. The geometry of the stacked
arrays is shown in Figure 2. A quarter wavelength microstrip transformer of impedance 70.7Ω
measuring 4.2× 1.339mm is used to match the input impedance of a single antenna (50 Ω) to the
transmission line (T.L) of impedance (100 Ω) as shown in Figure 1. The widths of the 50Ω and the
100Ω T.L are 2.377 and 0.6547 mm respectively.

Figure 3: The fabricated 2× 4 antenna array.

 
 

Figure 4: The simulated 3-D radiation pattern
of 2 × 4 dual-polarized stacked antenna array at
12.484 GHz.

3. ARRAY ANTENNA

The geometry for the stacked antenna arrays is shown in Figure 2. The designed and fabricated 2×4
planar antenna arrays are shown in Figure 3. The lower layer consists of 8-elements with corporate
feeding network. This feeding was designed to give equal amplitude and phase to each element.
The excited array with the upper stacked layer gives S11 = −35.174 dB and VSWR = 1.03661 at
the center frequency 12.484GHz.

Table 1: Different parameters for the radiation pattern.

Frequency 12.484 (GHz)
Incident power 0.01 (W)
Input power 0.00989911 (W)

Radiated power 0.00735981 (W)
Average radiated Power 0.000585675 (W/s)

Radiation Efficiency 74.3481%
Antenna Efficiency 73.5981%

Gain 9.8739 dBi
Directivity 11.2052 dBi

3 dB Beam width (13.2356, 75.3584) deg

The principle simulated radiation pattern of the antenna is shown in Figure 4. The gain,
directivity, efficiency, and beamwidth of the dual-polarized 2× 4 stacked microstrip array antenna
are summarized in Table 1.
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The simulated and measured return loss (S11) and VSWR of 2×4 dual-polarized stacked antenna
array are shown in Figures 5 and 6 respectively. The simulated and measured results are very close.
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Figure 5: Measured and simulated return loss (S11)
of 2× 4 dual-polarized stacked antenna array.
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Figure 6: Measured and simulated VSWR of 2 × 4
dual-polarized stacked antenna array.

Figure 7: Impedance for variation of frequency.

The impedance smith chart obtained for the designed array is shown in Figure 7. The size of
the upper patches and the distance between the upper and the lower layers are adjusted to have
good matching. For the plot, it shows that the points are located at the middle of the circle as the
frequency becomes nearer to the center frequency. Hence, this indicates that the matching of this
antenna is quite good, as the desired location of the points should be in the middle of the circle
(50Ω). Selected points from the impedance smith chart are listed in Table 2.
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Table 2: Selected points from the impedance Smith chart obtained for the designed array.

No F (GHz) Re (Zs) Im (Zs)
1 12.46 51.5183 1.01222
2 12.45 56.8377 1.69282

4. CONCLUSIONS

A novel dual-polarized 2 × 4 stacked microstrip array antenna was developed at 12.484 GHz and
presented numerically and experimentally. The effects of changing different physical parameters,
such as the spacing between the upper and lower layers, the area of the upper patches, and the
spacing between elements in upper and lower arrays have been studied through the simulation to
optimize the design. The simulated and measured return loss of the designed antenna is−35.174 dB,
a VSWR of 1.03661, a gain of 9.9 dBi, and the 3 dB beamwidth is 13.2356◦.
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A High Linearity and Efficiency Doherty Power Amplifier for
Retrodirective Communication

Xiaoqun Chen, Yuchun Guo, and Xiaowei Shi

National Key Laboratory of Antennas and Microwave Technology, Xidian University
Xi’an 710071, China

Abstract— This paper presents a Doherty power amplifier with advanced design methods
for high efficiency and linearity applied to retrodirective communication system for high peak
to average power ratio (PAR). A special inverted Doherty topology is proposed in order to
optimize the average efficiency of Doherty amplifier. Also we develop Doherty power amplifier
with uneven power drive which is provided more input power to the peak amplifier than carrier
amplifier for full power operation and appropriate load modulation. These methods are applied to
implement Doherty power amplifier using GaAs FET. The amplifier is optimized at large power
back-off. The power added efficiency (PAE) and adjacent channel leakage ratio (ACLR) are 33.1%
and −47 dBc, which improves about 3.2% and 5 dB respectively, its third-order intermodulation
distortion (IMD3) has 2.5 dB improvement compared with conventional Doherty power amplifier.

1. INTRODUCTION

Recently, microwave retrodirective wireless communication has become a hot research area. It
shows that the retrodirective array can simultaneously respond to each individual signal proving
its usefulness in mobile wireless applications where multiple signal tracking is required [1]. Phase
conjugation is a known key technique that applied to retrodirective communication systems [2].
The classical approach to achieve the phase conjugation necessary for these antennas is to use a
low noise amplifier, a high linear power amplifier and a mixer arrangement [2]. Highly efficient and
linear Power amplifier is a key component in the systems.

However, there is an obstacle in such system makes the use of amplifier difficult, the high peak-
to-average power ratio (PAPR) caused by the large number of independent subcarriers with random
phase and amplitude added together at the modulator [3]. The communication systems are reduced
in both size and cost, but required the quality of communication [4, 5]. According to IEEE 802.11a,
so a power amplifier with high linearity and efficiency is great of importance. The simplest method
is to back-off signals form the saturation region to the linear region at the cost of power efficiency,
usually in an efficiency form 12% to 20%. Another may use predistortion methods or elimination
and restoration techniques or feedforward [6]. However, these techniques which need additional
components result in an increase in cost, size, and power dissipation [7]. In order to solve these
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Figure 1: The classical Doherty power amplifier.



814 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

problems, a Doherty amplifier is the most promising candidate with simple fabrication and high
efficiency for the application, as Fig. 1 shown.

The fundamental operation theory has been well described in [8–11]. The simplest Doherty
amplifier operation can be achieved using two cells with a class-AB biased carrier amplifier cell and
a class-C biased peak amplifier cell with respective input matching network and output matching
network. It has a high linearity and efficiency across the wideband signal has been studied ex-
tensively for the application due to its high efficiency. However, the conventional Doherty power
amplifier has its limitation. Due to its lower bias point, the current level of the peaking cell is always
lower than that of the carrier cell. The load impedances of both cells cannot be fully modulated to
the value of the optimum impedance for a high power match. Thus, neither cell can generate full
output power. In this paper, two advanced methods are good approaches to solve these problems
well. The implementation of the amplifier is simple and results show excellent performance.

2. ADVANCE DESIGN METHODS

2.1. Inverted Doherty Power Amplifier
As it is mentioned above, carrier amplifier operational theories indicated that the best efficiency
at average envelop power actually occurred with load impedance closer to 25 Ω than 100 Ω. In
order to achieve maximum efficiency at 100Ω, approximately one-quarter wavelength of 50 Ω line
will be applied to the carrier amplifier’s output matching network in Fig. 1. Similarly, the off-
state impedance presented by the peak amplifier is so low that this also suggests appending λ/4
wavelength of 50Ω line to peak amplifier’s output matching network to guarantee high impedance
at the combining node. Size and loss constraints make this approach undesirable. By reversing the
Doherty combining point, a 25Ω maximum efficiency load is provided for the carrier amplifier at
average envelop power. The impedance inversion previously accomplished with the 50 Ω, λ/4 line
is incorporated into peak output matching network, which constrains θS21 = −90 deg. As the peak
cell, a 50Ω, λ/4 line becomes the off-state impedance rotation appended to. Then output is taken
from the carrier amplifier side of the combining node as shown in Fig. 2, called “inverted Doherty”
topology.
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Figure 2: Inverted Doherty power amplifier topology.

This “inverted Doherty” will guarantee the high efficiency at the low drive lever. But most
challenge of the Doherty design is the carrier amplifier output match. In addition to the −90
degree phase requirement mentioned above, the gain of the carrier amplifier must decrease by
3 dB as its output power transitions between average envelope power and half of peak envelope
power. This can be understood by noting the carrier amplifier’s input power ranges from average
envelope power to peak envelope power, while the required output power range is average envelope
power to half of peak envelope power. The gain reduction is necessary to accommodate the half
of peak envelope power of the peaking amplifier. With uneven drive, more power will deliver to
the peak cell. This creates a constant gain for the composite Doherty amplifier at lower power
regain, which is an important linearity consideration. To optimize the Doherty amplifier’s average
efficiency, the carrier amplifier’s output match must be designed for best efficiency performance at
average envelope power. For the inverted topology, this occurs at 25Ω. Maximum carrier amplifier
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efficiency is limited by the linearity which results when it is operated together with the Class
C peaking amplifier. The carrier amplifier design is thus constrained by gain, phase, efficiency,
linearity, and absolute power requirements.

When peak amplifier operates at class C, its transfer characteristic must be smooth, without
evidence of discontinuities. The adjacent channel leakage and IMD problems are obvious with two
tone test. Design of bypassing and decoupling networks as well as the bias circuit are crucial to
avoiding this problem with bypassing capacitors. The output contribution of the peaking amplifier
is expected to range from zero to half of peak envelope power for the same drive range which causes
the carrier amplifier to deliver average envelope power to half of peak envelope power. It is set
to provide equal phase lengths in both signal paths. The final phase length is optimized for best
linearity and gain flatness.

2.2. Uneven Power Drive
The basic operation principle of Doherty power amplifier has been well described in [12, 13]. Fig. 3
depicts the load impedance of both amplifiers versus input voltage.
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where ZL is the load impedance of the Doherty amplifier; IC and IP represent the fundamental
currents of the carrier and peaking amplifiers, respectively; and ZC and ZP are the output load
impedances of the carrier and peaking amplifiers, respectively, as Fig. 3 shown.

In the low power region, the linearity of the amplifier is entirely determined by the carrier cell.
Therefore, the carrier cell should be highly linear for its careful optimized load impedance. In
the high-power region, the current level of the peaking cell plays an important role in determining
the load modulation of the amplifier. For the asymmetric amplifier with even power drive, the
fundamental current of the peaking cell is insufficient to achieve the full load modulation. The load
impedances of both cells are larger than the optimum values in the high-power region. As a result,
the carrier and peaking cells are driven into saturation without producing full power. Thus, the
amplifier is seriously affected by linearity, as well as power level.
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Figure 3: Load impedance versus input drive.
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In order to enhance the output power from the peak amplifier, a Doherty amplifier with uneven
power drive is proposed, applied more power to the peak cell. As the amplifier with uneven power
drive, the linearity of the amplifier is improved due to proper power operation without severe
saturation. The linearity is further enhanced by the harmonic cancellation of from the two cells at
appropriate gate biases. The carrier cell, which is biased at class AB, has the gain compression at
high output power levels, while the class-C biased peak cell has the gain expansion. Hence, the gain
expansion of the peak cell can compensate the gain compression of the carrier cell. Specifically,
the third-order intermodulation (IM3) level from the carrier cell increases and the phase of IM3 is
decreased because the gain of the carrier cell is compressed. On the other hand, when the gain of
the peak cell is expanded with uneven drive, both the IM3 level and phase increase. To cancel out
IM3s from the two cells, the components must be 180 deg. out-of-phase with the same amplitudes.
Therefore, the peak cell should be designed appropriately to cancel the harmonics of the carrier
cell.

3. AMPLIFIER IMPLEMENTATION AND RESULTS

The proposed Doherty power amplifier is designed with cascaded structure. It consists of three
stages pre-driver, driver and final stage, the novel Doherty amplifier. The pre-driver and driver two
stages are used to enhance higher output and power gain. They both work in class A, since this
method makes the two stages under the small signal situation [14]. We put the emphases on the final
stage. Although power amplifiers vary in saturation output power by changing drain dc voltage,
this dc-voltage change preserves the power added efficiency (PAE) for the various saturation, and
PAE is

PAEtotal =
Pout − Pin

PDC
=

Pout − Pin

PDC1 + PDC2 + PDC3
(3)

For PDC is the total power consumption of the DPA

PDC = VDDCIDQC + VDDP IDQP (4)

In Equation (4), VDDC and VDDP represent voltage supply for carrier and peak amplifiers, IDDC

and IDDP represent current supply for carrier and peak amplifier respectively.
The power amplifier is shown in Fig. 4 and the performance of the Doherty power amplifier

not only considers the linearity, but also its efficiency. To satisfy these demands, we use Freescale
MFR6S21050L. We also fabricated a conventional Doherty amplifier for comparison.

Figure 4: The photograph of cascaded Doherty power amplifier.

Figure 5 depicted the gain and the PAE of the proposed Doherty power amplifier and an or-
dinarily Doherty power amplifier with even drive. Its gain achieves 44 dB and keeps a good flat
performance than the conventional Doherty’s. As uneven power drive (1 : 2.5), the carrier cell is
compressed early and the peaking cell expanded early and the region is wider than the usual Do-
herty amplifier. Therefore, the amplifier with an uneven drive generates more linear power because
the early gain expansion of the peaking cell compensates the gain compression of the carrier cell
over the wide power range although the power gain of the uneven case keeps a better linearity
compared to the even drive case. The PAE of the uneven drive achieves 33.1% at the output of
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Figure 6: IMD3 and ACLR performances for two-
tone signal with 5 MHz tone-spacing.

45 dBm which enhances 3.2% at the average output of 37 dBm with the inverted structure due to
load impedance modulation optimum.

Figure 6 shows the measured IMD3 and ACLR of two types Doherty amplifier. In comparison
with even case, the uneven case with inverted output structure delivers ACLR performance at
−47 dBc at 45 dBm output with 5 dB improvement for two-tone test at 5 MHz. IMD3 has 2.5 dB
improvements too. These results that represent the proposed bypassing and decoupling networks
in output matching network provides better output with adjacent channel leakage performance.

Output Back-off (dB)

Figure 7: PAE versus EVM with output back-off.

Figure 7 shows that the power added efficiency of the cascaded Doherty power amplifier with
different output back-off and error-vector-magnitudes (EVM). According to the specification of the
IEEE 802.11a WLAN, which requires an Error Vector Magnitude (EVM) no greater than −25 dB
(i.e., less than or equal 5.6%) in order to meet consortium specifications. The efficiency of the
inverted Doherty amplifier achieves 32.8% with 5.6% EVM. The PAE maintains 31.5% with 10 dB
output power back-off and 30% with 12 dB back-off. The power amplifier performance evident
demonstrates an excellent performance than a conventional Doherty power amplifier.

4. CONCLUSIONS

In this paper, a high linearity and efficiency three stages cascaded Doherty power amplifier is
proposed and fabricated with uneven power drive and inverted topology. Its PAE achieves 33.1%,
which performs 3.2% better in the whole range than even drive case. With the inverted structure
and the offset line in output matching network, it performs better in linearity and efficiency than
even case. The ACLR presents −47 dBc at 45 dBm output power which has 5 dB improvements
at with 5 MHz two-tone test. The proposed amplifier has IMD3 of −42 dBc which presents 2.5 dB
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improvements over the even case with appropriately cancellation of the carrier cell harmonics. The
PAE maintains 30% while 12 dB Output back-off for low EVM. These experimental results clearly
demonstrate the superior performance of the proposed Doherty power amplifier compared to the
conventional Doherty power amplifiers. The proposed design methods are suited for retrodirective
communication with high efficiency and high linearity operation.
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Abstract— This research investigates about the effect an inter-coupling capacitance at small
antenna using a branch structure. From the analysis by using an equivalent transmission line
model and the comparison with three chip antennas consisted of meandered pattern, it is derived
that the large inter-coupling capacitance occurred between two radiating elements leads a very
narrow bandwidth. To solve this problem, the branch structure antenna with one gap feeding
is proposed in this paper, and this technique is found to be useful for the design of multi-band
small antenna.

1. INTRODUCTION

In the past several years there has been increasing interest in the design of small multi-band antenna,
and many antenna types are developed [1]. Planar Inverted F-Antenna (PIFA) among them is
frequently used for a mobile handset because it has small volume and multi-band operations [2].
However, PIFA is not suitable to be installed to the inside of thin mobile handset because it must
be installed high from the ground plane of a mobile phone to achieve a broad bandwidth [3].

For this reason, the dual-band small chip antennas were developed in [4]. Because the resonant
frequency of these developed antennas is ISM band, higher than PCS band, the chip antenna to
operate at GSM, DCS, and PCS bands is studied at [5]. Comparing antenna in [2] with it in [5], the
size of chip antenna should be more smaller to be mounted on the thin mobile handset. However,
to design small chip antenna for multi-band is very hard work because the extreme size reduction
of monopole antenna makes very narrow bandwidth [6] and strong inter-coupling capacitance.
Since the narrow bandwidth occurred by size reduction is an avoidable phenomenon [7], this paper
concentrate only on the effect of the inter-coupling capacitance between radiating elements, and
the gap feeding is introduced to alleviate it.

To examine the inter-coupling capacitance, the multi-band chip antenna having a branch struc-
ture is proposed in this paper, and the transmission line model is used as the equivalent model
of an antenna. From the circuit analysis and simulation results of chip antennas, it is derived
that the bandwidth of an antenna becomes the narrower by the higher value of the inter-coupling
capacitance. Also, gap feeding is proposed to decrease the effect of the inter-coupling capacitance,
and its effect is proven by comparing two antennas; One is the branch structure antenna having
gap feeding, and the other is the branch structure antenna having direct connect feeding.

2. THEORY

The branch structure is utilized to achieve a multi-band or a wide bandwidth at the antenna de-
sign [8]. When the branch structure is used at small volume antenna, the inter-coupling capacitance
become very large. To study about the effect of the inter-coupling capacitance, the antennas and
the inter-coupling capacitance at Fig. 1(a) convert into the open lossless transmission line model
at Fig. 1(b). This paper assumes that two antennas have no coincident resonant frequencies, a
low operation band and high operation band are assigned to a long antenna and a short antenna,
respectively, and antenna loss is neglected to focus only the effect of inter-coupling capacitance.

The inter-coupling capacitance in a resonator is utilized to decrease the resonant frequency [9].
Although this technique is very useful in the design of the filter having very narrow bandwidth, it
is not suitable for the design of the broadband antenna. Because of the neglect of antenna loss,
Eq. (1):

Zin = Xin = − j(Y0 cos θ − ωCinter sin θ)
Y0(Y0 sin θ − 2ωCinter(1− cos θ))

(1)

expresses the input reactance of Fig. 1(b), and Fig. 2 based on Eq. (1) shows the input reactance
as function of frequency when the value of the inter-coupling capacitor is different.
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(a)                         (b)

Figure 1: Illustration of small antenna using branch structure. (a) Geometry of small antenna using branch
structure. (b) Transmission line model of a branch structure antenna with at inter-coupling capacitance.

Figure 2: Input reactance with two different inter-coupling capacitors.

From Fig. 2, it is shown that the larger value of the inter-coupling capacitance leads the steeper
slope of input impedance at fundamental resonant frequency. Therefore, a narrow bandwidth
appears in condition that many antenna patterns are near each other in a fixed small volume.

Because it is impossible to reduce significantly the inter-coupling capacitance in a fixed volume,
this paper proposes the gap feeding method to decrease the value of capacitance connected with
a low frequency antenna. As known well, the value of the total capacitor decreases when two

(a)                         (b)

Figure 3: Illustration of small antenna using branch structure with one gap feeding. (a) Geometry of small
antenna using branch structure with one gap feeding. (b) Transmission line model of a branch structure
antenna with at inter-coupling one capacitor with gap feeding.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 821

capacitors are connected in series. Fig. 3 shows the geometry and the equivalent circuit of the
branch structure antenna with gap feeding, respectively.

In next chapter, branch structure antennas using meandered patterns will be examined to find
the effect of inter-coupling capacitance. Furthermore, the gap feeding antenna is suggested to
alleviate narrow bandwidth by the inter-coupling capacitance between radiating elements.

3. EXPERIMENTS

Figure 4 shows three antennas for low frequency band, high frequency band, and dual band, sepa-
rately. Fig. 5 shows the VSWR of each antenna in Fig. 4 when these are installed to 40× 83mm2

ground plane. From Fig. 5, it is derived that the inter-coupling capacitance between two meander
patterns makes the fundamental resonant bandwidth extremely narrow. To solve this problem, the
antenna using gap feeding mentioned in Chapter 2 is proposed as shown in Fig. 6. According to
theory in Chapter 2, the bandwidth of the fundamental frequency is broaden by connecting gap
feeding with the short antenna in series as illustrated in Fig. 7.

Figure 4: Illustration of the branch structure antenna using two meandered patterns.
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Figure 5: VSWR of each antenna in Fig. 4. Figure 6: Illustration of the branch structure an-
tenna using two meandered patterns with one gap
feeding.

4. RESULTS

The measured VSWR graph and radiation pattern of the proposed antenna are illustrated as shown
in Fig. 8 and Fig. 9, respectively. From these results, it is shown that the gap feeding is efficient
method in small antenna design using branch structure.
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Figure 7: VSWR of each antenna in Fig. 6.
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Figure 9: Measured gain of the proposed antenna on three radiation planes: H-plane, E1-plane, E2-plane,
(a) at low resonant frequency, (b) at high resonant frequency.

5. CONCLUSIONS

To find the effect of inter-coupling capacitance, the small antenna using branch structure is con-
verted into transmission line and a shunt capacitor, and meander antenna using branch structure
is designed and manufactured. From the results of theses analysis and measured data, it is derived
that the inter-coupling capacitance makes the antenna bandwidth very narrow. Therefore, this pa-
per proposes the gap feeding method to solve this problem. As shown in simulation and measured
VSWR, the gap feeding is considered as the efficient solution for the multi-band antenna using a
branch structure in a fixed small volume.
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Abstract— A 1.2 V, 1.8 GHz ASK transmitter for low-rate WPAN is designed and imple-
mented. The performance of the transmitter is analyzed to meet the unique requirements of
wireless micro sensor nodes. Emphasis was placed on observing device reliability constraints
such as leakage current, short circuit current, switching current, supply voltage and the operat-
ing frequency at low power to maximize the life time of the wireless sensor nodes. The power
consumption in the design is considerably reduced in this approach. The performance of the
ASK transmitter is compared with previously reported low power transmitters operating in sim-
ilar frequency ranges.

1. INTRODUCTION

The wireless sensor networks offer a sophisticated platform for environment observation. The
vision of a micro sensor network includes dense, intelligent nodes that are energy autonomous
and are deployed in an ad hoc manner. Such networks have broad applications ranging from
military surveillance, reconnaissance, and damage assessment to environmental forest fire detection
and industrial process monitoring [1]. The main design objective is to maximize the battery life
of the sensor nodes while ensuring reliable operations. To achieve this goal, the micro sensor
node has to be designed in a highly integrated fashion and optimized across all levels of system
abstraction [2]. The block diagram of a core of a micro sensor node is shown in Fig. 1. The
sensing unit is composed of a sensor and an analog to digital converter (A/D), which converts
the sensed phenomenon to a digital signal that is then fed to the processing unit. A transceiver
unit provides communication between the nodes. The processing unit manages the communication
between protocols and process the sensed signal. The power in a sensor node is consumed in three
processes: Sensing, data communication with other nodes and local data processing. The sensing
power varies with applications or the complexity of detecting a certain event [3]. The processing
unit is often based on a microcontroller. In micro sensor nodes the transceiver dominates the
power consumption since it has major number of analog components in addition to the digital
counterparts [3]. The focus of this research is the realization of a high performance, integrated
transmitter in CMOS. The chapters are organized as follows. Chapter II reviews the previously
reported works. In Chapter III, the transceiver and the necessity of going for ASK modulator and
the low power amplifier are discussed. In Chapter IV, the various power reduction techniques are
discussed. In Chapter V, the performance of the ASK transmitter along with other previous works
is tabulated and results are discussed in the same section.

Power unit 

Transceiver

Sensor ADC Processor

Storage

Power

Generator

Figure 1: Block diagram of a sensor node.

2. RELATED WORKS

A 2.4GHz, 8.0 mw, ASK transmitter suitable for low power wireless capsule endoscope system is
discussed in reference [4]. The transmitter consists of a 20 MHz ASK modulator based on the
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constant amplitude phase lock loop (PLL) and a direct up-conversion RF circuit. It was imple-
mented in TSMC 0.25/spl mu/m CMOS process, achieves −23.217 dBm output power with the
data rate of 1Mbps and dissipates 3.17mA current from 2.5 V power supply. In reference [5].
270MHz direct-PLL FSK modulator with 500 kHz loop bandwidth is implemented. It consumes
a power of 4.9mW adopting current re-using technique and appropriate divider architecture. A
2.5-GHz/900-MHz dual fractional-N/integer-N frequency synthesizer is implemented in 0.35-µm
25-GHz Bi CMOS in discussed in reference [6]. The fractional-N synthesizer offers less than 10-Hz
frequency resolution having the in-band noise contribution of −88 dBc/Hz for 2.47-GHz output fre-
quency and −98 dBc/Hz for 1.15-GHz output frequency, both measured at 20-kHz offset frequency.
The prototype dual synthesizer consumes 18 mW with 2.6-V supply. In reference [7] an experi-
mental 2.4-GHz CMOS radio composed of RF and digital circuits for the low-power and low-rate
preliminary IEEE802.15.4 WPAN is reported, consuming 21 mW in receive mode and 30 mW in
transmit mode. In this paper, we propose a low power CMOS ASK modulator based transmitter at
2.4GHz for wireless sensor networks. It consumes less power when compared to the other circuits
operating in similar frequency ranges.

3. TRANSCEIVER SECTION

The wireless sensor networks consists of many distributed and disposable sensor nodes that re-
quires a highly integrated, low cost single chip transceiver with high energy efficiency. The radio
transceiver has essentially two tasks. They are transmitting and receiving data from a pair of
nodes. To consume low power it should be turned off most of the time and only be activated
when necessary, that is they work at a low duty cycle. The energy consumed by a transmitter is
due to two sources. One part is due to RF signal generation which is mainly due to modulation
and the other part is due to the electronic components needed for frequency synthesis, frequency
conversions, power amplifiers, filters and so on. These costs are basically constant [8].

SAW Filter RF Gain

Envelope

Detector

Baseband

Gain
ADC

RX Data

Mixer Oscillator

TX Data

Power Amplifier

Figure 2: Transceiver in wireless sensor nodes.

3.1. PLL Based Frequency Synthesizer
The role of frequency synthesizer is to provide reference frequency for frequency translation. An
ideal frequency synthesizer generates a single frequency tone is shown in Fig. 3. In the receiver case,
it mixes with the received RF signal spectrum and shifts it down to base band. In the transmitter
case, it mixes with the modulated base band signal and shifts it up to RF. Phase noise and spurious
tones are the two key parameters to measure the quality of a frequency synthesizer [9]. Phase noise
is specified as the ratio of noise power in 1 Hz bandwidth at a certain offset frequency from carrier
to the carrier power. The unit is dBc/Hz [8].

Φ(f) = 10 log
Pnoise

Pcarrier
(dBc/Hz) (1)

The direct digital frequency synthesizer takes large power consumption to synthesize very high
frequencies directly. So a PLL based frequency synthesizer is used due to its high performance,
namely low phase noise and low spurious tones. The performance evaluation of the PLL based fre-
quency synthesizer in the transceiver is considered in this section. Measures are taken to reduce the
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power consumption of the synthesizer. A typical PLL based frequency synthesizer [10] is shown in
Fig. 4 and contains a reference source oscillating at frequency fr and a VCO oscillating at frequency
f0. The two frequencies are compared in the phase detector. When the two phases are equal (phase
locking) then the o/p frequency is locked to the rational fraction of the reference frequency. The
synthesizer is capable of generating a large number of highly accurate o/p frequencies. A power
hungry circuit is the voltage controlled oscillator. As the gain increases, the VCO output frequency
becomes highly sensitive to small variations or noise in the VCO input signal, which results in the
increase of VCO phase noise [9]. Fig. 4 depicts the circuit of the typical Ring oscillator type voltage
controlled oscillator.

Slow Clock

VPD  Rfilter

 Cfilter

1/N

Fast clockVosc

VCO

Vc

Figure 3: Schematic of PLL based frequency synthe-
sizer.

Vcontrol

VCO O/P

Figure 4: Voltage controlled oscillator.

On the system level the phase noise of the circuit are examined. Though there are a number of
VCO categories are available, because of the need for integrability, ring oscillator is very desirable
in VLSI environments [11]. This configuration consumes less power of 0.322µw when compared to
other circuits. The structure also employs positive feedback to achieve oscillation. Assuming that
180◦ phase shift is provided by a chain of N stages, each stage must provide (180◦/N) of phase
shift and sufficient gain at w0. This usually means that the gain of each individual stage has to be
greater than 1 as well.

3.2. Modulator
Though the modulation schemes such as QAM and MSK are popular in modern communications
and have different filtering requirements and characteristics, BFSK modulators are generally suit-
able for low power sensor networks. As evidenced by (2), one way to increase the energy of com-
munication is to reduce the transmit ton-time of the radio. This can be accomplished by sending
multiple bits per symbol, that is, by using M -ary modulation. Using M -ary modulation, the circuit
complexity and power consumption of the radio will be increased. In addition, when M -ary mod-
ulation is used, the efficiency of the power amplifier is also reduced. This implies that more power
will be needed to obtain reasonable levels of transmit output power. From the references [12, 13], we
see that the startup transient plays an important role in choosing a low power modulation scheme.
Therefore an ASK modulator is chosen to reduce the power at circuit level. Fig. 5 shows the circuit
of an ASK modulator.

3.3. Power Amplifier
The schematic of a non-switching power amplifier which operates in class A/B is shown in Fig. 6.
Transistor M1 operates as a trans conductor and converts its input voltage signal Vin into its output
drain current Ids. The RF tank, formed by inductor L1 and all the capacitances at the drain of
the top transistor, filters out the harmonics in the drain current and only allows the fundamental
drain current to flow to the load, thus resulting in a sinusoidal drain voltage Vds. Maximizing the
drain efficiency requires the voltage swing Vds to be maximized. For the output power with a 1.2 V
supply and 100 mV knee voltage, a 500 Ω load resistance at the drain of M2 is required. To achieve
this, the 50Ω antenna (RL) is transformed to the required impedance using C1 and C2. Inductor
L1 tunes out the transformed capacitance and the parasitic drain capacitance.

Capacitive transformers are preferred over LC matching networks or inductive transformers
because on-chip capacitors have much higher Q (>50) than on-chip inductors (Q of 5–10), resulting
in less loss. In the current prototype, the required L1 is 1.2 nH and is implemented using an off-chip
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Figure 5: ASK modulator.
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Figure 6: Non switching power amplifier

inductor. However, a short bond wire or an on-chip inductor can be used for a fully integrated
solution. Cascode transistor M2 ensures that the drain voltage does not exceed the low gate
breakdown voltage for deep sub-micron CMOS [7]. It consumes a power of 192µw. Usually power
amplifier section consumes much power when compared to other analog circuits.

4. LOW POWER DESIGN OF TRANSMITTER

In a typical sensor network, the transmitter sends out sporadic bursts of short data packets to
neighboring sensor nodes (<10m). The transmitter must exhibit fast response time and high
efficiency [7, 9]. The power dissipation in CMOS transmitter circuits consists of dynamic and static
components. The dynamic power is proportional to V 2

dd and static power is proportional to Vdd,
lowering the supply voltage is one of the most effective ways to reduce power dissipation in CMOS
circuits. With the scaling of supply voltage and device dimensions, the transistor threshold also
has to be scaled to achieve the required performance. But scaling can increase the leakage current.
It can be a major component of the total power dissipation in CMOS circuits [14]. Dynamic power
dissipation is caused by the switching activities of the circuits. A higher operating frequency leads
to more frequent switching activities in the circuits and results in increased power dissipation. Static
power dissipation is related to the logical states of the circuits rather than switching activities [11].
From the golden equation [15] P = CLV 2f , if the operating frequency and the supply voltage is
reduced, the power dissipation can be reduced much.

12

8

4

0

-4

-8

12
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Figure 7: Output of ASK modulator.

4.1. Optimal Supply Voltage

Lowering the supply voltage is an effective way for reducing the power consumption of digital
circuits [11, 14, 15]. In the presence of noise, mismatch, finite switch resistance, and distortion, the
power consumption of analog circuits is liable to increase with reduced supply. There are many
trade-offs to be considered in voltage reduction. Performance is lost because MOS transistors



828 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

become slower at lower operating voltages. The main reason is that the threshold voltages of
transistors do not scale accordingly with the operating voltage to avoid excessive leakage current.
For this study the normalized energies at 1.2 V are based on actual measurements of the layout and
these are extrapolated over a range of VDD using fundamental analytical models.
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4.2. Static Power Dissipation

Leakage current is the only source of static power dissipation. CMOS circuits dissipate significant
amount of power even if the input is not changing, called static power dissipation. Scaling of
supply voltage and transistor threshold has a large impact on the leakage current. Transistor off
state current is the drain current when the gate-source voltage is zero. The off-state leakage in
long channel devices is dominated by drain well and well-substrate reverse bias pn junctions. For
short channel transistors, the off state current is influenced by threshold voltage, channel physical
dimensions, supply voltage, the drain and gate voltages. For long channel transistors, the leakage
current is due to pn junction leakage and the weak inversion current [10, 15]. A reverse bias pn
junction leakage has two main components. One is the minority carrier drift near the edge of the

1.00

0.80

0.60

0.40

0.20

0.00

1.40

(mA)

1.20

1.00

0.80

0.60

0.40

0.20

0.00

(Volt)

1.200

0.552 ns

1.81G

0.552 ns

1.81G

0.552 ns

1.81G
0.552 ns

1.81G

0.552 ns

1.81G
0.552 ns

1.81G
0.552 ns

1.81G

0.552 ns

1.81G

-0.2 5.0 8.0 8.5 9.0 9.56.0 6.5 7.0 7.55.5 Time (ns)

0V 0.00

Vdd = 1.20

sub_16_out1

SlowClovk

iddmax = 0.468 mA

iddAvr = 0.009 mA
I(N1 4 x 2) = 0.000 mA

Figure 10: Current flow due to short circuit effects.
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depletion region and the other is due to electron hole pair generation in the depletion region of the
reverse bias junction [16].

Weak inversion current between source and drain in a MOS transistor occurs when gate voltage
is below the threshold voltage Vth. The weak inversion region is shown in Figs. 11(a) and (b) as
a linear portion of the curve. It is plotted on a log scale for a 0.12µm technology. Sub threshold
conduction current can be minimized by lowering Vgs and increasing Vth [15]. Short channel effect
reduction (includes threshold voltage roll off) has become a major challenge in deep sub micrometer
devices and circuits. The relationship between threshold voltage and transistor channel length is
shown in Fig. 8. If the channel length is minimum then the threshold voltage required is also
minimum. In order to make the device work properly dVth/dL cannot be too large. This will
determine the minimum channel length and is found to be 0.12µm.
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Figure 11: (a) Vgs Versus log (Id) (for NMOS transistor), (b) Vgs versus log (Id) (for PMOS transistor).
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4.3. Dynamic Power Dissipation

The most significance source of dynamic power dissipation in CMOS circuits is the charging and
discharging of capacitance. The capacitance forms due to parasitic effects of interconnection wires
and transistors. Reducing parasitic capacitance has been a good way to improve performance as
well as power. The real goal to reduce power is to reduce the product of capacitance and its
switching frequency [11]. Signals with high switching frequency should be routed with minimum
parasitic capacitance to conserve power. From the golden equation [14, 15] P = CLV 2f , we observe
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that during charging CLV 2 energy is drawn from the energy source, half of which is stored in the
capacitance. During discharging, the energy stored in the capacitance is dissipated as heat in the
discharging resistor Rd.
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Figure 14: Layout of the proposed FSK transmitter [Width: 8.3 µm (138 lambda), Height: 5.0µm (84
lambda), Surf: 41.7 µm2 (0.0 mm2)].

From the graph (Fig. 9), we observe that if Vds increases, Capacitance varies till it reaches
0.8V. After that it remains constant. Short circuit power dissipation is the component of power
dissipation due to the flow of current from VDD to the ground. This current depends on the
transition period of the input signal. When the input voltage is between Vtn and Vtp the short
circuit current is non zero based on the switching properties of the transistor. This is shown in
Fig. 10. Figs. 12(a) and (b) shows the sketch of IDS versus Vds for various values of Vgs. Figs. 13(a)
and (b) shows the sketch of IDS versus Vgs for various values of Vds. The voltage VDS causes a
current IDS to flow through the induced channel. The magnitude of IDS depends upon the density
of electrons in the channel which in turn depends upon the magnitude of VGS . For VGS = Vt the
channel is just induced and the current conducted is still negligibly small. As VGS exceeds Vt more
electrons are attracted into the channel [17].

5. SIMULATION RESULTS

A summary of the performance of the ASK transmitter is reported in Table 1. At 27 degree C the
evaluation is done and the power consumed in this approach is less when compared to the other
approaches [5, 6, 13, 16]. This is tabulated in Table 2.
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Table 1: Measured performance at 27 degree C.

Vdd 1.2V

Technology 0.12µm technology

Power consumed by the Phase detector with loop filter 14.438 µw

Power consumed by the VCO 0.322 µw

Power consumed by the frequency Divider 4.283 µw

Total power consumed by the frequency synthesizer 19.043 µw

Power consumed by the ASK modulator 29 .104 µw

Power consumed by the power Amplifier 192 µw

Total Power Dissipation of the transmitter at 1.8GHZ 240.147 µw

Tuning Range of the synthesizer 10MHz to 2GHz

Table 2: Performance comparison with other works.

Ref [5] [6] [13] [16] This work

Tech 0.5 µm CMOS 0.35µm CMOS 0.35 µm BiCMOS 0.18 µm CMOS 0.12µm CMOS

fVCO [MHz] 900 900 2500 540 1.8GHz

Phase Noise

[dBc/Hz] −92 −80 −82 −104 −110

@ 10 kHz

Power [mW] 29 17.4 16 4.9 240.147 µw

Etc w/o VCO w/o VCO w/o DSM with VCO

6. CONCLUSIONS

The proposed ASK transmitter consumes a total power of 240.147µw from 1.2 V supply at 2.4 GHz
frequency. As compared to the previous results [5, 6, 13, 16] a very good reduction in power is
reported in this approach by using the low power circuits. The transmitter is implemented in the
0.12µm technology and the width of the Layout is 8.3µm and the height is 5.0µm. Its Surface area
is 41.7µm2. It is clearly shown in Fig. 14. For Wireless sensor nodes, in order to accommodate
large amount of circuitry in a small chip the dimension of the devices should be made smaller. Since
the dominant component of power dissipation in CMOS transceiver circuits varies as the square of
the supply voltage, the significant saving in power dissipation can be obtained from operation at a
reduced supply voltage.
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Abstract— In recent years, the use radar technology has been proposed in a wide range of
subsurface imaging applications. Traditionally, linear scan trajectories are used to acquire data
in most subsurface radar applications. However, novel applications, such as breast microwave
imaging, require the use of non linear scan trajectories in order to adjust to the geometry of
the scanned area. In this paper the experimental feasibility of a 2D wavefront reconstruction
algorithm for subsurface radar data acquired along circular scan trajectories is assessed. The
proposed algorithm was successfully tested using data collected from phantoms that mimic the
dielectric properties contrast present in an average breast microwave imaging scenario, yielding
promising results.

1. INTRODUCTION

During the last decades, Subsurface Radar (SR) has been extensively used on as a non invasive
imaging tool in a wide variety of applications such as archeology, soil humidity estimation and
landmine detection. Similarly to conventional radar applications, SR systems irradiate electromag-
netic wave into the scan area, which is usually formed by two or more layers with different dielectric
properties. The received echoes from different buried objects are recorded [1] and displayed in order
to be visualized and interpreted. In recent years, SR technology has been used in imaging scenarios
where radar techniques theoretically yield high contrast imagery, like breast cancer detection and
wood inspection [2, 3]. The data acquisition process in these novel applications is performed along
circular or quasi circular scan trajectories in order to adapt better the geometry of the scan area.
Also, due to the short distances between the scan locations and the scattering objects, traditional
far field focusing techniques are not suitable to properly reconstruct the recorded data.

Currently, there are two main approaches to reconstruct cylindrical SR data: time domain
techniques and wavefront reconstruction methods. Time domain focusing techniques perform a
shift-sum process over a set of regions of interest in the scan area. The target responses are
delayed according to the location where they were collected and their distance from the regions
of interest. Next, the shifted responses are added and the square of the sum is the energy at the
region of interest. The same process is repeated for all the regions of interest in the scan area.
Some examples of this methodology are the confocal mapping algorithm [2] and the polarimetric
parameter based reconstruction performed by Kaestner [3].

Wavefront reconstruction techniques focus the recorded SR data by performing a series of op-
erations in the frequency domain. In general, wavefront reconstruction methods work as follows.
First, the spectrum of the collected reflections, both in the signal travel time and the scan trajectory
directions, is calculated. Afterwards, the spectrum of the recorded signals is compensated using
the frequency response of the imaging trajectory. The compensated spectrum is then mapped from
the spatial-temporal frequency space in which was originally collected to the imaging area spatial
frequency space. Finally, the inverse Fourier transform is applied to the processed data in order to
properly visualize the target signatures. Although wavefront reconstruction methods are tradition-
ally used in SR scenarios where the scan trajectory is linear, their potential application on data
acquired along circular scan trajectories was shown by the authors in [4] using simulated data sets.

In this work, the experimental feasibility of the wavefront reconstruction approach for circular
trajectories proposed by the authors in [4] is illustrated. An experimental data set was collected
from phantoms that mimic the dielectric contrast present on breast cancer detection. The focal
quality, signal to noise ratio, and spatial accuracy of the focused images were measured in order to
quantitatively and qualitatively assess the performance of the reconstruction method. This paper
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is organized as follows. The signal models are described in Section 2. In Section 3, the wavefront
reconstruction methodology is explained. The performance assessment of the proposed method
using experimental data sets is described in Section 4. Finally, concluding remarks can be found
in Section 5.

2. SIGNAL MODEL

Consider a circular array formed by N antennas uniformly positioned in a circle of radius Z. In
this case every antenna element is facing towards the center of the array. A diagram of this model
is illustrated in Figure 1. T point scatterers are assumed to be located inside the area delimited
by the array. For the following discussion the center of the antenna array will be considered the
origin of the coordinate system. A polar coordinate system will be used in order to simplify the
calculations. Then, the location of the pth scatter will be (rp, φp) where r =

√
x2

p + y2
p and

φ = tan−1
(

yp

xp

)
. In this case the distance between the nth antenna and the pth scatter is given by

R′ =
√

Z2 + r2
p − 2 · Z · rp cos (φp − θn), where (Z, θn) are the polar coordinates of the nth antenna.

A signal f(t) is irradiated from each array element and the received signal by the nth antenna
can be expressed as:

s(t, θn) =
T∑

j=1

σjf


t−

2
√

Z2 + r2
j − 2 · Z · rj cos (φj − θn)

ν


 , (1)

where s(t, θn) are the collected responses from the scatterers at the nth scan location, ν is the
propagation speed on the medium and σj is the reflectivity of the jth scatter. A diagram of the
scan geometry can be seen in Figure 1.

Figure 1: Geometry of the scan trajectory.

3. METHODOLOGY

First consider the response from the pth scatter:

sp(t, θn) = σp · f

t−

2
√

Z2 + r2
pj − 2 · Z · rp cos (φp − θn)

ν


 . (2)

The frequency counterpart of this signal can be obtained by calculating its Fourier transform, which
yields the following expression:

sp(ω, θn) = σpF (ω) · e−j(2k
√

Z2+r2
p−2·Z·rp cos(φp−θn)), (3)

where k = ω
ν is often called the wavenumber. As the responses from the pth scatter are collected by

different antennas, a Phase Modulated (PM) signal can be observed. The spectrum of such signal
can be obtained by taking the Fourier transform of (4) in the θ direction resulting in the following
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expression:

sp(ω, ε) =

2π∫

0

σpF (ω) · e−j(2k
√

Z2+r2
p−2·Z·rp cos(φp−θn)+εθ)dθ, (4)

where ε is the frequency counterpart of θ.
As it can be seen in the previous equation, for large k values — such as is required by UWB

systems — the result of the integral rapidly approaches to 0 [5]. However it is possible to obtain an
asymptotic function that describes how fast the angle function approaches zero for large k values.
For this purpose the stationary phase method is used [20]. This method uses the behavior of the
rate of change of the frequency, also known as Instantaneous Frequency (IF), of the angle function
to determine the asymptotic behavior of the desired function. Using this method, the asymptotic
behavior of (4) is given by:

sp(ω, ε) = σpF (ω, ε) · e−i
“√

4k2r2
p−ε2+

√
4k2Z2−ε2+sin−1( ε

2kZ )+sin−1
“

ε

2krp

”
+π−εφp

”
, (5)

where again ε is the frequency counterpart of θ.
Note that the π term in the phase of (9) results in the scatter appearing at a location 180◦

degrees from its original position. The observed position is also farther from the origin than
it was supposed to be and these artifacts are related to the term

√
4k2Z2 − ε2 present in the

complex exponential. In order to perform compensation, the double Fourier transform of the scan
is obtained and multiplied by the kernel e−i(

√
4k2Z2−ε2+π). Then, the inverse Fourier transform

of the compensated data is calculated in the direction. At this point the data is mapped into a
rectangular system of coordinates using the following criteria:

(kx, ky) = (k · cos(θn)), k · sin(θn), (6)

where n goes from 1 to N , and N is the total number of locations where the scattered signals
were received. If this mapping produces an unevenly sampled space, an interpolation process is
performed in order to use the discrete Fourier transform via the Fast Fourier transform. Finally,
in order to reconstruct the processed data to its original representation, the 2D inverse Fourier
transform is applied to the focused data set.

4. RESULTS

In order to assess the capabilities of the proposed reconstruction technique, a phantom similar to
the one used in [6] was employed. This phantom consisted of a PVC pipe filled with air. The
PVC pipe has a diameter of 10 cm and its height is 50 cm. PVC and air permittivity values have
a similar contrast (see Table 1) to the one exhibited by skin and breast tissue (3:1). Since the
signal attenuation in breast tissue is greater than in air, a smaller contrast between air and the
simulated cancer tissue is required to recreate this signal loss. For this purpose, wood dowels are
used to simulate the malignant tissue. The dowels have a 1.2 cm diameter. The phantom materials
present almost no variation in their dielectric permittivity values in the 1–12GHz frequency range.
As it can be seen in Table 1, the contrast between air and wood is 1.7:1. The data acquisition
process was performed by rotating the phantom at 5◦ intervals for a total of 72 positions. At each
position, the phantom was irradiated and the collected reflections were recorded. In order to allow

Table 1: Permittivity values of the materials used in the phantoms.

Material Permittivity Value (6GHz)

PVC 3

Air 1

Wood 1.55

Cancer tissue 48–52

Breast tissue 9.2

Skin 30
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a beamwidth coverage in all the scan positions and reduce undesirable interferences of antenna
early time artifacts, the distance between the antenna and the center of the phantom is 70 cm. A
zero padding factor of 3 was used to improve the visualization of the reconstructed images. In the
following discussion, the center of the phantom will be denoted as the origin.

An experimental setup with two dowels and its reconstructed image are shown in Figures 2(a)
and (b) respectively. The reflection of the dowels located at (2, 0) cm and (−2, 0) cm from the
origin are however obscured by the surface reflections. Due to the simplicity of the phantom,
the reflections of the PVC wall are quasiuniform. The surface reflections were removed using the
technique described by the authors in [7]. The red circle denotes the location of the removed PVC
reflections. A second experimental setup and its reconstructed image are shown in Figures 3(a) and
(b) respectively. In this case, the skin reflection has been already removed from the reconstructed
image. The separation between the dowel centers is 2.8 cm. Note that there is no overlapping
between the target signatures. Finally, in order to quantitatively assess the performance of the
proposed method, the relative strength of the noise present in the image compared to the target
signatures magnitude and the focal quality of the reconstructed images were measured. The metrics
used for this purpose were the signal to clutter ratio (S/C) and the conditional entropy. The results
of this quantitative performance evaluation for each experiment are summarized in Table 2.

Table 2: S/C ratio and conditional entropy values of the reconstructed data for each experiment.

Experiment S/C Ratio (dB) Cond. Entropy (bits)

1 10.65 3.4594

2 9.14 3.1699

10 cms.
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Figure 2: Experiment 1, (a) Experimental setup, (b) Reconstructed image.

10 cms.

1
0

 c
m

s
.

2
 c

m
s

.

(a) (b)

Figure 3: Experiment 2, (a) Experimental setup, (b) Reconstructed image.
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5. CONCLUSIONS

In this paper, the experimental feasibility of the wavefront reconstruction method for subsurface
radar imaging proposed by the authors in [4] was assessed using data sets collected from synthetic
phantoms. Although simple in their construction, the phantoms materials exhibit a similar contrast
to the one present between breast and cancer tissue. The proposed algorithms yielded accurate
results when applied to experimental data.
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Abstract— In this paper, we present the biological effects of the radio-frequency field, and
the interaction mode between RF and the tissue. The simulation of this interaction permitted
to analysis the absorption of RF energy in the biological tissue. After we describe a the tech-
nique to heat different sizes of tumors and instantaneous follow up of the thermal diffusion, by
microwave applicators realized from coaxial monopole surrounded by an absorbing and thermal
conductor dielectric material (ATCDM). The Finite Difference Time Domain method “FDTD”
with Perfectly Matched Layers for absorbing boundary conditions is used to model the head, the
cell phone, microwave applicator and the “ATCDM” material.

1. INTRODUCTION

When electromagnetic waves hit a biological tissue, an interaction takes place. Indeed, the matter
becomes like an homogeneous dielectric weakly conductor, then the wave is absorbed, refracted and
diffracted. The physical modification of matter after interaction can have a biological effect. Thus,
the microwave heating of tissue, constituted in great part of water, causes a damage of the tissue
if the temperature elevation is too intense or prolonged. The interaction depends on the dielectric
matter properties (conductivity and permittivity) and the rate between the wave-length and tissue
dimensions. We distinguish two applications in electromagnetic interaction:
• The dosimetry which is the quantification of the fields and powers in tissue. The theoretical

studies and experimental (phantom measure) permit to quantify this interaction in term of electric
and magnetic fields. Now, it’s very difficult to make a no destructive measure of electromagnetic
fields in biological tissue at radio-frequencies, the computer simulation is often required [1–5]. The
cellular telecommunication technology advanced quickly, and their users are worry of electromag-
netic fields harmful effects emanating from these devices. During these last years, the media are
interested to sensitize public at RF field exhibition what dragged more scientific research on the
subject. The cellular telephones radiated a power of 0.6 watts (watts), the present works is inter-
ested to study the biological effect of this radiated power and the limit in time of cellular telephones
uses [4, 5].
• Hyperthermia is a promising technique of microwave heating of the died cells in the biologic

tissue, the success of microwave hyperthermia treatment is depending on temperature control [6].
In the literature, the temperature measure is given by a radiometer, who measured only average
value in the considered volume [7]. The technique that we propose eliminate the radiometric sensor
and it be able to built preciously and an instantaneous thermal profile in the complex tissues who
their thermal characteristics are strongly depending on the temperature gradients [8]. Another
advantage of this technique, which no mutual electromagnetic influence between applicators and it
produces therapeutic heating by microwave hyperthermia of big tumors having different sizes and
complex shapes [9].
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2. THEORY OF FDTD METHOD

2.1. Equations Development
The Maxwell’s equations described in a tissue having complex permittivity and developed with the
Finite Difference method and the distribution of the fields in the YEE cell [10]:

D̃
n+1/2
x (i, j, k)− D̃

n−1/2
x (i, j, k)

∆t
=

1√
ε0µ0

(
Hn

z (i, j + 1/2, k)−Hn
z (i, j − 1/2, k)

∆y

−Hn
y (i, j, k + 1/2)−H(i, j, k − 1/2)

∆z

) (1)

We put ∆x = ∆y = ∆z, then:

D̃n+1/2
x (i, j, k) =D̃n−1/2
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And with: ∆t = ∆x
2Co (will be shown at stability criterion), one has ∆t

∆x
√

ε0µ0
= 1

2 .
For the calculation of the magnetic field, one takes the second Maxwell equation, and then one

clarifies it with a centred differences development.

Hn
x (i, j, k) = Hn

x (i, j, k)− ∆t

∆x
√

ε0µ0
(En

z (i, j + 1, k)−En
z (i, j, k)−En

y (i, j, k + 1) + En
y (i, j, k)) (3)

2.2. Stability Criterion
The maximum allowable time step must be limited so that the wave does not propagate through
more than one cell at a time for the simulation to be stable. This condition lays down the sta-
bility to be ∆tmax = min(∆x, ∆y∆z)/c. However the maximum allowable cell size is ∆x/c

√
3.

For non cubical cells the maximum time step is given by the Courant condition to be ∆t ≤
1

c
√

(1/∆x)2+(1/∆y)2+(1/∆z)2
.

The wave that propagate in the computation region has a variable phase velocity, that is not
its physical phase velocity, depending on the wavelength, direction of propagation and grid dis-
cretization. This phase velocity, like the physical phase velocity, causes the broadening of pulse,
and, in addition, causes spurious anisotropy and pseudo refraction, and is referred to as numerical
dispersion. In applying the diagram of the Finite difference to the wave equation, one gets the
numeric dispersion equation:

sin2(ω∆t2

2 )
c2∆t2

=
sin2(kx

∆x2

2 )
∆x2

+
sin2(ky

∆y2

2 )
∆y2

+
sin2(kz

∆z2

2 )
∆z2

(4)

While increasing the frequency, the group velocity becomes smaller, what products a distortion of
the signal. The most visible consequence of numerical dispersion is that the propagating wave has
a phase velocity smaller than the speed of light. This effect is minimal for oblique propagating and
maximal for a wave propagating along the x, y or z axes. Moreover, numerical dispersion sets the
minimum allowable wavelength that propagates in the computation region; wavelengths below this
minimum do not propagate at all. In other word, the FDTD grid acts as a low-pass filter with
cut-off frequency around fmax = c

2·min(∆x, ∆y, ∆z) .
In practice, however, the effects of this low-pass filtering are left already around to λmin =

10min(∆x, ∆y, ∆z). λmin is the smallest reliable propagating wavelength in the FDTD computa-
tion region. The effects of numerical dispersion can be reduced by choosing a small cell size with
respect to the size of the simulated structure at the cost of a large computation domain, and, so
also, huge computation times.
2.3. Perfectly Matched Layer for the Absorption of Electromagnetic Waves
The perfectly matched layers serve for the numeric calculations like numeric absorption walls and
permit to delimit the used matrixes dimensions. To really illustrate the effect of the PML layers,
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one considers the electromagnetic energy propagation, for example according to the OX axis, the
role of the PML layers is to absorb this energy with no reflection. The energy propagated in the
considered domain continuous its propagation in the layers of the PML with no reflection, only
if the intrinsic impedance of the studied media and the one of the PML layers is equal. These
impedances must be equal to 1. Now, we apply the two criteria’s of Berenger [11] to introduce the
PML layers in the resolution of the equations propagation in the heterogeneous media. All these
equations possess the same writing, in order to simplify the development; we clarify the component
only according to OX direction. T represents the final simulation time. One puts xn = σ∆t

2ε0
what

gives xn(x) = σx(x)∆t
2ε0

, xn(y) = σy(y)∆t
2ε0

and xn(z) = σx(z)∆t
2ε0

. The conductivities are determined

by Gedney [12, 13], and have for profiles, σ(z) = σmax
|z−z0|m

length−pmlm . z represents the depth of the
layer, and length pml represents the number of the layers. m is a coefficient whose optimal value
is situated between 3 and 4. The values of the xn are chosen to attenuate the numeric reflection:
xn(i) = 0.333( i

length−pml )
3. With i = 1, 2, 3 . . . length pml, i represents the order of the absorbing

layer. It shows that if the layer is far of the studied domain the value of xn increases, and on
the contrary it decreases when the layer is adjacent to the borders of the domain to study. The
coefficient 0.333 is forced the stability of the algorithm, it is found empirically. For a program
implantation, one explains the PML with X direction for example; in the considered media the
effect of the electric conductivity must be absent in the three directions, and it will be functional
that on the absorbents layers. The adjacent layers to the considered media are:

- Layers of order length pml.
- Layers of order IE-length pml.

Therefore the new writing of xnx(i) is: xnx(i) = 0.333( length pml−i+1
length pml )3.

In considered media xnx, xny and xnz are zero. The PML are very efficient absorbing conditions
and that, to any incidence angle, what permits to bring closer the absorbing layers to the beaming
systems. The borders conditions are then susceptible to be in the field near to the modelled antenna
what implies that the PML are optimized to absorb the evanescent components of the field. Indeed,
the layers discrediting must be thin enough to take in account the terms some 1/r3 or even 1/r5 of
field, the profile of σ must be adapted and finally the thickness of the PML layers must be sufficient
to absorb these evanescent waves.

3. APPLICATION OF FDTD METHOD TO DOSIMETRY

3.1. Dosimetry
The quantification of absorbed power in biological tissue is determined by the specific absorption
rate (SAR). The evaluation of people exhibition level can be making the direct evaluation of the SAR
in tissue, or indirectly by the evaluation of field’s emaning from basis station. The first approach
is the respect of basis restrictions that represents the protective levels. The second approach is
based on maximal power absorption; it’s bound to the reference levels which guarantee that basis
restrictions will never be passed. The approach based on the SAR is recommended when the person
is near the antenna. This case represents the human head near cell phone. All groups research
work on the field evolution in order to determine the SAR:

SAR =
d

dt

(
dw

dm

)
=

σ |E|2
2ρ

(5)

where w represents the energy in joules, m the mass in Kg, t the time in s, E the electric field in
V/m, σ the conductivity in S/m and ρ is the volume density in Kg/m3. The reference levels of
the SAR are done by ICNIRP and after by CENELEC [14, 15], and are 2w/Kg for 10 g of cube
tissue. The SAR measure within the electric field or the temperature requires the use of a probe.
The heterogeneity of tissues and the interstitial probe make difficult the measurement inside. The
medical imagery and the electromagnetic numerical methods permit the evaluation of the electric
and magnetic fields in tissue. But the computer simulation of cellular phone is very complex.
3.2. Numerical Approach
The numerical model of head is a fundamental element of the simulation. It must be representative
of a user’s head and must permit an analysis of the absorber power in the different tissues. Often, the
numerical model are based on the IRM, one finds ten different tissues such as: (skin, bone, muscle,
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cephalo-rachidien liquid, gray matter, white matter, . . .). The electromagnetic characteristics of
these tissues are those determined by scientific community. This model permitted the evaluation
of energy distribution in the main tissues. The cell phone is simulated as a rectangular box with
εr = 2.2 and the conductivity σ = 0, the inner volume of box is simulated as a metal. The cell phone
operated at European GSM (operating at 900 MHz) and radiated two watts, the SAR simulation
is 1.1 w/Kg. The dosimetry analysis shows that about 50% of power is absorbed by the head, it’s
distributed as: 15% absorbed by skin; 10% absorbed by muscle, the cephlo-rachidien liquid 5% and
the brain 13%. With this model, the most absorption is localized near the ear: 30% of the energy
are absorbed in a volume of (5 × 5 × 5) cm3; centred on the internal ear. In this reduces volume,
skin absorbed an important part about 70%. At the frequency of 1800 MHz, the proportion of the
power absorbed by the peripheral tissues is increased. The zone near to the internal ear absorbed
the most part of the energy radiated by the cell phone. The experimental approach is necessary
to complete the numerical analysis. However, this approach meted the difficulties of the measure
inside and the strong heterogeneity of the tissues limited this approach. It’s therefore necessary to
define a model of homogeneous experimental head. The definition of form and content of phantom
are fundamental. The phantom shape must represent the population and its content must have the
electromagnetic characteristics that guaranteed the measured SAR in ten grammes is lower than
real values [16]. With the international phantom, one gets the following measures:

Table 1: Powers absorbed by the different tissue.

Tissues Skin Muscle Skull Eyes LCR Brain
Power absorbed (mW) 9.3 6.8 2.5 0.009 2.2 8.7

In conclusion, the part of the power absorbed in the head is about 50% of the radiated power
(100mw for GSM 900MHz). For the head of 3Kg, the calculate SAR is about 30 mW/Kg. How-
ever, the absorbed power decreases exponentially according to the depth, then the local SAR is
more important than this calculated in a small volume, for 10 g, it’s about 0.4 to 1 w/Kg. The ex-
perimental bench of measure is constituted of an absorbing room, where one puts a phantom filled
of liquid whose dielectric characteristics are brain characteristics. The cell phone radiated the max-
imal power is placed at the ear level. In order to measure the electric field into the phantom, a robot
piloted by a computer, permits the probe displacement in the liquid and the acquirement of the
three electric field component (Ex, Ey,Ez). The acquirement process is based on the “NARDA”
system [17].

 

Skin

Muscle

Bone 
Cephalo-rachidien liquid 

Brain 

Figure 1: Value of the electric field on the same axis and with the same type of antenna (case of λ/4 antenna).

3.3. Experimental Results

One presents the first model where the telephone is represented by rectangular box surmounted by
a quarter wave antenna. The head model is simplified at concentric spheres. The descritization
is constituted by a cube cell of 2.5 mm. All volume possesses 1.16 million of cells. The FDTD
simulation shows that electric field decreases quickly (Fig. 1). The tissue conductivity dragged
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losses and eliminated all resonance. In conclusion, it seems that some cells of some simple organisms
(or modified) can discern the RF, even if their weak level, like a stress.

4. HYPERTHERMIA

4.1. Heating Theory
Every applicator deposits a uniform heat quantity, having a cylindrical shape [6]. This applicator
is constituted of a monopole; the inner conductor is surrounded by an absorbing and thermal
conductor dielectric material (ATCDM). The position of different applicator permits to generate a
deposit of heat quantity that adheres preciously the complex shape of considered tumor, in order
to leave normal surrounding tissues at lower temperature.
4.2. Absorbing Thermal Conductor Dielectric Material Model (ATCDM)
The ATCDM is suitable to stock the electromagnetic energy radiated by the inner conductor of
coaxial antenna as calorific energy, then to transmit this energy to tissues. In electromagnetic
characterisation, the ATCDM possesses two planes: the plane I represents the transition between
the inner conductor and the absorbing environment. The plane II represents the reflective plane of
the electromagnetic waves.
4.3. Thermal Diffusion
The heat quantity deposited as cylindrical shape can propagate itself in the complex tissue following
the bioheat Equation [9]:

ρc
∂T

∂t
= κ∇2T − ρρbcbF (T − Ta) + ρ · SAR (6)

T is the temperature (◦C), t is the time (s), ρ is the density of tissue (kg/m3), c is the specific heat
(J/kg·K), κ is the thermal conductivity (W/mK), ρb is the blood density (kg/m3), cb is the blood
specific heat (J/kg·K), F is blood flow rate (m3/kg·s), Ta is the tissue temperature, and SAR is
the specific absorption rate (w/kg). Where σmc is the complex tissue conductivity, E is an electric
field value (v/m). The considered medium is a complex tissue where the blood flow rate and the
specific heat depend on thermal gradient [8]. Therefore the resolution of the equation must hold
account the change of the F coefficients and cb according to the temperature, in order to permit an
instantaneous follow-up of the temperature diffusion with an exact reconstruction of the thermal
card.
4.4. Control of the Heating Volume
The number of applicators and their positions depend on the tumor shape. They are placed into
tumor and they deposited a cylindrical shape of calorific energy [6, 12]. It’s possible to mean away
one direction of heating by increasing the input power at the considered applicator, and to cut it at
the one applicator permits to limit the thermal diffusion in the considered sense. Then, both these
two combinations: the applicators positions and the cut or the increase of their input power, we can
heat all tumors shape that prove to be complex before and the old techniques tried to assimilate
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Figure 2: Thermal diffusion after 10 minutes of heating. (a) Plan Z = 4mm, (b) Plan Z = 7 mm.
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it to a known shape as spherical. The proposed technique is very useful if the tumor is finding in
high sensitivity zones because to heat after tumor border, causes enormous damages. A primordial
advantage of this technique is the reconstruction in real time of the thermal card. The considered
tissue has a blood flow rate F (in m3/kg·s) and the heat specific of blood cb (in J/kg·K) depend on
the thermal gradient [8]. Therefore the bio heat equation becomes an equation with no constant
coefficients, and its resolution permits an instantaneous follow-up of the temperature diffusion with
an exact reconstruction of the thermal card.
4.5. Results
The used FDTD method for determining the characteristics of ATCDM and the specific absorption
rate (SAR). The complex tissue considered has a strong blood circulation. The constant dielectric
εmcr = 43.03 and conductivity σ = 1.69 (s/m). The volume is descritized as (30×30×30)mm3.
The Fig. 2 present the reconstruction in real time of the thermal card in the plane (Z = 4 mm and
Z = 10mm) after 10 minutes of heating.

5. CONCLUSION

This paper has presented the FDTD simulation technique. The FDTD implementation has been
made adequately flexible to accommodate modelling of a wide variety of antenna and tissue topolo-
gies. In this work, we have evaluated the SAR distribution in the head of a human exposed to the
electromagnetic field emitted from a hand held cellular phone in a partially closed environment.
Particular attention has been devoted to an accurate simulation of the SAR. The results show a
sensible dependence of the SAR distribution and of the peak SAR on the type of telephone con-
sidered, on the distance between the head and the telephone, and on the type of environment in
which the exposure takes place. The SAR peak values, evaluated over any 1 g of tissue and for
phones radiating 600 mW of power in free space condition, were nearly always below the ANSI
limit of 1.6 W/kg, with the exception of the whip phone when used in the proximity of perfectly
conducting vertical surfaces or used with the antenna collapsed and in strict contact with the ear.
We have pointed out our attention to some selected organs such as the brain, the eyes, the pineal
and the parotid glands. The computed SARI values in these critical organs were well below the
presently considered safety limit, but their knowledge could be useful, for example, to correlate
epidemiological studies to the real conditions of exposure. Among the very numerous studies that
have been achieved during these last years on the biological effects of cell phone signals, only some
of them revealed biological effects with no serious healthly consequence in our present knowledge.
For tumors, the cell phone signals don’t provoke the cancer and probably don’t accelerate the devel-
opment of tumors already existing. The research is currently very active, especially in Europe, and
in about two years, numerous studies will deliver their results. The international organism such as
(WHO, CIRC, ICNIRP, COST 281, etc. . .) takes advantage of these research in order to analysis
undesirable effects and protect the users. And we have presented a theoretical study permitting
to use a microwave hyperthermia while following a very definite tumor shape. The proposed tech-
nique permitted an instantaneous follow-up of thermal diffusion during a microwave hyperthermia
treatment, applied to tissue having a very important blood circulation.

Since the biological hazards are mainly due to a temperature rise in tissue for RF exposure, the
effect of localized SAR for portable telephones should also be related to the temperature rise in the
head. From this point-of-view, the temperature rise in the human head for portable telephones has
been computed with an anatomically based human-head model. The SAR in the human head has
been determined using the FDTD method, and a bioheat equation has been numerically solved also
using the FDTD method. With antenna output powers of 0.6 W at 900 MHz and 0.27 W at 1.5 GHz,
respectively, the maximum temperature rises in the head are found to be 0.18C at 900 MHz and
0.15C at 1.5GHz, and the maximum temperature rises in the brain are found to be 0.09 C at
900MHz and 0.07C at 1.5 GHz. These results exclude the possibility of thermally induced brain-
tissue damage from portable telephones. Further works are required for experimental evaluation.
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Abstract— Research of interactions between EM Field and biological systems is of growing
interests elsewhere. Also here in Czech Republic there are several groups working in this field,
often in international co-operations. We will describe here mainly basic technical equipment
developed for 5 different research projects in the discussed area of interactions of EM field and
biological systems.

1. INTRODUCTION

In present time four research institutions here in the Czech Republic run research projects focused on
studies of interactions between EM field and biological systems. These institutions are technically
supported by Dept. of EM Field of the Czech Technical University in Prague. In this contribution we
would like to give more details about that projects and obtained technical results (i.e., description
of developed exposition systems).

Three of discussed projects (1 in Germany and 2 here in Czech Republic) are basic research for
simulation of the microwave hyperthermia treatment. Other two projects (both in Czech Republic)
are focused on simulation of the case of exposition by mobile phone.

In the modern view, cancer is intended as a complex illness, involving the cells that undergo to
transformation, their environment, and the general responses at biochemical and biological levels
induced in the host. Consequently, the anti-cancer btreatment protocols need to be multi-modal
to reach curative effects. Especially after the technical improvements achieved in the last 15 years
by bio-medical engineering, microscopy devices, and molecular biology methods, the combinations
of therapeutic procedures are growing in interest in basic and clinical research.

Figure 1: Waveguide applicator for biological experiments.

The combination of applied biological research together to the physical sciences can offer im-
portant perspectives in anticancer therapy (e.g., different methodologies and technical devices for
application of energies to pathological tissues).

The modern bioengineering knowledge applied to traditional tools, as the microscopy, has largely
renewed and expanded the fields of their applications (e.g., in vivo imaging), pushing the interest
for direct morpho-functional investigations of the biomedical problems.

2. WAVEGUIDE APPLICATOR

Very good results of EM field expositions in biological experiments can be obtained by simple but
efficient waveguide applicators, see example in Fig. 1.
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Waveguide offer a very big advantage — in approximately of fifty percents of its aperture the
irradiated electromagnetic field is very near to a plane wave, which is basic assumption for good
homogeneity of the heating and optimal treatment penetration.

Here described system is being used (shared) for research projects by two two institutions
(Institure of Radiation Oncology in Prague and Institute of Microbiology of the Czech Academy of
Sciences).

Aperture of this waveguide is 4.8 × 2.4 cm and it is excited at frequency 2.45 GHz. Effective
heating is in the middle of the real aperture — its size is approximately 2.4 × 2.4 cm. Waveguide
is filled by teflon to reduce its cut-off frequency. Power from generator is possible to control from
10 to 180 W, in these experiments we work between 10 and 20W mostly.

3. EVALUATION OF WAVEGUIDE APPLICATOR

To evaluate this applicator from technical point of view we made a series of experiments, see e.g.,
Fig. 2, where you can see example of measurement of temperature distribution by IR camera.

Here you can see temperature distribution obtained on surface of a model of mouse made from
agar — with a simulated tumour on mouse back. Experiment has been done by heating phantom
during 2 minutes delivering a power of 10W. Maximum of temperature increase has been found
approximately 10 ◦C. Similar results with different increase in temperature we have got also in other
technical experiments on phantom or live mouse when power or heating time was changed.

Figure 2: Temperature distribution obtained on surface of a model of mouse.

4. ARRAY APPLICATOR

The main goal of the planned biological experiment is a hyperthermia treatment of the experi-
mentally induced pedicle tumours of the rat to verify the feasibility of ultrasound diagnostics and
magnetic resonance imaging respectively to map the temperature distribution in the target area of
the treatment. That means to heat effective volume of approximately cylindrical shape (diameter
approx. 2 cm, height approx. 3 cm). Temperature to be reached is 41 ◦C or more (i.e., temperature
increase of at least 4 ◦C from starting point 37 ◦C), time period of heating is 45 minutes.

Considering the necessary effective heating depth for the planned experiments, we have found
915MHz to be suitable frequency. As an excellent compatibility of the applicator with non-invasive
temperature measurement system (ultrasound or NMR) is a fundamental condition for our project,
we should have to use non-magnetic metallic sheets of minimised dimensions to create the conduc-
tive elements of the applicator. Therefore the applicator itself (see Figs. 3 and 4) is created by
two inductive loops tuned to resonance by capacitive elements [4, 5]. Dimensions of these resonant
loops were designed by our software, developed for this purpose. Coupling between coaxial feeder
and resonant loops (not shown in Fig. 3) as well as a mutual coupling between resonating loops
could be adjusted to optimum by microwave network analyser.

This applicator has been developed for German Cancer Research Institute in Heidelberg. And
it is being used there for a series of animal experiments to study effect of hyperthermia on tumours
and possibility to combine hyperthermia with chemotherapy etc.

Compatibility of this applicator with a Magnetic resonance unit (MR) has been studied and it
has been demonstrated.
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Figure 3: Arrangement of discussed microwave hyperthermia applicator.

 

Figure 4: Photograph of the discussed applicator.
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Abstract— This paper presents a new algorithm to accelerate the computation of the series
that lead to the determination of the 2-D periodic Green’s functions with 1-D and 2-D periodic-
ities in homogeneous media. The algorithm is based on a novel implementation of the spectral
Kummer-Poisson’s method. In this novel implementation every original series is split into two
fast converging series, one with exponential convergence and the other with algebraic conver-
gence of arbitrarily large order. The CPU times required by the new algorithm to obtain the 2-D
periodic Green’s functions have been compared with those required by Ewald’s method, and the
new algorithm has been found to be between 2 and 5 times faster than Ewald’s method.

1. INTRODUCTION

The application of the Method of Moments (MoM) to the solution of periodic electromagnetic
problems requires the computation of periodic Green’s functions. Thus, the free-space 2-D periodic
Green’s function with 1-D periodicity (2DPGF-1D) has been used in the determination of the
scattering matrix of inductive obstacles in rectangular waveguide [1], and the same 2DPGF-1D
has also been used in the analysis of the scattering of plane waves from one-dimensional periodic
arrays of lossy strips in free space [2]. In the case of multilayered media, the application of the
discrete complex image method makes it possible to express the Green’s functions in closed form
as linear combinations of spherical and cylindrical waves [3]. According to this, the 3-D periodic
Green’s functions of multilayered media with 2-D periodicity can be easily obtained in terms of
both 3-D periodic Green’s functions with 2-D periodicity (3DPGF-2D) in homogeneous media and
2-D periodic Green’s functions with 2-D periodicity (2DPGF-2D) in homogeneous media. This
approach for the computation of 3-D periodic Green’s functions in multilayered media has been
followed in [4] as a mean to compute the reflection and transmission properties of frequency selective
surfaces embedded in multilayered media. The previous examples show that the development of
efficient and accurate algorithms for the computation of the 2DPGF-1D and the 2DPGF-2D in
homogeneous media is very useful as an intermediate step for studying the scattering by periodic
structures both in homogeneous and multilayered media.

2-D periodic Green’s functions in homogeneous media can be written either as spatial infinite
series, or as spectral infinite series when Poisson’s formula is used [5]. When losses are negligible,
both the spatial and the spectral series are slowly converging, and a large number of analytical
and numerical methods have been applied to accelerate the convergence of these series. Among the
analytical methods, we should mention the spectral Kummer-Poisson’s method [6], Veisoglu’s tran-
formation method [7], Ewald’s method [8] and the lattice sums method [9]. Additional numerical
acceleration methods are the Shank’s transformation [10], the θ-algorithm [11], the Chebyschev-
Toeplitz algorithm [12], and the recently developed summation-by-parts algorithm [13]. It should
be pointed out that all the mentioned numerical acceleration methods can be directly applied to the
spatial and spectral series as well as to the fast converging series resulting from the application of
analytical acceleration methods. Linton carries out a comparison among the different acceleration
methods that have been used for the computation of 2-D periodic Green’s functions in homogeneous
media [14], and he concludes that Ewald’s method is the best method in most scenarios because of
its versatility and good compromise between accuracy and efficiency.

In this paper the authors presents an algorithm for the acceleration of the series involved in the
computation of the 2DPGF-1D and the 2DPGF-2D in homogeneous media. The algorithm is based
on an original implementation of the spectral Kummer-Poisson’s method. In the algorithm any of
the series that has to be accelerated is split into two new series containing unknown coefficients.
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A judicious choice of these coefficients makes it possible that these two new series converge very
fast, one of them with exponential convergence and the other one with algebraic convergence of
arbitrarily large order. Whereas other sophisticated algorithms based on Kummer-Poisson’s method
[15] are heavily dependent on the mathematical expression of the terms of the series that have to
be accelerated, the new algorithm presented in this paper is very general and works equally well
for 2-D periodic problems with 1-D periodicity and for 2-D periodic problems with 2-D periodicity
involving lattices with arbitrarily skewed axes. The CPU times required by the algorithm for
the computation of 2-D periodic Green’s functions within a predetermined accuracy have been
compared with the CPU times required by Ewald’s method. The algorithm has been found to be
between two and five times faster than Ewald’s method in all the cases studied.

2. OUTLINE OF THE NUMERICAL PROCEDURES

Figure 1 shows a one-dimensional array of line sources located in a homogeneous medium. If a time
dependence of the type ejωt is assumed, the periodic 2-D Green’s function with 1-D periodicity
(2DPGF-1D) for the array of line sources is given by the spatial series

G1DP(∆x, ∆y, k) =
+∞∑

n=−∞
a1DP

n (∆x, ∆y, k) =
1
4j

+∞∑
n=−∞

H
(2)
0 (kRn)e−jkx0nd (1)

where k is the wavenumber (the wavelength λ is related to k via λ = 2π/Re(k)), d is the period,
H

(2)
0 (·) is the zeroth-order Hankel function of the second kind [16], kx0 is the phase per period

imposed by a plane wave either emitted by the array or incident on the array, and Rn is defined as

Rn =
√

(∆x− nd)2 + ∆y2 (2)

where ∆x = x− x′ and ∆y = y − y′ (see the caption of Fig. 1).

Figure 1: Planar array of line sources with 1-D periodicity along the x direction in an homogeneous medium.
ρ′ + ndx̂ = (x′ + nd)x̂ + y′ŷ (n = . . . , −1, 0, 1, . . .) is the 2-D vector pointing at the line sources and
ρ = xx̂ + yŷ is the 2-D vector for the observation point.

When losses are negligible in the medium of Fig. 1, the nth term of the series (1) decays like
|n|−1/2 as |n| → ∞ [5], and therefore, the convergence of (1) is extremely slow. If Poisson’s formula
is applied to the series of (1), an alternative spectral representation of this series is obtained

G1DP(∆x, ∆y, k) =
+∞∑

n=−∞
b1DP
n (∆x, ∆y, k) =

1
2d

+∞∑
n=−∞

e−jkxn∆xe−Γn|∆y|

Γn
(3)

where kxn = 2πn/d + kx0 and Γn =
√

k2
xn − k2. The nth term of the series (2) has an exponential

decay of the type e−(2π|n||∆y|)/d/|n| when |∆y| 6= 0, but has a slow decay of the type |n|−1 when
|∆y| = 0 [5]. A better alternative to speed up the convergence rate of (1) was reported in [17],
where the authors made use of Ewald’s method to express the 2DPGF-1D as

G1DP(∆x, ∆y) =
1
4d

+∞∑
n=−∞

e−jkxn∆x

Γn

{
eΓn|∆y|erfc+ + e−Γn|∆y|erfc−

}

+
1
4π

+∞∑
n=−∞

e−jkx0nd
+∞∑

q=0

(
k

2E′

)2q 1
q!

Eq+1

(
R2

nE′2) (4)
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In Eq. (4) Eq(·) is the qth-order exponential integral function defined in [16, p228] and

erfc± = erfc
(

Γn

2E′ ± |∆y|E′
)

(5)

where erfc(·) stands for the complementary error function [16, p. 297]. The two series of (4) over
the integer index n exhibit extremely fast gaussian convergence [17]. The parameter E′ appearing
in (4) is the splitting parameter which must be chosen as shown in [17, Eq. (34)]. The main problem
of Eq. (4) is that the nth term of the second series is another infinite series over the index q without
gaussian convergence, and to the authors’ knowledge, no one has been able to find a closed form
expression for this series over q.

In this work, we propose and efficient method for the computation of the 2DPGF-1D, which is
based on applying Kummer’s transformation to the spectral formula (2), and subsequently applying
Poisson’s formula to the series containing the asymptotic expression of the nth term of (2) as
|n| → ∞ (see [5, Eq. (8)]). Also, when applying Kummer’s transformation, we retain several terms
in the asymptotic expansion of the nth term of (2) as |n| → ∞ [15] instead of retaining one single
term [5], which considerably improves the efficiency of the spectral Kummer-Poisson’s method. In
particular, G1DP is written in this work as a sum of the following two fast converging series

G1DP(∆x, ∆y, k) =
+∞∑

n=−∞

[
b1DP
n (∆x, ∆y, k)−

M ′∑

i=1

Bib
1DP
n (∆x, ∆y, jCi)

]

+
+∞∑

n=−∞

(
M ′∑

i=1

Bia
1DP
n (∆x, ∆y, jCi)

)
(6)

where Bi and Ci (i = 1, . . . , M ′) are real coefficients that are judiciously chosen in such a way that
the nth term of the first series of (6) decays like |n|−(M ′+1) as |n| → ∞, and simultaneously the
second series of (6) exhibit a fast exponential convergence. Then, if the value of M ′ in (6) is chosen
to be sufficiently large, the two series of (6) converge very fast.

Figure 2: Spatial array of line sources with 2D periodicity. ρ′ + ma1 + na2 = (x′ + ma1x + na2x)x̂ + (y′ +
ma1y + na2y)ŷ (m,n = . . . , −1, 0, 1, . . .) is the 2-D vector pointing at the line sources and ρ = xx̂ + yŷ is
the 2-D vector for the observation point.

Figure 2 shows a two-dimensional array of line sources located in a homogeneous medium. Let
a1 and a2 be the primitive vectors of the periodic 2-D lattice, which are not necessarily orthogonal
(i.e., the axes of the periodic array may be skewed). The spatial series for the periodic 2-D Green’s
function with 2-D periodicity (2DPGF-2D) generated by this 2-D array of line sources is given by

G2DP(∆x, ∆y, k) =
+∞∑

m=−∞

+∞∑
n=−∞

a2DP
mn (∆x, ∆y, k) =

1
4j

+∞∑
m=−∞

+∞∑
n=−∞

H
(2)
0 (kSmn)e−jkω0·ρmn (7)

where kω0 = kx0x̂ + ky0ŷ is a vector in the x-y plane that accounts for the phase per unit cell
introduced by an incident/emitted plane wave and Smn is given by

Smn = |ρ− ρ′ − ρmn| (8)

with ρ− ρ′ = ∆xx̂ + ∆yŷ and ρmn = ma1 + na2.
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The series (7) converges slowly in the lossless case since its terms decay like |ma1 + na2|−1/2 as
both |m| → ∞ and |n| → ∞. When the two-dimensional version of Poisson’s formula is applied
to (7), one obtains a spectral series with a faster convergence rate which is given by

G2DP(∆x, ∆y, k) =
+∞∑

m=−∞

+∞∑
n=−∞

b2DP
mn (∆x, ∆y, k) =

1
A

+∞∑
m=−∞

+∞∑
n=−∞

e−jkmn·(ρ−ρ′)

|kmn|2 − k2
(9)

where A = (a1 × a2) · ẑ is the area of the unit cell of the 2-D lattice and

kmn = kω0 +
2π

A
[m(a2 × ẑ) + n(ẑ× a1)] (10)

The terms of the series (9) decay like |m(a2 × ẑ) + n(ẑ × a1)|−2 as both |m| → ∞ and |n| → ∞.
This indicates that although the convergence of (9) is faster than that of (7), it is still slow.

Ewald’s method can also be applied to the computation of the 2DPGF-2D. In fact, if we follow
the derivations in Section 4 of [17], Ewald’s method leads to the following expression for G2DP

G2DP(∆x, ∆y, k) =
1
A

+∞∑
m=−∞

+∞∑
n=−∞

e−jkmn·(ρ−ρ′)

|kmn|2 − k2
e−

|kmn|2−k2

4(E′′)2

+
1
4π

+∞∑
m=−∞

+∞∑
n=−∞

e−jkω0·ρmn

+∞∑

q=0

(
k

2E′′

)2q 1
q!

Eq+1

(
S2

mnE′′2) (11)

where E′′ is the splitting parameter (see [17, Eq. (34)]). Although the two series of (11) over the
integer indexes m and n exhibit extremely fast gaussian convergence, the series over the index q
of (11) does not have gaussian convergence, which causes that Ewald’s method for the computation
of the 2DPGF-2D is not as efficient as one should expect.

By analogy with Eq. (6), in this work we propose to compute G2DP by applying the Kummer-
Poisson’s method to the spectral series (9). Also, we propose to retain several terms in the asymp-
totic expansion of the terms of (9) as both |m| → ∞ and |n| → ∞ in order to improve the efficiency
of the overall spectral Kummer-Poisson’s method. The final expression used in the computation of
G2DP is given by the following sum of two fast converging double series

G2DP(∆x, ∆y, k) =
+∞∑

m=−∞

+∞∑
n=−∞

[
b2DP
mn (∆x, ∆y, k)−

M ′′∑

i=1

Dib
2DP
mn (∆x, ∆y, jFi)

]

+
+∞∑

m=−∞

+∞∑
n=−∞

(
M ′′∑

i=1

Dia
2DP
mn (∆x, ∆y, jFi)

)
(12)

where Di and Fi (i = 1, . . . , M ′) are real coefficients that are chosen in such a way that the terms of
the first series of (12) decay like |kmn|−(2M ′′+2) as both |m| → ∞ and |m| → ∞, and simultaneously
the second series of (12) exhibit a fast exponential convergence. This means that Eq. (12) provides
a very fast mean for computing G2DP when M ′′ is chosen to be large enough.

In order to compare the relative efficiency of Eqs. (4) and (6) in the computation of G1DP, we
have compared the CPU times required by both expressions to obtain G1DP within an accuracy of
eight significant figures. These CPU times have been obtained for a 1-D array of line sources in a
lossless homogeneous medium (Im(k) = 0), which is the worst case scenario for the application of
Eq. (1). We have found that the CPU times required by the single term Kummer-Poisson’s method
of [5] (i.e., by Eq. (6) in the case where M ′ = 1) are typically between 2 and 10 times longer than
those required by Ewald’s method, which agrees with the results plotted in [5, Fig. 3(b)]. However,
the CPU times required by the spectral Kummer-Poisson’s method of Eq. (6) are comparable to
those of Ewald’s method when M ′ = 3, and are between 2 and 5 times shorter than those of Ewald’s
method when M ′ = 7. This indicates that the spectral Kummer-Poisson’s method of of Eq. (6) is
more efficient than Ewald’s method concerning the computation of G1DP.

Also, we have compared the CPU times required to obtain G2DP with an accuracy of eight
significant figures via Eqs. (11) and (12). In the case where the medium supporting the array of line
sources is lossless, the CPU times required by the single term spectral Kummer-Poisson’s method
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for the computation of G2DP (i.e., by Eq. (12) in the case where M ′′ = 1) are always significantly
longer than those required by Ewald’s method. However, the Kummer-Poisson’s method of Eq. (12)
becomes competitive with Ewald’s method when M ′′ = 2, and it is between 2.5 and 4 times faster
than Ewald’s method when M ′′ = 6. So, the spectral Kummer-Poisson’s method described in this
paper is more efficient than Ewald’s method not only in the computation of G1DP but also in the
computation of G2DP.

The comparison between the CPU times provided by Ewald’s method and Kummer-Poisson’s
method will be presented at the Symposium. Additional results showing the fast convergence rate
of the series involved in Eqs. (6) and (12) will also be presented at the Symposium.
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An Improved Matrix Bandwidth and Profile Reduction Algorithm
in FEM Problems
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Abstract— A Generalized GPS (GGPS) algorithm is proposed to optimize the FEM mesh
nodes coding for reducing the bandwidths and profiles of stiffness matrices. The algorithm
has three key-points. First, all the endpoints are found, which can be used as the origins for
generating the tree structures which all have the same depth, rather than two endpoints in the
GPS algorithm. Secondly, a new tree structure is constructed with all the level structures, which
is smaller in width than any tree structure. Finally, a new combination rule is used to obtain
more sub graphs in order to further reduce the level width. Simulation results show that the
bandwidths optimized by the GGPS algorithm are decreased by about 5%, and in most cases,
the profiles are reduced by 2%, compared with the results got by the GPS algorithm in relation
to the test data in the paper, while the execution time is close to GPS algorithm. It is clear that
the GGPS is superior to the GPS in reducing bandwidth and profile.

1. INTRODUCTION

The finite element displacement method of analyzing electromagnetic field involves the solution of
large systems of linear algebraic equation with sparse, structured, symmetric coefficient matrices [1].
The size of a sparse matrix is determined by its bandwidth and profile [2]. It is obvious that a
large-size sparse matrix requires more computer memory which in turn requires more computational
time. For example, consider a system of equations

AX = B (1)

where A is a positive definite, symmetric, and sparse matrix, called the stiffness matrix. Decreasing
bandwidth and profile lowers computational cost. When parallel multiprocessor computers are
employed, interprocess communication can be reduced significantly by smaller bandwidth, providing
another important reason that reduction in bandwidth is highly desired [3]. The bandwidth and
profile of matrix A in Equation (1) can be reduced by properly permuting the rows and columns,
which can be achieved by an appropriate renumbering of vertices of a graph associated with A [4].
The relationship between A and the graph is as follows [5, 6]. Let A = [aij ] be a symmetric and
sparse matrix of dimension N . Let the ith vertex vi be associated with the ith row. Denote
by V = {v1, v2, . . . , vN} the collection of vertices. For aij 6= 0, we can define an unordered
pair {vi, vj}. Denote by E the collection of such unordered pairs. Then, we can define a graph
G = 〈V, E〉, where V and E are called vertices and edges, respectively.

Among existing renumbering schemes, GPS (Gibbs Paul & Stockmeyer) which consists of three
algorithms is the most popular and well-known technique [5, 7–9]. GPS uses a pair of endpoints of a
pseudo-diameter to find the maximal depth of a level structure [1]. For most classes of graphs, there
may be several vertices which produce level structures with same depth but different width [10].
The paper modifies the first algorithm of GPS to get more pairs of endpoints of pseudo-diameter.
Then, there may be more than two level structures to combine together to construct a level structure
whose width is usually less than the original level structure’s width got by the GPS algorithm, so
we also modify the second algorithm of GPS to get more sub graphs. In the third part of GPS, we
just modify a little to be consistent with the former modifications.

This paper is organized as follows: Section 2 gives the basic procedure of the GGPS algorithm.
Section 3 gives the simulation results by GPS and GGPS algorithm respectively and compares the
performances of them with some classical models. Section 4 draws up our conclusions.

2. PRESENTATION OF GGPS ALGORITHM

In the algorithm based on the graph theory, if the level structure L is rooted, then we have [7]

w(L) ≤ β ≤ 2w(L)− 1 (2)

where β is the bandwidth of the stiffness matrix A, w(L) is the width of the level structure L.
From Equation (2), we know that the smaller the level structure is, the smaller the bandwidth
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of matrix. In the GPS algorithm, only one pseudo-diameter is found, leading to only two level
structures to minimize the level width [7]. However, there may be more than one pseudo-diameter
in a graph to generate more level structures for minimizing a smaller level width. If there are more
level structures and more sub graphs to partition a graph for us to combine a new level structure,
we can probably get a reduction in bandwidth and profile of the corresponding stiffness matrix A.
It is the basic ideas of GGPS algorithm. The description of the new algorithm is divided into three
algorithms as well as the GPS algorithm.
2.1. Finding a Starting Vertex
For a graph G with symmetric structure, if G has n vertices, there may always be more than one
pseudo-diameter with same length. Only two endpoints of a pseudo-diameter are found in the
original algorithm. We modify the rule for picking up the endpoints of pseudo-diameters to get
endpoints as more as we can.

A. Pick an arbitrary vertex of minimal degree and call it v.
B. Generate a level structure Lv rooted at vertex v. Let S be the set of vertices which are in the

last level of Lv (i.e., those which are farthest away form v).
C. Generate level structures rooted at vertices s ∈ S selected in the order of increasing degree.

If for some s ∈ S the depth of Ls is greater than the depth of Lv, then set v ← s and return
to step B.

D. Let u be the vertex of S whose associated level structure has the smallest width, with ties
broken arbitrarily.

E. If for some s ∈ S the depth of Ls is the same as the depth of Lv or Lu, the vertices are picked
up with u as a set of vertices at the “u” end of the pseudo-diameter.

F. If the vertex s has the same degree as v, the depth of Ls is the same as Lv or Lu, and it has not
been picked up yet, then picked it up to a set of vertices at the “v” end of the pseudo-diameter.

2.2. Minimizing Level Width
With the set of endpoints found in the first algorithm, we construct a collection of level structures
rooted at those endpoints respectively. It is possible to combine these level structures into a new
level structure whose width is smaller than any level structure’s, while the worst result is the same
level width as the level width of the GPS. The problem is that for the discrepancy in location of
each pseudo-diameter, when the graph is partitioned to sub graphs, the amount of the sub graphs
may be much less than before. We broaden the rules for picking up the partition vertex to get more
sub graphs. The partitioning of a graph can be seen as the fractionizing of the graph. The larger
the number of sub graphs, the smaller the bandwidth and profile.

Using the rooted level structure Lv1 = {L1
1, L1

2, . . . , L1
k, }, Lv2 = {L2

1, L2
2, . . . , L2

k}, . . ., and
Lvm

= {Lm
1 , Lm

2 , . . . , Lm
k } obtained from the first algorithm, associate with each vertex w of G

the ordered set (i1, . . . , im1 , im1+1, . . . , im) (m1 is the number of the vertices at the “v” end
of the pseudo-diameter, and m-m1 is the number of the vertices at the “u” end of the pseudo-
diameter), called the associated level set, where it (t = 1, . . . , m1) is the index of the level in Lvi

(i = 1, . . . , m1) that contains w, and k + 1− it (t = m1 + 1, . . . , m) is the index of the level in Lvi

(i = m1 + 1, . . . , m) that contains w. Thus the set (i1, i2, . . . , im) is associated with a vertex w if
and only if w ∈ L1

i1
∩ . . . ∩ Lm1

im1
∩ Lm1+1

k+1−i(m1+1)
∩ . . . ∩ Lm

ik+1−m
.

A. Assign the vertices of G to levels in a new level structure L = {L1, L2, . . . , Lk} as follows:

1. If the associated level set of a vertex w is of the form (i1, i2, . . . , im), and the absolute
difference between ii and ij (i 6= j) is in the required range (the required range varies
as the total number of the vertices in graph G). The more the number of vertices, the
larger the required absolute difference. Then vertex w is placed in Li. The vertex w and
all edges incident to w are removed form the graph. If V (G) = Ø, stop.

2. The graph G now consists of a set of one or more sub graphs C1, C2, . . . , Ct ordered so
that |V (C1)| ≥ |V (C2)| ≥ . . . ≥ |V (Ct)|.

3. For each sub graph Ci, i = 1, 2, . . . , t do the following:
a) Compute the vector (n1, n2, . . . , nk) where ni = |Li|.
b) Compute the vectors (h1

1, h1
2, . . . , h1

k), (h2
1, h2

2, . . . , h2
k), . . ., and (hm

1 , hm
2 , . . . , hm

k )
where hj

i = ni+ (the number of vertices which would be placed in Lj if the jth
element of the associated level set were used).
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c) Find hj
0 = maxi{hj

i : hj
i − ni > 0} (j = 1, . . . , m). Find h0 = max{h1

0, . . . , hm
0 } and

the index j (j = 1, . . . , m), and place all the vertices of the sub graph in the levels
indicated by the jth elements of the associated level set.

2.3. Numbering
The numbering procedure is similar to the GPS algorithm in that it assigns consecutive positive
integers to the vertices of G level by level. A new modification were necessary, however, since the
level structures obtained by Subsection 2.2 are a more general type than the rooted ones used in
the GPS algorithm.

A. If the degree of v is not the smallest among all the endpoints, then interchange v and the
vertex with the smallest degree and substitute the level structure obtained in Algorithm 2
by the level structure rooted from vertex with the smallest degree. (This insures that the
numbering starts from the endpoint of lower degree.)

B. Assign consecutive positive integers to the vertices of level L1 in the following order:

1. Assign the number 1 to the vertex v (if this is not the first component of the original
graph, then assign the smallest unassigned positive integer to v).

2. Let w be the lowest numbered vertex of level L1 which has unnumbered vertices in L1

adjacent to it. Number the vertices of L1 adjacent to w, in the order of increasing degree.
Repeat this step until all vertices of L1 adjacent to numbered vertices are themselves
numbered.

3. If any unnumbered vertices remain in level L1, number the one of minimal degree, then
go to step B. 2. Otherwise proceed to step C.

C. Number the vertices of level Li, i = 2, 3, . . . , k, as follows:

1. Let w be the lowest numbered vertex of level Li−1 that has unnumbered vertices of level
Li adjacent to it. Number the vertices of Li adjacent to w in the order of increasing
degree. Repeat this step until all vertices of level Li adjacent to vertices of level Li−1 are
numbered.

2. Repeat steps B. 2 and B. 3, replacing 1 with i.

D. The numbering is reversed by setting i to n − i + 1, for i = 1, 2, . . . , m if either of the two
following conditions holds:

Table 1: Test results (bandwidth, profile and time).

Nodes
Initial GPS GGPS 1− βgg/βg

%
Tgg/Tg

Bandwidth Profile Bandwidth Profile Bandwidth Profile

23 19 218 13 186 11 177 15.38 1.0000

446 419 54319 107 30631 101 30057 5.61 1.2051

1188 1063 338089 186 133542 180 140063 3.23 1.1090

1804 1685 533044 103 119109 98 119034 4.85 0.9707

2457 2334 1320292 230 320592 213 318483 7.39 1.0094

2576 2333 1595263 220 342407 208 337925 5.45 1.0406

2803 2700 2008080 382 624348 368 606821 3.66 1.0000

4184 3855 3882596 355 796828 328 812067 7.61 0.9965

4331 4186 4510009 423 1106248 414 1119011 2.13 1.0090

5420 4905 6518053 465 1421117 430 1499323 7.53 1.0763

7519 7246 14846314 552 2909545 543 2952312 1.63 1.0328

7984 7465 15897809 593 3078711 578 3185422 2.53 1.0360

149610 149180 2012803692 865 94163449 837 93316348 3.24 1.0428

βgg — bandwidth after GGPS algorithm βg — bandwidth after GPS algorithm
Tgg — time for GGPS algorithm Tg — time for GPS algorithm
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1. Step A interchanged vertices v and the vertex belonging to the set of the “v” end of the
pseudo-diameter and Algorithm 2 selected the “v” end elements of the level set for sub
graph C1.

2. Step A did not interchange vertices v and the vertex belonging to the set of “v” end of
pseudo-diameter and Algorithm 2 selected the “u” end elements of the level set for sub
graph C1.

3. DESCRIPTION OF TEST RESULTS

The original and new implementations of the two reordering algorithms were compared on 13 test
models meshed in tetrahedron meshes. Table 1 shows the results for 13 volumes with tetrahedron
meshes, which are obtained by the GPS and GGPS algorithms. Figure 1 and Figure 2 graphically
display the test results with respect to bandwidth, profile and execution time, respectively. From
the following table and figures, compared with GPS, the GGPS algorithm reduces the bandwidth
by about 5% on average and the profile by 2% in most cases, and it always performs at least as well
as the GPS algorithm in time. This improvement was due to the adoption of the increasing of the
amount of pseudo-diameter endpoints and sub graphs, which is checked in the GGPS algorithm for
additional reduction of bandwidth and profile.
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Figure 1: Bandwidths for 13 examples.
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Figure 2: Comparisons of GPS and GGPS algo-
rithms.

4. CONCLUSIONS

Optimizing the FEM mesh nodes coding for reducing the bandwidths and profiles of stiffness
matrices is a key issue. A Generalized GPS (GGPS) algorithm is proposed in the paper. It increases
the amount of pseudo-diameter endpoints and sub graphs, which can be seen as the increasing of
the freedom of level structures space, and the bandwidth and profile can be further reduced when
the graph is more fractionized. Comparisons of the bandwidth reduced by the well-known GPS
and the GGPS had been tested on several classes of graphs. Simulation results show that the
bandwidths and profiles optimized by the GGPS algorithm are decreased by about 5% and 2%
respectively, compared with the results got by the GPS algorithm, while the execution time is close
to GPS algorithm. It is clear that the GGPS is superior to the GPS in reducing bandwidth and
profile. Hence, for the reduction of matrix bandwidth and profile, the GGPS algorithm is currently
an efficient algorithm which can be used in the projects of FEM applications.
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Abstract— This paper deals with the treatment in time-domain of large scattering scenes
by a decomposition into disjointed sub-domains. A Finite Volume scheme is introduced in this
approach and then hybridized with Finite Differences. The restrictive condition of the smallest
time step introduced by CFL from each method employed are then replaced by an inter-domain
time step strategy. Comparisons on numerical examples with mono-domain computations show
the interest of the method in terms of accuracy and efficiency.

1. INTRODUCTION

A relevant problem of the electromagnetic compatibility (EMC) is to take properly account for
coupling between sources and scatterers. When dealing with large scattering scenes, the tradeoff
between accuracy and efficiency of the scheme is very sensible.

From the accuracy point of view, geometrical details are crucial and can lead to extra-refinements
on the meshing, or need to be solved using conformal scheme such as Finite Volume in Time Domain
(FVTD) [1, 2]. From the efficiency point of view, extra-refinements or free-space meshing can be
significantly penalizing. Hence, Finite Differences in Time Domain (FDTD) [3] are often involved.
An interesting approach from both points of view is to hybridize FDTD with FVTD close to the
scatterers (e.g., [4, 5]). However, this method does not appear to be optimal as free space regions
between sources and scatterers are still meshed and then dissipative and/or dispersive errors are,
a priori, propagated and amplified from a cell to another one.

In this paper, we are going to investigate an alternative way by introducing (Section 3) FVTD
in a multi-domain method based on a disjointed decomposition of the scene [6] (previously recalled
in Section 2). Moreover, its hybridization with FDTD is presented in order to take the better part
of each method (Section 4). The last part is devoted to present an inter-domain time step strategy
freeing from applying a global CFL condition (Section 5) and enhancing the global efficiency.

2. PRINCIPLE OF THE MULTI-DOMAIN DECOMPOSITION

Let us first recall the principle of the method as it was introduced into [6]. Considering multiple
scatterers and sources, we group them into disjointed domains named Di, i = 1, . . . , n and we
surround each group respectively by a Huygens and a Pick up surface, noted Hi and P i (see
Figure 1).

Now, multi-domain method consists in solving the coupled system of n Maxwell’s equations



ε(x)∂tE
i − rotH i + σ(x)Ei = Esrc + nH ×

(∑
j 6=i H

j
)

,

µ(x)∂tH
i + rotEi = Hsrc − nH ×

(∑
j 6=i E

j
)

,
(1)

where (Ej , Hj)-fields provided by other Dj , j 6= i are evaluated according to a specific integral
formula

Ei(t, X) ≈
∑

k

∫

Pi
k

[
1

c0dk
(Z0Tk∂tJi − tk × ∂tMi) +

Z0

d2
k

(
3TkJi − 2NkJi − 1

Z0
tk ×Mk

)

+
c0Z0

d3
k

∫

t
(3TkJi − 2NkJi)

]
(t− Tk, y)

dy

4π
, (2)

H i(t,X) ≈
∑

k

∫

Pi
k

[
1

c0dk

(
Z−1

0 Tk∂tMi + tk × ∂tJi

)
+

Z−1
0

d2
k

(3TkMi − 2NkMi + Z0tk × Ji)

+
c0Z

−1
0

d3
k

∫

t
(3TkMi − 2NkMi)

]
(t0 − Tk, y)

dy

4π
, (3)
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Figure 1: Principle of the multi-domain decomposition.

where Tkv = tk× (tk×v), Nkv = nk× (nk×v), Z0 =
√

µ0ε
−1
0 and c0 = (µ0ε0)−1/2, dk = |Xk−X|;

Tk = dk/c0 stands for the time for the signal to travel from Xk to point X. Formulas (2–3) are
constructed with an arbitrary cutting out of P i into a set of small “sub-faces” (P i

k)k, and choosing
points Xk ∈ P i

k. At last, nk is the outward unitary normal vector to P i
k, and tk is the normalized

vector tk = (dk)−1−−−→XXk.
These approximations are established under the following assumption [7]

δ/d << 1, (4)

where δ is a characteristic length describing a reference sub-face S (S = Cδ2 with C > 0) such that
each sub-face of P i is smaller than S; and d stands for the smallest value of all dk, k.

At last, for each j 6= i, the right-hand-side terms nH × Hj and nH × Ej in (1) are given as
piecewise functions of (Ej ,Hj)(t, x), onto the Huygens’ surface Hi. These functions are obtained
from (2–3) performing a cut-off of the Huygens’ surface Hi into small patches whose characteristic
lengths are given by δ, and then assuming (Ej ,Hj)-fields to be constant on each considered patch.

Performing this elementary steps, we show [6] that error of the so-introduced approximations are
given in O(δ/d) where the local parameter δ is free. In [8] we have shown that playing on the admis-
sible global error on the grouping parameter δ/d permits to significantly lower the computational
effort while we control the global error on the solution.

3. MULTI-DOMAIN WITH FINITE VOLUME IN TIME DOMAIN

In [6], we were interested in numerically perform the multi-domain decomposition by involving the
FDTD [3]. However, for some obvious cases, one should prefer conformal schemes instead of FDTD.
Hence, in this section, we will deal with the interest of performing the multi-domain decomposition
with a FVTD scheme to take account for fine geometrical specificities. The FVTD scheme we
consider has been introduced in [2] and lies onto a MUSCL approximation in time domain.

We consider the scattering scene composed of two identical metallic spheres of radius R = 1m
and centered respectively at O1 = (0, 0, 0) and O2 = (4.5, 4.5, 4.5), and excited by a plane wave
with characteristics (Ex = 377f(t),Hy = −f(t), kz = −1) where f(t) = 3 108

√
2e−(t−6+z)2 .

A well known characteristic of this kind of FVTD schemes is the dissipative error they introduce.
From a numerically point of view, it implies the global stability of the method whence a good
accuracy on the computed (E, H)-field requires mesh refinements. Hence, we have performed
several numerical experimentations with coarse and fine meshes, and we compare these to the one
obtained for the multi-domain method using a mesh close to the coarsest mono-domain one. Results
obtained for a test-point located at A = (3, 3, 3) are drawn on Figure 2.

We can straightforwardly observe that the multi-domain solution with a coarse mesh is almost
as accurate as the mono-domain one with the finest mesh. Thus, the multi-domain strategy sig-
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Figure 2: Comparison on Ex (left) and Hz (right) fields of the mono- and multi-domain FVTD methods.

nificantly reduces the dissipative effects cumulated by the FVTD on free-space cells. Moreover, if
we look at the global costs of these experiments (see Table 1), we see an appreciable gain on the
computational effort when involving the multi-domain FVTD instead of the mono-domain FVTD
in order to obtain the same accuracy.

Table 1: CPU and memory costs for the different mono and multi-domain computations.

Method: CPU time: Memory cost:
FVTD (23535 elts) ×1 ×1
FVTD (73493 elts) ×4 ×3
FVTD (137692 elts) ×6.7 ×5.7
FVTD multi-domain (18265 elts) [per domain] ×3.7 ×1.3

4. HYBRIDIZATION: FINITE DIFFERENCE / FINITE VOLUME

As the multi-domain system described in (1) does not pay attention to the numerical scheme used,
and as we can prove the global stability of this system, then separated choices for the numerical
schemes to use can be planed. Thus we study the coupling between a wide-band antenna (20 Mhz–
1Ghz) with the previous metallic sphere (see Figure 3 left). Such a test case needs to be accurate
on the geometrical properties of the sphere because of small wave-length signals. On the other
hand, these refinements induce a huge decrease on the global efficiency of the simulation. Hence,
it appears to be a relevant experiment for our method.

So, to take account of the geometry of the sphere we will use a FVTD sub-domain on it, and
then to give fast evaluations with the antenna we will choose the FDTD. As a comparison, we
compute the global solution with mono-domain FDTD simulations with 3 successive refinements
noted FDTD (same mesh as for multi-domain simulation), FDTD/2 and FDTD/3. When plotting
the different fields obtained from the scattering at half-distance between the sphere and the antenna
(see Figure 3 right), we can observe the influence of both a good geometrical description of the sphere
on the FDTD results, and a decrease of the dispersive effects linked to the FDTD. However, from
a quality point of view, the hybridized multi-domain FDTD-FVTD scheme gives as good results as
the finest FDTD one because of its better description of the sphere and the break introduced on
the cumulative process for the dispersive error over the free space parts of the global domain.

According to the performance criterium, the hybridized multi-domain scheme appears to be
cheaper in terms of memory storages (see Table 2) but as long to process as the finest FDTD
simulation. Its main restriction comes from the very low CFL condition imposed by the FVTD
domain onto the FDTD one. This leads to extra and useless time computations. To bypass this
problem we introduce an inter-domain local time step strategy in the next paragraph.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 861

4.5

0

0.75

1.5

-0.75

-1.5
-1.95
-1.5

2.89

1.27

-0.34

-0.75

0

0.75

1.5

X

Y

Z

8e−09 1.8e−08 2.8e−08
Time t (s)

−0.15

−0.05

0.05

0.15

E
z 

(V
/m

)

FDTD
FDTD/2
FDTD/3
MD FD−FV (prop 0.08)

Figure 3: Coupling between a sphere and an antenna: FDTD-FVTD multi-domain mesh (left), Ez field at
half-distance between domains.

Table 2: Comparison of costs for the FDTD, FDTD/2, FDTD/3 and multi-domain FDTD-FVTD simula-
tions.

Method: CPU time: Memory cost:
Mono-domain FDTD ×1 ×1
Mono-domain FDTD/2 ×10.52 ×6.30
Mono-domain FDTD/3 ×22.48 ×11.84
MD (prop. 0.08) [sphere / FVTD] ×6.49 ×0.82
MD (prop. 0.08) [antenna / FDTD] ×22.02 ×1

5. INTER-DOMAIN LOCAL TIME STEP STRATEGY

First, we start by computing the minimal distance d between all domains. For each domain Di,
this provides a global time delay T i

sync = [d/(c∆ti)]∆ti, where [x] stands for the integer part of x,
and ∆ti is the time step used on Di. Then we note Tsync, the biggest value of T such that for all
i we have T < T i

sync and ∃ni ∈ N, Tsync = ni∆ti. Hence, for each domain Di, the time scheme
chosen introduces weights (ωi

k(t))k such that any time function f is approximated by

f(t) ≈
ni∑

k=1

ωi
k(t)f(k∆ti), t ∈ [0, Tsync], on Di. (5)

We now split the global study time [0, T ] into small intervals Ip = [pTsync, (p + 1)Tsync], and then
our local time step strategy can be summed up, for each domain Di and for each Ip in: (a) compute
(Ei,H i) contributions to other domains Dj , j 6= i with (2–3) at times pTsync + k∆i; (b) from (5)
and these values evaluate (see Figure 4 left)

(
Ej

Hj

)
(pTsync + q∆tj) ≈

ni∑

k=1

ωi
k(q∆tj)

(
Ej

Hj

)
(pTsync + k∆ti), ∀q ∈ [1, nj ]. (6)

This inter-domain local time step appears not to penalize the accuracy on the solution of the
multi-domain computations (see Figure 4 right), whence significant gains on the computational
time are introduced, as shown on Table 3.
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Table 3: Comparison of costs for solving with hybrid FDTD-FVTD scheme with and without inter-domain
time step.

Method: CPU time: Memory cost: Time step:
MD FD-FV (prop. 0.08) [sphere / FVTD] ×1 ×1 ×1
MD FD-FV (prop. 0.08) [antenna / FDTD] ×3.47 ×1.22 ×1
MD FD-FV (prop. 0.08) [sphere / FVTD] dt loc ×1 ×1 ×1
MD FD-FV (prop. 0.08) [antenna / FDTD] dt loc ×1.81 ×0.89 ×0.5
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Figure 4: Principle of the inter-domain time step (left) and comparisons of results with inter-domain time
step for the last test case (right).

Even if we have not yet proved the global stability of this strategy, all numerical tests using
very important differences on ∆t between domains (from 1 to 20) revealed to be stable and did not
penalize the accuracy.

6. CONCLUSION

In this paper we have presented numerical simulations on finite volume scheme within the multi-
domain method previously introduced in [6].

They have first enlightened the efficiency of this method in terms of accuracy and reduction of
computational effort. In a second time, its hybridization with finite differences and finite volumes
has been explored on significant examples relevant of the EMC and showing the interest of this
hybridized approach. At last, by a strategy of inter-domain time steps, we have freed the hybrid
approach of a global CFL condition and again obtained significant lowering on the computational
time.

The method presented here hence appears as an adequate tool to study efficiently and with low
costs various kind of coupling problems for the EMC and fully adequate for hybridizing different
resolution methodes over disjointed zones.
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Abstract— Optical trapping and micromanipulation has developed from an interesting novelty
to a powerful and widely used tool, with the capability to move or trap microscopic live biological
specimens and measure forces on the order of piconewtons, typical of forces in microbiological
systems. Despite this, the range of particles typically trapped or manipulated is quite small, and
it is unusual to see applications involving objects other than biological specimens or homogeneous
isotropic microspheres, typically polymer or silica.
However, particles can be modified or specially fabricated to expand the possible applications
of optical tweezers. For example, while non-absorbing homogeneous isotropic spheres cannot be
rotated, optically anisotropic spheres can, and can therefore function as microscopic torque sen-
sors, extending the usual translational micromanipulation and force measurement to rotational
manipulation and torque sensing. The development of such particles has led to applications in
microscale metrology and biophysics, along with potential deployment of optically-driven micro-
machines in lab-on-a-chip devices.
We present an overview of our work on the tailoring of microparticles for versatile optical trap-
ping and micromanipulation. This includes approaches based on controlled chemistry — nano-
assembly — and optical microfabrication. Beginning with the production of anisotropic vaterite
microspheres, we review some of the applications, and difficulties encountered along the way.
Some of these difficulties can be overcome by coating of the vaterite microspheres. We also
discuss the use of anti-reflection coating to allow strong trapping of high refractive index parti-
cles. The alternative strategy of producing arbitrarily shaped polymer microstructures through
two-photon photopolymerization is also discussed. This can be used to produce optically-driven
microrotors or structurally anisotropic microspheres to replace vaterites for particular applica-
tions.

1. INTRODUCTION

Optical tweezers have developed from an interesting novelty of physics, directly demonstrating the
transport of momentum by light, to a versatile and widely-used tool, especially for biological ap-
plications. A key element in this growth has been the ability to measure forces on the order of
piconewtons—an optical tweezers trap can be approximated as a harmonic potential and measure-
ment of displacement within the trap yields the optical restoring force. Optical tweezers are also
useful for capturing, holding, and moving biological specimens. Despite this, the typical applica-
tion usually involves the trapping of polymer or silica microspheres. Notably, this immediately
removes the possibility of angular or rotational manipulation or torque detection, as the rotational
symmetry of a sphere means that no optical torque can be exerted in the absence of absorption.
Furthermore, trapping is limited by competition between the gradient force acting to trap particles,
and the scattering force acting to push particles out of the trap in the direction of propagation of
the trapping beam. Since the reflectivity of the particle increases as the relative refractive index
increases, this restricts the range of particles that can be effectively trapped.

However, particles can be specially fabricated to extend the potential of optical tweezers, espe-
cially with regard to optical measurements of torque and rotational micromanipulation. We provide
an overview of work carried out by ourselves and others in this field. Two different strategies have
been applied: chemistry, and optical microfabrication. The first has yielded vaterite microspheres
as the most promising tool for high-torque rotation in optical tweezers developed so far, and the
latter allows the production of arbitrary structures, including a diverse range of optically-driven
rotors.

For rotational manipulation, a key element is that the particle must not be rotationally sym-
metric. Rotational symmetry can be broken either on the microscopic scale, through the use of
an optically anisotropic material, such as birefringent crystals or polymers, or on a larger scale,
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by a non-rotationally symmetric shape. Depending on the shape, the effect can be predominantly
form-birefringence, optically identical to material birefringence in effect, or can involve coupling to
modes of light carrying orbital angular momentum. The latter type of particle can be thought of as
microscopic versions of the holograms often used to generate orbital angular momentum carrying
beams.

When the torque is a result of birefringence, there is an accompanying change in the degree
of circular polarization of the trapping beam. This can be measured optically, giving an all-
optical determination of the applied torque [1]. This is the case for both material birefringence and
form-birefringence [2]. This allows the rotational equivalent of the force-sensing applications that
have become a standard application of optical tweezers, and has been a major motivation for the
production of birefringent particles for optical trapping.

2. VATERITE MICROSPHERES

Although it was realised many years ago that optical measurement of the torque exerted on bire-
fringent particles by the trapping beam offered the potential to measure other external microscale
torques, such as the viscous or visco-elastic resistance of the surrounding medium, it was clear that
spherical birefringent particles would be best for such purposes, since the surrounding fluid flow
field is given by a simple analytical formula. The lack of a readily available spherical birefringent
particle made metrological applications difficult — generally, there would be unknown viscous drag
torques.

The synthesis and optical rotation of vaterite microspheres proved to be a decisive advance in
rotational micromanipulation [3]. Vaterite is a semistable calcium carbonate (CaCO3) mineral that
rarely occurs in nature, and is a positive uniaxial birefringent crystal. It may, however, be grown
in the laboratory, and under certain conditions, it forms polycrystalline spheres with radii on the
order of microns. It is important that the material be positive uniaxial, since in that case, the optic
axis will align with the electric field of a plane-polarized trapping beam, or will lie normal to the
beam axis of a circularly polarized beam. Thus, the particle retains its deviation from rotational
symmetry about the beam axis, whereas a negative uniaxial material will tend to align such that
the optic axis lies on the beam axis, presenting a rotationally symmetric aspect to the trapping
beam, which means that no optical torque can be exerted.

Vaterite microspheres have proved useful for microscale viscometry [3, 4], and have also seen use
as optically-driven micromachines in lab-on-a-chip devices [5].
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Figure 1: Calculated (solid line) and measured (points) optical torque on vaterite microspheres.

Interestingly, the vaterite microspheres appear to have a “sheaf-of-wheat” internal structure [6].
Modelling the optical trapping vaterites as inhomogeneous particles with a local optic axis given
by this model closely matches the observed torque, as shown in Figure 1, supporting this model [7].

However, the application of vaterite to the study of biological systems such as rotational molec-
ular motors and the rotational mechanics of biomolecules has been seriously hampered by the
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chemistry of vaterite. Firstly, as a calcium carbonate crystal, vaterites have a very short lifetime in
many solutions of interest, such as commonly used buffer solutions for biological specimens, such
as phosphate buffered saline (PBS). Secondly, specific attachment of molecules such as DNA to
vaterite is difficult.

In an attempt to solve these problems, we have coated vaterite microspheres with silica. The
coating is formed by condensation of tetraethoxysilane (TEOS) in ehtanol-water solution according
to the Stöber method [8]. The thickness of the coating can easily be adjusted by varying the
amount of TEOS used, and multiple coatings may be applied to achieve any desired thickness. The
coating allows attachment of a greater range of biomolecules, and affords the underlying vaterite
some protection from the environment.

3. ANTI-REFLECTION COATING

The ability to coat vaterites with silica — and the process will also work for other types of particles
— suggests a further use for this type of modification of microparticles: anti-reflection coating
for improved trapping. High refractive index particles are usually difficult to trap, because their
high reflectivity results in a significant fraction of the trapping beam being back-scattered, with
a resultant optical force, the so-called “scattering force”, acting to push the particle out of the
trap in the direction of propagation of the beam. Since anti-reflection coating of optical compo-
nents is a standard practice to reduce reflection, a similar strategy would appear to be feasible for
microparticles.

Since, ideally, the coating should have a refactive index of ncoating = (nmediumnparticle)1/2, it
would be very useful to be able to control the refractive index of the silica coating. This is gen-
erally done by changing the porosity of the silica which, in turn, can be done in several ways. To
some extent, the porosity of a TEOS coating may be varied by simply changing the ethanol/water
ratio in base catalyzed reactions [9] or the water/TEOS ratio in acid catalyzed reactions [10].
High porosity may also be induced by the addition of surfactants such as octadecyltrimethoxysi-
lane (C18TMS) [11, 12] or alkyltrimethylammonium bromide (CnTAB) [13] to the polymerization
process followed by removal of the organic group by calcination. Interestingly, by using a multiple-
coating approach, with variation of the refractive index, it should be possible to produce gradient-
index coated particles. The improvement in trapping resulting from coating is shown in Figure 2.
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Figure 2: Axial and radial trapping efficiencies for coated (black) and uncoated (cyan/gray) particles with
(a), (b) n = 1.8 and (c), (d) n = 1.6.
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4. MICROFABRICATION BY TWO-PHOTON PHOTOPOLYMERIZATION

Another strategy for the production of specially-designed particles is to use optical microfabrication,
based on two-photon photopolymerization. This technique was pioneered by Strickler and Webb
in 1991 [14], following the application of two-photon excitation in two-photon laser scanning fluo-
rescence microscopy [15]. The first 3D structures microfabricated using two-photon polymerization
were reported in 1997 [16], spiral structures with a diameter of 6µm and a wire width of 1.3µm.
Since then, various micromachines have been produced (micropumps, microgears, microneedles)
with high resolution [17–19].

We use the NOA series of UV curing resins from Norland Products for the fabrication of our
devices. They are based on a mixture of photoinitiator molecules and thiol-ene monomers. These
resins are photopolymerized when exposed to light with wavelengths shorter than 400 nm and
require an energy flux of 2–4.5 J/cm2 for full curing. We use a femtosecond laser at 780 nm, with
an 80 fs pulse length and an 80 MHz repetition rate. A computer-controlled shutter is used to
control the beam, which is turned on or off as needed as the stage is moved, building up a three-
dimensional structure voxel-by-voxel by layer-by-layer raster scanning (see Figure 3). Lateral steps
are 100 nm, and steps in the z direction are 200 nm. The structures are grown upside down on the
upper coverslip in an inverted microscope, with an objective of numerical aperture of 1.3. This
top-down scanning method has the advantage that the laser beam does not pass through already
exposed resin on the way to the focus, reducing the possibility of distortion of the focal spot.

Figure 3: Two-photon photopolymerization.

After the polymerization, the unexposed resin is washed off with acetone, leaving the 3D struc-
ture attached to the coverslip. The first structures we produced were 3D chiral objects with 4-fold
rotational symmetry (off-set crosses) which are ideal as optically driven microrotors [20, 21].

5. CONCLUSION

We have described some of the possibilities of, and existing applications of, the fabrication of
particles specially tailored for specific applications in optical trapping. In particular, such particles
can be electromagnetically or structurally anisotropic, allowing optical torques to be exerted. This
greatly expands the manipulation possible with optical tweezers, introducing rotation and spinning,
and allowing the measurement of microscale torques.

Optically microfabricated particles, produced using two-photon photopolymerization, have po-
tential for use as optically-driven micromachines. Space does not permit a full coverage of this
interesting field, but a recent review is available [22].

Finally, even simple modification of microspheres by coating offers improved trapping, the trap-
ping of otherwise untrappable high-index particles, and permits the use of lower numerical aperture
optical systems.
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Wide-angle Absorption by the Use of a Metamaterial Plate
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Abstract— The problem regarding top possible (hopefully, total) field suppression of a fil-
amentary source placed above nonuniform impedance plane is discussed. New designs of the
electromagnetic field absorbers and resonators are suggested which may be engineered with the
use of metamaterials.

1. INTRODUCTION — ABSORPTION OF THE ENERGY OF A POINT SOURCE BY A
HALF-SPACE

Interest to the field propagation along the imperfect surface has about century-old history, the
beginnings of which trace back to the Sommerfeld’s solution of the classical problem for the dipole
radiating above the plane with finite conductivity. Later, as the radio broadcasting evolved, a lot
of publications appeared which dealt with electromagnetic field propagation in the presence of an
absorbing half-space with the aim to minimize the signal losses.

Now certain practical needs [1] set questions about what value of impedance of a plane should
be chosen to absorb the maximum portion of energy radiated by a point source (say, filamentary
current), how much the amount of the absorbed energy is and how to create such an impedance.
Note, in view of the symmetry of the radiation pattern of the filament, at the absence of the plate
(in the free space) equal power fluxes are radiated into upper and lower half-spaces, and exactly
one half of the radiated energy penetrates through the plane y = 0, see Fig. 1.
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Calculations showed that even at some “optimal” but constant value of Z the integral of the
real part of the Poynting vector taken over the surface y = 0 (that is, z0 = −∞, . . . , +∞) does
not exceed a half of radiated power. However it is evident that the lower half-space can absorb
more than one half of radiated power provided the impedance distribution is inhomogeneous. For
example, let place a specially designed scatterer in the region y < 0. Then an asymmetric radiation
pattern with respect to the y = 0 plane can be formed with its main lobe directed downward, see
Fig. 2 (similar trick is used in the Uda-Yagi dipole antennas). In doing so, the major portion of
energy is directed into lower half-space. Further, it may be absorbed in an ordinary way. Once the
tangential components of the electric and magnetic fields are calculated in the plane y = 0, one can
evaluate the desired distribution of the equivalent surface impedance of such a system.

2. TOTAL TRANSMISSION OF THE POINT SOURCE RADIATION INTO A
HALF-SPACE

The system shown in Fig. 2 may be further complicated. Evidently, it is possible to make the field
cancellation in the upper half-space more complete and, correspondingly, to increase the portion
of the energy absorbed in the lower half-space by increasing a number of auxiliary scatterers. The
question arises: what maximum portion of energy emitted by source can be directed into lower
half-space without using any additional devices (say, mirrors) in the upper half-space, at y > y0.
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It will be shown below that one can create such a passive system which secures total cancellation
of the source field in the upper half-space and, correspondingly, transfers the whole of the emitted
energy into the lower half-space.

Consider an example of designing such a system, firstly, on a qualitative level. Let a filamentary
source with a single x-directed component of the electrical current be placed in the point y0 over the
conducting half-plane y = 0, Fig. 3. As known, in this case the secondary field can be interpreted as
produced by the mirror source, the currents in filament and in its image are of the same magnitude
but opposite to each other. In other words, the sign of the wave is reversed when reflection from
the conductor occurs. Let a focusing flat plate (Veselago’s lens [2]) with a thickness of d = y0/2
made of the metamaterial with ε = −1, µ = −1 be inserted between the source and the plane at
the altitude h so as 0 < h < y0/2. Then the focusing occurs right at the surface of the conducting
plate (see, for example, the ray picture in Fig. 4).
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Once the total phase advance along ray paths is calculated bearing in mind the negative phase
velocity of the wave traveling through the plate and the field reversal due to the reflection from
the conducting plane, one can discover that in the region y > y0 the incident and secondary
fields mutually cancel each other. In an ideal case, when electromagnetic losses in the plate are
infinitesimally small, the total field in the upper half-space tends to zero.
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Rigorous solution of the corresponding boundary problem results in the same conclusion. This
is illustrated by Fig. 5 and Fig. 6, which show the absolute values of the total field in the vicinity
of the source (in the plane perpendicular to the filament of electrical current). Contour plots are
given in Fig. 5, and corresponding 3D images of the field distribution are shown in Fig. 6.

Figures (a) depict the results obtained at ky0 = 1, d = 2h = y0/2, ε = µ = −1 − i0.001 (time
dependence is chosen as exp(iωt)), geometry of the problem corresponds to Fig. 4. Figs. (b) refer
to the case of plate absence, when ε = µ = 1. They are given for reference purposes. Note, in the
presence of the metamaterial plate the field in the region y > y0 is almost equal to zero in contrast
to the second case, when the field of the filamentary source does not attenuate.
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Of course, microwave experiments on the discussed phenomena with a linear antenna operating
as a source should indicate a strong reflected wave in the antenna feeder. This wave can be easily
suppressed by a number of techniques commonly used in microwave engineering. Moreover, in a
realistic case of easy to manufacture metamaterial plate with a rather high losses, say, ε = µ =
−1 − i0.1, matching the antenna to a feeder is better while the conclusions remain the same. As
calculations show, the major portion of energy, as much as 99.4% is transferred into the lower
half-space and dissipates there.

3. OPEN RESONATOR

The regions with high field concentration due to accumulating reactive energy are worth noting in
the figures (see Fig. 5(a), Fig. 6(a)). They arise next to the metamaterial plate faces while field
compensation in upper half-space occurs. These maxima reach especially great values in the case
of the plate arrangement side-by-side to the conducting surface, h = 0, Fig. 7. Thus, the structures
shown in Fig. 4 and Fig. 7(a) may serve as prototypes for designing novel open resonators without
usual restrictions on the thickness of the system in terms of wavelength. Note, previously a different
idea of a “thin” metamaterial-based resonator of “closed” type was suggested [3] (the metamaterial
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sheet was sandwiched between a pair of conducting plates). Other design of an open resonator is
also known [4], it is based on the negative refraction property of photonic crystal or metamaterial
prisms.

4. CORRESPONDENCE TO THE “SUPERRESOLUTION” PHENOMENON. EFFECT
OF LOSSES

One of the specific features of the Veselago’s lens is the ability to produce an image with extremely
fine details as its resolution is not restricted with so called “diffraction limit”. This surprising fact
was firstly pointed out by Prof. Pendry [5]. Later it was shown that the absorption in metamaterial
plays a crucial role in view of achieving superresolution in practice. And the smaller the plate
thickness (in wavelengths), the higher is the upper level of losses to secure desired resolution (see,
e.g., [6]).

Similar conclusions can be made regarding the performance of the systems under consideration.
Even if one tends to compensate only propagating modes of the far field in upper half-space, rather
strict requirements should be placed to the quality of metamaterial. But to attain the near field
compensation in the vicinity of the source (around y0 point), the mirror image should be developed
with “superresolution”, which is achievable only with extremely low losses in the plate. Though,
at small ky0 and kd one may expect rather good results even using existing metamaterials with
noticeable absorption, as was in the case of electrically thin focusing plate [6]. Passing on to the
greater values of ky0, the near field is much more difficult to compensate, and this was proven by
calculations.

5. ELECTROMAGNETIC WAVE ABSORBER WITH SPECIAL ANGULAR
PROPERTIES
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Finally, note that metamaterials may be efficiently used to create novel absorbers of the elec-
tromagnetic energy of a plane wave. Their special properties may be achieved, particularly, due
to arranging a wave path so as to cross the metamaterial structure with the result of phase ad-
vance compensation. An example of the RAM design usable under the incidence of perpendicularly
polarized (TM) plane wave is shown in Fig. 8. Provided the electromagnetic response of the semi-
transparent film, particularly, its transmission and reflection coefficients were properly chosen, the
wave reflected from the film cancels the wave penetrated into and returned back from the region
y < y0. This latter wave got a negative phase correction when propagated in the metamaterial plate
and additional reversal because of the reflection from the conducting plane. It is interesting that
total phase advance of that wave is equal to π independently on the incidence angle. Therefore, it is
possible to achieve a very broad angular range in which such an absorber should operate efficiently,
in contrast to classical designs, like Salisbury screen [1]. In fact, only deviations of semi-transparent
film properties impose certain limits to the angular performance. Finally, as there are no funda-
mental physical restrictions on the thickness of the described absorber, it can be made electrically
thin (at least, in principle), as well as earlier suggested system of complementary metamaterials [7].

Our experimental investigations (Fig. 9) support these theoretical suggestions.
The experimental setup is schematically shown in Fig. 9(a). By means of a dihedral corner one

face of which is lined with a tested coating the angular dependency of its reflection coefficient can
be measured via registering the power of the reflected wave in the course of the corner rotation.
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Figure 9.

An example of the measured reflected power (in dB) is depicted in Fig. 9(b), curve 1 corresponds
to the uncoated corner, curve 2: metamaterial-based multilayer coating is arranged as suggested in
this section, curve 3: only semi-transparent film is placed parallel to the corner face, curve 4: only
metamaterial layer is present on the face. The metamaterial sample was prepared using right- and
left-handed helixes as resonant inclusions, the details of the design are given in [8]. The superiority
of the sandwiched structure (curve 2) is clearly seen, one can observe a broad angular range of
the efficient absorption. Note, the operational frequency was chosen in such a way as to secure
the negative phase advance of the wave penetrated into the metamaterial. To that purpose, the
transmission coefficient of the metamaterial slab was measured beforehand; the results are shown
in Fig. 9(c).

6. CONCLUSION

Thus, the obtained results show that the energy radiated by an omnidirectional (point) source can
be completely absorbed by a flat surface with special equivalent impedance. In order to suppress
both propagating and evanescent components such a surface should be engineered with the use of
metamaterials. However, partial compensating and absorbing essentially propagating modes may
be achieved by some other means, for example, using a system of auxiliary scatterers combined
with a suitable absorber. Photonic crystals or stacked frequency selective surfaces are also good
candidates for that purposes.

Some new opportunities originating from the discussed phenomenon are presented as well. Be-
sides the evident option to use metamaterial layer in order to solve the electromagnetic compati-
bility problems, we suggest a new design of an open resonator excited by a point source. A new
approach to design radio absorbing interference coatings to operate under a plane wave illumination
is also introduced. The approach enables one to obtain some specific features of the absorber, e.g.,
wide angular operational range at small electrical thickness. The latter becomes possible thanks
to the fact that the required (e.g., effective negative) phase advance for mutual compensation of
the waves reflected from the media interfaces is achieved by the application of a backward wave
medium (metamaterial) instead of arranging thick layers of ordinary coating with a subsequent nar-
rowing the angular range. Finally, a possible design of a wide-angle metamaterial-based microwave
absorber is shown and experimentally tested.
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Abstract— Continuous Transverse Stub (CTS) technology is suitable to use with coaxial lines
to produce effective microwave antenna structures that radiate omnidirectionally, with high effi-
ciency, low reflection, and useful radiation patterns. In this paper, a new coaxial CTS antenna
structure working at double frequency is presented, which reduces the size of antenna without
performances changing much. Coaxial CTS antenna consists of several stub elements, and each
stub element includes cascade sections of standard coaxial transmission line and open-ended ra-
diating stubs. The proposed antenna consists of five open-ended radiating stubs. Two of the
stubs are designed as the low frequency array to operate at 2.45GH, while the other three stubs
are designed as the high frequency array to operate at 12GHz. The basic theory and design
method are analyzed, and simulation using CST Microwave Studior commercial software is em-
ployed to optimize the antenna’s properties. Simulation results shows that the radiant efficiency
at 2.45 GHz got to be 78.9%, while the −10 dB bandwidth (S11 < −10 dB) was 60 MHz. And
at 12 GHz, the bandwidth was about 10% which was 1.2 GHz, and within the bandwidth the
radiant efficiency was about 98%. At the upper and lower frequency, the radiating patterns in
horizon plate were omnidirectional, the gains were 2.8 dB and 4.6 dB, respectively. The proposed
coaxial CTS antenna reduces 40% in size, while the radiation efficiency does not become worse
obviously. These simple and low cost coaxial CTS structures could be adapted for base station
applications in wireless communication, for satellite communication systems, and for personal
communication systems.

1. INTRODUCTION

The planar Continuous Transverse Stub (CTS), which was originally invented by W. Milroy at
Hughes Aircraft Company in 1991, represents a new category of low-cost antenna array [1]. It is
exploiting the low-loss, low-dispersion, dimensional robustness, and design flexibility of an open
parallel-plate structure as both its transmission line and radiator bases [2–4]. The planar CTS is
composed of cascade CTS elements for high radiation efficiency, and fed by rectangular wave guide
expediently. In 2001, based on planar CTS, Magdy F. Iskander and Zhijun Zhang devised coaxial
CTS antenna [5].

Besides characteristics of planar CTS antenna, coaxial CTS antenna has some others: (1) It
is fed by coaxial line, and it can reduce the reflection loss due to good input impedance; (2) It
is convenient to work at multi-frequency; (3) The radiation pattern in horizon plan is omnidirec-
tional; (4) Compared with dipole, electromagnetic wave radiated from slot could transmit better
in close space. For these characteristics, coaxial CTS antenna could be widely used in personal
communication systems.

2. STRUCTURE AND PARAMETERS

Figure 1 shows the structure of double-frequency coaxial CTS antenna. Generally, coaxial CTS
antenna consists of several stub elements, and each stub element includes cascade sections of stan-
dard coaxial transmission line and open-ended radiating stubs. This double-frequency coaxial CTS
antenna includes two CTS arrays, low frequency array and high frequency array. The end near
high frequency array is fed by coaxial line, and the other end is connected with a matching load.
There are some important parameters for coaxial CTS antenna: (1) width of stub segment L1;
(2) length of transmission line segment between stubs L2; (3) diameter of inner conductor D1; (4)
diameter of outer conductor D2; (5) diameter of stub D3; and (6) dielectric constant of fill material
εr. Customarily, dielectric loading is used to improve the performance and reduce the size of the
antenna.

Diameters of inner and outer conductors of the coaxial transmission line could be adjusted to
obtain the desired impedance. According to transmission line theory, the impedance of coaxial line
is

Z0 =
60√
εr

ln
D2

D1
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D3

L L1 L2

Figure 1: The structure of double-frequency coaxial CTS antenna.

Once the dielectric is selected, the impedance can be determined by the ratio between D1 and
D2. In most design, 50 Ω or 75 Ω coaxial line is required because of the extensive use in engineering,
therefore the antenna design could be predigest. Usually, the width of stubs L1 is selected to be
approximately half wave length in dielectric that fills the stub. The length of transmission line
between two stubs L2 is chosen to fulfill the phase difference so that the interference of waves
radiated from stubs is rational to generate expected radiation pattern and gain.

3. DESIGN AND ANALYSIS

CST Microwave Studior is used to analyze coaxial CTS antenna, which is electromagnetic simula-
tion software based on finite integral method. Double-frequency coaxial CTS antenna is shown in
Figure 1. The proposed antenna consists of five open-ended radiating stubs. Two of the stubs are
designed as the low frequency array to operate at 2.45 GH, while the other three stubs are designed
as the high frequency array to operate at 12GHz. The dielectric filled in the stubs is Teflon, whose
relative dielectric constant is 2.2. After calculation and optimization, a series of parameters is
selected, shown in the table below.

Table 1: Parameters of double-frequency coaxial CTS antenna.

D1 D2 D3 L L1 L2

Upper Frequency
1.12mm 3.6mm

74.5mm
40mm

8.2mm 5.5mm

Lower Frequency 83.8mm 29.3mm 35mm
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The total length of CTS antenna is sum of length of low-frequency array, high-frequency array
and the distance between two arrays. And the length of each array may be calculated by formula

length = L1 × n + L2 × (n− 1)

where n is number of elements in array. According to the formula above, lengths of arrays can
be obtained as follow: the length of HF array is 34.6 mm; the length of LF array is 93.6 mm.
Added the distance between two arrays, the total length of antenna is 168.2mm. The wavelength
of 2.45 GHz electromagnetic wave is 122.5 mm, therefore the antenna length is 1.37λ. Using the
same method, another CTS antenna working at 4.2 GHz and 19.4GHz has been published, and its
length is 2.25λ [6].

Because the relative dielectric constant of Teflon is 2.2 and the ratio of the inner and outer
diameters is 3.1, the impedance of transmission line is 50 Ω. The reflection loss S11 and the trans-
mission coefficient S21 of the CTS antenna are shown in Figure 2. When the reflection loss S11

reaches the minimum, an expectant transmission appears at the input port, for most energy runs
into the coaxial line. At the time when the transmission coefficient S21 arrives at minimum point,
the least energy is received at the matching load. The situation that S11 and S21 reach minimum
simultaneously may be expected. At that time, most energy comes into the antenna, but the least
runs through it. It means that most energy running into the antenna is radiated, and the radiating
efficient is the highest. The radiating efficient can be calculated.

Simulation results shows that the radiant efficiency at 2.45 GHz got to be 78.9%, while the -10dB
bandwidth (S11 < −10 dB) was 60 MHz. And at 12GHz, the bandwidth was about 10% which was
1.2GHz, and within the bandwidth the radiant efficiency was about 98%. At the upper and lower
frequency, the radiating patterns in horizon plate were omnidirectional, the gains were 2.8 dB and
4.6 dB, respectively. The proposed coaxial CTS antenna reduces 40% in size, while the radiation
efficiency does not become worse obviously.

4. CONCLUSIONS

In this paper, a new coaxial CTS antenna structure working at double frequency is presented,
which reduces the size of antenna without performances changing much. The basic theory and
design method are analyzed, and simulation using CST Microwave Studior commercial software
is employed to optimize the antenna’s properties. The proposed antenna only has two elements in
lower frequency, and simulation result shows it reduces 40% in size while the radiation efficiency
does not become worse obviously. Further more, there is a wide bandwidth in upper frequency. This
coaxial CTS antenna could be adapted for base station applications in wireless communication, for
satellite communication systems, and for personal communication systems.
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Abstract— Micro-strip antennas are ideally suited for arrays which can be used to electroni-
cally scan the radiation beam essentially needed for longer detection range and faster data rate
(short reaction time). In the present study the micro strip array antenna consists of two series of
array which are parallel to each other and each series consists of nineteen elements which is rect-
angular in shape. Each element functions as a radiator and phase shifter. Unlike a conventional
planar array, however, the elements on the array surface are spatially fed using a quarter wave
transformers, which is cascade, coupled to each other. With electronic scanning it is possible
to obtain practically instantaneous slewing of an antenna radiation beam to any position in the
designated sector. Other features, such as scanning exhibited by the proposed antenna is 120◦ in
azimuth as in Fig. 3 which is just, double the scanning reported by Danielson [1]. The scanning
rate of 0.117 deg/MHz is observed which is better than the earlier reported rate of 0.1 deg/MHz
Fig. 4.

1. INTRODUCTION

Now a day the radar technology has developed to such an extent that it plays an important role in
communication field. However, radar needs some cyclic modification of radiation beam or pattern of
the antenna such that it can be suitable for practical requirements which are called beam scanning.
Searching of the target requires the scanning of the large volume of space. In past the mechanism
by which radar beam was used for searching through space was mechanical. Where a motor rotates
the antenna. However, such a bodily movement is difficult for large antenna. Moreover, this method
is obviously is costly, heavy and complex. Due to growing needs for radars such as longer detection
ranges, faster data rates and accommodate increased target densities, it is necessary to have some
new design concept in radars. Most promising of these approaches is electronic scanning. With
electronic scanning it is possible to obtain practically instantaneous slewing of an antenna beam
to any position in a designated sector. Electronic scanning can be defined as method of slewing
or positioning of EM beam of an antenna in large volume of space by electronic means with the
antenna aperture remaining fixed in space and no mechanical mechanism is involved in the scanning
process. Thus, the electronic scanning systems avoid such complexity and hence are found to be
lighter and may be cheaper. Because of the above-mentioned advantages of the electronic scanning,
it was thought useful to design and develop some new electronic scanning antennas. Initially the
analysis of micro strip patch is considered which is used to design and developed the new series
parallel array antenna. The entire investigations both theoretical and experimental are given in
the following section.

2. MECHANISM OF RADIATION

The mechanism of radiation from micro-strip antenna can be understood by defining the radiation
from discontinuities. The radiation field in micro strip antennas occurs from the fringing fields
between the edge of the micro strip antenna and the ground plane. The simplest case of micro strip
antenna is a rectangular micro strip patch spaced a mall fraction of a wavelength above a ground
plane, as shown in Fig. 1. The fields vary along the patch length, which is about half a wavelength
(λ/2). Radiation may be described to mostly to the fringing fields at the open circuited edge of the
patch. The field at the edge can be resolved into normal and tangential components with respect
to the ground plane. The normal components are out of phase due to the length of patch, which is
equal to the (λ/2). Therefore, the far field produced by them cancels in the broad side direction.
The tangential components (which are parallel to the antenna patch) are in phase, and these fields
combine to give maximum radiation normal to the surface of the antenna. Therefore, the patch
may be represented by two slots (λ/2) apart.
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3. METHOD OF EXCITATION

In this theory source is derived with the help of fringing capacitance, which is due to the fringing
field at the edges of the patch [1]. The following assumptions are made while analyzing the radiation
from patch.

1- Radiation is proportional to the length of the radiating slot, i.e., (w).
2- There, is negligibility small coupling between the two radiating slots?
3- The radiating patch and ground plane with the dielectric material is treated as capacitor. As

per transmission line model, the radiation is due to the fringing field at the edge of the patch,
w to calculate the radiation patterns, source that is due to the fringing field on the two edge
of patch must be found out as shown in Fig. 1.

Figure 1: Capacitor model micro-strip patch.

The capacitance “C” formed by the patch and the ground plane may be defined as C = ∈(L·W )
d ,

where L, W , are length and width of the patch respectively, d is separation between plates.

4. PHASE SCANNING ARRAY

It is therefore, logical to assure that the maximum radiation beam can be positioned in any direction
to form a scanning array. Let us assure that the maximum radiation of the array is required θm

such that (0 < θm < 180◦). To get this condition the phase excitation α between the elements
must be adjusted in such a manner that (ψ = kd cosφ + α, where, k = 2π

λ0
and α is equal to

progressive phase shift between elements.) ψ becomes ψ = kd cosφ + α|φ=φm
= kd cos θm + α = 0.

Therefore, α = −kd cosφm. Thus, the beam of an array may be steered rapidly in space by properly
controlling the progressive phase difference between the elements. This is the basic principle of
electronic scanning by phased array operation.

5. TIME DELAY SCANNING

It is special case of phase scanning [3]. It differs from phase scanning that time delay is used
instead of phase delay to form a beam in the specified direction. A time delay device may easily be
realized by switching different lengths of transmission line from one element to another providing
an incremental delay from element to element of t = d

v sin θ. Where v is velocity of propagation &
d is spacing between two elements. In practice, individual time delay circuits are too complex and
hence a reasonable representation may by reached by adding one-time delay network to a group of
elements that have phase shifter.

5.1. Frequency Scanning Array

An electromagnetic wave while propagating through a transmission line of length L will encounter
a phase change and is given as:

φ =
2πfl

v

where, L is the length of line.
According to above formula by changing in frequency, some change in phase will occur & this

can be used for electronically scanning the beam. Let consider a set of radiator spaced a distance
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apart, the above equation expresses the phase difference between two adjacent elements in the series
fed array and hence

φ =
2πL

λ

For beam to be pointed in a direction φ, the phase difference between elements must be given as:

ψ = 2
πd

λ
sinφ.

It may be mentioned that the addition of an integral of 2π-radian relative phase difference per
unit, a required scan angle can be obtained with smaller frequency variation. If “m” be the integer
number of 2π radius that is added then. Therefore,

sinφ =
L

d
− m

d
λ

As the frequency changes one beam after another will appear and disappear, each beam corre-
sponding to a different value of m.

6. PARALLEL & SERIES FED MICRO-STRIP SCANNING ARRAY

One of the most important factors of the micro-strip array antenna is the feeding network, which
should be designed to occupy less space and provide perfect matching, resulting in more efficient
array [4].

Series array configurations have advantages to the micro-strip antenna designer. First, feed line
lengths are inherently minimized, thus reducing line decrease array efficiency. Second, in large array
high power feed lines are decoupled from elements radiating low-power level. This control aperture
distribution to synthesize accurately shaped patterns with low side lobes level [5] & finally steered
beam can be easily achieved.

6.1. Single Micro-strip Resonator
The basic elements in the antenna array are micro-strip transmission resonator with a common
conducting ground plain. The phase shift through the resonator is fixed to the same value for
all elements in the array. With the purpose to calculate the phase shift through the resonator
from reference plane B to C in Fig. 2 the resonator is connected to equivalent input and out
put lines with the characteristic admittances Y ′

0
2/Y0 and Y ′

00
2/Y00, respectively, obtained by the

transformation and the real transmission line characteristic admittances through the quarter wave
length transformers. The field transmission coefficient from point B to B’ is given by:

η1 = 1− ρ′1 =
2Y ′0

2

Y0

Y ′0
2

Y0
+ Y + G

Figure 2: Transmission micro-strip resonator and its equivalent network.
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Similarly the field transmission coefficient from point C’ to C is

η2 = 1 + ρ′2 = 2Y/Y ′
0
2
/Y0 + Y + G

Mutual coupling between elements has been neglected. The excitation of the element is then given
by:

Im = I0

√
Pn 1 < m < N

where I0 is the normalization constant.

7. DESIGN OF PATCH RADIATOR

These arrays are connected in parallel to provide an equal power and phase excitations. The
distance between elements are kept P free space wavelength (Pλ), while the distance between
the arrays nearly equal to 0.75λ0, to avoid formation of grating lobes. Glass epoxy is used as
a substrate material and the operating frequency is 9.00 GHz. Two identical arrays are used to
increase radiated power level and get wider scanning angle with wide bandwidth. The practical
width of the patch may be given by:

W =
c

2fr

(∈r+1

2

)−1/2

Hence, the length of the patch can be given as:

L =
C

2fr
√∈r

− 2∆L

The input resistance of the patch is given by RL = 1
20 Ω, form which quarter wave transformer can

be designed. The patch impedance is given by Z = 1/Yin.

Figure 3: H-plane radiation pattern.

8. DISCUSSION OF RESULT

The examination of the H-plane patterns Fig. 3 reveals that there is a beam scanning of ±60 with
a 3 dB beam width less than 15◦ for a sweep interval of ±515MHz. The scanning exhibited by
the proposed antenna is 120◦ which is just double the scanning reported by Danielson [1]. All
patterns are combined in Fig. 3, just to indicate the scanning characteristics. The scanning rate
of 0.117 deg/MHz is observed which is better than the earlier reported rate of 0.1 deg/MHz Fig. 4.
However, there is appreciable increase in the beam width which is shown in Fig. 6, when antenna
is operated in the off-resonance region toward lower frequency side. It has been observed that
scanning range, scanning rate and radiated power improve when number of elements in the array is
increased. Further the radiated power increases with frequency Fig. 5. The variation of VSWR with
frequency Fig. 7 shows that the value of VSWR is considerably high for lower range of frequency.
This is why the radiated power is substantially low in this range of frequency.
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Figure 4: Radiation pattern for antennas with pa-
rameters T = 0.6, k = 0.65, r = 0.95 full lines:
measured patterns Dotted line theoretical pattern
9.6GHz.

Figure 5: Received power vs. frequency for H-plane.

Figure 6: 3 dB-beam width vs. frequency for H-
plane.

Figure 7: VSWR vs. frequency.

9. SUMMARY

With electronic scanning it is possible to obtained practically instantaneous slewing of an antenna
radiation beam to any position in the designated sector. In the present endeavor therefore both
theoretical and experimental investigations were carried out on frequency scanning micro strip array
antenna the results of which embody the present paper. The scanning rate of 0.117 deg/MGH is
observed which is better than the earlier report rate of 0.1 deg/MGH. The 3 db beam width of the
antenna is less than 15◦ around the center frequency. The variations of VSWR with frequency
Fig. 7 show that the value of VSWR is considerably high for lower renge of frequency. This is why
the radiated power is substantially low in this range of frequency and much of the input power to
the antenna is lost as reflected power [5].
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Abstract— Wireless Sensor Network (WSN) comprises of micro sensor nodes with limited
energy and processing ability. It is used in military as well as civil applications. In order to
enhance the network life time by the period of a particular mission, many routing protocols have
been devised. One of these are network clustering, in which network is partitioned into small
clusters and each cluster is monitored and controlled by a node, called Cluster Head (CH). The
CH should be powerful, closer to the cluster-centroid, less vulnerable and has low mobility, so that
it can aggregate the data from its own cluster nodes and then send it directly to the Base Station
(BS). In this paper, we are using the method of evolutionary computing for the selection of the
CHs. The BS periodically runs the proposed algorithm to select new CHs after a certain period
of time. Results show that network life time is drastically increases by the help of evolutionary
computing.

1. INTRODUCTION

Wireless Sensor Network (WSN) comprises of micro sensor nodes with limited energy and processing
ability. It is used in military as well as civil applications. In order to enhance the network life time
by the period of a particular mission, many routing protocols have been devised. One of these is
network clustering, in which network is partitioned into small clusters and each cluster is monitored
and controlled by a node, called Cluster Head (CH). These cluster heads can communicate directly
with the base station (BS). Other nodes send the data, sensed from the environment to these CHs.
CHs first aggregates the data from the multiple sensor nodes, and then finally send it directly to
the BS. Hence the CH should be powerful, closer to the cluster-centroid, less vulnerable [5] and
has to have low mobility. These factors on which CH selection should depend, are described in
Section 2.

Cluster Head  Sensor Node Cluster

Base Station

Figure 1: Wireless Sensor Network.

Several analyses of energy efficiency of sensor networks have been realized [2, 3, 7, 8] and several
algorithms that lead to optimal connectivity topologies for power conservation have been pro-
posed [1, 6, 9–12]. But most of them do not provide long lifetime system in a dynamic environment,
where the sensors are unattended and it is very difficult to recharge their battery. Therefore we
need more energy-efficient solution. In this paper, we are using Evolutionary Computing (EC), also
called Genetic Algorithm (GA) for CH selection in a cluster-based WSN. Many aspects of such an
evolutionary process are stochastic [4].
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The rest of the paper is organized as follows: Section 2 describes the four factors that influence
the network lifetime; Section 3 describes our approach to CH selection in a sensor network. Finally,
Section 4 concludes the paper.

2. FOUR FACTORS THAT INFLUENCE NETWORK LIFETIME

A brief discussion of four factors is given below:
1. Distance of a node from the cluster centroid: The BS calculates the distance of each node

to its cluster centroid. The lesser the distance, the higher the probability that the node will
become CH.

2. Remaining battery power: Obviously, the higher the battery power, the higher the probability
that the node will become CH.

3. Degree of mobility: The mobility of the node has great impact on the network lifetime. The
topology of the network will be change very frequently due to the high mobility of nodes,
which leads to reselection of CHs rapidly.

4. Vulnerability index: This factor tells us how much vulnerable a node is. If it is high, then the
node will not be selected as the CH. A detail discussion of this factor can be found in [5].

3. CLUSTER HEAD SELECTION USING GA

Our goal is to search best sensor nodes among hundreds of nodes, so that they can act as CHs.
Conventional search methods are not robust, while the GA is a search procedure that uses random
choice as a tool to guide a highly exploitative search through a coding of a parameter space.
According to Goldberg in [4], the GA has 4 major characteristics:

1. GAs with a coding of the parameter set, not the parameters themselves.
2. GAs search from a population of points, not a single point.
3. GAs use payoff (objective function) information, not derivatives or other auxiliary knowledge.
4. GAs use probabilistic transition rules, not deterministic rules.

In many optimization methods, we move carefully from a single point in the decision space to
the next using some transition rule to determine the next point. This point-to-point method is
dangerous because it is a perfect prescription for locating false peaks in multi modal (many peaked)
search spaces. By contrast, GA works from a rich database of points simultaneously (a population
of strings), climbing many peaks in parallel; thus, the probability of finding a false peak is reduced
over methods that go point-to-point [4].

A GA starts with a population of strings and thereafter generates successive populations of
strings. A simple GA consists of three operators:

1. Reproduction
2. Crossover
3. Mutation

The chromosome of the GA contains all the building blocks to a solution of the problem at hand
in a form that is suitable for the genetic operators and the fitness function. Each individual sensor
node is represented by a 4-bit binary number called ‘gene’. These four-bit genes which define the
feature of the node are called “allele” and are represented as follows:
X1X2X3X4
X1: distance of a node from the cluster centroid,
X2: its vulnerability index,
X3: its degree of mobility, and
X4: its remaining battery power.
The possible values of these 4 attributes are shown in Table 1.

Let’s take an example. To start off, select an initial population at random. Here, we select
a population of size 4. Each string (node) has some fitness value. This value can be evaluated
from a fitness function, f(x) = f(x1, x2, x3, x4). In the case of WSN, the fitness function depends
upon the four factors, discussed in Section 2. Nodes with higher energy, low mobility, closer to the
cluster centroid and low in vulnerability have high fitness values and can be declared as CHs. For
our example, let f(x) = x2.

A generation of the GA begins with reproduction. We select the mating pool of the next
generation by spinning the weighted roulette wheel four times. From this, the best string get more
copies, the average stay even, and the worst die off.
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Table 1: Possible values for the attributes.

X1 Near Far

X2 Low High

X3 Low High

X4 High Low

Digital Value 1 0

Table 2: CH selection through GA.

No. Node* x f(x) 

x
2

Pselecti

(fi/Σf)

Expected 

Count

(fi /avg (f)) 

Actual 

Count**

Mating 

Pool*** 

Mate

**** 

Cross- 

Over

Site**** 

New 

Nodes 

X f(x)=x
2

1 0110 6 36 0.12 0.51 1 011|0 2 3 0110 6 36

2 1100 12 144 0.51 2.07 2 110|0 1 3 1100 12 144 

3 0100 4 16 0.05 0.23 0 11|00 4 2 1101 13 169 

4 1001 9 81 0.29 1.16 1 10|01 2 2 1000

Sum 277 1.00 4.00 4.0 

Avg. 69.25 0.25 1.00 1.0  

8 64

413

103.25

=

*Initial population (Randomly Generated)
**From Roulette Wheel
***After Reproduction (Cross site shown)
****Randomly selected
From Table 2, we can see that the CHs have improved in the new population. Nodes which are not
copying in the next generation will not be elected for CH in the future. In case if the new nodes
(offspring) are not present in current WSN setup (have become die off), then we will exclude it for
further processing.

4. CONCLUSIONS

The improvement that is provided by GA is not a fluke (a lucky or unusual thing that happens by
accident). In our example Table 2, the best string of the first generation (1100) receives two copies
because of its high, above average performance. When this combines at random with the next
highest string (1001) and is crossed at location 2 (again at random), one of the resulting strings
(1101) proves to be a very good choice for CH indeed.
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Abstract— Wireless Multimedia Sensor Networks (WMSNs) are networks of wirelessly inter-
connected devices that are able to ubiquitously retrieve multimedia content such as video and
audio streams, still images, and scalar sensor data from the environment. Transmission of 3D
objects over unreliable wireless medium is a challenging issue. In this paper, we are focusing
on this issue and describe a perceptually motivated strategy for transmission of 3D objects
represented by texture and mesh over unreliable WMSNs. The proposed approach can also be
used for scalable transmission as well, allowing graceful degradation of a 3D model under limited
bandwidth.

1. INTRODUCTION

Wireless Multimedia Sensor Networks (WMSNs) are networks of wirelessly interconnected devices
that are able to ubiquitously retrieve multimedia content such as video and audio streams, still im-
ages, and scalar sensor data from the environment. With rapid improvements and miniaturization
in hardware, a single sensor device can be equipped with audio and visual information collection
modules. In addition to the ability to retrieve multimedia data, WMSNs will also be able to store,
process in real-time, correlate and fuse multimedia data originated from heterogeneous sources. Po-
tential applications of WMSNs include remote video-based surveillance, traffic monitoring, virtual
reality, tracking, home automation, and environmental monitoring.

The wireless medium used in WMSNs is characterized by highly unreliable, mostly caused by
multi-path channel fading, and shadowing at the physical layer, collisions or co-channel interference
at the MAC layer, high path loss, noise disturbances, and bit error rate (BER), these result in the
wireless channel having much lesser capacity than wired channels [3]. Thus, streaming of real-
time multimedia data over a wireless sensor network is particularly challenging due to the QoS
requirements of a video/audio stream and the unreliability of the wireless medium.

In this paper, we describe a perceptually motivated strategy for transmission of 3D objects
represented by texture and mesh over unreliable WMSNs. The rest of the paper is organized as
follows: Section 2 describes the proposed strategy; and Section 3 concludes the paper.

2. PROPOSED STRATEGY

When transmitting 3D object especially irregular mesh data, not only vertex information but also
connectivity information plays a crucial role in 3D reconstruction at the client site. In order to
preserve the original geometry of the object, many transmission algorithms suggest retransmis-
sion [4] of the base layers to safeguard the successful transmission of important features of the
object [1, 2]. Retransmission adds an overhead on bandwidth limited connections, in particular on
wireless and mobile networks. Without the need to retransmit the base layer, our goal is to find a
robust approach for 3D transmission of arbitrary meshes. Our approach to arbitrary meshes con-
siders stripification of the mesh and distributing nearby vertices into different packets, combined
with a strategy that does not need texture or mesh packets to be re-transmitted. Only the valence
(connectivity) packets need to be re-transmitted; however, storage of valence information requires
only 10% space compared to vertices and even less compared to photo-realistic texture. Thus, less
than 5% of the packets may need to be re-transmitted in the worst case to allow our algorithm to
successfully reconstruct an acceptable object under severe packet loss.

We can also transmit real-time data through this approach. In this case, to avoid the delays
in requesting re-transmission of packets, it may be wiser to send duplicate packets containing
the connectivity information so that real-time visualization of photo-realistic texture mapped 3D
objects at high packet loss can be facilitated. The proposed approach can also be used for scalable
transmission as well, allowing graceful degradation of a 3D model under limited bandwidth [5].

Our approach focuses on following two factors:
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1. Efficient compression based on stripification [5]

2. Robustness to packet loss based on distribution of neighboring vertices into different packets [6]

The sensor nodes encode and group the data (vertices) into different packets and transmit them
to sink or base station (BS). After all the packets are received by the BS, first, the mesh is partially
reconstructed based on the partial geometry packets and connectivity; following the same order
as in the encoding process. Then, the vertices are traversed in the reconstruction order of the
valence-driven decoding algorithm [7]. When a vertex with lost geometry, L, is encountered, the
adjacent reconstructed vertices with an edge connected to L, whose geometry is either not lost or is
interpolated previously, are used to interpolate the geometry of L. A linear interpolation algorithm
can be used for the interpolation of the missing vertices.

Figure 1: An airplane meshes in left column highlighting the packet loss region before interpolation, while
the same airplane mesh after the interpolation is shown in the left column. From top to bottom: 0%, 30%,
60% and 80% packet loss.

3. CONCLUSIONS

In Figure 1, 30%, 50%, 60%, and 80% randomly selected vertices were lost for an airplane meshes.
However, the lost geometry was interpolated based on neighboring vertices and valence information,
which is transmitted without error. It can be seen that smoothness on the object surface begins
to deteriorate at about 60% loss. Visual degradation becomes more obvious at 80% loss; still the
object is recognizable as airplane.
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Medical Imaging and Diagnostics Based on Microwaves
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Abstract— Future trends in medical applications of microwave technique and technology can
be seen in development of new diagnostic and imaging methods based on high frequency EM
field. A significant importance for the future can be identified for the following methods: Mi-
crowave tomography, Microwave radiometry, Measurement of complex permittivity, Imaging in
the Terahertz waves band and Microwave diagnostic radars.

1. INTRODUCTION

Interactions of EM field with biological systems are utilised in the area of therapy (oncology,
physiotherapy, urology atp.) from late seventieth of last century. Wideutilization of microwave
thermotherapy can be observed in the countries of EU, USA and Japan. Our activities in microwave
thermotherapy in former Czechoslovakia started in the year 1981. Since 1990 we are member
of ESHO (European Society for Hyprthermia Oncology), which co-operates with NAHS (North
American Hyperthermia Society) and ASHO (Asian Society of Hyperthermia Oncology).

Recent trends in microwave medical applications are to study the possibilities to develop new
diagnostics based on EM field resp. on microwace technique. A significant importance for the
future can be identified for the next methods:

- Magnetic resonance,
- Microwave tomography,
- Microwave radiometry,
- Measurement of complex permittivity,
- Imaging with terahertz waves,
- Microwave diagnostic radar.

We will not talk here about magnetic resonance, as it is just well known and broadly used
application of EM field in medical diagnostics. We will focus here on other above mentioned
methods (excluding microwave diagnostics radars).

2. MICROWAVE APPLICATORS FOR MEDICAL IMAGING AND DIGNOSTICS

Since 1981 we develop waveguide applicators working in frequency band from 27MHz up to
2450MHz. These applicators were used for the treatment of more then 1000 patients with su-
perficial or sub-cutaneous tumors (up to the depth cca 4–6 cm). Now, following new trends in this
field, we continue our research in the important directions of deep local and regional applicators.
We have found, that quite similar applicators are optimal to be used for medical imaging and
diagnostics.

Examples of mentioned applicators are given in the F

3. MICROWAVE TOMOGRAPHY

Microwave tomography [1] is in general application of basic CT principals but by utilization of
microwave band. Scattering of EM waves in non-homogeneous human body is however much more
complicated than simple attenuation of ionising radiation. Therefore development of microwave
tomography is conditioned by new theoretical approach, optimization of evaluation algorythms
and more efficient computer technique.

An experimental setup is schematically shown on next figer. Studied object will be placed in
water phantom. It will be irradiated by transmitting antenna while scattered EM field will be
monitored by receiving antenna and evaluated by a network analyser. Receieving antenna will be
scanning around studied object and/or it will be possible to move/rotate the studied object.

Microwave tomography represents applications of CT known principals to microwave frequency
band, where in general situation is more complicated because of much more complicated propagation
of EM waves. Therefore mathematical model should be created and optimized evaluation algorithms
are needed and last but not least — powerful computers are necessary for the calculations.
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Figure 1: Schematics of experimental setup of microwave tomograph for biomedical imaging.

4. MICROWAVE RADIOMETRY

Microwave radiometry is based on measurement of a very weak EM signal, which radiate any
object (e.g., people), whose temperature is superior to absolute zero [1]. It is based on utilization
of so-called Planck radiation law. Interest in microwave radiometry is given by possibility of its
utilization at diagnostics of cancer and also of inflammatory disorder (e.g., appendicitis, arthritis,
atp.) because tumors and inflammatory processes causes temperature rise. Microwave radiometer
as a tool for biomedical imaging applications has the possibility to “monitore” a thermal noise
produced by objects with the temperature over absolute zero. Next figure gives a basic idea about
experimental setup. Advantage of microwave radiometer is ability to “see” the temperature increase
under the surface of human body. Therefore wee need to scan studied area of the tissue with a
sensor and to evaluate the results of temperature measurements.
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Figure 2: Principals of imaging by a microwave radiometer.

Let us suppose, that applicator (antenna of the radiometer) is situated on the layer B of the mon-
itored biological tissue. Thicknes of this layer is d and it temperature Tb. Its dielectric parameters
will be b a b.

5. MESUREMENTS OF COMPLEX PERMITTIVITY

Measurements of complex permittivity “in vivo” could be a suitable for biomedical imaging applica-
tions [1]. Usually an open end of coaxial line is used as a very suitable sensor for this measurement.
Scanning the studied object by a such probe can bring us a map of the permittivity — we can then
evaluate symmetry resp. unsymmetry of the measurement results and from this information we
can make hypothesis about possible medical problems.

Characteristic impedance is Zo, Co and Cf are fringing.
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Electromagnetic Radiation from Ingested Sources in the Human
Intestine at the Frequency of 2.4 GHz
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Abstract— The radiation effects and the link performance of the 2.4GHz ingested wireless
devices in the realistic human body model are studied by using the finite-difference time-domain
(FDTD) method. Simulations are carried out for three orientations at seven source positions.
Results show that all the temperature-rises, peaks of Specific Absorption Rate (SAR) and aver-
aged SARs inside the realistic human body exposed to a realistic 2.4 GHz capsule antenna model
are under the safety limits when the delivered power is no more than 26.16 mW, although its
radiation effect and link performance greatly depend on the orientation and position.

1. INTRODUCTION

The widespread use of ingested wireless devices during the last few years has attracted lots of social
and scientific concern about the possible harmful effects of radiation [1–3]. Among these capsule
endoscopes that we can find, the 300–500 MHz is the most often used frequency band [3]. However,
higher resolution information of the gastrointestinal (GI) tract and higher speeds of transmission
are required for more accurate diagnosis. The compact antenna in the ingested device is electrically
small. The bandwidths of these compact antennas working at low frequency cannot be wide enough
and its radiation efficiency cannot be very high. Thus, higher transmission frequencies need to be
employed as their electrical sizes increase.

Among the industrial, scientific, and medical (ISM) frequencies, 2.4 GHz that is usually used in
commercial applications can be a good choice. Unfortunately, the antenna with a higher frequency
may cause higher radiation absorption and worse communication link performance in human body.
Since more energy will be absorbed by human tissues for higher frequency, many questions are
posed such as whether a battery can provide enough power for the capsule endoscope, whether
it is safe for clinic use, and how the positions and orientations of the radiation source influence
its radiation characteristics such as temperature rise, link performance and so on. Chirwa et al.
studied the radiation of ingested radio frequency (RF) sources in human body between 150 MHz
and 1.2GHz and suggested that the design for sources in the GI tract should be optimized for a
higher efficiency [4]. However, only five positions were selected. They did not analyze the condition
when the ingested sources were at the backmost of the intestine, which is the worst condition for
RF communication than in other positions. Furthermore, the biological effects of the ingested RF
devices were not studied in detail. In this paper, we analyzed the temperature rises, peaks of SAR,
maximums of averaged SAR and link performance of the ingested RF source at seven positions
spread nearly evenly in the abdomen (added forefront and backmost of the intestine) at 2.4 GHz.

2. HUMAN BODY AND SOURCE MODELS

The female model, the capsule antenna model and the seven locations are illustrated in Fig. 1. The
high-fidelity 5 mm resolution female body model employed in this paper was created by Remcom
Inc. [5]. This female body mesh, whose height is 173 cm, includes 34 groups of tissue types. Due
to the ingested wireless device can move and rotate in the GI tract, the ingested antenna must
be omni-directive for assuring that the data can be transmitted reliably to the outside receiver.
Therefore, we selected a helix antenna and analyzed its three possible orientations, i.e., parallel to
x-axis, y-axis and z-axis. The mesh step size of 1mm is used in the area around the ingested capsule
device and the mesh step size of the other area is 5 mm. Thus, the stability and the accuracy of
the input impedance are assured.

3. COMPUTATION METHODS

In this paper, we analyzed the radiation effects and wireless link performance of an ingested source
in a realistic human body model at the frequency of 2.4 GHz in 21 scenarios to verify whether
2.4GHz can be used in ingested devices. We assume the signals transmitted from the helix antenna
at the seven locations with three orientations are received by an antenna put at the center position of
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the surface of the abdomen as illustrated in Fig. 1. The FDTD method [6] was applied to analyzing
the electromagnetic interaction with human body and the Penns bio-heat equation [7] was applied
to calculating the temperature rise due to the SAR deposition. We suppose the immersive medium
is air, whose temperature and thermal conductivity are 23.0◦C and 0.026W/m/◦C, respectively.
The perfusive medium is blood and the body temperature is 37.0◦C.

S=0.8mm

Ground plane

Capsule shell

d=8mm

L=15mm

Helix antenna

Feed pole

D=12mm

(a) (b) (c)

Figure 1: Simulation configuration. (a) Sagittal slice of the human model; (b) Transverse slice of the human
model; (c) The Capsule model of the ingested wireless device. The 7-turn thin single component helix
antenna, whose radius and length are 4 mm and 5.6 mm respectively, works at normal mode. The thickness
of the plastic capsule shell is 1 mm. The length and radius of the feed pole are 2 mm and 1 mm, respectively.
The radius and the length of the capsule wireless ingested device are 6 mm and 15 mm, respectively. C is
the center of the abdomen area that includes small intestine; F and B are the front and back positions of the
small intestine in the human abdomen; T and M are the top and bottom positions of the small intestine; L
and R are the left and right positions of the small intestine.

4. RESULTS AND DISCUSSION

The port impedances and the radiation efficiencies of these simulations vary greatly with the loca-
tions and orientations as demonstrated in Table 1. The impedances of the X and Y orientations
are similar, while the impedances of the Z orientation are higher than those of the X and Y orien-
tations. When the ingested device is positioned at B, the tissues reflect too much power. On the
other hand, when the ingested device is positioned at F, less power is reflected by human tissues
than in the other six positions due to the impedance is matched better than the others. The sim-
ulation results indicate that most of the radiation power was dissipated in the tissues. When the
ingested source is X oriented and located in position C, the temperature rise is maximal (maximum
is 0.029◦C) because its SAR is bigger than the others too. The maximums of SAR and temperature
rise all occurred at the positions of the imbedded antennas and then these values attenuate 40 dB
at the distance of 5 cm. The peak of SAR for the antenna in X orientation is more than twice of
those in Y and Z orientations, whereas their local temperature-rise maxima have less difference.

Figures 2–3 demonstrate the electric fields of the XY planar slice where Z is 100 cm, including
the electric fields inside and outside the human body. In these figures, we can find that the near
fields of the antenna at the X, Y and Z orientations are differently distributed. The electric
fields in the anterior part of the human body are bigger than those in the posterior, which is in
accordance with [4]. All the distributions of the electric fields outside the human body are irregular
and asymmetrical due to the irregular distribution of human tissues. When the ingested antenna
is located in position F, the near fields is larger than those of the other six positions; while when
the ingested antenna is in position B, the near fields is less than those in the other six positions.
Usually, the near fields in the X and Y orientations are bigger than those in the Z orientation. In
these 21 scenarios, the minimal electrical field is −29 dB, which demonstrates that the 2.4 GHz can
be applied to the efficient transmission of video signal in wireless capsule endoscope.

In these simulations, the SAR maximum at X orientation attenuates more than those at Y and
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Table 1: The Peak of SAR, maximums of 1-g and 10-g averaged SAR, maximum values of temperature rise,
and impedances for the ingested source in the seven positions and three orientations. In these simulations,
all the delivered powers are normalized to 25 mW.

Maximum SAR ]/[ kgWOrientations

&

Locations
Peak SAR1g SAR10g

Max

Trise

][ C°

Impedance

][Ohms

Radiation

Efficiency

[%]

C 12.871 1.529 0.564 2.9e-2 25+j28 3.76

T 9.312 0.796 0.338 2.0e-2 26+j34 3.53e-3

M 4.569 0.986 0.458 3.1e-3 32+j37 0.84

F 5.733 0.873 0.281 1.7e-2 24+j16 1.39

B 3.507 0.904 0.303 6.3e-3 28+j60 1.19e-3

L 6.199 0.819 0.351 1.7e-2 15+j20 1.81

X

R 5.328 0.768 0.352 1.9e-2 28+j32 1.06

C 5.111 0.838 0.4 3.1e-3 26+j7 2.67

T 9.491 1.017 0.482 1.9e-2 16+j9 2.24e-3

M 5.699 0.813 0.263 1.6e-2 21-j20 0.40

F 5.774 0.842 0.257 2.2e-2 18-j7 5.59

B 6.672 1.101 0.43 9.4e-3 18+j26 1.68e-2

L 6.192 1.082 0.468 2.1e-2 19-j8 3.25

Y

R 4.749 1.344 0.485 2.3e-3 21+j25 0.16

C 5.037 1.223 0.329 2.1e-2 43+j74 3.61

T 4.07 0.564 0.175 1.5e-2 60+j86 1.75

M 2.073 0.311 0.17 1.4e-2 43+j93 1.16e-1

F 2.564 0.402 0.143 8.1e-3 40+j64 0.70

B 2.109 0.523 0.147 9.1e-3 48+j99 2.96e-3

L 3.026 0.544 0.236 3.0e-2 26+j74 1.18

Z

R 2.18 0.478 0.119 9.3e-3 43+j85 5.32

Z orientations. The orientations have less influence on the distributions of temperature rise than
that of SAR. The temperature rise of Y orientation is less than those of X and Z orientations
due to the dimension of the human model in Y axis is smaller than those in X and Z axes.
The maximums of temperature rise, 1-g and 10-g averaged SAR are 0.029◦C, 1.529 W/kg and
0.564W/kg, respectively. When the delivered power is 100 mW, the maximal temperature rise is
0.078◦C. According to the guideline of 1-g and 10-g averaged SAR limits [8], the maximum allowable
input power of the ingested wireless device can be 26.16 mW and 88.62 mW, demonstrating that

(a) (b) (c)

Figure 2: Near fields of the XY planar slice where Z = 100 cm in decibels for ingested 2450MHz source in
position C. (a) X orientation; (b) Y orientation; (c) Z orientation.
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the 2.4 GHz ingested antenna is safe and stable to be applied in the capsule endoscope at the input
power of 26.16 mW. Furthermore, with the development of low power technology, the ingested
wireless device can consume less power [9]. The energy in the battery of an ingested device is
enough to work for more than 8 hours. In another word, 2.4 GHz can be safely and efficiently
applied to transmit the video signal and command safely in wireless capsule endoscope.

(a) (b) (c)

(d) (e) (f)

Figure 3: Near fields of the XY planar slice where Z = 100 cm in decibels for ingested 2450 MHz source at
Y orientation. (a) in position F; (b) in position B; (c) in position L; (d) in position R; (e) in position T; (f)
in position M.

5. CONCLUSIONS

This paper analyzed the radiation effects and link performance of the 2.4 GHz ingested wireless
devices in a realistic human body model in 21 scenarios. The power flow from the ingested antenna
is mainly absorbed in the surrounding tissues. The orientation and the location of the wireless
device greatly influenced the radiation characteristics of ingested wireless devices. The results
showed that the frequency of 2.4 GHz could be employed safely and efficiently in the ingested
wireless device when its input power is no more than 26.16 mW. Battery can provide enough power
for the capsule endoscope at the frequency of 2.4 GHz.
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Microwave Thermotherapy — Technical and Clinical Aspects

Jan Vrba

Department of EM Field, Czech Technical University, Technická 2, Prague 16627, Czech Republic

Abstract— Paper deals with our new results in the field of waveguide and intracavitary ap-
plicators used for microwave thermotherapy, like e.g., cancer treatment, physiotherapy, benign
prostatic hyperplasia (BPH) treatment, etc.

1. INTRODUCTION

In our contribution we describe waveguide and intracavitary applicators working at 70, 434 and
2450MHz see Ref. [1–6]. These applicators were used here in Prague for the treatment of more
then 500 cancer patients with superficial or subcutaneous tumors (up to the depth of approximately
4 cm). Now, following new trends in this field, we continue our research in important direction of
deep local and regional applicators.

2. WAVEGUIDE APPLICATORS

For the deep local thermotherapy treatment we develop above all waveguide type applicators based
on the principle of evanescent mode waveguide, which is our specific solution and original contri-
bution to the theory of microwave hyperthermia applicators, see Ref. [5, 6]. This technology enable
us:

- to design applicators with as small aperture as necessary also for the optimum frequency range
for deep local and/or for regional thermotherapy treatment (the frequency band between 27
and 70 MHz).

- using our technology we need not to fill the applicator by dielectric (necessary for deep pene-
tration into the biological tissue — i.e., up to 10 centimetres under the body surface).

- two to four of such applicators can be also used for regional treatment.

Waveguide type applicators are often used in the local external hyperthermia treatment of cancer
and other modifications of microwave thermotherapy as they offer very advantageous properties,
above all:

- depth of penetration of the EM energy approaching the ideal case of plane wave,
- low irradiation of the energy in the vicinity of the hyperthermia apparatus,
- very good impedance matching, i.e., perfect energy transfer to the biological tissue.
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Figure 1: Effective depth of heating d for external waveguide applicator with respect to frequency f [MHz]
and diameter of aperture D [mm].
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We have studied waveguide applicators heating pattern for the aperture excitation at above
and at under the cut-off frequency. It has helped us to get analytical approximations of the
electromagnetic field distribution in the treated area of the biological tissue. In the Fig. 1. there
is one of very important results - diagram showing the theoretical depth of heating d as a function
of the used frequency f and of the aperture diameter D of the applicator. The most important
results for the effective heating depth d can be characterised as follows:

- at high frequencies (above approx. 1000MHz) the depth of effective heating d is above all a
function of frequency f (skin effect),

- bellow approx. 100 MHz d is the dominantly function of the diameter D of applicator aperture
(d = 0.386D).

Figure 2: Measured SAR distribution of a passband
Waveguide Applicator.

Figure 3: Calculated SAR distribution of a passband
Waveguide Applicator.

One of our project was comparison of Evanescent Mode Waveguide Applicator with a reference
Waveguide Applicator. The both applicators have aperture dimensions of 18 × 12 cm and are
operating at 434 MHz. Evanescent Mode Applicator is a waveguide, which is excited under cut off
frequency. Inserting a capacity and inductive element + inductive wave admittance of TE mode
we can build up band pass filter for operating frequency. Reference Waveguide Applicator is filled
by dielectric with for decreasing the cut off frequency. For good knowledge of SAR distribution is
necessary to measure thermal increments in high enough number of points in front of applicator
aperture. Figs. 2 and 3 give results of measurements resp. calcultations of SAR for the case of
reference wave guide applicator, Fig. 4 then shows SAR distribution for the case of Evanescent
mode applicator.

Figure 4: Measured SAR distribution of Evanescent Waveguide Applicator.
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Another of our research interests is to study what happens, when the frequency f of hyper-
thermia apparatus is either very different (much higher or much lower) from the cut-off frequency
fc of the used waveguide applicator or very near (even equal) to this cut-off frequency fc. This
happen when either the hyperthermia apparatus is tunable in broader frequency range or the cut-
off frequency fc of the applicator is changed by different dielectric parameters of various types of
biological tissues near to heated locality.

Let us take into account the area of biological tissue surrounded by electric and magnetic walls.
Then the hybrid waveguide mode HE11 (i.e., the lowest possible one) can be defined and excited in
the biological tissue in front of applicator aperture (it is a linear superposition of the modes TE11

and TM11). Higher order modes can be suppressed by the design of the applicator. Following 3
cases describe the change of the SAR in front of the applicator aperture as a function of working
frequency f of the hyperthermia apparatus with respect to the fc:

- if there is enough big difference between f and fc , then homogeneous heating of the treated
area can be expected — see Figs. 5(a) and (b).

- if the both frequencies are very near each to other (difference between f and fc is going down),
then overheating (hot-spots) out of the treated area can arise — see Fig. 6.
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Figure 5: SAR in the aperture of applicator.
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Figure 6: Calculated SAR in the waveguide aperture.

Evaluation of hyperthermia applicators in the water phantom means to measure the electromag-
netic field power distribution in front of the aperture of this applicator. The E-field distribution
can be measured by the dipole antenna. The length of this antenna must be smaller then λ/4 (λ
is the wavelength of measured field in this media). The voltage induced in this antenna supply
the LED. The optical signal from the LED is leaded by the optical fiber outside the phantom to
the optical detector. The scheme of the described system for microwave applicators evaluation is
shown in the Fig. 7.

The output voltage from the optical detector is measured by the voltmeter or is converted by
the ADC to the digital form and processed by the computer.

3. INTRACAVITARY APPLICATORS

Costs and risks associated with clasical BPH treatment (TURP and open surgery) have promoted
the development of minimally invasive methods. Microwave thermotherapy, varying forms of laser
treatment, transurethral needle ablation, etc. have all been developed in the 1990s. The underlying
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Figure 7: Apparatus for evaluation of applicators.

principle behind these methods is to coagulate prostatic adenomatous tissue by means of heat. Of
all the available minimal invasive treatment modalities, transurethral microwave is one of the most
wide spread at present [1].

We have investigated basic types of microwave intracavitary applicators suitable for BPH treat-
ment, i.e., monopole, dipole and a helical coil structures. These applicators are designed to work at
915MHz. In the conference contribution we would like to discuss it’s effective heating depth, based
on the comparison of the theoretical and experimental results. Basic mechanisms and parameters
influencing (limiting) heating effective depth are described and explained in Ref. [2, 3].
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Figure 11: Temperature field around the helix.

The basic type of intracavitary applicator is a monopole applicator. The construction of this
applicator is very simple, but calculated and measured “Specific Absorption Rate” (“SAR”) dis-
tribution along the applicator is more complicated, than has been the first idea. “SAR” can be
measured either in water phantom or by infrared camera. During measurements of SAR along the
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applicator we have found, that typically there is not only a one main “SAR” maximum (first from
the right side), but also a second and/or higher order maximas can be created, being produced by
outside back wave propagating along the coaxial cable, see Fig. 8.

In Fig. 9, the “SAR” distribution improvement (i.e., reduction of second maximum) can be
noticed for the case of dipole like applicator. To eliminate this second maximum and optimise the
focusing of “SAR” in predetermined area of biological tissue needs to use the helical coil antenna
structure. After coil radius and length optimisation we have obtained very good results of “SAR”
distribution, see Figs. 10 and 11. Some problems can be with the antenna self-heating, but it can
be reduced by cooler at the end of applicator tip.

4b) Dipole

4c) Helical coil

4a) Monopole

Figure 12: The heating pattern obtained for different antennas: the monopole (a), the dipole (b), the helical
coil (c).

In Fig. 12 there is the typical measured heating pattern of monopole (a), dipole (b), and helical
coil antennas (c). Note the long back heating tails with a monopole antenna (Fig. 12(a)) which is
caused by microwave currents that flow backwards along the cable and cause the feeding cable to
radiate. The radiation pattern from a dipole antenna (Fig. 12(b)) is generally well confined without
any excessive backheating. The dipole antenna is suitable for prostates with axial length > 40mm.
The helical coil antenna (Fig. 12(c)) has the shortest and most focussed heating and would be the
choice for small prostates, 25–40 mm in length.

The pattern is colour-coded according to a linearly decreasing scale of white-yellow-red, where
white is the maximum temperature. A diagrammatic catheter is inserted in each figure; the orien-
tation of the bladder neck in a patient is indicated by a dashed line.

4. CONCLUSIONS

Microwave thermotherapy is successfully applied in clinics in the Czech Republic. Technical support
is at present from the Czech Technical University in Prague. Our goal for the next technical
development is:

• improve the theory of the local and intracavitary applicator design and optimisation,
• innovate the system for the applicator evaluation (mathematical modelling and measure-

ments),
• develop system for regional treatment.
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A Physical Model for Study of Electromagnetic Field Interaction
with Cancer Cell
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Abstract— It has been known that electromagnetic fields are helpful in treatment of disease. It
is already shown that electrostatic, magnetostatic, extremely low frequency electromagnetic fields,
and pulsed electromagnetic radiation could be utilized in cancer treatment. These radiations
alone or in combination with gamma or X-ray improve the healing of cancer tumors. The healing
effect depends on frequency and amplitude of electromagnetic radiation. In the present work a
physical model is developed to facilitate study the interaction of electromagnetic fields with the
living cell. This model consists of an insulating layer as the cell membrane and a conducting
colloid inside as the cytoplasm. In this model, electrical properties of a colloidal liquid are
specified. This includes charge mobility and electric conductance. The electric field distribution
inside and around the cell is studied.

1. INTRODUCTION

Combined effect of electromagnetic field and X-ray for treatment of cancer tumors has recently
gained interest [8, 10]. For the purpose of studying the interaction of electromagnetic field with
the living cell, a physical model is required. A comprehensive model for the cell might include
electrical [3] and rheological [7] aspects.

A lot of work has been accomplished to develop the treatment methods with electric field [5, 7].
Electric properties of cell are known [3]. More work is needed to obtain the distribution of electric
field strength in the cell precisely. In the present work, the direct ionization of a hydrogen atom by
a DC electric field is considered. In what follows, the electric field intensity required to separate
an electron from atom is estimated.

2. CELL DIMENSIONS

In the present work, the nucleus of the cell is not included in the model. The cell is considered
being made up of two concentric spheres, producing the cytoplasm membrane. The thickness of
membrane is in order of 5 nm. The radius of such spherical cell is about 10 micron. Inside the inner
sphere is filled with a gel-like liquid, called cytoplasm.

3. ELECTRIC FIELD CALCULATION

When a cell undergoes dividing process, the curvature radius in the region connecting the two
parts is much smaller than the radius of the original cell. Thus the electric field is supposed to be
stronger. Electric field strength is proportional to inverse-square of the curvature radius [4]:

E ∝
(

1
r

)2

(1)

As a rough estimate we consider:
r = 2d

where d is the membrane thickness and r the curvature radius in the junction between two newly
produced cells.

Hydrogen ionization energy is 13.6 eV, and the electric potential produced by the hydrogen
nucleus (proton) in a distance r is:

V =
kq

r
(2)

In the above equation k is 1/4πε and q being the electric charge of a single electron or proton.
The energy required overcoming the attraction force between electron and proton is:

W = V q =
kq2

r
= 13.6 eV (3)
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Thus we can estimate the radius of orbit for electron:

r = 1.1
0
A

Electric field strength at such distance produced by the nucleus is

E =
kq

r2
(4)

This leads to:

E =
9× 109 × (1.6× 10−19)

(1.1× 10−10)2
= 108 v

cm

As a general rule, the electric field is intensified over sharp objects. This must be considered in
microscopic scale. Thus the applied electric field is much lower than what is computed above.
According to Equation (1), one can write:

Ejoint

Eapp
=

(
Rcell

rjoint

)2

(5)

where:

Eapp = Applied electric field

Ejunct = Intensified electric field at the junction between two cells

Rcell = Radius of cell

rjoint = Curvature radius of the junction between two cells

The applied field is approximately amplified by a factor of
(

Rcell

rjoint

)2
and appears in the pore

of the dividing cell. This field should be strong enough to damage the cancer cell by ionizing
essential molecules. The amplification factor might be calculated using the typical dimensional
data of cell given in the introduction section above. This is in the order of 103–104. Thus applied
electric field could be about 104 v/cm. Considering carbon atom instead of hydrogen and taking
into account other technical factors, will result an estimate of 103 v/cm. As a whole, there might be
one order of magnitude variation in our calculations, especially in cell dimensions and the thickness
of junction connecting two young cells. The computed electric field strength in the present work
is in agreement with the result of experiments [1–3, 5–9]. Electromagnetic fields are known as
non-ionizing radiation, but strong electrostatic fields can separate electrons from the atom directly.
This phenomena is called “field emission”.
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Abstract— We consider a Dirichlet boundary value problem for the Helmholtz equation in
a three-dimensional layer with a local perturbation S of the boundary and apply the solution
technique based on equivalent reduction to a boundary integral equation (IE). We prove the
unique solvability of the IE and its Fredholm property, the convergence of the Galerkin method
applied for its numerical solution, and describe parallel algorithms and computational techniques
developed specifically when S is a set of many disjoint irregularities.

1. INTRODUCTION

Boundary value problems (BVPs) for the Maxwell and Helmholtz equations in dielectric or mag-
netic layers with perturbed boundaries arise in mathematical models of electromagnetic wave prop-
agation in irregular waveguides; some typical statements are surveyed in [1, 2]. We develop the
solution techniques set forth in [2, 3] considering BVPs in a layer with perturbed boundaries in
Sobolev spaces and applying the reduction to surface integral equations (IEs) developed in [2] for
electromagnetic diffraction problems. The IE method enables one to decrease the dimension of
the problem and offers an approach applicable in unbounded domains with complicated irregulari-
ties where the methods based on discretization fail or meet substantial difficulties. IEs are solved
numerically by the Galerkin method [4, 5] using algorithms of parallel computations [6].

2. FORMULATION

Consider a Dirichlet problem for the Helmholtz equation

∆u + k2u = 0, x ∈ U, u|Ω = µ, u|∂U\Ω = 0, (1)

where U = {x : 0 < x3 < 1−ϕ (x1, x2)} denotes the layer bounded by two planes x3 = 0 and x3 = 1
with a local perturbation of the boundary specified by x3 = ϕ (x1, x2). We assume that the function
ϕ (x1, x2) is compactly supported, so that supp ϕ = Ω0, where Ω0 is a bounded domain on the
plane of variables x1, x2 with a piecewise smooth boundary. Assume also that 0 ≤ ϕ (x1, x2) < 1
and ϕ ∈ C1 (R2) (once continuously differentiable). Ω = {x : (x1, x2) ∈ Ω0, x3 = ϕ (x1, x2)}
denotes the perturbed part of the boundary of U . Function u simulates a component of the
scattered electromagnetic field in the layer between two perfectly conducting planes (perturbed
and unperturbed) under the influence of the boundary sources µ. k is the wavenumber of the
medium filling the layer; we assume that =k ≥ 0 and k 6= 0.

Let us formulate the conditions at infinity. Set x′ := (x1, x2) and assume that

u = O (ρ−1/2), ρ := |x′| → ∞, (2)

for Imk > 0, uniformly along all directions x′/ρ and with respect to x3. Assume that for Imk = 0,
the Fourier coefficients

un (x′) = 2

1∫

0

u (x) sin πnx3dx3, n ≥ 0, (3)

satisfy the conditions

∂

∂ρ
un − iknun = O (ρ−1/2), un = O (ρ−1/2), ρ →∞, (4)
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for k2
n := k2 − π2n2 > 0 (where kn > 0 if k > πn and kn < 0 if k < −πn),

un = O (1), ρ →∞, (5)

for kn = 0, and
un = O (ρ−1/2), ∂un/∂ρ = O (ρ−1/2), ρ →∞, (6)

for Imkn > 0, uniformly along all directions x′/ρ and with respect to n.
Let us formulate the boundary value problem to be considered: determine the function u =

u (x1, x2, x3) satisfying (i) the Helmholtz equation ∆u + k2u = 0 in an unbounded domain U ; (ii)
the boundary conditions

u|Ω = µ (x1, x2, x3),

where µ (x1, x2, x3) is given on the perturbed part of the boundary Ω (and u = 0 everywhere on
the boundary of U outside Ω); and (iii) the conditions at infinity (2)–(6).

3. BOUNDARY INTEGRAL EQUATION

Define Green’s function GU = GU (x, y), x, y ∈ U0, for the layer U0 = {x : 0 < x3 < 1} using the
series representation [3]

GU (x, y) =
1
4π

∞∑

j=−∞

(
exp (ikrj)

rj
− exp (ikr′j)

r′j

)
, (7)

where

rj =
√

r′ + (x3 − y3 − 2j)2, r′j =
√

r′ + (x3 + y3 − 2j)2, r′ = (x1 − y1)2 + (x2 − y2)2.

Green’s function satisfies the Dirichlet boundary conditions GU |x3=0 = GU |x3=1 = 0.
Applying Green’s formula to GU and a solution u of problem (1)–(6) we obtain an integral

representation

u (y) =
∫∫

Ω

GU ∂u

∂n
dσ −

∫∫

Ω

µ
∂GU

∂n
dσ. (8)

Here n is the external normal; ∂
∂n = cosα1

∂
∂x1

+ cosα2
∂

∂x2
+ cosα3

∂
∂x3

is the derivative in the
direction of n; αj are the angles between n and axes Oxj , j = 1, 2, 3;

cosαj =
∂ϕ

∂xj
/

√
1 +

(
∂ϕ

∂x1

)2

+
(

∂ϕ

∂x2

)2

(j = 1, 2), cosα3 = 1/

√
1 +

(
∂ϕ

∂x1

)2

+
(

∂ϕ

∂x2

)2

;

and µ and GU are known. The only unknown function ψ := ∂u
∂n enters the first integral of repre-

sentation (8), while the second integrand is a product of known functions; we denote the second
integral by

F =
∫∫

Ω

µ
∂GU

∂n
dσ.

The latter integral undergoes a break on the boundary of the domain according to the properties
of double-layer potentials [1]. Therefore when performing a transition to the limit x → y ∈ Ω in
the second integral (8) the quantity 1

2µ (y) is added,

µ (y) =
∫∫

Ω

GUψdσ − F (y) +
1
2
µ (y), y ∈ Ω.

Thus function ψ can be determined as a solution to the IE
∫∫

Ω

GUψdσ =
1
2
µ (y) + F (y), y ∈ Ω. (9)
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Write IE (9) in the operator form

Sψ + Kψ = f, f =
1
2
µ + F, (10)

where
Sψ =

1
4π

∫∫

Ω

1
|x− y|ψdσ, (11)

Kψ := K1ψ + K2ψ, K1ψ =
∫∫

Ω

GU
Kψdσ, K2ψ =

1
4π

∫∫

Ω

exp (ik|x− y|)− 1
|x− y| ψdσ, (12)

GU
K (x, y) =

1
4π

−1∑

j=−∞

(
exp (ik|x− y − 2je3|)

|x− y − 2je3| − exp (ik|x− y∗ + 2je3|)
|x− y∗ + 2je3|

)
(13)

+
1
4π

∞∑

j=1

(
exp (ik|x− y − 2je3|)

|x− y − 2je3| − exp (ik|x− y∗ + 2je3|)
|x− y∗ + 2je3|

)
,

e3 = (0, 0, 1), and y∗ = (y1, y2, −y3). Look for the solution to Equation (9) in the Sobolev space
ψ ∈ H−1/2 (Ω); the right hand side f ∈ H1/2 (Ω); and the integral operators S and K are defined
appropriately

S : H̃−1/2 (Ω) → H1/2 (Ω), K : H̃−1/2 (Ω) → H1/2 (Ω).

Operator S is bounded and has a bounded inverse [4] in the chosen spaces. Since Green’s function
GU

K (x, y) is continuous in Ω × Ω (and has no singularity at x = y), operator K is compact in
these spaces. Thus S + K : H̃−1/2 (Ω) → H1/2 (Ω) is a Fredholm operator (with the zero index).
We have proved the following statement: the solution ψ ∈ H̃−1/2 (Ω) to IE Sψ + Kψ = f (and
to Equation (9)) exists and is unique for every right-hand side f ∈ H1/2 (Ω) if corresponding
homogeneous equations (with f = 0) have only trivial solutions.

Consider IE (9) to which problem (1)–(3) has been reduced. Transform the surface integral over
Ω to a double integral over Ω0:

∫∫

Ω0

G̃U (x, y) ψ̃ (x) dx1dx2 = F̃ (y), y = (y1, y2) ∈ Ω0, (14)

F̃ (y1, y2) = 1/2µ (y1, y2, 1− ϕ (y1, y2)) + F (y1, y2, 1− ϕ (y1, y2)), (15)

G̃U (x1, x2; y1, y2) = GU (x1, x2, 1− ϕ (x1, x2); y1, y2, 1− ϕ (y1, y2)), (16)

ψ̃ (x1, x2) = ψ (x1, x2, 1− ϕ (x1, x2))

√
1 +

(
∂ϕ

∂x1

)2

+
(

∂ϕ

∂x2

)2

. (17)

IE in the form (14)–(17) will be solved numerically by the Galerkin method.

4. NUMERICAL

Consider the scheme of the Galerkin method [4, 5] for the numerical solution of IE (10)

〈(S + K)ψN , uk〉 = 〈f, uk〉, k = 1, . . . , N. (18)

Here ψN ∈ HN is the approximate solution, uk ∈ HN are basis functions, and HN ∈ H finite-
dimensional spaces. Brackets 〈.,.〉 denote the duality relation on the pair of dual spaces H ′ and H,
where H ′ = H1/2 (Ω) and H = H̃−1/2 (Ω), with respect to the sesquilinear form 〈ψ, f〉 =

∫∫
Ω

ψf̄dσ.

Galerkin method (18) converges [4, 5] if the following conditions of approximation are fulfilled

inf
uN∈HN

||uN − ψ|| → 0, N →∞, ∀ψ ∈ H. (19)
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Describe numerical solution of IE (14) by the Galerkin method. Let Ω0 = Π, where Π := {x :
0 < x1 < a1, 0 < x2 < a2} is a rectangle. Choose in Π a uniform rectangular grid with the
nodes (xi

1, xj
2), xi

1 = ih1, xj
2 = jh2, where h1 = a1

N1
, h2 = a2

N2
, N1 ≥ 1, N2 ≥ 1, i = 0, . . . , N1,

j = 0, . . . , N2. Define the basis functions

uij = (χ (x1 − xi
1)− χ (x1 − xi+1

1 )) (χ (x2 − xj
2)− χ (x2 − xj+1

2 )),

where χ (t) = 0 for t < 0 and χ (t) = 1 for t ≥ 0. Thus every basis function has a compact support
Πij := {x : xi

1 ≤ x1 ≤ xi+1
1 , xj

2 ≤ x2 ≤ xj+1
2 }. Applying the Galerkin method we obtain a linear

equation system

N1−1∑

i=0

N2−1∑

j=0

aijklcij = fkl, k = 0, . . . , N1 − 1, l = 0, . . . , N2 − 1, (20)

where entries aijkl and components of the right-hand side fkl are calculated as multiple integrals:

aijkl =
∫ ∫

Πij

∫ ∫

Πkl

G̃U (x1, x2; y1, y2) dx1dx2dy1dy2, fkl =
∫ ∫

Πkl

F̃ (y1, y2) dy1dy2. (21)

Approximate solution ψ̃N1, N2 is represented as

ψ̃N1, N2 =
N1−1∑

i=0

N2−1∑

j=0

cijuij . (22)

An advantage of the proposed method in comparison with the existing techniques is that a
2D equation is solved in the domain occupied by the inhomogeneity rather than a 3D problem
in the unbounded domain. If the perturbation of the boundary is sufficiently complicated, the
only possibility to solve such problems efficiently is application of parallel computations using
multiprocessor systems (clusters), or supercomputers. However, they require creation of the specific
problem-oriented algorithms of parallel computations. We propose the following algorithms of
parallel computations for the solution of the problem under study.

1. Integrals forming the entries of the matrix of the linear algebraic system are calculated in
parallel using several (M) different processors. Since the data exchange between the processors
in the course of computations is not necessary, the rate of computations increases by a factor
of M .

2. If the given function µ is a superposition of a big number of functions with nonoverlapping
supports, then the problem can be solved separately for every such function on a separate
processor and the general solution can be obtained then as a superposition of particular
solutions of separate problems. An advantage here is in the following: Denote by k (e.g.,
equal to 10−m, m ≥ 3) the ratio of the diameter of the support of a separate small subdomain
to that of the whole inhomogeneity. Then the ratio of the respective computation times is
proportional to k.

3. The linear algebraic system of the Galerkin method can be solved using algorithms of parallel
computations and clusters if we apply iteration techniques (e.g., a parallel version of the
conjugate gradient method) when the most time-consuming matrix-vector multiplications are
performed in parallel on different processors.

Such problems are solved at the Penza Supercomputer Center (PSC) since 2000. The PSC team
(head Prof. Yury Smirnov) elaborated several algorithms and software for parallel computations
using multiprocessor systems (clusters) or supercomputers.

ACKNOWLEDGMENT

This work is supported by Russian Foundation of Basic Research, grant 06-07-89063.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 911

REFERENCES

1. Tikhonov, A. N. and A. A. Samarskii, Equations of Mathematical Physics, Nauka, Moscow,
1972.

2. Ilinskii, A. S. and Y. G. Smirnov, Electromagnetic Wave Diffraction by Conducting Screens,
VSP Int. Sci. Publ., Utrecht, 1997.
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Abstract— Application-specific architectures of CMOS readout circuit (ROIC) for the pro-
cessing of signals from the resonant-cavity-enhanced (RCE) devices is proposed in this paper.
The capacitor feedback transimpedance amplifier (CTIA) used for the amplifying small signals is
implemented by means of a low-noise preamplifier and a feedback capacitor. The multiple analog
channels of the chip are multiplexed to a single analog output. A suitable digital section provides
self-resetting of each channel and trigger output. In this work, the main features of the circuit
are presented along with the experimental results of its characterization.

1. INTRODUCTION

The increasing need for high-speed commutation and data transfer has brought about intensive
research in resonant-cavity-enhanced devices [1, 2]. Such devices require the integration of readout
electronics. For the optimization of the readout electronics, it is necessary to simulate the circuit
along with the RCE devices. The ROIC is used to amplifier, transact and output the signals,
so it is important to photo-detection and imaging [3]. To improve the efficiency of RCE, a high
performance ROIC is needed. The CTIA is one of several preamplifier structures for ROIC [4].
It provides a highly stable voltage level bias, high efficiency, high gain and low noise. Besides, a
correlated double sampling (CDS) circuit is on the output of the CTIA. CDS is used to eliminate the
effect of the background level noise by means of two peak stretchers. This approach also improves
the signal-to-noise ratio without worsening the noise characteristic.

2. DEVICES MODELING

RCE devices grown on GaAs substrates have been attracting much interest because there are
advantages that they can be grown monolithically on a GaAs/AlGaAs distributed Bragg reflector
(DBR) mirror with high reflectivity. Fig. 1 shows the structures of RCE devices [5]. At the peak
wavelength 1056 nm, for the RCE devices, the peak quantum efficiency reaches 30%, and FWHM
is less than 5 nm.

The operation of RCE devices can be represented by two equations as functions of bias across
the device and operating temperature. Fig. 2 is an assumed circuit model for RCE devices. These
voltages can be varied in the simulation to analyses the effects of temperature and the detector
performance.

3. CITCUIT STRUCTURE AND IMPLEMENTATION

The timing pattern for a general readout circuit is shown in Fig. 3. The operation is divided into
two phases: the integration process and the readout process [6]. The integration time Tint can be
tuned to avoid saturation of the limited integration capacitance and operating voltage, especially
in the operation of a high background flux. ROIC concludes unit cells, row multiplexer, column
multiplexer and output buffers.

Figure 4 shows the structure of the unit cell. It concludes the CTIA and CDS. The photocurrent
generated by photodetectors run into CTIA through the row multiplexer. After integration process,
CTIA transmits the current to voltage. Then CDS samples and holds the voltage levels at the
beginning of integration (V1) and the end of integration (V2), respectively. Finally, these voltages
are outputted by output buffers through column multiplexer. We can get the voltage level (∆V )
from V2 minus V1, which depends on the intensity of photocurrent.

The photocurrent runs into the integrator. After integration, the output voltage level is given
by

Vout =

∫ Tint

0 Idetdt

Cint
− Vref (1)

where Tint is the integration time, Idet is photocurrent, Cint is a feedback capacitor and Vref is
the reference voltage. The output voltage level and corresponding integration times are used to
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Figure 1: RCE device structures.

Figure 2: Circuit model for RCE devices.
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Figure 3: Timing diagram of the readout circuit.
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Figure 4: Single unit cell structure.
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estimate the photocurrent. Besides, the changed voltage level at the input port of operational
amplifier is given by

4Vin =
IdetTint

Cint(1 + Av)
(2)

where Av is the open gain of operational amplifier, Av >> 1. So the 4Vin is very small. This is
why CTIA can provide a highly stable detector bias, high photon current injection efficiency, high
gain and low noise. Then the noise in CTIA is KTC noise and a simplified Signal-to-Noise ratio
(SNR) of the integrated photocurrent is given by [7]

Vn =
(

KT

Cint

)1/2

(3)

SNR(ip) =
(ipTint)2

qipTint + q2σ2
Readout

, for ip ≤ qQmax

Tint
(4)

where K is Bolt Mann’s constant (1.38 × 10−23 J/K), q is the charge of an electron, Qmax =
Cint×Vmax is the saturation charge or well capacity, Vmax is the maximum voltage on the Cint, and
σReadout is the readout noise. This SNR only considers integrated shot noise and readout noise. The
reset noise and offset contributions is eliminated by CDS. Fig. 5 shows the relationship between Vn

and temperature. For the thermal noise of MOS channel is random, the voltage level on feedback
capacitor after reset is random. Fig. 6 shows the wave of Vint gone with noise. It indicates that the
noise existed with Gauss function.

Figure 5: Vn Vs temperature with different
Cint.

Vint Vn

µ

Vref

Figure 6: The wave of Vint gone with noise.

Table 1: Key permanents of the readout circuit.

Chip size 2mm × 2 mm
Operating temp >77K

Process 0.6 µm CMOS
Unit-cell design CTIA

Test cp 1MHz
Power supply 5V

Dynamic range 100 dB
Gain uniformity >90%
Power dissipation <200 µw
Readout speed < 56 µs per frame

4. EXPERIMENTAL RESULTS

A RCE device is used for testing. The chip digital signal SH1 and SH2 are tuned to fit corresponding
effective integration time. The integration time is used to estimate small signals from the RCE
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device. Read noise is expected to be lower with test setup improvements.
The test results show that the readout circuits have a near 100 dB dynamic range and over 90%

gain uniformity. The power dissipation is 200µW when power supply is 5V. The frame frequency is
very high, which makes it possible to gain an availability frame frequency at large array condition.
Table 1 tabulates the readout circuit’s salient parameters.

5. CONCLUSION

A complete readout chip for low dimensional device has been developed. The CTIA provides a
highly stable detector bias, high photon current injection efficiency, high gain and low noise. CDS
is used to eliminate the effect of the background level while pre-amplifying the signal. The readout
architecture is also tolerant to undesirable scene disturbances that generate transient spikes of
photocurrent.
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Abstract— Recent advances in IC design methods and manufacturing technologies have led to
the integration of a complete system onto a single IC, called system on chip (SoC). These system
chips offer advantages such as higher performances, lower power consumption, and decreased size
and weight, when compared to their traditional multichip equivalents. However, testing such
core-based SoCs poses a major challenge for system integrators. Modular testing of embedded
cores in a system-on-chip (SoC) is now recognized as an effective method to tackle the SoC testing
problem. In this paper we present an approach to design a TAM architecture and its associated
test schedule using a fast and efficient heuristic. The test access mechanism architecture is
responsible for the transportation of the test data from the system inputs to the core inputs
and from the core outputs to the system outputs and also it could be very useful testing multi-
frequency cores in SoC.

1. INTRODUCTION

A hierarchical system-on-chip (SoC) is designed by integrating heterogeneous technology cores at
several layers of hierarchy. The ability to re-use embedded functionality has led to the paradigm
of “today’s SoC is tomorrow’s embedded core”. Two broad design transfer models are emerging in
hierarchical SoC design flows.

Non-interactive: In this model, there is limited communication between the core vendor and
the SoC integrator. The cores are taken off-the-shelf and integrated into designs “as is”.

Interactive: Here, there is a certain amount of communication between the core vendor and
core user during system integration. While hierarchical SoCs offer reduced cost and rapid sys-
tem implementation, they pose several difficult test challenges. Modular testing of the embedded
cores [7] in an SoC can simplify the complex problems of test access and application. For modular
testing, an embedded core is isolated from surrounding logic and a test access mechanism (TAM) is
designed to deliver test data from the I/O pins of the SoC. This facilitates the reuse of precomputed
tests for individual cores and partitions the SoC for test; thus the test methodology follows the
modular design process. The problem of multi-level TAM design and optimization for hierarchical
SoCs has not been systematically addressed. However, when older-generation SoCs are themselves
used as embedded cores in new SoC designs. In such cases, the core vendor may have already
designed a TAM, as in Fig. 1. within the “mega-core” that is provided to the SoC integrator. A
mega-core is defined as a design that contains non-mergeable embedded cores. In order to ensure
effective testing of an SoC based on mega-cores, the top-level TAM [3] must communicate with
lower level TAMs within mega-cores. The top-level TAMs must also be wide enough to fork out to
the pre-designed lower-level TAMs.

Figure 1: SOC testing using test wrappers and
TAMs.

Figure 2: Illustration of a multi-level TAM architec-
ture for a hierarchical SoC.
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Moreover, the system level test architecture must be able to reuse the existing test architecture
within cores; redesign of core test structures must be kept to a minimum and must be consistent
with the design transfer model between the core designer and the core user. Fig. 2 illustrates
a hierarchical SoC having two top-level cores A and B, and one top-level megacore C. Core C
contains Cores D and H, and a lower-level megacore E, which in turn contains Cores F and G. A
Level-1 TAM is connected to Cores A, B, and C. This TAM connects to a Level-2 TAM within
Core C for the testing of Cores C, D, H, and E. The Level-2 TAM connects to a Level-3 TAM
within Core E. The Level-3 TAM is used to test Cores F and G. Three proposals for test access to
hierarchical embedded cores. A TAM design methodology that closely follows the design transfer
model in use is critical because if the core vendor has implemented “hard” (i.e., non-alterable)
TAMs within mega-cores, the SoC integrator must take into account these lower-level TAM widths
while optimizing the widths and core assignment for higher-level TAMs. On the other hand, if the
core vendor designs TAMs within mega-cores in consultation with the SoC integrator, the system
designer’s TAM optimization method must be flexible [1] enough to include parameters for lower-
level cores. Finally, multilevel TAM design for SoCs that include reused cores at multiple levels
is needed to exploit “TAM reuse” in the test development process. In this paper, we describe the
optimization of multi-level TAMs for the “cores within cores” design paradigm. We do not present
new algorithms for TAM optimization here; instead, we show how known methods for flattened
SoCs can be used for multi-level TAM optimization in hierarchical SoCs.

TAM widths are calculated for higher- and lower-level TAMs using a combination of integer
linear programming (ILP) and enumeration, and efficient heuristics. The method presented here,
unlike prior methods, time division multiplexing (TDM) is a technique used for transmission of
several pieces of data (either digital or analog signals) over a communication channel by dividing
the time frame into slots, one slot for each piece of data. We use this approach to end/collect test
data across a test bus.

2. TAM DESIGN ANALYSIS

The advantage in design methodologies and semiconductor process technologies has led to the
development of systems with excessive functionality implemented on a single die, called system-on-
chip (SoC). In a core-based design approach, a set of cores, i.e., predefined and preverified design
modules, is integrated into a system using user-defined logic (UDL) and interconnections. In this
way, complex systems can be efficiently developed. However, the complexity in the systems leads to
high test data volumes and the development of a test solution must therefore consider the following
interdependent problems:

• to design an infrastructure for the transportation of test data in the system, a test access
mechanism.

• to design a test schedule to minimize test time, considering test conflicts and power constraints.

The testable units in a SoC design are the cores, the UDL, and the interconnections. The cores
are usually delivered with predefined test methods and test sets, while the test sets for UDL
and interconnections are to be generated prior to test scheduling and TAM design [6]. The test
vectors, forming the test sets for each testable unit, are stored or created in some test source,
and their test responses are stored or analyzed in some test sink. The TAM is the connection
between the test sources, the testable units and the test sinks. The test-application time can
be minimized by applying several test sets concurrently; however, test conflicts, limitations, and
test-power consumption must be considered. The workflow when developing a SoC test solution
can mainly is divided into two consecutive parts: an early design space exploration followed by
an extensive optimization for the final solution. For the former, we have proposed a technique for
integrated test scheduling and TAM design to minimize test time and TAM cost. The advantage of
the technique is its low computational cost making it useful for iteratively use in the early design
space exploration. In this paper, we propose a technique to integrate test scheduling and TAM
design with the objective to minimize the test application time and the TAM routing cost while
considering test conflicts and power constraints. The aim with our approach is to reduce the gap
between the design space exploration and the extensive optimization, i.e., to produce a high quality
solution in respect to test time and TAM cost at a relatively low computational cost. The features
of our proposed approach are that we support:

• testing of interconnections;
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• testing of UDL;
• testing of unwrapped cores;
• consideration of memory limitations at test sources;
• consideration of bandwidth limitations on test sources and test sinks;
• embedding cores in core.

2.1. Test Access Mechanism (TAM) Switch
The TAM Switch is a synthesizable RTL core that can be instantiated in an ASIC design to provide
test data access to embedded cores. As shown in Fig. 3. TAM is a programmable crossbar switch
that allows efficient delivery of test vectors to embedded cores at varying bandwidth. It consists of
an N×N switch matrix where N is the number of input and output lines. modified.

Figure 3: Test access mechanism switch. Figure 4: The MTAM switch.

In order to check the proper functionality of the analog core a strategy has been found in
which TAM switch has been To make the testing scheme digitally compliant mixed signal test
access mechanism (MTAM) switches has been used as shown in Fig. 4 [2, 4] describes the basic
architecture of the proposed testing scheme. To test the digital cores the TAM switches are used
to provide I/O access to the cores. The analog cores have been accessed through a separate analog
test bus, according to IEEE P1149.4 [2] standard. The analog test bus is a wire carrying the voltage
input signal to the core under test (CUT). The test rail carries out the response from the analog
CUT to an ADC [5]. The digital TAM switches are placed on the digital test bus to test the digital
cores. MTAM switches are placed along with the digital TAM switches. The MTAM is termed as
the mixed TAM switch because it simultaneously probes digital core and also passes signals for the
testing of the analog core. The MTAM is activated by the mode signal and the MTAM responds
with a sel core signal which selects the core under test by activating the sel signal of the individual
cores.

2.2. Timing Model
In this section, a model for test time with the TDM-TAM is developed. A core’s test time T (in
clock cycles) is determined by the scan-in cycles, si, the scan-out cycles, so, and the number of test
patterns, NP, according to the following

T = (1 + max(si, so))Np + min(si, so) (1)

The Equation (1) assumes that a scan-out operation is done concurrently with the scanning in of
the subsequent test pattern, and that the application of one scan test pattern requires one system
clock cycle.

2.3. Operation with Multi-frequency SoC
Today’s SoC could have cores with different frequencies. None of the existing TAMs are suitable
for multi-frequency SoC testing. The proposed TDM-TAM can handle the multi-frequency SoC,
because with the TDM technique, we can manipulate frequency. Consider the example in Fig. 6.
where data fed is to core A and core C is a one-fourth of the frequency of the branch. Core B
is fed by a half of the frequency of the branch. Also, with n-lines and multiplexers, we can have
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Figure 5: Basic architecture of the testing scheme.

a line with frequency, n times of the frequency of a single line. Fig. 6 shows a SoC with 3 cores,
working at two different frequencies. Assume that the ATE can send data at 1 GHz. One-branch
configuration that can test each core at its own speed is shown in Fig. 7. The mask of core A, B
and C should be “1000”, “0101” and “0010”, respectively [1]. This way, if the frequency of the
branch is F, the frequency of buses going to cores A, B and C is F 4, F 2 and F 4, respectively.

Figure 6: Example illustrating TDM-TAM concept. Figure 7: Using TDM-TAM for multi-frequency SoC.

Based on this formulation, F should be 4GHz, but the maximum frequency of the ATE machine
is 1 GHz. Using 4 lines and a multiplexer, we can generate a 4 GHz line. With this configuration,
we can test each core at its own speed of NC cores is assigned to NB branches; determine the
optimal core-branch pairing for each core. The goal in both cases is minimization of test time.
These problems are in fact revised from earlier TAM optimization work, where the objective is
to find the optimum configuration for a specific TAM, to achieve a minimum test time. In our
case (TDM-TAM), the problem is finding the best assignment of cores to buses, and finding the



920 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

best mask assignments for each core. We use a genetic algorithm (GA) [8] for optimization. Our
program requires the following information as input: number of cores, number of branches, the test
strategy for each core, and whether any functional (non-scan) test patterns need to be applied, the
number and length of the core scan chains, and the number of core input/outputs. Our program
outputs an optimal branch configuration and core mask assignments.

3. ALGORITHM DFT TECHNIQUE FOR MIXED SIGNAL SOC DESIGNS

Create−graph
For all bandwidth divisions
{
do initial allotment of cores
/∗allot one switch per core∗/
while(deficiency> 0 or cores in the
neighborhood of the cluster> 0)
{
procedure−clustering();/∗Create clusters∗/
if(deficiency< 0)
{

find−deficiency−new−cluster;
/∗Recalculate the deficiency∗/
break
}
}
while(deficiency< 0)
{
if(core==digital)
procedure−stitching();
/∗Stitches the scan chains∗/

procedure−partitions();
/∗Computes the number of partitions∗/
}
}
integrate−SoC−dft();
/∗develop the RTL for the DFT of the SOC∗/
reformat−test−patterns();
generate−reports();
/∗time, area and objective function∗/
}
integrate−SoC−dft()
{
For digital cores assign TAM switches;
For analog cores assign MTAM switches;
}

4. CONCLUSIONS

The present paper develops an integrated test methodology for mixed signal SoCs. A new DFT
strategy has been developed so that the scheduling algorithms for the digital cores can also be
employed for the analog cores to make the mixed signal DFT digitally compliant. Extensive ex-
periments have been performed on Mixed Signal SoCs and the results show the DFT solution is
hardware efficient. The proposed TAM uses the concept of time-division multiplexing (TDM) to
effectively reduce TAM area requirements while still achieving good test time performance. This is
possible by making optimal assignments of cores to buses and optimal assignment of time slots in
the TDM scheme.
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Design and Simulation of Modified 1-D Electrostatic Torsional
Micromirrors with z-axis Displacement

Lijie Li, Deepak Uttamchandani, and Mark Begbie
The Institute for System Level Integration, Alba Campus

Livingston, Scotland EH54 7EG, UK

Abstract—

Micromirrors based on Micromechanical systems (MEMS) have been essential components in
many applications, such as micro confocal microscopy, optical data storage and biomedical imag-
ing [1–3]. A variety of microfabrication and actuation technologies have been used to realize mi-
cromirrors, including electrothermal [3], electrostatic [1], etc., of which electrostatic torsional drive
has been thought to be the most popular driving mechanism. K. E. Peterson [4] has developed the
world first 1-D electrostatic driven torsional micromirror. The Lucent [5] Lambdroutor is one of fa-
mous and successful examples of 2-D electrostatic torsional micromirrors. For design improvement
of this type of 2-D micromirror, Toshiyoshi et al. [6] have proposed a linearization method based on
applying a small control voltage over a large bias voltage. Chiou et al. [7] have presented improved
design to demonstrate linear stepping angles of 1-D micromirrors based on multiple electrodes.
These developments are focus on realizing linear steps in angle. As mentioned by above articles,
there are also displacements in z-axis as the micromirror is actuated, which have been ignored.
The z-axis displacements have become a significant problem when the micromirrors are used on
high resolution spatial scanning. Krishnamoorthy et al. [8] presents a dual-mode 1-D micromir-
ror utilizing stacked multilayer vertical comb drive actuators, which can provide both piston and
tilt motion. We have developed a z-axis displacement compensation concept for 2-D electrostatic
torsional micromirrors previously [9].

In this paper, we expand the novel compensation concept into 1-D electrostatic torsional mi-
cromirror design. Modified 1-D electrostatic torsional micromirrors with fine control in z-axis
displacement are presented in this paper. Here z-displacement is the mirror centre position chang-
ing in — z direction. The compensation concept is to add a separate electrode exactly centred
with respect to the micromirror to control the z-displacements. The voltages applied on the central
electrode are closely related to voltages applied on the side electrodes. When the z-displacement
has a large value due to voltages applied on the side electrodes, the centre electrode will be given a
small value voltage to compensate z-displacement to the constant value of zm. In contrast, a large
voltage applied on centre electrode will compensate a small z-displacement to zm. Therefore, the
angle-voltage transfer curves remain nearly unchanged, but z-axis displacement - voltage transfer

( )

( )

a

b

Figure 1: Schematic of the 1-D torsion micromirror with central electrode. Figure 1(a) shows the new design,
and Figure 1(a) shows the traditional design.
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curve is completely compensated. Furthermore, the displacements can be controlled precisely by
turning the voltages applied on the centre electrode. Figure 1 shows the comparison of the classical
and modified designs for 1-D micromirror.

The governing equations for the modified 1-D electrostatic micromirrors have been derived and
listed as follows:

1
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Above equations have been numerically solved taking all the parameters and material proper-
ties listed in Table 1. Figure 2 shows the comparison of the traditional and modified micromirrors’
performances, in which we can conclude that the modified electrostatic micromirrors have compen-
sated, constant z-displacement, which is useful for precise spatial optical scanning. Figure 3 shows
the calculated voltage values for the centre electrode.

Table 1: Material properties and parameters used in simulation.

Young’s modulus 169 GPa

Shear modulus, G 73 GPa

Micromirror dimension 600 µm× 300 µm

Torsion Beam (l, w, t) 200 µm× 2 µm× 2 µm

Gap (g) 70 µm
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Figure 2: Simulation results. Top picture shows angle-voltage curve of 1-D torsion micromirror with and
without control electrode. Bottom picture shows displacement-voltage curve of 1-D torsion micromirror with
and without control electrode.

FEM modeling has also been performed to verify the analytical models. Table 2 shows both the
analytical and FEM results, from which we can see that they are very close.
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Table 2: Comparison of the analytical and FEM results.

Applied voltages Mathematical FEM

Vs(V ) Vc(V ) θ(◦) z(µm) θ(◦) z(µm)

4 146 0.05 0.78 0.04 0.77

45 127 0.92 0.78 0.93 0.79

61 101 1.95 0.78 1.96 0.78

71 67 2.98 0.78 2.94 0.77

76 15 3.90 0.78 3.88 0.78
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Figure 3: Calculated voltage value for centre electrode.

In conclusion, we present a novel concept to compensate the z-displacement of the 1-D elec-
trostatic torsional micromirrors. Analytical and FEM model has been developed to verify the
idea.
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Design and Characterization of a Radio Frequency MEMS Inductor
Using Silicon MEMS Foundry Process

Deepak Uttamchandani and Lijie Li
Department of Electronic and Electrical Engineering

University of Strathclyde, Glasgow G1 1XW, UK

Abstract— A successful design of RF inductor based on a silicon MEMS foundry process is
presented. The suspended inductor has been realized in electroplated thick nickel with front side
bulk micromachining of the substrate. The overall size of the inductor is about 1 mm× 1mm. The
inductors have been experimentally characterized and inductances around 2 nH in the frequency
range of 200 MHz–7GHz have been measured with self resonant frequency of 9.8 GHz. The peak
measured value of the Q factor is 12 at a frequency of 4 GHz. After de-embedding, the Q factor
reaches 13 at a frequency of 4.8 GHz. Simulation based on a parameter extraction method has
been carried out for the inductor. There is a good agreement between simulated and experimental
results.

1. INTRODUCTION

High performance monolithic inductors are widely used in wireless communication systems. They
are key elements in RF integrated circuits, filters, amplifiers and baluns. Achievement of high
performance micromachined inductors on silicon substrates is one of the major challenges in the
move towards monolithic solutions [1]. The performance of silicon based inductors is limited by
substrate parasitics and the conductivity of the silicon substrate. The solution to overcome these
limitations involves separating the micromachined inductor from the proximity of the substrate.
Several approaches have been employed to lift or suspend the micromachined inductors as far as
possible from the silicon substrate. Mechanically orientated techniques such as surface tension based
self-assembly [2], plastic deformation magnetic assembly (PDMA) [3], bimorph based self-lifting
structures [4], and flip chip bonding [5] are amongst those that have been applied in microfabricating
3D vertical inductors or inductors which overhang the silicon substrate. Another approach has been
to use material orientated techniques such as the introduction of a thick, low-loss dielectric layer
(such as SiO2) between the inductor structure and the silicon substrate [6]. However, all of these
methods involve material processing or post-processing of the silicon substrates. Glass substrates
have also been used in the microfabrication of inductors [7], but this material does not lend itself
to monolithic integration of RF devices. In this Letter, we report a new implementation of low-loss
microfabricated RF inductors based on a commercial MEMS foundry process — MetalMUMPs [8].
Using this process, RF inductors have been achieved directly on a silicon substrate without further
post-processing, and their performance is shown to be comparable to MEMS inductors fabricated
by other more complex microfabrication processes. The foundry approach described here offers an
excellent platform for the integration of microactuators and RF components onto silicon substrates
that can be used to achieve monolithic systems, as the MetalMUMPs process is also capable of
yielding MEMS microactuators.

2. DESIGN AND FABRICATION

MetalMUMPs is a silicon based MEMS process provided by the commercial MEMS foundry MEM-
SCAP, Inc. Full details of the MetalMUMPs process, together with Design Rules can be obtained
from [8]. Figure 1 illustrates the cross section of the inductor fabricated using MetalMUMPs. The
process involves a high resistivity (∼ 5000 Ohm-cm) silicon wafer as substrate. First, a layer of
silicon oxide is deposited and pattemed. This oxide layer outlines the area that will he used to etch
a trench in the silicon substrate. The first nitride layer of 0.35 micron thickness is then deposited
and pattered. On top of the first nitride layer, a 0.7 micron layer of polysilicon is deposited and
patterned. A second nitride layer of 0.35 micron thickness is then deposited and patterned. A
second layer of oxide 1 micron thick is then deposited. The second oxide layer is patterned and
etched so that the metal layer, which is the last layer deposited in the process, is anchored to the
nitride. This metal layer consists of 20 microns of nickel with 0.5 micron of gold deposited on top
of the nickel layer. The last step in the process is to etch out the sacrificial layers as well as to etch
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Figure 1: Schematic diagram of the inductor, the top
picture is planar view and bottom picture is cross sec-
tion view.

Figure 2: SEM photograph of fabricated induc-
tor.

a 25 micron trench in the silicon substrate. The trench etch of the substrate is determined by the
first oxide layer.

The inductor consists of a square coil of 1.5 turns, as shown in Figure 2. The width of the
track forming the inductor is 80 microns while the spacing between the tracks is 40 microns. The
inductor is based on a coplanar waveguide (CPW) design for the convenience of RF characterization
which makes use of waveguide probes of ground-signal-ground (G-S-G) configuration. In the CPW
design, the width of the signal line and the spacing between the signal line and ground plane are
80 microns and 22 microns respectively in order to produce a waveguide of 50Ohm characteristic
impedance. A K&S 4526 wire bonding machine has been used to bond 25 micron diameter gold
wire between the centre of the inductor and the ground plane. There is a further 25 micron air gap
between the bottom of the inductor structure and the high resistivity silicon substrate. This gap is
formed by front side bulk micromachining which, as stated earlier, is a feature of the MetalMUMPs
fabrication process. This air-gap significantly helps reduce the substrate induced loss in the device.
Figure 2 shows a scanning electron microscope image of the inductor.

3. MEASUREMENTS

The performances of the RF inductor was measured using a vector network analyzer, Agilent
N5230A and a Cascade Microtech 9000 probe station with on-wafer G-S-G probes. Before measur-
ing the RF MEMS inductor, a Line-Reflect-Reflect-Match (LRRM) impedence standard substrate
(ISS) was used to calibrate the probe station and VNA. The calibrated 1-port measurement result
of the inductor was then imported from the VNA to WinCal software. The inductance L and the
Q factor derived from the measured S parameters are given by

L =
imag(1/Y11)

ω
, Q = − imag(Y11)

real(Y11)
(1)

where ω is angular frequency. Both inductance and Q factor were obtained over a frequency range of
200MHz to 10 GHz. A set of simple open coplanar pads was also designed and fabricated adjacent
to the inductor in order to de-embed the effect of the inductor pads. The de-embedding process
followed the methodology described in detail in [5]. The measured results are shown in Figure 3.

4. ANALYSIS OF THE INDUCTOR

Analysis of the MEMS inductor is based on a parameter extraction method. The on-chip inductor
can be represented by a nine-element equivalent circuit as shown in Figure 4 [9]. Ls represents
the series inductance of the structure, Rs represents the series resistance of the metallization and
includes the frequency dependent term to model skin effect and other high frequency effects, Cs

represents the fringing capacitance between the metal lines, Csub1 represents the capacitance from
the metal layer to the substrate, Rsub represents the substrate resistance, and Csub2 represent the
capacitance into the substrate. The values of the equivalent circuit elements of Figure 4 can be
obtained from the measured S parameter of the inductor following the method described in [10].
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Figure 3: RF Measurement results of the inductor.

The series components can be obtained using Equations (2) and (3):

1
real(Ys)

= Rs + ω2 L2
s

Rs
(2)

imag(Ys)
ω

= Cs − Ls

Rs
real(Ys) (3)

Here Ys = −Y12, where Y12 can be derived from measured S parameters. In order to include the
substrate loss, the shunt branch (Csub1 , Csub2 , Rsub) should be considered and can be extracted
using Equations (4) and (5):

ω2

real(Ysub)
=

1
RsubC

2
sub1

+
R2

sub(Csub1 + Csub2 )2

RsubC
2
sub1

ω2 (4)

imag(Ysub)ω
real(Ysub)

=
Csub1

RsubC
2
sub1

+
R2

subCsub1Csub2 (Csub1 + Csub2 )
RsubC

2
sub1

ω2 (5)

Here Ysub = Y11+Y12. Using Equations (2)–(5), the equivalent circuit values have been calculated as
follows: Ls = 1.8 nH, Rs = 2.1Ohm, Cs = 85 fF, Csub1 = 95 fF, Csub2 = 0.16 pF, Rsub = 350 Ohm.

Csub1

Csub1

Csub2

Csub2

Rs

Rsub
Rsub

Cs

Ls

Figure 4: Equivalent circuit of the inducor.

5. DISCUSSION

The measured Q factor, de-embedded Q factor, and the measured inductance plotted against
frequency are shown in Figure 3. The inductance and the self-resonance frequency of the device
are 2 nH and 9.8 GHz respectively. The Q factor is measured to have a value of 12 at the peak
frequency of 4 GHz frequency, while the Q factor after de-embedding is 13 at a peak frequency
of 4.8GHz. The inductance and Q factor of the device are comparable to the values of devices
reported previously [2–6] which were fabricated by more elaborate processes or on materials of
inherently low RF loss. Analysis of the equivalent circuit of the inductor has been accomplished by
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a parameter extraction method. The comparison between measured and modelled results is shown
in Figure 5. The fit between measurement and modelled inductance is within 5% root-mean-
square (RMS) deviation over the frequency range of 0.2–10 GHz. The fit between measurement
and modelled Q factor is within 10% RMS deviation over the same frequency range. It can be seen
that the modelled results are closely matched to the measurements.
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Figure 5: Comparison of measured and simulated L and Q.

6. CONCLUSION

Modelling and characterization of a high performance RF MEMS inductor fabricated using a com-
mercial MEMS foundry process (MetalMUMPs) is reported. The overall size of the inductor is
about 1 mm × 1mm, and the inductor is formed in electroplated nickel of 20 microns thickness. To
reduce parasitic effects of the substrate, bulk micromachining has been used to etch a 25 microns
deep trench directly below the inductor, leaving behind a suspended inductor. The inductance is
around 2 nH over the frequency range of 200MHz–7 GHz. The self resonance frequency is 9.8 GHz.
The de-embedded Q factor reaches 13 at a frequency of 4.8 GHz. Modelling based on parameter
extraction was performed, and the results fit very well with the measurements.

REFERENCES

1. Burghartz, J. N., “Progress in RF inductors on silicon-understanding substrate losses,” IEDM
Teck. Dig., 523–526, 1998.

2. Dahlmann, G. W. and E. M. Yeatman, “High Q microwave inductors on silicon by surface
tension self-assembly,” Electron. Lett., Vol. 36, 1707–1708, 2000.

3. Zou, J., C. Liu, D. R. Trainor, J. Chen, J. E. Schutt-Aine, and P. L. Chapman, “Development
of three-dimensional inductors using plastic deformation magnetic assembly (PDMA),” IEEE
Trans. Microw. Theory Tech., Vol. 51, 1067–1075, 2003.

4. Lubecke, V. M., B. Barber, E. Chan, D. Lopez, M. E. Gross, and P. Gammel, “Self-assembling
MEMS variable and fixed RF inductors,” IEEE Trans. Microw. Theory Tech., Vol. 49, 2093–
2098, 2001.

5. Zeng, J., A. J. Pang, C. H. Wang, and A. J. Sangster, “Flip chip assembled MEMS inductors,”
Electron. Lett., Vol. 41, 480–481, 2005.

6. Sun, J. and J. Miao, “High performance MEMS inductors fabricated on localized and planar
thick SiO2 layer,” Electron. Lett., Vol. 41, 446–447, 2005.

7. Wu, W., F. Huang, Y. Li, S. Zhang, X. Han, Z. Li, Y. Hao, and Y. Wang, “RF inductors
with suspended and copper coated thick crystalline silicon spirals for monolithic MEMS LC
circuits,” IEEE Microw. Wireless Compon. Lett., Vol. 15, 853–855, 2005.

8. Cowen, A., B. Dudley, E. Hill, M. Walters, R. Wood, S. Johnson, H. Wynands, and B. Hardy,
MetalMUMPs Design Handbook, MEMSCAP Inc.
http://memsrus.com/documents/MetalMUMPs.dr.v1.pdf.

9. Ashby, K. B., I. A. Koullias, W. C. Finley, J. J. Bastek, and S. Moinian, “High Q inductors for
wireless applications in a complementary silicon bipolar process,” IEEE J. Solid-State Circuits,
Vol. 31, No. 1, 4–9, 1996.

10. Huang, F. Y., N. Jiang, and E. L. Bian, “Modeling of single-pi equivalent circuit for on-chip
spiral inductors,” Solid-State Electron., Vol. 49, 473–478, 2005.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 929

A Concept of Moving Dielectrophoresis Electrodes Based on
Microelectromechanical Systems (MEMS) Actuators

Lijie Li and Deepak Uttamchandani
Department of Electronic and Electrical Engineering

University of Strathclyde, Royal College Building, G1 1XW, UK

Abstract— A concept of moving dielectrophoresis electrodes (MDEP) based on Microelec-
tromechanical Systems (MEMS) actuators is introduced in this letter. An example design of
tuneable dielectrophoresis filter is presented. Finite Element Analysis of the electrostatic field of
the tuneable filter has been conducted. Results show that the trapping force can be adjusted by
actuating the MEMS actuators.

The principle of the dielectrophresis (DEP) is based on polarization of the dielectric particles
under electrostatic field. Polarized dielectric particles can be moved toward the direction of the
electric field gradient. Examples of polarized objects include dielectric materials, metallic parti-
cles, and many biological objects, such as nucleic acids, proteins, cells, and virus. DEP has been
proven to be a powerful technique to perform sample sorting, trapping, manipulation, and con-
centration [1]. The classical DEP has been expanded to travelling wave DEP in order to get high
throughput cell manipulation without external liquid pumping [2], CMOS DEP in order to achieve
parallel manipulation of large number of cells [3], and laser induced DEP by optically programmable
electrodes [4]. Microfabricated interdigitated electrode array was intrododuced previously [5] for
application of separating two populations of particles pumped across the electrode array, one pop-
ulation of particles having positive dielectrophoresis and another having negative dielectrophoresis.

The above approaches are all based on fixed electrodes arrangement. A concept of moving di-
electrophoresis electrode (MDEP) is introduced based on microelectromechanical systems (MEMS)
electrostatic or electrode thermal actuators in this letter. The electrostatic or electrothermal actu-
ators were previously operated under the water [6], which proves the idea of MDEP very feasible.
Previous research on interdigitated electrodes [7] shows that the DEP force changes with electrode
dimensions (electrode width and gap) at a given voltage. If for example, the gap of the electrodes
changes, the trapping force will also changes accordingly. A tuneable DEP filter as an example of
MDEP is therefore generated, which is schematically shown in Figure 1. The interdigitated comb

Direction of 

moving 

MEMS

actuator

Interdigitated 

electrode array 

Inlet Outlet

Cavity

Microspring 

Figure 1: Schematic picture of a moving dielectrophresis electrode (MDEP) filter.

fingers act as two opposite electrodes of DEP, which can be stretched by either electrothermal or
electrostatic actuators. There are microsprings connecting two adjacent comb fingers to allow uni-
form gap changing. Microelectrodes are electrically separated and mechanically connected with the
microactuators, so that the driving signal for the microactuators does not affect the DEP electrodes.
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The microactuated electrodes can be fabricated easily using relevant MEMS foundries. The cavity
contains micro particles such as cells can be manufactured using transparent dielectric materials,
such as glass or sapphire. The two chips will be then flip-chip bonded to form a tuneable DEP
filter.

Theoretical analysis of the DEP force of the tuneable filter is conducted in this letter to show
the scale of the tenability. The expression of the DEP force F for spherical particles is well known
and given as [8]:

F = 2πr3εmRe[K]∇E2 (1)

where r is the particle radius, E is electrical field, εm is the absolute permittivity of the sus-
pending medium. Re[K] is the real part of the polarization factor, defined as:

K =
ε∗p − ε∗m
ε∗p + 2ε∗m

(2)

where εm and εp are the complex permittivity of the particle and medium respectively. The complex
permittivity for a dielectric material ε∗ can be described by its permittivity ε and conductivity σ,
ε∗ = ε−j σ

ω , here ω is the angular frequency of the applied electrical field E. From the Equation (1),
the dimensions of the electrode (width and gap) determine the electrical field E at a given AC
voltage. In the tuneable DEP filter design, the interdigitated electrode finger width is designed to
be 20µm, and the gap can be varied from 5µm to 20µm using MEMS actuators. The electrical
field E of 5µm, 6µm, 7µm, 10µm, 15µm, 20µm gap electrodes array have been analyzed using
Finite Element Method (FEM) with the CoventorWare NetFlow package [9]. The conductivity
and permittivity of surrounding medium is taken to be xxx and xxx respectively. The thickness of
the cavity is designed to be 20µm. AC RMS voltage of 30 V has been applied to the electrodes.
Figures 2–4 show the simulation results of the electrical field E generated by 5µm, 10µm, and
15µm gap electrodes arrays. From the results, we can see that the electrical fields are symmetrical
about the vertical line of electrode edge. As the gap become wider, the electrical field between the
electrodes becomes weaker. The maximum electrical field is located in the corner of the electrodes.
The maximium electrical field Em of 5µm is around 5.5 V/µm, the Em of 10 µm is around 3.2V/µm,
the Em of 15µm gap is about 2.6 V/µm.

5 µm

Figure 2: Electrical filed E of 5 µm gap.

10 µm

Figure 3: Electrical filed E of 10 µm gap.

The ∇E2 along the vertical line of the electrode edge has been extracted from the FEM results,
which is shown in Figure 3. It is clear shown that as the spacing of the electrodes increases, the
∇E2 reduces, therefore the trapping force reduces. By adjusting the gap between the electrodes
using MEMS actuators, the tuneable DEP filter can be realized.

In conclusion, a design concept of the tuneable DEP filter using MEMS actuators have been
presented. FEM modelling of the electrical fields of different electrode gaps have conducted in
order to validate the concept. The simulation results show that with adjustable gap electrode
array, tuneable trapping force can be achieved. The MEMS actuators operated in the water [ ]
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15 µm

Figure 4: Electrical filed E of 15 µm gap.
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Figure 5: Electrical filed E of 15 µm gap.

proves this idea is feasible from the MEMS point of view. Device manufacture is being pursued
and will be reported in the future.

The project was supported by the Scottish Funding Council under the Scottish Consortium in
Integrated Micro-Photonics Systems.
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Holographic Femtosecond Laser Processing and Three-dimensional
Recording in Biological Tissues
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Abstract— Data recording on biological tissues and prostheses with femtosecond laser pro-
cessing for personal identification is demonstrated. The target materials are human fingernails
(fingernail memory) and dental prostheses (dental memory). Because they have unexpected
movements and individual three-dimensional shapes, the processing system is required an adap-
tive focusing and high-throughput recording capability. The adaptive focusing is performed with
a target surface detection. The high throughput is realized by parallel laser processing based on
a computer-generated hologram displayed on a spatial light modulator. Two-dimensional and
three-dimensional parallel laser processing of glass is demonstrated.

1. INTRODUCTION

Femotsecond lasers are powerful tools for micro- and nano-structuring of transparent materials
because they can process with high spatial resolution resulting from multiple photon absorption,
and reduced thermal damage due to the ultra-short interaction time between the laser pulse and
the material, as well as various physical phenomena caused by the ultra-high intensity of the laser
pulse. The high three-dimensional (3-D) spatial resolution requires a precise control of the focus po-
sition. Femtosecond laser processing with an axial focus position control is commercially available
at present. To realize data recording on biological tissues and prostheses for personal identifica-
tion [1–4], a femtosecond laser processing system with a lateral focus position in addition with the
axial focus position control is developed [5] because the biological tissues and the prostheses have
unexpected movements and individual three-dimensional shapes. Another approach of processing
of biological tissue is to develop femtosecond laser processing system with a high-throughput. The
high-throughput is realized by parallel laser processing based on a computer-generated hologram
(CGH) displayed on a liquid crystal spatial light modulator (LCSLM). This is called as holographic
femtosecond laser processing [6–10]. The use of a LCSLM enables to perform an arbitrary and
variable patterning.

In this paper, we demonstrate the data recordings in fingernail (fingernail memory) and dental
prostheses (dental memory). We also demonstrate two-dimensional and three-dimensional parallel
laser processing of glass using the holographic femtosecond laser processing.

2. FINGERNAIL MEMORY

Our goal is to realize optical memory in a human fingernail for highly secure data transportation
that does not suffer from problems such as theft, forgery, or loss of recording media. In this section,
we demonstrate to record a 3-D arranged bit data inside fingernail by a femtosecond laser pulse
and demonstrate the fluorescence readout.

An optical system for recording is composed of an amplified femtosecond laser system and
an optical microscope. The femtosecond laser system is composed of a mode-locked Ti : sapphire
laser (Spectra Physics, Tsunami) pumped by a diode-pumped solid-state cw green laser (Spectra
Physics, Millenia), and a multikilohertz pulsed Ti : sapphire regenerative amplifier (Spectra Physics,
Spitfire) pumped by a diode-pumped, Q-switched Nd :YLF laser (Spectra Physics, Merlin). The
femtosecond laser system generates pulses with a central wavelength of 800 nm and a pulse width
of ∼150 fs. The optical microscope system having a 40× objective lens (OL) (numerical aperture
(NA)= 0.55) has a computer-controlled three-axis motorized stage. The read out of the bit data
is performed with an ordinary fluorescence microscope.

Figure 1 shows transmission-illumination microscope observations of three bit layers recorded
inside a human fingernail. These bit arrays were recorded with Ep = 0.49µJ at the depths of (a)
Z = 40µm, (b) 60µm, and (c) 80µm. The bit spacing was 5µm in the transverse direction and
20µm in the axial direction, the corresponding recording density was 2 Gbit/cm3.

In investigating a suitable readout method of the recorded bit data inside a human fingernail, we
discovered increased fluorescence at the structural changes formed in the fingernail compared with
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the auto-fluorescence of the fingernail [3]. Figure 2 shows the fluorescence readout observed with a
fluorescence microscope. Each bit layer was read out without crosstalk. The increased fluorescent
effect had been continued over 180 days, which is the time a fingernail is replaced by growing in
about 6 months.

Figure 1: Three bit planes at (a) Z = 40 µm,
(b) 60 µm, and (c) 80 µm. The scale bar indicates
10 µm.

Figure 2: Fluorescence images of three bit planes at
(a) Z = 40 µm, (b) 60 µm, and (c) 80 µm.

3. DENTAL MEMORY

In mass natural disasters such as earthquakes and tsunamis, personal identification of victims is an
important problem. Forensic dentistry and fingerprints have been used for personal identification.
These methods, however, require a lot of time and are expensive when identifying a large number of
victims, because they involve comparing personal information about the victim with pre-registered
information. If information for identifying the victim could be obtained from the victim himself,
the time and cost involved could be substantially reduced.

As a method for realizing this scheme, we proposed to record personal information on a dental
prosthesis. Dental prostheses are good information storage media because it is resistant to thermal
and putrefactive changes. The method has some advantages, including ease of data access, low
risk of theft of the recorded information, and high data storage capacity. Furthermore, combining
the method with forensic dentistry could improve the accuracy of personal identification, as well
as reducing the time required.

Figure 3 shows the experimental setup composed of an amplified femtosecond laser and a confocal
surface detection system. The processing was performed by single pulse irradiation. The confocal
optical system consisting of a laser diode (λ = 650 nm), a 20×OL (NA = 0.40), a pinhole, and a
photodetector was used to control the focus position of the femtosecond laser pulses. Samples are
made of a Au-Ag-Pd dental alloy (Castwel MCr, GC, Tokyo, Japan). The processed structures
were observed with a scanning electron microscope (SEM; S-4700, Hitachi).

Figure 3: Experimental setup.

Figure 4 shows the SEM images of two-dimensional data recorded on the alloy plate surface
without and with surface detection. Femtosecond laser pulses with an energy of 0.06µJ were
irradiated at 2 Hz. Around the upper left area where the processing was started with manual
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correction of the focus position, the structures were ablated depressions surrounded with melted and
scattered debris. Around the lower right area where the processing ended, the surface morphologies
processed without and with the surface detection were quite different. When the surface detection
was used, the morphologies of the processed areas were the same ablated structures over a wide
area and a wide axial range. The spacing between the recording points was 2.0µm, resulting in a
recording density of 250 kbit/mm2.

Figure 4: SEM images of the recording data on sample surface (a) without and (b) with the surface detection.

4. HOLOGRAPHIC FEMTOSECOND LASER PROCESSING

Holographic femtosecond laser processing is classified three types according to a positional rela-
tionship between a hologram and a target. (1) When the target is put on the image plane of the
hologram, the irradiation beam is divided to multiple-beams by a diffractive beam splitter, which
is a kind of holograms. The diffractive beams form the interference pattern on the target through
a 4f-imaging optical system. An advantage of this method is suitable for processing of a periodic
structure to a large area. (2) When the target is put on the Fourier plane of the hologram, the
Fourier transform hologram is used [6, 9, 10]. The hologram with a high quality is designed with
a low computational cost by optimization techniques. The reconstructed diffraction has little de-
pendence on an undesired beam intensity distribution. (3) When the target is put on the Fresnel
plane of the hologram [7, 8], the Fresnel transform hologram is used. Because the femtosecond
laser processing is based on the multiphoton process, the 0th-order beam doesn’t contribute to the
processing. The Fresnel transform hologram enable us to perform a three-dimensional processing
without any mechanical movements.

Figure 5 shows the experimental setup of the holographic femtosecond laser processing system
using a Fourier hologram. The system mainly consisted of an amplified femtosecond laser system
and an LCSLM (Hamamatsu Photonics, PPM). The collimated laser pulse was diffracted by the
CGH displayed on the LCSLM to form a processing pattern at the plane P. The 0-th order light was
obstructed at plane P. The processing pattern was reduced with Lens 4 and a 60×OL (NA = 0.85)
and was applied to a sample. The processing was performed with single-pulse irradiation. A
halogen lamp (HL) and a charge-coupled device (CCD) image sensor were used to observe the
processing. The sample was an ordinary glass microscope cover slip (Matsunami), subjected to
ultrasonic cleaning in ethanol and pure water.

Figure 5: Experimental setup.

Figure 6 shows the results of 3-D processing using three CGHs without an axial translation of
the sample. The processing for each CGH performed with single-pulse irradiation. Figure 6(a)
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shows the CGHs designed to generate 12, 12, and 8 diffraction peaks, and having focal lengths of
1800, 2000, and 2400 mm, respectively. Figure 6(b) shows the optical reconstructions of the CGHs.
The respective uniformities U were 92%, 93%, and 83%, and the diffraction efficiencies η were 73%,
71%, and 68%. The uniformity is defined as U = Imin/Imax, where Imin and Imax are the minimum
and maximum peak intensities, respectively. In the transmitted optical microscope observation of
the fabricated area, when the axial positions were 9, 17, and 30µm inside the glass from the sample
surface was focused, the structures were observed as the dark spots, as shown in Figure 6(c). The
irradiation energies were 7.3, 7.0, and 6.9µJ, respectively.

Figure 6: (a) Three CGHs having focal lengths of
1800, 2000, and 2400mm, (b) optical reconstruc-
tions of the CGHs, (c) and microscope images of
3-D fabrications.

Figure 7: (a) A CGH having focal lengths of 1800,
2000, and 2400 mm, (b) optical reconstructions of
the CGH, and (c) microscope images of 3-D fabrica-
tion.

Figure 7 shows the results of 3-D processing with a single pulse. Figure 7(a) shows CGH
designed to generate 32 diffraction peaks, and having focal lengths of 1800, 2000, and 2400mm,
respectively. Figure 7(b) shows the optical reconstructions of the CGH. The respective uniformities
U were 89%, 88%, and 83%. The total diffraction efficiency η was 68%.The upper three images in
Figure 7(c) show the transmitted optical microscope observation of the fabrication area, when the
axial positions were 7, 18, and 29µm was focused, the structures were observed as the dark spots.
The irradiation energy was 18µJ.

5. CONCLUSIONS

We have demonstrated the fingernail memory. The data recording is implemented with a focused
femtosecond laser pulse and the readout is performed with an increased fluorescence intensity.
Three bit planes read out with little cross-talk with the fluorescence readout. We have also data
recording on a dental prosthesis for personal identification using a femtosecond laser processing
system with a surface detection function. We have demonstrated holographic femtosecond laser
processing with three-dimensional parallelism. The next stage of our study is integrated the focus
control technique and holographic technique.
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Abstract— In this paper we will present our most recent contributions to the field of femtosec-
ond laser direct written waveguides. In particular, at the CUDOS at Macquarie we employed
novel femtosecond laser beam delivery techniques in order to fabricate low-loss photonic waveg-
uide devices for application in technologies such as telecommunications. After trialling various
passive devices including waveguides, 1-N splitters and waveguide-Bragg gratings in non-doped
glasses, we transferred our technologies into Erbium/Ytterbium co-doped media resulting in ac-
tive Photonic devices.

1. INTRODUCTION

Significant attention has been directed to the use of laser pulses for fabricating optical components
on or inside various materials since the introduction of ultrashort pulsed lasers in the 1980s. In
particular, it was demonstrated in 1996 that tightly focussed femtosecond (10−15 s) Ti: Sapphire
laser pulses can induce a local internal increase in the refractive index of bulk transparent glasses [1].
Although not fully understood, the index change is most likely due to electrons of the material
locally absorbing energy from the radiation field via various nonlinear mechanisms, namely multi-
photon ionisation. When the electrons transfer their energy to the surrounding lattice, structural
changes including the formation of colour centres [2–4], densification [5–7] and refractive index
changes [1–5] occur. Index changes on the order of 10−3 are typically observed.

This discovery offers unique opportunities for the fabrication of arbitrary 3D photonic waveguide
devices inside a wide range of materials simply by translating a sample through the focal point of a
focussed femtosecond laser beam. From the first report of simple linear waveguides created in fused
silica [1], the unique capabilities of the direct-write technique have been used to create monolithic
photonic devices such as waveguide power splitters [8], waveguide couplers [9] and waveguide am-
plifiers [10]. Not only can this direct-write technique be carried out rapidly, it is readily compatible
with existing fibre systems, it does not require a lithographic mask and it can be conducted in a
regular laboratory environment with the minimum of sample preparation.

In this paper we will discuss the development of this fabrication technique and review advances
leading to the generation of embedded low-loss waveguides in bulk glasses. The performance of
photonic components, including splitters, gratings and amplifiers, based on this technology and
opportunities for 3D fabrication will also be highlighted.

2. EXPERIMENT

Optical waveguide devices were manufactured using a regeneratively amplified Ti: Sapphire Spectra
Physics Hurricane laser (pulse length <120 fs, wavelength 800 nm, repetition rate 1 kHz) in a system
similar to that described in [11] and [12]. Structures were formed by translating a glass sample
through the focused laser beam, transverse to the direction of beam propagation, at 25µm/s with
laser power (measured after the slit, see Figure 1) typically in the range 0.5–3.0 mW.

In order to characterise the fabricated devices, a fibre alignment stage was used to position a
single mode fibre on the entry port of the structure of interest. Near-field optical mode profiles
exiting waveguide structures were captured using a lens coupled to an optical beam profiler. A
computational method [13] was performed on these profiles in order to estimate the peak refractive
index change between the bulk material and the waveguide structures. Transmitted radiation
was collected using an aligned single mode fibre (at the structure’s exit ports) coupled to a power
meter. Images of fabricated waveguide devices were taken with an Olympus differential interference
contrast (DIC) microscope.
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3. RESULTS & DISCUSSION

To date our research program has focused on the development of processing methodologies enabling
the fabrication of the key building blocks of photonic circuitry, namely low-loss waveguides, splitters,
gratings and amplifiers for use in optical telecommunication systems.

Microscope

  Objective

Femtosecond

  Ldssecondaser

Slit Aperture

Glass Sample

OpticalWaveguide

Device

XYZ Motion

Control Stage 

Translation Direction

Femtosecond

Laser Beam

Figure 1: Writing setup used to fabricate optical waveguide devices.

Most notably, we developed a writing technique whereby a slit aperture was positioned before the
focussing objective aligned parallel to the direction of sample translation. The slit aperture served to
expand the laser focus in the direction normal to the laser beam propagation and sample translation
enabling waveguides with circular cross-sections (Figure 2) to be written using a low magnifica-
tion, long working distance objective [11]. This in turn greatly increased the fibre-to-waveguide
coupling efficiency whilst also reducing the propagation loss associated with the waveguide itself to
approximately 1.75 dB/cm.

Figure 2: Top-view DIC microscope images of waveguides fabricated in fused silica. (a) without a slit and (b)
with a 500µm slit positioned before the focussing objective. The insets show end-on white light transmission
images of the respective waveguides.

We also compared and contrasted, for the first time, the optical transmission properties of
straight and curved waveguides written with linearly and circularly polarised light, and showed
an increase in transmission through waveguides written using circularly polarised light [12]. This
increase in light transmission is still under investigation but may be explained by a modification
of the periodic aligned nanostructures that accompany devices fabricated with linearly polarised
radiation [14, 15]. Linear waveguides fabricated using the slit method and a circularly polarised
writing beam possess a propagation loss of approximately 0.83 dB/cm.

It has been shown that the refractive index contrast could be increased by overwriting a waveg-
uide with more than one pass of the laser beam in a multiple fabrication scan fashion [1, 5, 16].
We conducted a study of this proposition and found that waveguides written in fused silica with
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8 multiple passes exhibit a propagation loss of approximately 0.36 dB/cm. As the diameter of
the waveguides do not change with increasing laser scans, we also concluded that the reduction
in propagation loss is due to an increase in the refractive index contrast associated with the laser
irradiated region.
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Figure 3: Passive devices fabricated in fused silica at the CUDOS at Macquarie using the femtosecond laser
direct-write technique.
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Figure 4: Internal gain as a function of wavelength for a waveguide written in Er-doped phosphate glass.
This result shows amplification across the whole C-band comparing well with current literature [18].
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Equipped with a recipe for fabricating low-loss symmetric waveguides in fused silica, a suite of
passive devices were then able to be generated. Figure 3 shows a range of photonic devices we
fabricated in fused silica using the femtosecond laser direct-write technique.

The current thrust of our research program is directed towards optimisation and integration of
these photonic components onto a monolithic optical chip. Furthermore we plan to fabricate similar
structures in doped glasses resulting in active devices. Recent results include demonstrations of
high gain, 7 dB/cm (Figure 4), Er-doped waveguide amplifiers (EDWAs), and narrow linewidth
waveguide Bragg gratings (WBGs) [17] in phosphate glass. This combination of device potential,
genuine 3D capability and ease of manufacturing significantly expands the range of devices and
applications that the femtosecond laser direct-write technique can enable.

4. CONCLUSION

Optical waveguide devices were fabricated in fused silica and doped phosphate glasses using the
femtosecond laser direct-write technique. These devices exhibited low-loss due to various writing
techniques developed at the CUDOS at Macquarie. Demonstrations of low-loss waveguides, splitters
and couplers were shown. Finally, the performance of working photonic devices such as EDWAs
and WBGs, and the future implications for this technology were discussed.
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Abstract— Three-dimensional (3D) microfabrication of photostructurable glass by femtosec-
ond (fs) laser direct writing is demonstrated for manufacture of biophotonic microchips. The
fs laser direct writing followed by annealing and successive wet etching can fabricate the hollow
microstructures, achieving a vareiety of microfluidic components and microoptical components
in a glass chip. One of the interesting and important applications of the 3D microfluidic struc-
tures fabricated by the present technique is inspection of living microorganisms. The microchips
used for this application are referred to as nanoaquarium. Furthermore, the optical waveguide
is written inside the glass by the fs laser direct writing without the annealing and the successive
etching. It is revealed that integration of the microfluidic and microoptical components with
the optical waveguides in a single glass chip is of great use for biochemical analysis and medical
inspection based on optical sensing.

1. INTRODUCTION

In the last decade, it has been realized that miniaturization of the “field” is urgently demanded in
chemical reaction, biological analysis and medical inspection, which emphasizes the use of micro-
components three-dimensionally (3D) integrated in the microchips. Examples of the miniaturized
microchip devices are the so-called Lab-on-a-chip devices and micro total analysis system (µ-TAS).
By shrinking a roomful of laboratory equipments and packing them into a palm-size chip, such
microchip devices are capable of performing chemical and biological analyses with great reduction
of reagent consumption, waste production, analysis time and labor cost. It has been shown that
femtosecond (fs) laser is a promising tool for manufacture of integrated microcomponents in glass
due to its ability of internal modification of transparent materials using multiphoton absorption.
So far, a broad variety of photonic micrpcomponents, such as waveguides, couplers, gratings, and
Fresnel zone plates have been fabricated inside the glass [1–3]. In addition, fs laser is also a good
tool for fabrication of microfluidic structures embedded in the glass, like 3D microfluidic chan-
nels [4, 5]. Recently, we developed the technique that directly forms 3D hollow microstructures
with smooth internal surfaces inside glass by fs laser direct writing followed by post annealing and
successive wet etching [6–13]. This technique can fabricate both 3D microfluidic and microoptic
components in a single glass chip by a single procedure. In the present paper, fabrication of 3D
hollow microstructures embedded in the glass is demonstrated by the fs laser direct writing followed
by the annealing and the successive wet etching. The microchips with 3D microfluidic structures
fabricated by this technique, that are referred to as nanoaquarium, are applied for dynamic obser-
vation of microorganisms. More recently, we also succeeded in forming optical waveguides inside
the same glass chip by the fs laser direct writing [14]. Then, microfluids, microoptics, and optical
waveguides are integrated in a single glass chip for photonic biosensing.

2. EXPERIMENTAL

Experiments were carried out by a commercial fs laser workstation [6]. The laser wavelength,
pulse width and repetition rate were 775 nm, 150 fs and 1 kHz, respectively. The focusing system
was a 20× microscope objective with a numerical aperture (N. A.) of 0.46. The substrate used
in this study for 3D microstructuring is photostructurable glass that is commercially available
under the trade name of Foturan from Schott Glass Corporation [15]. Samples under fabrication
were translated by a PC controlled xyz stage for 3D microstructuring. For fabrication of the 3D
hollow microstructures, the typical irradiation condition of fs laser was a fluence of 78 mJ/cm2

and a scanning speed of 510 mm/s. After the fs laser exposure step, the sample was subjected
to a programmed annealing, and then soaked in a 10% HF solution with an ultrasonic bath at
variable period of etching time, depending on the size of the hollow structures. The laser-exposed
regions can be preferentially etched away with a contrast ratio of ca. 50 in etching selectivity.
Lastly we baked the photostructurable glass sample again to smooth the etched surfaces. The
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details of procedures and mechanism of selective etching of photostructurable glass are described
elsewhere [6, 8, 16–18]. In the meanwhile, for the optical waveguide writing, the tightly focused fs
laser beam was scanned inside the samples by moving the samples perpendicularly to the laser beam
axis using a PC-controlled xyz stage without the annealing and the successive wet etching [14]. The
typical writing condition is 0.5µJ/pulse of laser power and 200µm/s of scanning speed.

3. INSPECTION OF MICROORGANISMS

One of the interesting and important applications of 3D microchips, that are referred to as nanoaquar-
ium, fabricated by the present technique is inspection of microorganisms. To inspect movement of
Euglena’s flagellum is of great interest for biologists due to application to biomotors and clarification
of the fertilization process. Currently, many biologists are trying to observe microorganisms placed
in a Petri dish by an optical microscope with high-speed camera. However, the high numerical
aperture objective lens used for the observation limits the field of view to a very narrow region and
also limits the depth of focus to a very shallow region, thereby making it difficult to capture images
of moving microorganisms. Consequently, it takes very long time to take significant images. To
shorten the observation time is strongly demanded for biologists due to not only cost-effectiveness
and time-effectiveness but also due to limited PC memory for taking movies using the high-speed
camera. To overcome these problems, we propose to use the microchip for the observation of mi-
croorganisms. The microchip can scale down the observation site, namely, it can 3D encapsulate
microorganisms in a limited area, so that it makes much easier to capture the images of moving
microorganisms.

Optical

microscopeEuglena

(a) (b) Top (c) Cross-section

Figure 1: (a) 3D schematic illustration and (b) a top view and (c) a cross-sectional view of optical microscope
images of a microchip fabricated for the inspection of Euglena.

Figure 1 shows (a) a 3D schematic illustration and (b) a top view and (c) a cross-sectional
view of optical microscope images of a microchip fabricated for the inspection of Euglena. The
top wall of the channel is flat and parallel to the glass surface. Such a flat surface was achieved
by multiple scanning of the laser beam with lateral shifts. In addition, post thermal treatment
after wet etching realized very smooth surfaces [7]. These results are important for taking clear
images. For the observation, Euglenas are introduced into one of reservoirs filled with water and
then Euglenas swim into the channel. At this moment, we can see the movement of Euglena using
a microscope from the top of the glass surface.

Figure 2 shows a picture of living Euglena taken using the microchip. We also succeeded in
taking a movie that revealed that Euglena coils his flagellum around his body and rotates it with
high-speed to get a driving force when he moves straight. The observation using the microchip
has several advantages over the conventional observation method: (1) analysis time can be greatly
reduced. For example, it takes only a few seconds to take a one shot picture while more than 10
min even in lucky case by the conventional method. Furthermore, it takes several minutes to take
a movie while very long time or even quite difficult by the conventional method, (2) 3D observation
is possible, (3) motion of Euglena can be controlled, and (4) the living microorganisms can be kept
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Figure 2: Picture of living euglena taken using the
microchip.

Figure 3: Near field pattern of He-Ne laser beam
guided by the 10 mm long optical waveguide written
by the fs laser direct writing. Pulse energy and scan-
ning speed were 0.5 µJ and 200 µm/s, respectively.

very fresh for long time since the microchannel three-dimensionally confined in the glass can avoid
vaporization of water.

4. INTEGRATED MICROCHIP FOR PHOTONIC BIOSENSING

The present technique fabricating 3D hollow microstrucures can be also used for embedding some
microoptics such as micromirrors [8] and microlenses [15] in a glass chip. Furthermore, the optical
waveguide can be written inside the photostucturable glass by fs laser direct writing without an-
nealing and successive wet etching due to refractive index increase of the laser exposed regions [14].
Figure 3 shows an example of near field pattern of He-Ne laser beam guided by the written opti-
cal waveguide, showing a single-mode pattern. The propagation loss was evaluated to be approx.
0.5 dB/cm.

Figure 4: Schematic illustrations of the 3D inte-
grated microchip for photonic biosencing.

(a)

(b)

Figure 5: Fluorescence spectra from laser dye Rh6G
analyzed by using microchips integrated (a) with
and (b) without a microlens.

The microfluidics, microoptics and optical waveguide can be easily integrated in a single glass
chip. Figure 4 shows the schematic illustrations of the 3D integrated microchip for photonic biosenc-
ing, in which one waveguide of 6mm length is connected to a microchamber of 1.0× 1.0× 1.0mm3

volume, and two microlenses of 0.75 mm curvature radius are arranged at the left for fluorescence
measurement and opposite sides from the optical waveguide across the microchamber for absorption
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measurement at a distance of 200µm.
For fluorescence analysis of a liquid sample, the microfluidic chamber was filled with laser dye

Rh6G of 0.02 mol/L dissolved in ethanol. A pump laser beam of the 2ω of Nd:YAG laser was guided
by the optical waveguide and introduced into the microfluidic chamber. The emission spectra from
the laser dye solution were collected in the detector through the plano-convex microlens I. The
head of the spectrometer was placed at the end of the glass chip, i.e., behind microlens I, to
detect the fluorescence. We measured the emission spectra from the laser dye in the microfluidic
chamber at different pump energies. A typical emission spectrum with a central wavelength of
566 nm (the peak at 532 nm is from the pump laser), corresponding to the maximum emission of
the dye, was obtained, as shown in Fig. 5. For comparison, the emission measurement was also
performed for a microfluidic chamber integrated only with a waveguide but without a microlens.
Clearly, the enhanced emission intensity was achieved when a microoptical plano-convex lens was
integrated. The enhancement of light intensity by a factor of 8 was realized. Furthermore, for
the optical absorption analysis of a liquid sample through the plano-convex microlens II, the black
ink at different concentration from 0.1 to 1.0% diluted with water was filled in the microchamber,
so that the sensitivity was enhanced by a factor of 3 compared with the microchip without a
microlens. These results indicate that the 3D integrated microchip fabricated by our techniques
is highly efficient for optical analysis of biochemical samples such as fluorescence and absorption
measurement.

5. CONCLUSIONS

We have demonstrated 3D microfabrication of photostructurable glass by femtosecond laser direct
writing. By fabrication of the hollow microstructures, a vareiety of microfluidic components and
microoptical components like a micrimirror, a microlens are successfully integrated in a glass chip.
One of the interesting and important applications of microchips, that are referred to as nanoaquar-
ium, fabricated by the present technique is inspection of living cells and microorganisms that has
several advantages over the conventional inspection method. The optical waveguide can be further
integrated into the identical glass chip after the hollow microstructure fabrication. Such an inte-
grated microchip is of great use for biochemical analysis and medical inspection based on photonic
sensing. Finally, we conclude that the technique presented here is very promising for manufacture
of highly integrated biophotonic microchips.
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Abstract— In this study a concave lens based on two dimensional photonic crystal platform
with negative refractive index is presented. The proposed lens is employed as a spot-size con-
verter to facilitate coupling of the light from a single mode fibre with a large spot-size area into
photonic crystal waveguide with a very small spot-size area, even smaller than the operating
wavelength. Optimisation of the lens and its integration with the single mode fibre and photonic
crystal waveguide into a single optical chip was performed by employing 2D Finite-Difference
Time-Domain (FDTD). A significant reduction of the optical chip dimensions and high cou-
pling efficiency have been achieved by optimizing each device (the lens and the photonic crystal
waveguide).

1. INTRODUCTION

In 1968, Veselago [1] proposed an artificial material whose permittivity and permeability are si-
multaneously negative. His study demonstrated that the electric and magnetic field vectors create
a left-handed set of vectors with the wave vector. These artificial materials with both negative
dielectric permittivity and negative magnetic permeability [1, 2] are also known as metamaterials,
or left-handed materials (LHM). Veselago [1] first proposed this type of materials which obey Snell’s
law with a negative refractive index. Later, it became apparent that such materials can be arti-
ficially constructed [2, 3]. In recent years, many research groups around the world have proposed
different ideas and suggestions for future applications of these materials, operating at optical and
microwave frequencies. In this context, we have proposed a lens based on photonic crystal structure
with negative refractive index which operates at optical frequency. Photonic crystal technology can
permit strong light confinement in compact structures and can allow for innovative methods for
manipulating the guided light. It is already know that conventional lenses are the most widely used
to couple the light between various optical components.

However, there are disadvantageous of using conventional lenses since they need curved surfaces
to form an image and the associated sub-wavelength alignment tolerances lead to high packaging
costs. Also, when using such lenses to couple the light between various optical components, the
complexity of the circuitry increases. In particular coupling of the light between conventional
waveguides and photonic crystal waveguides remains a challenging issue due to the mismatch of
the optical mode widths. In this regard photonic crystal lens based on negative refraction plays a
significant role in light focusing and light coupling efficiency.

In this paper, we propose and optimise a photonic crystal lens with negative refractive index
(n = −1) and its integration in a single optical chip, operating at optical frequency. We study
integration of a single mode fibre, a photonic crystal lens, and a photonic crystal waveguide. In
this optical chip, the light beam propagating through the single mode fibre enters into the photonic
crystal lens where it is refracted and then focused at the focusing point. The photonic crystal
waveguide is employed to collect the light ate the focusing point.

2. NUMERICAL METHOD

Several computational methods have been employed to numerically characterise optical properties of
photonic crystal devices. Waveguide components are commonly analysed by the beam propagation
method, but such a method can only treat small angle bends and crossings, and weakly guided
structures. In order to avoid such limitations, we have developed and employed the 2D finite
difference time domain computational technique based on the Yee’s algorithm [4, 5]. In this study,
E(x, y) the electric and H(x, y) the magnetic, field components are calculated. We have considered
the 2-D plane where the z direction is normal to the x-y plane of the grid. The electromagnetic
fields are calculated by solving the following time-dependent Maxwell’s equations in the FDTD
scheme.

∂Hx

∂t
= − 1

µ

∂Ez

∂y
(1)
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− ∂Hx

∂y
− σEz

)
(3)

where µ, ε, and σ are the permeability, permittivity and conductivity, respectively. In this method,
we have considered the transverse magnetic (TM) mode. The TM mode has magnetic field com-
ponents, Hx, and Hy, perpendicular to the z-axis, where Hz = 0. Here, in the finite difference
time domain scheme we have employed as absorbing boundary the perfect matched layer (PML)
introduced by Berenger [6]. The key point of the Berenger PML absorbing boundary conditions is
the creation of a non-physical absorber adjacent to the outer grid boundary by splitting the field
components and introducing a new degree of freedom. The following spatial steps [7] is considered:
∆x = ∆y = a/40 and ∆t = 1/(c((1/∆x)2 + (1/∆y)2)1/2, where c is the speed of light and ∆x
and ∆y are meshgrid sizes in the x- and y-directions, respectively. It is worth mentioning that the
finite difference time domain method represents one of the most powerful and computer efficient
numerical techniques dealing with photonic crystal electromagnetic problems.

3. SIMULATED RESULTS

The photonic crystal lens considered in this work consists of air holes arranged in a triangular
lattice, with a lattice constant a, in a homogeneous dielectric medium. The photonic crystal
structure parameters considered in this study are similar as follows: The air hole radius is r = 0.4a
and the dielectric constant of the background is ε = 12.96. First we performed band structure
calculations by using plane wave expansion [8] in order to find out the frequency range where the
photonic crystal structure exhibits a negative refractive index. Here we have considered only the
TM modes (in-plane magnetic field). Calculated band structure results are presented in Fig. 1.
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Figure 1: Band structure calculation of the lens based on
the photonic crystal structure.

Figure 2: Schematics of the photonic crystal
lens.

One can see that this photonic crystal structure in the second band in the range of 0.25 to
0.35 a/λ possesses bands with negative slope. It is already known that photonic crystal structures
that own negative band slope [9] exhibit backwards electromagnetic (EM) wave propagation [1].
This backwards type of (EM) wave propagation can lead to negative refraction when the allowed
mode distribution in the wave vector space is isotropic at a certain frequency. In such situations with
the satisfaction of some additional restrictions specified in Ref. [9] the photonic crystal structure
obeys Snell’s law with a negative refractive index. In this study, the operating frequency of the
photonic crystal structure is considered to be equal to 0.305a/λ. At this particular frequency the
value of the effective refractive index is negative (−1) [10].

Next, we have designed a concave lens by cutting the back-side of the photonic crystal structure
into a halfcircular shape with the radius R, as shown in Fig. 2. The lens structure dimensions are
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25 × 16a (unit cells). In our simulations, we have considered 40 mesh grid points per unit cell.
In order to obtain a better impedance matching, the normal to surface direction has been placed
along the ΓM direction.

In order to achieve high coupling efficiency of a realistic large Gaussian beam source to sub-
wavelength size photonic crystal we have optimized the radius of the concave lens, R. This radius
has been investigated to obtain the smallest focused spot, S, at a desired location, where the light
can be focused and coupled to other devices.

Next, the incident Gaussian beam with the beam waist 10a has been launched at the free space
on the lefthand side of the lens, illustrated in Fig. 3. The snapshot of the electric field is also
presented in this figure.

On the right-hand side of the lens the incident beam has been focused at the point P, as shown
in Fig. 3. The operating wavelength is 0.305 a/λ. This is considered to be the optimum behaviour
of the plano-concave lens since the refractive index is negative (n = −1). One can see from this
figure that when the light moves beyond the focusing point, P, its spot-size area increases rapidly.

Next, we optimised lens where for each value of the radius, R, we give the size of the focused
spot, defined as the full width at half maximum (FWHM) of the beam intensity along y. Our
simulations have indicated that the smallest spot-size can be achieved at a normalized radius equal
to 2.1. Therefore, this value remained fixed throughout this study. Location of the focusing point
P has been determined by calculating the focal length which is direct related to the lens radius of
curvature, given by F = R/(n− 1), where n is the refractive index [11]. Our numerical simulations
indicated that the best focused spot can been achieved at F/λ = 1.05, which corresponds to
0.305 a/λ. In the case, R = −2F , where R = 2.1λ.

Figure 3: Snapshot of the electric field patters,
when the incident Gaussian beam is launched in
free space.

PCW

Figure 4: Evolution of the electric field from the SMF
to the PCW through the PC lens at the frequency f =
0.315 a/λ.

One can see that there is a small deviation from the value of 1, for the normalized focal length.
This is due to the anisotropy in the mode dispersion in wave vector space. The radius of curvature
is equal to R = −2f for a photonic crystal with a negative refractive index equal to −1; however,
this radius would be shorter in case when the refractive index is positive.

Next, the lens has been placed between the single mode fibre and an ordinary photonic crystal
waveguide (PCW), as shown in Fig. 4. The PCW consists of a triangular lattice of dielectric
cylinders placed in the air with ε = 12.96 and the radius of r = 0.2a′, where a′ is the lattice
constant [26].

The propagation of the light from the SMF through the lens into the PCW is illustrated in Fig. 4.
One can see that, the light is well confined in the PCW. It can be seen that compact integration
of SMF, lens and PCW can be achieved by focusing the spot at the desired locations. Next, we
investigate the effect of the lens in the light coupling efficiency. Our simulation indicated that in
the case when the lens is not used almost 90% of the optical power is lost. On the other hand, a
maximum coupling efficiency of about 95% is achieved at the normalised frequency (a/λ = 0.312)
when the lens is used, as shown in Fig. 5. In this figure variation of the coupling efficiency as a
function of normalized frequency, a/λ, when the lens is used is illustrated.



950 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

a/λNormalized frequency,

N
o

rm
a
li

z
e
d

 c
o

u
p

li
n

g
 e

ff
ic

ie
n

c
y

Figure 5: Variation of the coupling efficiency as a function of the normalised frequency.

One can see that the normalised frequency at this point is slightly different from the optimum
focusing frequency of 0.305 a/λ. This is due to a slight mismatch between the frequency for the
optimum performance of the lens, and the optimum performance for the PC waveguide alone. The
study presented in this paper opens up the possibility to reduce the optical chip footprint to a
few microns. This optical chip design can be significantly important for the effective integration of
various optics devices in a very small area.

4. CONCLUSIONS

We have proposed a novel model of a lens which serves as a spot-size converter and is based on a
twodimensional photonic crystal platform with a negative refractive index. A numerical method
based on twodimensional Finite-Difference Time-Domain is developed and employed to design the
photonic crystal lens. The configuration geometry of the PC lens is designed, optimized, and
integrated into a single optical chip. The proposed PC lens is deployed to effectively couple the light
from a SMF with large core size into a PCW with very small structure dimensions. A significant
reduction in the device compactness and coupling efficiency is demonstrated by optimizing the
proposed PC lens and the PCW.
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Abstract— Recent researches on metamaterials (MMs) demonstrated that a nonlinear MM
exhibits a rich spatiotemporal dynamics where both linear and nonlinear effective properties can
be tailored simply. This provides opportunity to explore the new nonlinear optical phenomena in
MMs. This contribution reviews the recent advances on nonlinear interaction between electromag-
netic wave with MMs, from the fundamental physical models to unique phenomena and conceived
novel devices. The physical origins for the typical nonlinear phenomena, such as second-order
harmonic generation (SHG), optical parametric amplification (OPA), four-wave mixing (FWM),
optical soliton, self-phase modulation (SPM), and self-focusing in MMs are explained. Several
proposals for applications of nonlinear MMs in manipulating light are demonstrated.

1. INTRODUCTION

Metamaterials (MMs) are artificial structures that can be pre-designed to show specific electro-
magnetic properties not commonly found in nature [1–6]. MMs include positive-index regime,
absorption regime and negative-index regime [3, 4]. One of the most exciting opportunities for
MMs is the development of negative-index metamaterials (NIMs) [1]. NIMs have a number of
peculiar properties: reversed Snell refraction, reversed Doppler Effect, reversed radiation tension,
negative Cerenkov radiation [1], reversed Goos-Hänchen shift [2] and so on. NIMs have opened
new doors in optics and have truly excited the imagination of researchers worldwide. Most of the
properties of NIMs have been studied only for linear waves, such as negative refraction and super-
lensing [7]. However, it has been already noticed that the NIMs may possess quite complicated
nonlinear response. Thanks to rapidly developing nanofabrication and sub-wavelength imaging
techniques, the optical NIMs can now be fabricated. The possibility of nonlinear electromagnetic
responses, including cubic or quadratic nonlinear responses, in MMs is also demonstrated by the
inclusion of nonlinear elements within the MMs, for instance by embedding the split-ring resonators
(SRRs) in a Kerr-type dielectric [8], or by inserting certain nonlinear elements (e.g., diodes) in the
split-ring resonators’ paths [9]. The accessibility of linear and nonlinear MMs exhibiting negative
electric and magnetic properties in the infrared and optical frequencies [10–12] have truly excited
the imagination of researchers worldwide and stimulated intense investigation on the nonlinear
optics of MMs, including second-order nonlinear optical phenomena such as second-harmonic gen-
eration and optical parametric amplification [12–18], as well as the 3rd-order nonlinear interaction
of ultrashort electromagnetic pulse with MMs [13, 19–24]. It is known that, optical magnetization,
which is normally ignored in linear and nonlinear optics of the ordinary media, plays a crucial role
in MMs. Several authors have shown that it is the dispersive magnetic permeability that signifi-
cantly leads to the difference between the propagation models for ultrashort pulses in MMs and in
ordinary media. For propagation of ultrashort pulses in MMs with a nonlinear electric polarization,
it is demonstrated that the linear dispersive magnetic permeability is incorporated into the non-
linear polarization, resulting in a controllable self-steepening (SS) effect and a series higher-order
dispersive nonlinear terms in the propagation models [20–23]. The role of the controllable SS effect
in MI has been identified [20, 21].

As the wavelength for which we observe a negative refractive index in MMs continues to push into
the optical regime, the study of nonlinear effects will become very important, particularly from an
applications point of view. In this paper, we report on the recent progress on investigation of some
typical nonlinear optical phenomena in MMs, including third-order nonlinear optical phenomena
such as soliton propagation, self-focusing, and spatiotemporal instability. The controllability and
the novel properties of the nonlinear phenomena in MMs are demonstrated. Here we consider
nonlinear optical processes in a MMs and show that they also exhibit unusual properties with
respect to energy conversion and propagation. This will further extends the conventional area of
optics, particularly nonlinear optics, and leads to completely new electronic and optical devices to
manipulate light waves.
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2. THE SECOND-ORDER NONLINEAR OPTICAL PHENOMENA IN MMS

In 1961, Franken and his collaborators experimentally discovered second-harmonic generation
(SHG) [25], since then, SHG has become one of the most investigated and discussed nonlinear
optical processes. Recently, the study of second order processes in MMs has been addressed by
Lapine through inserting diodes in the split-ring resonators’ paths [9], they have shown that for
the case of small amplitudes of the interacting waves, when the diodes are driven by relatively
low voltage, the nonlinear response of the MM is described by a quadratic magnetic susceptibility.
Subsequently, they analyzed the three-wave coupling processes with a strong pump wave and two
weak signals [26]. However, for the quadratic nonlinear, we will more concerns with SHG, optical
parametric amplification (OPA), four-wave mixing (FWM).

2.1. Second-order Harmonic Generation in MMs

The first analysis of SHG from a semi-infinite NIM was briefly presented by Agranovich et al. [13],
who considered that SHG in transmission is badly phase mismatched. Detailed theoretical studies
have been made on second harmonic generation [14–17] where one of the important results was
the demonstration of the possibility of exact phase matching when the fundamental and second
harmonic waves are counter-propagating. Shadrivov et al. demonstrate that the original paper by
Agranovich et al. missed an important additional phase-matching condition, quite specific for the
harmonic generation by the backward waves [16]. They demonstrate that exact phase matching
between a backward-propagating wave of the fundamental frequency (FF) and the forward prop-
agating wave at the second harmonics (SH) is indeed possible. This novel phase-matched process
allows the creation of an effective “quadratic mirror” that reflects the SH component generated by
an incident FF wave.

Shalaev et al. have also done a lot of work in the second-order nonlinear optical processes. They
investigate not only second-harmonic generation and Manley-Rowe relations but also the parametric
amplification in NIMs [14]. In the paper, they propose the possibility of a left-handed nonlinear-
optical mirror, which converts the incoming radiation into a reflected beam at the doubled frequency
with efficiency that can approach 100% for lossless and phase-matched medium considered.

Moreover, Scalora et al. studied pulsed SHG in MMs under the conditions of significant absorp-
tion [27]. By tuning the pump in the negative index range, a second harmonic signal is generated
in the positive index region, such that the respective indices of refraction have the same magni-
tudes but opposite signs. This insures that a forward-propagating pump is exactly phase matched
to the backward-propagating second harmonic signal. Using peak intensities of ∼ 500MW/cm2,
assuming χ(2) ∼ 80 pm/V, they predicted conversion efficiencies of 12% and 0.2% for attenuation
lengths of 50 and 5µm, respectively. Following this paper, Ceglia et al. studied SHG in a NIM
cavity [28], the nonlinear process is made efficient by local phase-matching conditions between a
forward-propagating pump and a backward-propagating second harmonic signal. By simultaneously
exciting the cavity with counterpropagating pulses, and by varying their relative phase different,
one is able to enhance or inhibit linear absorption and the second-harmonic conversion efficiency.

The theoretical research has been followed by a recent experimental demonstration of second
harmonic generation in a magnetic MM [15, 18]. They have observed SHG from MMs composed
of split-ring resonators excited at 1.5-micrometer wavelength and much larger signals are detected
when magnetic-dipole resonances are excited, as compared with purely electric-dipole resonances.
The experiments are consistent with the calculations based in the magnetic component of the
Lorentz force exerted on metal electrons, where an intrinsic SHG mechanism that plays no role
in nature materials, but this mechanism becomes relevant in this experiment as a result of the
enhancement and the orientation of the local magnetic fields associated with the magnetic-dipole
resonances of the split-ring resonances.

Recently, Roppo et al. analyzed pulsed SHG in ordinary and NIMs under phase mismatched
conditions [29], and found that a portion of the generated second-harmonic signal is phase locked,
trapped and dragged along by the pump pulse. In the case NIMs, it turns out that the trapped
pulse and the pulse back-reflected at the interface constitute a set of twin pulses having the same
negative wave vector but propagating in opposite directions as a result of the trapping mechanism,
this work thus extends previous investigations done in ordinary materials, and bridges the gap with
MMs by revealing exciting new dynamical characteristics hitherto unknown.
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2.2. Optical Parametric Amplification in MMs
In particularity, Shalaev et al. propose a new approach to compensate losses in NIMs [14]. They
demonstrate that the amplification of the left-handed wave can be turned into a cavity-less os-
cillation when the denominator tends to zero. Further, they have also shown the feasibility of
compensating losses in NIMs by OPA. In this process, the wave-vectors of all three coupled waves
are co-directed, whereas the energy flow for the signal wave is counter-directed with respect to
those for the pump and the idler waves. As seen in Fig. 2, the process is characterized by proper-
ties that are in strict contrast with those known for conventional nonlinear-optical crystals. Such
extraordinary features allow one to realize optical parametric oscillations (OPOs) without a cavity
at frequencies where the refractive index is negative. It is shown that the OPA and OPO in NIMs
enable the generation of pairs of entangled counter-propagating right- and left-handed photons
inside the NIM slabs.

3. THE THIRD-ORDER NONLINEAR OPTICAL PHENOMENA IN MMS

Owing to their unconventional characteristics, MMs with third-order nonlinearity have attracted
a lot of recent interest in the properties of wave propagation in such material, which are most
investigated in two aspects, the behavior of waves propagating in the bulk homogeneous MMs or
across the interface between the conventional medium and the MMs such as the nonlinear MMs
slab or the periodic structure composed of MMs and conventional right handed material.
3.1. The Propagation Properties for Electromagnetic Wave across the Interface of MMs
When the electromagnetic wave propagates through the interface of MMs, some novel phenomena
will happen. Such as surface waves, gap soliton and optical bistability. Surface wave propagate
along the interface and decay in the transverse direction, which is particularly important for the
lensing effect since the amplification of evanescent modes is responsible for the subwavelength
resolution. Darmanyan et al. studied the properties of nonlinear TE-polarized surface modes at
the interface between different conventional and NIM and between two NIM [30], the constraints
for the mode existence are identified and the energy flow associated with the surface modes was
calculated.

Moreover, Hegde et al. have studied a periodic structure which is consisting of alternating layers
of positive-index and negative-index materials [31]. They found that a novel band gap where
the average refractive index is zero. The zero-n gap differs from the usual Bragg gap in which
it is invariant to scale length and relatively insensitive to disorder and input angle [32, 33]. In
the presence of Kerr nonlinearity, this zero-n gap can switch from low transmission to a perfectly
transmitting state, forming a nonlinear resonance or gap soliton in the process. Furthermore, the
phenomena such as hysteresis and bistability have been predicted. Optical bistability is a class of
optical phenomena in which a system can exhibit two steady transmission states for the same input
intensity, which has attracted interesting for the potential application of the all optical switching.

Recently, Kochaert et al. have studied a ring cavity filled with a slab of a right-handed material
and s slab of left-handed materials, both layers are assumed to be nonlinear Kerr media [34, 35]. By
constructing a mean-field model, they show that the sign of diffraction can be made either positive
or negative in this resonator, depending on the thickness of the layers. And they also demonstrated
that the dynamical behavior of the modulation instability is strongly affected by the sign of the
diffraction coefficient.
3.2. The Propagation Properties for Ultrashort Pulses in MMs
There have some investigations of pulse propagation in MMs, especially in NIMs [17–22, 36].
Another important theoretical contribution has been the derivation of a generalized nonlinear
Schr?dinger equation that can be employed to study pulse propagation and solitary waves in nega-
tive index media [19]. It has been demonstrated that the nonlinear MM exhibits a rich spatiotem-
poral dynamics where both linear and nonlinear effective properties can be tailored by simply
engineering the MM [20, 21]. It is known that the most important difference between an ordinary
medium and a MM is that the former has a constant permeability, while the latter has a disper-
sive permeability [37]. Therefore, it can be convinced that the most important difference between
the propagation of ultrashort pulses in these two kinds of materials should result mainly from the
dispersive permeability. To disclose the features of ultrashort pulse propagation resulting from
the unique properties of MMs, it is apparent that a careful re-examination of the propagation of
ultrashort pulses is needed. In addition, it is believed that deep understanding of the nonlinear
interaction of ultrashort pulses with MMs will lead to new devices with previously inconceivable
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properties. We consider pulse propagation in the latter regime, and thus can assume that the
pulse is propagating in uniform, bulk material, in which there are no free charges and in which
no free currents flow. In addition, we assume the MM has a nonlinear electric polarization and a
nonlinear magnetization. The coupled nonlinear Schrödinger equations (NLSEs) for the envelopes
of the electric and magnetic fields will be derived by [22]:
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For the purpose of calculations, it is convenient to rewrite Eq. (1) in normalized units. To this end
we define the mth-order dispersion length, Ldm = τm

p /βm, where τp is the pulse width (1 = e),

the nonlinear polarization length, LPnl = 2β0/(µ0ε0ν0χ
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the transformations, U = E/E0, V = H/H0, T = τ/τp, X = x/L⊥, Y = y/L⊥, Z = ξ/ |Ld2|,
where E0 and H0 are the initial amplitudes of E and H. Eq. (1) is thus transformed to the following
form:

∂U

∂Z
= iD̃U +

isgn (β0)
2S̃1

∇2
T U + iNe

S̃2
2

S̃1

(
1 + G̃

) (
|U |2 U

)
+ i

NEn

ν0χ
S̃2

(
|V |2 V

)

∂V

∂Z
= iD̃V +

isgn (β0)
2S̃1

∇2
T V + iNH

S̃2
2

S̃1

(
1 + Q̃

)(
|V |2 V

)
+ i

Nhnχ

ϑ0
S̃2

(
|U |2 U

)
(2)

where ∇2
T =∂2/∂X2 + ∂2/∂Y 2, NE = |Ld2| /LPnl, NH = |Ld2| /LMnl, χ=

√
ε0χ

(3)
p |E0|2 E0/(

√
µ0χ

(3)
M

|H0|2H0), the linear dispersive operators

D̃ =
∞∑

m=2

imbm

m!
∂m

∂Tm
, G̃ =

∞∑

m=1

imgm

m!
∂m

∂Tm
, Q̃ =

∞∑

m=1

imqm

m!
∂m

∂Tm
, (3)

where Ldm = τm
p /βm, bm = |Ld2| /Ldm, gm = νm/

(
ν0τ

m
p

)
, qm = ϑm/

(
ϑ0τ

m
p

)
, and the SS opera-

tors
S̃1 = 1 + ivs

∂

∂T
, S̃2 = 1 + is

∂

∂T
, (4)

where v = ω0β1/β0 = vp/vg, s = 1/ω0τp.
The terms on the right-hand side of each equation of the set (2) represent linear dispersion,

diffraction, nonlinearity and cross-phase modulation, respectively. The prefactor of the diffraction
term denotes the effect of space-time focusing, and the prefactor of the nonlinear term includes
the effects of SS, resulted from the SVEA as well as the dispersive permeability (the equation
for electric field) and permittivity (the equation for magnetic field), and higher-order dispersive
nonlinear terms resulted from the linear dispersive property of MM. From the expressions for bm, s,
gm and qm, it is obvious that the higher-order linear and nonlinear dispersion terms become more
important as the pulse width decreases. For ordinary dielectrics, Mnl = 0 and µr = 1, and thus
G̃ = 0. In this case, the propagation equation for electric field, i.e., the first equation in Eq. (2)
is identical to the few-cycle pulse propagation equation of Ref. [38]. If we further make use of the
approximation [19], this equation is reduced to the propagation equation obtained by Brabec and
Krausz [39].

It can be seen from the Fig. 1 that the MI gain band shrinks as the self-steepening coefficient
increases and disappears after the self-steepening coefficient arrives at a critical value [20, 21]. As
stated before, the self-steepening effect can be engineered, thus the MI can be manipulated. These
results illustrate not only the unusual nonlinear effects that can be seen in NIMs, but also the new
ways of manipulating solitons.

Due to the direction of wave vector is opposite to the Poyntiny vector in NIM, which will induce
anomalous spatial and spatiatemporal MI. There is large different between the spatial MI of NIM
and the conditional material, such as, spatial MI only occurs in defocusing NIM, contrary to that
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Figure 1: Modulation instability gain spectrum for different SS parameter S1 in the abnormal dispersion
regime of negative-index material (From [21]).

in ordinary material, in which spatial MI only occurs in the focusing regime. This opposition is due
to the fact that negative refraction reverses the sign of the diffraction term, with the nonlinearity
coefficient unchanged. The special spatial MI will result in anomalous spatiotemporal in NIM.
Fig. 2 is the spatiotemporal under three conditions. Comparing the results with those in ordinary
nonlinear dispersive material [20, 21], we find an interesting fact that the spatiotemporal MI in
NIM for a definite combination of dispersion and nonlinearity is just that in ordinary material for
a combination of opposite dispersion and opposite nonlinearity. For example, the gain spectra in
the three cases, corresponding to Figs. 2(a)–2(c), are, respectively, the same as those in ordinary
material for the cases of (i) defocusing nonlinearity and normal dispersion, (ii) focusing nonlinearity
and anomalous dispersion, and (iii) focusing nonlinearity and normal dispersion. The physical
origin of the fact is that the negative refraction reverses the phase velocity, and thus reverses the
diffraction term. This leads to the diffraction and normal dispersion being equivalent when acting
with nonlinearity in NIM, while in ordinary material, diffraction is equivalent with anomalous
dispersion. In addition, spatiotemporal MI shows how diffraction and dispersion act together to
couple space and time. It occurs due to the simultaneous presence of temporal MI and spatial
MI in a nonlinear medium, unlike independently occurring temporal MI and spatial MI. Thus the
three cases in which spatiotemporal MI can occur can also be obtained by combining the former
two kinds of MI, which provide more chance for the form of spatiotemporal soliton.

Figure 2: Spatiotemporal MI gain in the (κ, σ) plane for the cases of (a) focusing material with anomalous
dispersion, (b) defocusing material with normal dispersion, and (c) defocusing material with anomalous
dispersion (From [20]).

The dispersive permeability not only will result in the additional SS, but also will result in a
series higher-order dispersive nonlinear terms. Wen et al. focus their attention on the additional MI
phenomena inducing by the 2nd-order nonlinear dispersion effect in MI and show that a new kind
of MI can occur in the normal group-velocity dispersion (GVD) regime and at the zero GVD point
of the MMs, which is resulting from the additional 2nd-order nonlinear dispersion term induced
by the dispersive magnetic permeability [40]. This provides a method for generating a train of
ultrashort pulse in normal GVD regime, and there is significant value in the practical application.

The influence of the 2nd-order dispersion on MI in the forenamed three cases is plotted in Fig. 3.
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In the case (a), the 2nd-order nonlinear dispersion parameter can be positive or zero or negative.
An abnormal phenomenon is that the coherent MI occurs when s2 < 0, as Fig. 3(a) shows. Here
the negative 2nd-order nonlinear dispersion acts as the role of the anomalous GVD, and thus makes
the otherwise impossible MI possible. In addition, we see from Fig. 3(a) that the partial coherence
tends to suppress the MI induced by the 2nd-order nonlinear dispersion.

Figure 3: Influence of the 2nd-order nonlinear dispersion on MI in metamaterial. (a) MI gain spectrum
in the negative-index region with normal dispersion, (b) MI gain spectrum in the negative-index region
with anomalous dispersion, and (c) MI gain spectrum in the positive-index region with anomalous disper-
sion (From [40]).

In the case (b), the 2nd-order nonlinear dispersion parameter is negative. The influence of 2nd-
order nonlinear dispersion on MI in both full and partial coherence is demonstrated in Fig. 3(b). It
is shown that, both the 2nd-order nonlinear dispersion and the partial coherence tend to suppress
MI in this case. In the case (c), the 2nd-order nonlinear dispersion parameter is positive. We see
that the partial coherence tend to suppress MI, while the 2nd-order nonlinear dispersion enhance
MI in this case.

To demonstrate this analytical prediction they get the numerical result through the using the
standard split-step Fourier method for ωpm/ωpe = 0.8 in the case of focusing nonlinearity and
no linear dispersion [55]. The initial field distribution is a cosinoidally modulated plane wave,
u(T, 0) = u0[1 + a0 cos(ΩT )], where u0 = 10 is the initial amplitude of background wave and a0

is the initial amplitude of modulation wave which is set to be 0.05, Ω is chosen such that it is the
fastest growing frequency for the corresponding case. The numerical results are shown in Fig. 4,
and Fig. 4(b) is plotted under the condition of neglecting the SS effect. As shown in Fig. 4(b), the
cosinoidally modulated plane wave evolves into a train of pulses with much higher amplitude than
the initial modulation as the propagation distance increases. Compared with Fig. 4(b), Fig. 4(a)
shows that the center of modulated wave or generated pulse moves toward the leading side and the
modulation growth rate is slowed down, which is due to the role of negative SS. These numerical
results further demonstrate that MI can appear in the case of no linear dispersion.

Figure 4: Temporal distributions of the field intensity of cosinoidally modulated plane wave at different
propagation distances for different parameters at the zero GVD point (a) s1 = −0.3122, s2 = −0.1424; (b)
s1 = 0, s2 = −0.1424 (From [55]).
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4. APPLICATIONS OF NONLINEAR MMS

Nonlinear media with negative index of refraction have a variety of potential application. From a
nonlinear applications perspective, nonlinear MMs in the optical regime are very attractive owing
to the availability of high intensity light sources. There has been tremendous progress in the
area of NIMs in the optical regime with a variety of structures and negative index wavelengths.
Nonlinearities of MMs stated above suggest their novel application such as frequency conversion,
tunable transmission, nonlinear beam focusing, seconding-harmonic imaging, soliton propagation,
spatiotemporal soliton or light bullet. Furthermore, for the unconventional nonlinear properties of
MMs, there are still some novel applications.

4.1. Opaque Nonlinear Left-handed Lenses
Pendry et al. found that the flat slab of NIMs can focus electromagnetic waves, and they argued
that a slab of lossless NIM with ε = µ = −1 should behave like a perfect lens enabling to obtain an
ideal image of a point source through the amplification of the evanescent components of the field [7].
While recent experimental demonstrations confirmed the main features of negative refraction of the
NIMs, near-perfect imaging by a flat lens and near-field focusing are severely constrained because
of strong dissipation and dispersion of MMs [41, 42]. Nevertheless, numerical studies indicate that
nearly-perfect imaging should be expected even under realistic conditions when both dispersion
and losses are taken into account [43, 44]. Most of the properties of NIMs have been studied only
for linear waves. However, Zharov et al. have studied the second-harmonic generation in a slab
of NIM with quadratic nonlinear response [45]. They demonstrated that such a slab can act as a
nonlinear lens and it can form an image of the second-harmonic field of the source being opaque
at the fundamental frequency, with the resolution that can be made better than the radiation
wavelength.

They considered a slab of NIMs and assume that each SRR includes a nonlinear element (a
diode inserted into the SRR slot). As a result, the amplitudes of the magnetic momenta induced
in the unit cell by the magnetic field H and −H are different, and the response of such an effective
quadratic nonlinear medium should include the second-harmonic field. They choose the material
parameters, making the refractive index of second-harmonic wave (2ω) is−1 and the refractive index
of fundamental frequency ω is imaginary number, and the fundamental waves do not penetrate into
the slab. However, an effective nonlinear quadratic response of the MM allows the process of the
second-harmonic generation. Using the so-called undepleted pump approximation, they show that
the second-harmonic field can propagate through the slab creating an image of the source behind
the slab.

4.2. Subwavelength Discrete Solitons
Yongmin Liu et al. studied the metal-dielectric multilayers (MDMLs) [46], this kind MMs is periodic
structures consisting of nanoscaled metallic and dielectric slabs [47]. They show that the MDML
with nonlinear (Kerr-type) dielectric can exhibit self-focusing of light, and form subwavelength
discrete solitons. The formation of such solitons is a result of the threefold interplay between
periodicity, nonlinearity, and surface plasmons tunneling, leading to new and intriguing phenomena
that are not found in nonlinear DWGAs. They have addressed the issue of the intrinsic loss in
such structures, calculated the gain required to compensate such losses, and suggested a feasible
configuration in which subwavelength discrete solitons could be experimentally observed.

4.3. Optical Bistability and Optical Switch
NIMs posses simultaneously negative dielectric permittivity and magnetic permeability, which will
result in the refract light in the opposite way with respect to what in an ordinary material. Ac-
cording this special property, Giuseppe D’Aguanno study a Negative Index Fabry-Perot Etalon,
and show the presence of bright and dark gap soliton is supported in a single slab of material [48].
It is surprising is that in a single slab of frequency dispersive NIM together with a cubic nonlin-
earity appears to support both bright and dark gap soliton. Following this work, they predicted
the existence of gap solitons in a nonlinear, quadratic Fabry-Perot cavity [49], they found that an
intense, fundamental pump pulse is able to shift the band edge of negative index cavity, and make it
possible for weak second harmonic pulse initially tuned inside the gap to be transmitted, giving rise
to a gap soliton, the process is due to cascading, which causes pulse compression due to self-phase
modulation. Moreover, Litchinister et al. investigated nonlinear transmission in a layered structure
consisting of a slab of positive index material with Kerr-type nonlinearity and a subwavelwngth
layer of linear negative index material sandwiched between semi-infinite linear dielectrics [50], they
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found that a thin layer of NIM leads to significant changes in the hysteresis width when the non-
linear slab is illuminated at an angle near that of total internal reflection, and the unidirectional
diodelike transmission with enhanced operational range is demonstrated. These results suggest
that NIMs could find further application in all optical switching devices and all-optical buffering,
for example.

Nonlinear optical couplers have also attracted interesting for the potential application of the all
optical switching, power limiting, and so on. Natalia M. Litchinitser describes a novel nonlinear
optical coupler structure that utilizes a NIM [3, 12] in one of the channels and a conventional
positive index material (PIM) in another channel. They found such a nonlinear coupler (NLC) can
be bistable, which is resulted from that the backward coupling between the modes propagating
in the PIM and NIM channels enabled by the basic property of NIMs, oppositely directed phase
velocity, and the Poynting vector, results in optical bistability in PIM-NIM NLC and gap soliton
formation. These effects have no analogies in conventional PIM-PIM couplers composed of uniform
(homogeneous) waveguides with no feedback mechanism [51].

4.4. Compensating Losses by Four-wave Mixing

The most detrimental obstacle toward applications of NIMs is strong absorption that is inherent
to this class of materials. The possibility to overcome such obstacles based on three wave optical
parametric amplification (OPA) in NIMs was shown in [14, 52]. In Section 2.2, it has demonstrated
the feasibility of compensating losses in NIMs with second-order nonlinearity by optical parametric
amplification. For the MMs with Kerr-nonlinearity, Popov et al. have proposed a approach to
compensate losses, which basic idea is that a slab of NIM is doped by four-level nonlinear cen-
ters [53]. Chowdhury et al. have shown that second-order and third-order nonlinear susceptibilities
and wave-mixing properties of NIM are important [54], especially in this material the three- and
four-wave mixing can be naturally phase matched. In the approach, the frequency ω4 falls in the
NI domain, whereas all the other frequencies are in the positive index domain. They demonstrated
that the losses of NIMs for strongly absorbing can be compensated by embedded optical nonlin-
earities. Further, they have studied the resonant FWM-based OPA in such composite NIM at
the frequency of the signal and a positive index for all other coupled waves. In particularly, the
strong nonlinear optical response of the composite can be adjusted independently, which is because
nonlinear optical response is determined by the embedded four-level nonlinear centers.

5. CONCLUSIONS

In this paper, we briefly review some typical nonlinear phenomena of electromagnetic pulse prop-
agate in the nonlinear MMs, such as second-order harmonic generation (SHG), optical parametric
amplification (OPA), four-wave mixing (FWM), optical soliton, self-phase modulation (SPM), and
self-focusing and so on. Some unique properties of nonlinear MMs have been stated. Furthermore,
some potential applications for the nonlinear MMs are also addressed and reviewed. With the
rapidly development of nanofabrication and sub-wavelength imaging techniques, the optical MMs
will be fabricated more easy, and the nonlinear MMs will get great development. Although fur-
ther material developments are still needed especially to minimize the losses present in currently
available MMs, the novel and controllable properties of nonlinear MMS are very promising and
point toward the possibility to achieve various applications in the future optical communication
technology.
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Abstract— In the quasi-static limit, it is shown that the neutral inclusion concept can be
applied to predict the transparency phenomenon. The transparency designs for a coated ellip-
soid for electromagnetic wave and a multilayered sphere for acoustic wave with metamaterials
have been proposed. In this paper, we will show how to cloak a solid object with elastic wave
metamaterial, where the shear wave in the system is nontrivial. Based on the Mie theory, it is
shown that the effective bulk modulus, mass density, and shear modulus of the assemblage made
of the coated spheres dominate the zero, the first and the second order scattering coefficients
of one coated sphere, respectively. So letting the first three scattering coefficients vanish, the
isotropic coated metamaterial can be determined in order to make a spherical object transparent
for elastic wave, this again corresponds to the neutral inclusion concept.

1. INTRODUCTION

Since the pioneer work by Alù and Engheta [1], who found that plasmonic metamaterials could
make a dielectric sphere with extremely low total scattering cross section, much works are devoted
to analyze the transparency induced by metamaterials. In quasi-static limit, this phenomenon
can be well predicted with the neutral inclusion concept [2], and it is easily applied for the more
complex configurations, such as a coated ellipsoid and particulate composites. This method is
suitable to cloak objects with dimension smaller than the operating wavelength. However, several
transparent coated spheres joined together to form an object with large electrical size can still be
transparent [3]. This may provide a new way to achieve transparency for an object with size larger
than the wavelength. By analogy, the acoustic transparency for a coated sphere with acoustic
metamaterials can also be designed [4]. Acoustic metamaterial is a kind of material, whose mass
density and bulk modulus could be negative. The peculiar properties of this kind of material have
been demonstrated experimentally [5, 6]. In this work, we will discuss how to cloak a solid spherical
object using elastic wave metamaterials.

2. NEUTRAL INCLUSION CONCEPT

Consider a random-shaped region characterized by permittivity ε∗ and permeability µ∗ (or bulk
modulus κ∗, shear modulus G∗, and mass density ρ∗) embedded in an infinite matrix with ε0 and
µ0 (or κ0, G0 and ρ0), the electromagnetic or acoustic waves propagate through this area as shown
in Figure 1. The region can be made of either a homogeneous medium or a heterogeneous material.
For the latter, ε∗ and µ∗ (or κ∗, G∗ and ρ∗) then denote the effective material parameters of the
heterogeneous material. It is not surprised that if the material property of this region is the same as
that of the background medium (matrix), the electromagnetic or stress fields outside of this region
will not be disturbed. In other word, the region will not be “seen” by an outside observer. When
the region is made of a homogeneous material, this is a trivial case. However if the region is made

Incident Wave 

Infinite Matrix 

0 , 0 / 0 , 0
G , 0

Inclusion 

*
ε , *

µ / *
κ , *

G , *
ρ

ε µ κ ρ

Figure 1: Scheme of neutral inclusion concept.
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of a heterogeneous material, there are many design possibilities for equating its effective material
property to that of the background medium, i.e., letting ε∗ = ε0 and µ∗ = µ0 (or κ∗ = κ0, ρ∗ = ρ0

and G∗ = G0). This is the basic idea of the “neutral inclusion” concept discussed extensively by
Milton [7]. A neutral inclusion is a simple pattern (coated sphere, coated spheroid, etc.). When a
neutral inclusion is embedded in a material made of assemblages of such pattern with gradual sizes
(in order to fill the whole space), it will not perturb the static electric, magnetic, or mechanical
fields outside of this inclusion. Although the neutral inclusion is defined in the static or quasistatic
case, it can still provide useful information in the full-wave scattering case.

3. ELASTIC WAVE SPHERICAL CLOAK

Consider a coated sphere system characterized by bulk modulus κi, shear modulus µi, and mass
density ρi, with the subscript i = 1, 2, 3 representing separately the sphere, the coating, and the
host medium. Let r1 denote the radius of the uncoated sphere and r2 the radius of the coated
sphere. A plane harmonic compressive wave propagates in the system. The total scattering cross
section Qsca of the coated sphere can be expressed as:

Qsca = λ2
3

∞∑

n=0

1
(2n + 1)π

[
|an|2 + n(n + 1)

α3

β3
|bn|2

]
, (1)

where α3 and β3 are propagation constants of longitudinal and transverse waves, respectively.
λ3 = 2π/α3 is the wavelength of the compressive wave in the host medium, an and bn are the
unknown scattering coefficients of scattered waves. Here we consider the host material has a
nontrivial shear modulus, the coated sphere will scatter both P and S waves due to the coupling
mode effect. In the Rayleigh limit, we have derived the first three scattering coefficients based on
the Mie theory as follows:
Case I: Solid shell and Solid host material

a0 = i
κHS

eff − κ3

3κHS
eff + 4µ3

(α3r2)3, a1 =
ρM
eff − ρ3

3ρ3
(α3r2)3, a2 = − 20iµ3

(
µHS

eff − µ3

)
/3

6µHS
eff (κ3 + 2µ3) + µ3(9κ3 + 8µ3)

(α3r2)3,

b1 = −ρM
eff − ρ3

3ρ3
α3β

2
3r3

2, b2 =
10iµ3

(
µHS

eff − µ3

)
/3

6µHS
eff (κ3 + 2µ3) + µ3(9κ3 + 8µ3)

(β3r2)3. (2)

Case II: Fluid shell and Solid host material

a0 = i
κHS

eff − κ3

3κHS
eff + 4µ3

(α3r2)3, a1 =
ρB
eff − ρ3

3ρ3
(α3r2)3, a2 =

20iµ3

3(9κ3 + 8µ3)
(α3r2)3,

b1 = −ρB
eff − ρ3

3ρ3
α3β

2
3r3

2, b2 = − 10iµ3

3(9κ3 + 8µ3)
(β3r2)3. (3)

Case III: Solid shell and Fluid host material

a0 = i
κHS

eff − κ3

3κHS
eff

(α3r2)3, a1 =
ρM
eff − ρ3

2ρM
eff + ρ3

(α3r2)3. (4)

Case IV: Fluid shell and Fluid host material

a0 = i
κHS

eff − κ3

3κHS
eff

(α3r2)3, a1 =
ρB
eff − ρ3

2ρB
eff + ρ3

(α3r2)3. (5)

In every case, the parameter b0 is not important and thus not given here.
The following parameters κHS

eff , µHS
eff , ρM

eff and ρB
eff have been used, which are

κHS
eff /κ2 = 1 +

f(κ1 − κ2)
κ2 + (1− f)p(κ1 − κ2)

, µHS
eff /µ2 = 1 +

f(µ1 − µ2)
µ2 + (1− f)q(µ1 − µ2)

, (6)

with p = 3κ2
3κ2+4µ2

, q = 6
5

κ2+2µ2

3κ2+4µ2
,

ρM
eff/ρ2 = 1 + f

ρ1 − ρ2

ρ2
, ρB

eff/ρ2 = 1 +
3f(ρ1 − ρ2)

3ρ2 + 2(1− f)(ρ1 − ρ2)
, (7)
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where f = (r1/r2)3. For a composite filled with coated spheres that are randomly distributed in
the host medium and have gradual sizes in order to fill the whole space, κHS

eff and µHS
eff denote its

effective bulk modulus and effective shear modulus calculated with the Hashin-Shtrikman (HS)
bound [8]. ρM

eff is the effective mass density obtained by the volume averaged method, whereas
ρB
eff is the effective mass density calculated with Berryman’s formula [9]. From Eqs. (2) ∼ (5),

we immediately get the transparency conditions κeff = κ3, µeff = µ3, and ρeff = ρ3, which are
consistent with those obtained directly from the neutral inclusion concept.

As an example, we employ an acoustic metamaterial to cloak an aluminum sphere (with a radius
r1 = λ3/5) immersed in water. The cloaking metamaterial has the desirable material parameters
κ2 = 0.47κ3 and ρ2 = 0.4ρ3, which slightly differ from the target value κ2 = 0.58κ3 and ρ2 = 0.55ρ3

predicted by the transparency conditions. There is a shifting effect when the quasi-static condition is
used to predict the dynamic phenomenon. Figures 2(a) and 2(b) present the near field contour plots
of the radial component of the scattered displacement field for an uncoated aluminum sphere and
that with an optimized cloak, respectively. It can be seen that a sphere without the metamaterial
cover leads to a strong and nonuniform scattering field in the fluid matrix, especially in the region
adjacent to the sphere. However, when the cloaking metamaterial is employed as the cover, the
scattering is dramatically reduced whilst the field strength within the cloak is large.

0 Positive Max 

(a)

z

x 

(b)

z

x 

Figure 2: Contour plots of radial component of scattered displacement field for (a) uncoated aluminum
sphere, and (b) same sphere with acoustic metamaterial.

4. CONCLUSIONS

With help of neutral inclusion concept, we derive the quasi-static transparency conditions for a
solid system. By investigating scattering properties of the composite sphere, we find that the
effective bulk modulus, mass density, and shear modulus of the assemblage made of the coated
spheres dominate the zero, the first and the second order scattering coefficients of one coated
sphere, respectively. These results can be used to obtain the transparency conditions, which agrees
with those given by neutral inclusion concept. Numerical results in dynamic case have been given
to confirm the proposed conditions.
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3. Alù, A. and N. Engheta, “Cloaking and transparency for collections of particles with metama-
terial and plasmonic covers,” Optics Express, Vol. 15, No. 12, 7578–7590, 2007.

4. Zhou, X. M. and G. K. Hu, “Acoustic wave transparency for a multilayered sphere with acoustic
metamaterials,” Physical Review E, Vol. 75, No. 4, 046606, 2007.



966 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

5. Liu, Z. Y., X. Zhang, Y. Mao, et al., “Locally sonic materials,” Science, Vol. 289, 1734–1736,
2000.

6. Fang, N., D. Xi, J. Xu, et al., “Ultrasonic metamaterials with negative modulus,” Nat. Mater.,
Vol. 5, 452–456, 2006.

7. Milton, G. W., The Theory of Composites, Cambridge University Press, Cambridge, England,
2002.

8. Hashin, Z. and S. Shtrikman, “A variational approach to the theory of the elastic behavior of
multiphase materials,” J. Mech. Phys. Solids, Vol. 11, 127–140, 1963.

9. Berryman, J. G., “Long-wavelength propagation in composite elastic media I spherical inclu-
sions,” J. Acoust. Soc. Am., Vol. 68, 1809–1819, 1980.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 967

Electromagnetic Smart Screen for Tunable Transmission and
Reflection Applications
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Abstract— Electromagnetic smart screen (ESS) containing conductive strip or patch array
loaded with pin diodes was investigated with experimental approaches. Transmission and reflec-
tion coefficient were measured with free space method and validated by finite element simulation.
Tunable transmission coefficient was found from ESS between 3 to 8 GHz which can be used as
smart radome or modulator. Tunable reflection coefficient of a layer of ESS with thickness about
0.575mm on top of metallic substrate is observed between 3 to 4 GHz. The effective working
bandwidth can be up to 20% of the central frequency, which is much wider than metamaterials
which are not tunable.

1. INTRODUCTION

In the past few years, electromagnetic metamaterials have attracted great attention [1]. The main
reason lies in that metamaterials can provide certain electromagnetic properties which are not
available in nature, such as negative refraction index and sub-wavelength diffraction, etc [2, 3].
However, the working frequency band of metamaterials is normally narrow. Depending on the
design of the patterns, the relative applicable band width is normally not more than few percents.
However, the broadband applications need to cover one to few frequency bands from 2 GHz to
18GHz [4]. Metamaterials are not tunable or re-deployable as well. Once they are fabricated, the
properties, such as working frequency and bandwidth, etc, cannot be modified to meet changes
in operational requirement. It is therefore appealing to have smart or adaptive screens which are
adjustable according to the incident signal. Controllable meta-film has been introduced recently
to expand working frequency band [5, 6], which includes a surface with certain amount of electrical
small scatterers, turned by bias magnetic fields. Controllable meta-films have the potential in
the broadband applications because it overcomes the limitation of the normal meta-materials.
However, as compared to electrical voltage or current, uniform magnetic field is more difficult to
apply for large working area. Active frequency selective surface (FSS) loaded with pin diodes was
integrated into a single microwave low reflection layer with reflectivity as a function of diode bias
current [7]. As compared with conductive polymer with tunable properties, this type of material
does not require high biasing voltage or large devices to achieve large tunability. Since the physics
of p-n junction is fully understood, it is also easier to compensate for the environmental effect of
diodes. Electrically tunable impedance surface with periodic surface texture loaded with varactor
has been used to steer the reflected beam over +/− 40◦ in two dimensions which has potential for
transmission or reflection applications [8]. A reconfigurable beam steering reflector made of similar
tunable impedance surface can be varied as a function of the relative position between two layers
of circuit boards [9]. The limitation of mechanically tuned surface is that the respond of tuning
may not be fast enough to meet the real requirements.

The first aim of this paper is to develop ESS of tunable dual-polarized transmission coefficient
with conductive strip array loaded with pin diodes, which can be driven by extreme low voltage
(few voltages). The second aim is to develop ESS of tunable reflection coefficient with square patch
array also loaded with pin diodes. Both kind of ESS samples are fabricated with etching method
from flexible PCB substrates before measured with free space method.

2. SAMPLE PREPARATION AND FREE SPACE MEASUREMENT

ESS was fabricated from a copper-coated flexible dielectric substrate, with total thickness of 75µm.
The permittivity of the substrate was measured with Agilent 4991A material analyzer at 1 GHz.
The measured permittivity is 3.5 and loss tangent is about 0.01. Since the permittivity of the
flexible substrate is almost constant over the measurement range, the constant permittivity and
dielectric loss are used in the simulation. The size of the sample is 20 cm by 20 cm. Surface
mounting microwave diodes with working frequency from 1 to 6GHz were soldered manually. The
samples were driven with a portable variable power source, which has AA size batteries providing
the biasing voltage up to few volts and enough current to switch on diodes. When the positive
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voltage is applied to the diodes, it is switched on with a low Rj. When no bias voltage is applied,
the diodes are switched off with an extremely high Rj. Fig. 1 shows the strip ESS with tunable
transmission coefficient containing two layer of substrates separated by 5 mm Styrofoam spacer.
All diodes are in parallel. Only 1V bias voltage is needed to turn on this sample. The two-layer
ESS can tune the transmission of incident wave with parallel and perpendicular polarization. Fig. 2
shows the patch ESS with tunable reflection coefficient. The substrate is back with a layer of Rogers
5880 substrate with thickness about 0.5 mm. The total thickness of patch ESS is 0.575 mm. As
indicated in Fig. 2, 6 V bias voltage is needed to turn on the 6 pin diode linked in serial in each
column.

Figure 1: Strip ESS with tunable T. Figure 2: Patch ESS with tunable R.

The transmission or reflection coefficient was measured with the free space method [10]. The
measurement setup includes a vector network analyzer, vertically mounted broadband transmitting
and receiving electromagnetic horn antennas [10]. The working frequency range is from 2 to 18 GHz.
To eliminate multiple scattering between the sample and the horns, time-domain gating was applied.
Diffraction effects at the edges of the sample were minimized by attaching a high-quality ring-shaped
wave absorber to the transmitting horn.

3. RESULTS AND DISCUSSIONS

To valid the free space measurement method, a commercial finite element code (HFSSTM v10) and
infinite array model were used to simulate a unite element of the single layer strip ESS. Measured
and computed transmission coefficients of single layer strip ESS are shown in Fig. 3, with the diodes
switched on and off (solid lines and symbols for measured and simulated data, respectively). The
resonance frequency is 6.5 GHz when diodes are switched off and 5.5 GHz when diodes are switched
on. The transmission coefficient of the ESS is adjustable between 3 to 8 GHz. The difference in
the transmission coefficient for the on and off states of the diodes can be taken as the tunability
of the smart screen, which varies from 1 dB at 3GHz to more than 20 dB at 6.5 GHz. Numerical
results reasonably agree with measured data which confirm the accuracy of both measurement and
simulation results.
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Figure 3: Measured and calculated transmission coefficient.

Numerical methods provide alternative way to optimize the design of the periodic pattern and
parameters of diodes. The difference between the simulated and measured resonance frequencies can
be mainly attributed to the circuit parameters of the diode in the simulation which is not accurate
or frequency dependent within the broad band. Since the RLC values of equivalent circuit of the
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diode were obtained at low frequency (1MHz), more accurate parameters measured at working
frequency may improve the simulation results. The details of numerical simulation method and
model was discussed elsewhere [11] because it is not the main focus of this paper.
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Figure 4: Measured T of strip ESS.
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Figure 5: Measured R of patch ESS.

Figure 4 plots the measured transmission coefficient of dual-layer strip ESS with free space
method. It is not surprising to find that the responds are almost identical when incident electrical
field is in 0◦ (solid lines) and 90◦ (dotted lines) due to the symmetry of the sample in both directions.
Hence, the dual-layer strip ESS can provide isotropic in-plane tunable transmission. In contrary,
the single layer ESS can work for certain polarization only. As compared with the single layer,
one more resonance peak for both on and off stage appears at low frequency (4 to 4.5GHz) which
is not found in Fig. 3. It may be attributed to the power lines of the other layer to provide the
bias voltage (shown in Fig. 1) which are in parallel to the electrical field of incident wave. The
low frequency peak becomes more pronounced when both layers of ESS are turn on, which can be
explained by the modified equivalent circuit parameters of the screen by the pin diodes.

Figure 5 shows the measured reflection coefficient of patch ESS. When pin diodes are switched
on, the resonance frequency of the patch shifts from 4GHz to 5 GHz with attenuation reduced
from 15 dB to about 7 dB. It is not impossible to continuously adjust the resonance peak within
1GHz bandwidth provided the bias voltage and current can be precisely controlled from 0 to 6 V.
However, the current power supply can only adjust the bias voltage in step. That is why the
resonance peak in between on and off stage has not been captured by the free space measurement.
The effective bandwidth of the patch ESS can be more than 20% of the central frequency supposed
it can be adjusted continuously with the operation environment, which is much wider than normal
metamaterials. If the thickness (less than 0.6 mm) and working frequency band (4 GHz to 5GHz)
are taken into consideration, the performance of patch ESS is much better than conventional iron
or ferrite based anti-reflection composites. Anyhow, the loss mechanism of patch ESS could be
quite different from conventional high loss EM composites which are either magnetic or dielectric.
The superior performances of the artificial or Meta materials need to be explained by new physical
mechanism which could be the next step of the ongoing research work.

4. CONCLUSIONS

Electromagnetic smart screen were designed based on periodic strip and patch elements, fabricated
from thin flexible high frequency substrate and measured using free space system. The measurement
results were validated with finite element simulation. Strip ESS with in-plane isotropic tunable
transmission coefficient was obtained which can be used as smart radome, subreflector or modulator.
Patch ESS with tunable reflection coefficient has superior attenuation loss and effective working
band width as compared with conventional anti-reflection materials.
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Abstract— The electronic structure and mobility trends in a n-type delta-doped quantum well
in Si, matched between p-type delta-doped barriers of the same material, is presented. The
distance between the n-type well and p-type barriers is varied from 50 Å to 500 Å; and also the
impurity density from 5 × 1012 cm−2 to 5 × 1013 cm−2, for both, donors and acceptors. An
increase in the mobility by a factor of 1.6 at interwell distance of 50 Å with donor and acceptor
concentrations of 5 × 1012 cm−2 and 5 × 1013 cm−2 compared with a single delta-doped well
without p-type barriers is found. This improvement in mobility could be attributed to a better
confinement of carriers, which favors excited levels with nodes in the donor plane. This trade-off
between carrier concentration and mobility could be exploited in high-speed, high-power and
high-frequency applications.

1. INTRODUCTION

Carrier densities two-three orders of magnitude greater than those reported in GaAs systems can be
achieved in Silicon systems by means of delta-doping [1]. So, the delta-doped quantum wells in Si
are ideal structures to study the transport properties of ultradense two dimensional electron gases
(2DEG) [2, 3] These works make emphasis in parameters such as the mobility, mean free path, and
phase coherent length due to their implications in ballistic and coherent nanodevices. Meanwhile
the carrier concentration in this kind of systems is ultra high, the mobility is very low, which
is opposite to the behavior in GaAs/AlGaAs systems [4]. An improvement in the conductivity
not properly the mobility could be reach via the coupling of delta-doped layers [5]. The main
proposal relies in finding the interwell distance at which the mobility is maximum in conjunction
with the high carrier density coming from the two delta-doped planes, such that the conductivity
-the product of the mobility and the carrier density-enhances [6].

In the present paper we propose and study the implications of matching a n-type delta-doped
quantum well in Si between p-type delta-doped barriers (pnpDD) of the same material. We an-
alyzed the electronic structure and specially the mobility trends as a function of the interlayer
distance and the impurity concentration. The Thomas-Fermi approximation and the effective mass
theory are used in order to obtain the confining potential and the electron subband levels, re-
spectively. Meanwhile the mobility calculations are performed via an empirical formula previously
proposed and applied to n, p, and p-n delta-doped systems [5, 7, 8]. We find that the electron
confinement plays an important role to optimize the mobility. We observed an increase of nearly
60% in the mobility at interwell distance of 50 Å and donor and acceptor concentrations of 5 and
50 in units of 1012 cm−2.

2. MATHEMATICAL METHOD

For a single n-type δ-doped quantum well in Si centered at z = a the confining potential can be
written as [5],

V ∗
Hn(z)− µ∗n = − β2

(β |z − a|+ z0n)4
, (1)

with β = 2
15π and z0n =

(
β3

πnau
2D

)1/5
. V ∗

Hn = VHn/R∗
yn and µ∗ = µ/R∗

yn are given in units of the

effective Bohr radius and effective Rydberg, a∗0n = εr~
m∗e2 and R∗

yn = e2

2εra∗0n
.

In the case of a single p-type δ-doped quantum well in Si centered at z = b the confining
potential can be written as [9],

V ∗
Hp(z)− µ∗p =

α2

(α |z − b|+ z0p)
4 , (2)
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with α = 2m
3/2
a

15π and z0p =
(

α3

πpau
2D

)1/5
. V ∗

Hp = VHp/R∗
yp and µ∗p = µ/R∗

yp are given in units of the

effective Bohr radius and effective Rydberg, a∗0p = εr~
m∗

hhe2 and R∗
yp = e2

2εra∗0p
.

The next step is the construction of the pnpDD potential, so, if we consider the same impurity
density in both p-type planes the system is symmetric with respect to the middle of the n-type one,
then we can restrict ourselves to the half of the plane (z ≤ 0) and the potential can be written as

V ∗
H(z) = − β2

(β |z|+ z0n)4
+

α2

(α |z + l|+ z0p)
4 (3)

where a and b have been taken as 0 and l.
The latter equation summarizes the model for the conduction band bending profile. Instead of
carrying out numerically troublesome self-consistent calculations, we simply solve Schrödinger-
like effective mass equations at the zone center k = 0, thus obtaining the corresponding subband
longitudinal and transverse electron levels.

For the mobility calculations we implement an empirical formula previously proposed and applied
to n, p and p-n delta-doped systems [5, 7, 8],

µδ
rel =

µpnpDD

µSDD
=

∫ ∫
ρδ

e(z
′)ρδ

imp(z) |z − z′| dzdz′
∫ ∫

ρpnpδ
e (z′)ρpnpδ

imp (z) |z − z′| dzdz′
, (4)

where ρδ
e and ρδ

imp (ρpnpδ
e and ρpnpδ

imp ) represent the density of electrons and impurities of SDD (of
pnpDD), respectively. Substituting the density of electrons and impurities and integrating over z
we obtain,

µδ
rel =

∑
ij mj

∫ ∣∣∣F δ
ij(z

′)
∣∣∣
2
(kδ

F − Eδ
ij) |z′| dz′

∑
ij mj

∫ ∣∣∣F pnpδ
ij (z′)

∣∣∣
2
(kpnpδ

F − Epnpδ
ij ) |z′| dz′

, (5)

where F δ
ij(z

′), kδ
F and Eδ

ij (F pnpδ
ij (z′), kpnpδ

F and Epnpδ
ij ) are the envelope function, the Fermi level

and the ith level respectively of the SDD (of pnpDD).

3. RESULTS AND DISCUSSION

We have used standard parameters for n- and p-type Silicon [5, 10]. The donor and acceptor
concentrations varies from 1× 1012 cm−2 to 1× 1014 cm−2.
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Figure 1: Potential profile of pnpDD QW’s for different interwell distances. (a) and (b) corresponds to
acceptor concentrations of 5 and 50 in units of 1012 cm−2. The donor density is fixed at 5 in units of
1012 cm−2.

In Fig. 1 we depict the potential profile of p-n-p delta doped quantum wells in Si for various
distances with (a) n2D = 5× 1012 cm−2 and p2D = 5× 1012 cm−2 and (b) n2D = 5× 1012 cm−2 and
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p2D = 5 × 1013 cm−2. It is worth mentioning that in all calculations performed only the ground
states for longitudinal and transverse electrons are occupied due to the multiple valley degeneracy
present in n-type Silicon.
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Figure 2: Relative mobility versus the distance between the n-type well and the p-type barriers. The donor
density remains fix at 5× 1012 cm−2, meanwhile the acceptor concentration takes three values 5 (solid), 10
(dot) and 50 (dash) in units of 1012 cm−2.

In Fig. 2 we present the mobility of p-n-p delta doped quantum wells in Si versus the distance
between the donor and acceptor planes. We have fixed the donor concentration at 5× 1012 cm−2,
and taken three values for the acceptor one, 5 × 1012 cm−2, 10 × 1012 cm−2 and 50 × 1012 cm−2,
solid, dot and dash lines, respectively. There are two important trends in the mobility: (1) the
monotonic decrease as the p-type barriers are separated from the n-type well and (2) an increase
as the acceptor concentration is raised. We find an increase in the mobility of 23%, 32% and 60%
at a interplane distance of 50 Å for the three acceptor densities mentioned above. These results
reflects that a more effective confinement of electrons could be used as a mechanism to improve the
transport properties in delta-doped systems.

4. CONCLUSION

In summary, we study the electronic subband structure and mobility trends of a n-type delta-doped
quantum well in Si matched between p-type barriers of the same material. We have analyzed the
effects of two paramount parameters in the system, the distance between the n-type well and the p-
type barriers, and the impurity density in the donor and acceptor planes. We find a more effective
confinement as the p-type barriers are closer to the n-type well, and we also observe the same
effects as the acceptor concentration is raised, which is reflected in an improvement of the mobility
of nearly 60%. So, the interplane distance and the impurity density could be used as natural
tunning parameters to improve the transport properties in delta-doped systems via enhancement
of the electron confinement.
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Abstract— We present the electronic spectrum of a n-type delta-doped quantum well in Si
coupled to a p-type delta-doped barrier within the envelope function effective mass approximation.
We applied the Thomas-Fermi approximation to derive an analytical expression for the confining
potential, and thus, we obtain the electronic structure in a simple manner. We analyzed the
electron subband structure varying the distance between the doping planes (l) as well as the
impurity density in them (n2D, p2D). We also study the mobility trends through an empirical
formula that is based on the electron levels, the electron wave functions and the Fermi level.
We find a monotonic decrease in the mobility as the p-type barrier moves away from the n-type
well, and optimum parameters, l = 70 Å and n2D = 5× 1012 cm−2 and p2D = 5× 1013 cm−2, for
maximum mobility.

1. INTRODUCTION

Recently, the delta-doping has been used as a backbone technique to improve important charac-
teristics, such as the linearity, in field effect transistor devices for application in millimeter-wave
integrated circuits (MMIC) and wireless components [1–7]. The better performance of the men-
tioned devices relies on an improvement in the transport properties via optimization of the coupling
between the delta layers and the heterostructure region.

In particular, high carrier densities, two-three orders of magnitude greater than in GaAs systems,
can be achieved in Silicon systems by means of delta-doping [8]. Delta-doped quantum wells in Si
are ideal structures to study the transport properties of ultra dense two dimensional electron gases
(2DEG) [9, 10] Important parameters are the mobility, mean free path and phase coherent length
due to their implications in ballistic and coherent nanodevices. Meanwhile the carrier concentration
in this kind of systems is ultra high, the mobility is very low, which is opposite to what happen
in GaAs/AlGaAs systems [11]. An improvement in the conductivity, not properly the mobility,
could be reach via the coupling of delta-doped layers [12]. The main proposal relies in finding the
interwell distance at which the mobility is maximum in conjunction with the high carrier density
coming from the two doped planes, such that the conductivity -the product of the mobility and the
carrier density-enhances [13].

The aim of the present study is to analyze the implications that represent a p-type delta-doped
barrier near a n-type delta-doped quantum well in Si. The electronic structure and the mobility
trends as a function of the interlayer distance and the impurity concentration are obtained. The
Thomas-Fermi approximation and the effective mass theory are combined to obtain the confining
potential and the electron subband levels. The mobility calculations are performed via an empirical
formula previously proposed and applied to n, p, and p-n delta-doped systems [12, 14, 15]. We find
that the electron confinement plays an important role to improve the mobility. We obtain an
optimization in the mobility at interwell distance of 70 Å and donor and acceptor concentrations
of 5 and 50 in units of 1012 cm−2.

2. MATHEMATICAL METHOD

For a single n-type δ-doped quantum well in Si centered at z = a the confining potential can be
written as [12],

V ∗
Hn(z)− µ∗n = − β2

(β |z − a|+ z0n)4
, (1)

with β = 2
15π and z0n =

(
β3

πnau
2D

)1/5
. V ∗

Hn = VHn/R∗
yn and µ∗ = µ/R∗

yn are given in units of the

effective Bohr radius and effective Rydberg, a∗0n = εr~
m∗e2 and R∗

yn = e2

2εra∗0n
.
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In the case of a single p-type δ-doped quantum well in Si centered at z = b the confining
potential can be written as [16],

V ∗
Hp(z)− µ∗p =

α2

(α |z − b|+ z0)
4 , (2)

with α = 2m
3/2
a

15π and z0p =
(

α3

πpau
2D

)1/5
. V ∗

Hp = VHp/R∗
yp and µ∗p = µ/R∗

yp are given in units of the

effective Bohr radius and effective Rydberg, a∗0p = εr~
m∗

hhe2 and R∗
yp = e2

2εra∗0p
.

The next step is the construction of the p-n delta-doped (pnDD) potential well through a proper
combination of the potentials for electrons and holes

V ∗
H(z) = − β2

(β |z|+ z0n)4
+

α2

(α |z + l|+ z0)
4 (3)

where a and b have been taken as 0 and l.
The latter equation summarizes the model for the conduction band bending profile. Instead of
carrying out numerically troublesome self-consistent calculations, we simply solve Schrödinger-
like effective mass equations at the zone center k = 0, thus obtaining the corresponding subband
longitudinal and transverse electron levels.

For the mobility calculations we implement an empirical formula previously proposed and applied
to n, p and p-n delta-doped systems [12, 14, 15],

µδ
rel =

µpnDD

µSDD
=

∫ ∫
ρδ

e(z
′)ρδ

imp(z) |z − z′| dzdz′
∫ ∫

ρpnδ
e (z′)ρpnδ

imp(z) |z − z′| dzdz′
, (4)

where ρδ
e and ρδ

imp (ρpnδ
e and ρpnδ

imp) represent the density of electrons and impurities of SDD (of
pnDD), respectively. Substituting the density of electrons and impurities and integrating over z
we obtain,

µδ
rel =

∑
ij mj

∫ ∣∣∣F δ
ij(z

′)
∣∣∣
2
(kδ

F − Eδ
ij) |z′| dz′

∑
ij mj

∫ ∣∣∣F pnδ
ij (z′)

∣∣∣
2
(kpnδ

F − Epnδ
ij ) |z′| dz′

, (5)

where F δ
ij(z

′), kδ
F and Eδ

ij (F pnδ
ij (z′), kpnδ

F and Epnδ
ij ) are the envelope function, the Fermi level and

the ith level respectively of the SDD (of pnDD).
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Figure 1: Potential profile of p-n delta-doped quantum wells for different interwell distances with: (a)
n2D = 5× 1012 and p2D = 1× 1013 cm−2, (b) n2D = 5× 1012 and p2D = 5× 1013 cm−2.
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3. RESULTS AND DISCUSSION

We have found the potential and electronic mobility of a p-n delta-doped quantum wells in Si. The
donor and acceptor concentrations goes from 5× 1012 cm−2 to 5× 1013 cm−2.

In Fig. 1 we present the p-n potential profile for various interwell distances, from 500 to 50 Å.
We can see that there is a small decrement in the altitude of the p-type well for 100 and 50 Å
and a reduced wide in n-type well, because of the recombination. But in these distances still
persist a good confinement of electrons and holes densities. Fig. 2 sketches the mobility, for three
concentrations in the p-type delta-doped barrier remaining fix the donor concentration, as function
of the p-n separation. We found a monotonic growth in the mobility as the p-n distance decrease.
The best improvement in mobility was found in 70 Å interwell distance with donor and acceptor
concentrations of 5 × 1012 and 5 × 1013 cm−2. The improvement in mobility is attributed to a
good confinement of electron densities, so this is a way to enhance the transport properties in p-n
delta-doped quantum wells in Si.
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Figure 2: Relative mobility versus the distance between the n-type well and the p-type barrier. The donor
density remains fix at 5× 1012 cm−2, meanwhile the acceptor concentration takes three values 5 (solid), 10
(dot) and 50 (dash) in units of 1012 cm−2.

4. CONCLUSION

In summary, we study the effects that produces a p-type barrier near a n-type delta-doped quantum
well in Si. The Thomas-Fermi theory combined to the effective mass approximation are used for
the electron level calculations. An empirical formula is implemented for the mobility-trend analysis.
The electronic structure and mobility trends are analysed as a function of the backbone parameters
in the system, interlayer distance and impurity density. We find that the electronic confinement
plays an important role to optimize the mobility. We obtain an optimization in the mobility at
interwell distance of 70 Å and donor and acceptor concentrations of 5 and 50 in units of 1012 cm−2.
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Abstract— In this work tight binding calculations in Be δ-doped GaAs quantum wells with an
electric field applied along the [001] growth direction are presented. The Stark shifts of the hole
electronic states for different impurity concentrations and electric field strengths are calculated.
The δ-potential is treated as an external potential following the approach described earlier. A
comparison with Stark effects in rectangular and graded-gap quantum wells is made.

1. INTRODUCTION

For over a decade the properties of single and multiple δ-doped GaAs structures have been exten-
sively studied both theoretically and experimentally [1–8]. The planar doping is used in devices to
give rise to quantum confinement of carriers. For understanding the operating principles of these
devices it is necessary to study the effect of the external constant electric field on the intersubband
transitions [9], i.e., quantum confined Stark effect (QCSE).

The purpose of this paper is to describe the QCSE in p-type Be δ-doped GaAs quantum wells
(QWs). The calculations are conducted by using the empirical tight binding (TB) method. Similar
TB calculations have been already performed to treat electric field effects on the electronic and
optical properties of various nanostructured materials [10–12]. To the best of our knowledge, there
are no TB calculations of the Stark effect in Be δ-doped GaAs systems. The Stark effect in these
systems have been studied mainly in the effective mass approximation [1–4, 6, 7].

2. MODEL AND METHOD

Numerical calculations of hole energy states and their spatial distributions are presented. We
consider Be δ-doped GaAs QW with two-dimensional impurity concentration p2D from 2× 1012 to
10 × 1012 cm−2 with a step of 1 × 1012 cm−2 and from 10 × 1012 to 90 × 1012 cm−2 with a step of
10× 1012 cm−2. The width of the inhomogeneous Be δ-doped finite region (the genuine V-shaped
δ-doped QW) is 250 monolayers (MLs) and it is matched with two semi-infinite homogeneous
GaAs barriers. We use the sp3s∗ spin dependent semi-empirical TB model and the surface Green
function matching method [13]. The calculations are performed at the center of the 2D Brillouin
zone for the GaAs [001] growth direction. The δ-potential is treated as an external potential in the
Thomas-Fermi approximation [5, 8]. The external constant electric field F is applied to the QW in
the growth direction. We add the effect of F as a second external potential to all diagonal elements
of the Hamiltonian matrix in each atomic layer n [11, 12]. The external potential is zero outside
the QW. The TB parameters determined in [14] are used. The calculations are made in the low
temperature limit. The electric field value has been varied from 0 kV/cm to −25 kV/cm with a
1 kV/cm step. The zero value of the energy is at the top of the bulk GaAs valence band.

3. RESULTS AND DISCUSSION

We present here only the results for the negative electric fields. Such electric field direction moves
up the right side of the δ-doped GaAs QW edge. Fig. 1 represents the effective confining Be δ-
potential profile of the QW for acceptor concentration p2D = 5×1012 cm−2 and for different applied
electric fields. The δ-potential is deeper for larger acceptor concentrations.

At a given F value, which depends on p2D a secondary QW appears on the right side of the
δ-doped QW. That value of F depends on p2D as follows: p2D = 2, F = −1; p2D = 20, F = −2;
p2D = 50, F = −6; p2D = 90, F = −17. With increasing F the δ-doped QW becomes narrower
and shallower, while the secondary QW gets wider and deeper. As a result the bound states
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spatial distributions increasingly penetrate in the secondary well. After a given F value the system
represents an asymmetric double QW with corresponding bound states. In this paper we consider
only the hole energies which are not influenced by the presence of this secondary QW.

Figure 2 shows the energies of the heavy hole ground (hh0) and first excited (hh1) states and
of the light hole ground state (lh0) calculated for four different two-dimensional Be concentrations
p2D(20, 40, 70 and 90) versus the electric field intensity. Here and further the impurity concentration
p2D is given in units 1012 cm−2. The electric field effects on the hole energy levels are similar for
all impurity concentrations. With increasing F the hole energies increase. These dependencies are
almost linear, but their slopes are different. The changes in the hole energies with F are more
pronounced for the ground states hh0 and lh0 (a, b), than for the next heavy hole level hh1 (c).

 

        

 

 

 

 

 

 

 

 

 

 

 

 

 

-150 -100 -50 0 50 100 150

0

50

100

150

200

F = -25

F = 0

Be, p
2D

=5.10
12

cm
-2
,

F=0,-5,-10,-15,-20,-25 kV/cm

E
n

e
rg

y
 [

m
e

V
]

Layer Index [MLs]

 

Figure 1: The effective Be δ-potential profile for
p2D = 5.1012 cm−2 at zero electric field (dot line)
and under the applied electric fields F = −5, −10,
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(full curves).
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Figure 2: The dependence of the hole energy levels
Ehh0 (a), Elh0 (b) and Ehh1 (c) on the applied elec-
tric field intensity as a function of the acceptor con-
centration p2D, for a p-type Be δ-doped GaAs QW.
The acceptor concentrations in units 1012 cm−2 are
p2D = 20 (rectangles), p2D = 40 (circles), p2D = 70
(open triangles), p2D = 90 (full triangles).

Figure 3 shows the probability density spatial distributions of some hole states at given values
of the acceptor concentration p2D and of the applied electric field F , as indicated on the figure. At
zero field all spatial distributions are symmetrically situated around the center of the QW. With
increasing F the states get slightly displaced from the center to the right. The influence of F
on spatial distributions is more pronounced for smaller acceptor concentrations. For example the
displacement of the lh0 distribution is well seen for p2D < 10 but it is less pronounced for larger
p2D (compare Fig. 3(a) and (c)). At p2D > 40 even high F values do not result in substantial
displacement of the hh0, lh0 and hh1 distributions. (see Fig. 3(b) and (c)).

Figure 4(a), (b) and (c) displays the electric field dependence of the intersubband transitions
energies Ehh0–Elh0 and Ehh0–Ehh1, repectively for three different acceptor concentrations: p2D = 10,
p2D = 20 and p2D = 90. Two interesting features are observed. First, with increasing p2D the (hh0–
lh0) transition energy increases. Second, the transition energies do not depend on the applied F .
The dependence shows some fluctuations but they are not greater than 1 meV and can be due to
calculation errors.

Comparing the present study with our previously obtained results for rectangular and graded-
gap QWs [11, 12], we can say that the most important points are the following ones: (1) the hole
energies depend on the Be concentration and the applied electric field; (2) the transition energies
between hole states depend on the Be concentration, however they show practically zero Stark
shift; (3) The spatial overlap between the states is significant at low F and in general it is larger
compared to that in the rectangular and the graded-gap QWs from [11, 12].
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the hole states hh0 (solid lines) and lh0 and hh1 (dot
lines) as a function of the acceptor concentration p2D
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-4 -3 -2 -1
16

18

-5 -4 -3 -2 -1

30

31

48

52
-25 -20 -15 -10 -5

90

160

p
2D

 =10

p
2D

 =20

 E
 [

m
e
V

]

 p
2D

 =90

Figure 4: The dependence of the transition en-
ergy ∆E in meV between the hole states hh0–
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plied electric field F as a function of p2D (in units
1012 cm−2) for the QW under study. (a) p2D = 10,
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4. CONCLUSIONS

The first TB calculation of the QCSE in Be δ-doped GaAs QWs is presented. We have studied
in details the Stark shifts of the hole states and their spatial distributions, the subband spectra
and intersubband transitions of holes. The results give insight into the physics of the δ-doping
QWs with different impurity densities subjected to an electric field with different magnitudes.
Such investigations are very promising in looking for δ-doped structures for potential applications
in devices based on the hole intersubband and intrasubband transitions e.g., photodetectors and
optical modulators. The results demonstrate that the TB method can be used to investigate
the Stark effect in a double asymmetric QW system, which is interesting for coherent intraband
radiation applications.
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Abstract— We present the electronic structure of finite p-type delta-doped superlattices in
GaAs. We use the first neighbors sp3s∗ tight-binding approximation including spin for the
miniband structure analysis. The calculation is based on analytical expression for the Hartree
potential of the inhomogeneous part, previously obtained within the Thomas-Fermi (TF) ap-
proximation. This potential is considered as an external potential in the computations, so, it is
added to the diagonal terms of the tight-binding Hamiltonian. We give a detail description of the
delta-doped superlattices, this is, we study the miniband formation as a function of the impurity
density (n2D) and the superlattice period (d), obtaining the regions of superlattice, multiple well
and isolate well behavior. We also compare our results with the theoretical and experimental
data available, obtaining a reasonable agreement.

1. INTRODUCTION

The delta-doped semiconductor superlattices are important structures for the optoelectronic devices
due to their particular properties — high carrier density and miniband formation — that can be
exploited in devices based on parallel or vertical transport [1]. Besides, these structures are ideal
systems to test the resolution of image techniques [2], to study self-compensation [3] and intermixing
effects [4], as well as to analyse the disorder effects [5].

In particular, p-type delta-doped superlattices have been studied both experimentally and theo-
retically by several authors [6–14]. Carbon delta-doped superlattices in GaAs have been successfully
grown by chemical beam epitaxy with Carbon tetrabromide (CBr4) as doping source [6, 7]. The
Carbon shows a great electrical activation (3.5 × 1013 cm−2) and very narrow doping profiles (5
Å) mainly due to its high solubility and low diffusivity. Spatially indirect transitions have been
reported for the first time in Zn delta-doped GaAs layers by optical spectroscopy [8]. It is ob-
served that the transitions depend strongly on the temperature and excitation density. In GaN and
AlGaN epilayers an enhancement of the p-type lateral and vertical conductivities is observed [9]. A
good material quality is achieved by employing Mg delta-doping [9]. The systems of [8, 9] are not
properly superlattices, however they are very promising systems for lateral and vertical transport
devices due to the absence of extra barriers as in the case of heterostructures. There are some
theoretical reports in p-type superlattices in GaAs and Si [10–14]. The methodology relies on the
k ·p multiband effective mass equation from four, six and eight bands. Detail information about the
potential profile, hole subband levels, Fermi level position and luminescence signatures for overall
system parameters is given. However, it is important to mention that particularly in GaAs there
are not reports dealing with a detail analysis of the miniband-formation evolution [10–12]. So, the
aim of the present work is to fill this gap and to show that the tight-binding methodology together
to the Thomas-Fermi approximation are an alternative methodology to study inhomogeneous semi-
conductors systems.

In the present paper we analyse the miniband structure formation of p-type delta-doped GaAs
superlattices within the nearest neighbors sp3s∗ tight-binding model including spin. The confin-
ing potential induced by the ionized impurities and the electronic charge is obtained analytically
through the Thomas-Fermi approximation. This potential is considered as an external perturbation
in the tight-binding methodology and it is added to the diagonal terms of the tight-binding Hamil-
tonian. A detail information of the miniband structure formation as a function of the impurity
density, the interwell distance and the number of periods is given, as well as, a comparison with
the available theoretical and experimental data is discussed.

2. MATHEMATICAL METHOD

The scheme of calculation starts by modelling the valence band profile, within the local density
Thomas-Fermi approximation. The outcome of this approach is an analytical expression for the
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one-dimensional potential energy function describing the band bending in a single delta-doped
quantum well (SDDQW) [15],

V ∗
H(z) =

α2

(α |z|+ z0)
4 (1)

where α and z0 are constants that comes in terms of the effective masses, dielectric constant and the
impurity density [15]. The corresponding expression for V ∗

H(z) in superlattices (SL’s) is constructed
with a suitable combination of the potential functions of multiple delta-wells and is incorporated
to the diagonal terms of the tight-binding Hamiltonian [16],

TBii(n) = TBii(0) + V ∗
H(n) (2)

where the potential V ∗
H(n) is the potential V ∗

H(z) written in discrete coordinates, in which n numbers
the atomic layers.

3. RESULTS AND DISCUSSION

The tight-binding calculations are performed in the nearest neighbors spin-dependent sp3s∗ basis
at the center of the two-dimensional Brillouin zone for the (001) direction of the delta-doped
GaAs. The size of the inhomogeneous doped region (the width of the SL) changes with the
interwell distance and the number of periods. The finite inhomogeneous slab is matched with
two homogeneous semi-infinite GaAs barriers within the frame work of the surface Green function
matching method [17–20]. The Green function of the inhomogeneous part is obtained through
an algorithm previously presented and applied to this kind of systems [20], meanwhile the Green
functions of the barrier are calculated within the usual transfer matrix approach [21, 22].

The tight-binding parameters are taken from [16]. These parameters give good band structure
values at Γ point for zero temperature taking into account the spin as well as the commonly accepted
effective mass values m∗

e = 0.068m0, m∗
hh = 0.62m0 and m∗

lh = 0.081m0 according to the formulas
of Boykin et al. [23]. The values of the diagonal tight-binding parameters and the parameters Vxx,
Vss are the same as in the work of Priester et al. [24].

The following values of the system parameters were used in the calculations: m∗
hh = 0.62m0,

m∗
lh = 0.081m0, εr = 12.5, and the impurity density ranging from 1× 1012 cm−2 to 10× 1012 cm−2.

In Figure 1 we present the miniband-formation evolution, as the number of periods grows as
well as the well width increases, through the energy density of states. We have considered delta
wells with (a) five, (b) ten and (c) fifteen periods, respectively. We include in each case a single
delta-doped well (SDD), delta wells of width 40ML’s and 80ML’s that correspond to the black, red
and blue lines. The impurity density is p2D = 3 × 1012 cm−2 in all cases. As we can see from the
reference system (SDD) there are two hole subband levels at 16 meV and 9meV that correspond
to heavy and light holes. The splitting of these levels is evident in the multiple delta wells, red
and blue lines, becoming larger for delta wells with period width of 40ML’s. Heavy holes show a
miniband of 1 meV for delta wells with period width of 40ML’s, whilst a clearly degenerate heavy
hole subband is presented for delta wells with period width of 80 ML’s. The light holes present a
wider miniband than the heavy holes, but the density of states curves are very different.
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Figure 1: Density of states of delta-doped wells with (a) five, (b) ten and (c) fifteen periods, respectively. The
impurity density is 3×1012 cm−2 in all cases. The black, red and blue lines correspond to single delta-doped
well (SDD), SL with delta wells of width 40ML’s and 80 ML’s, respectively.
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In Figure 2, we present the miniband-formation evolution as a function of the impurity density.
We have considered three cases (a) 2, (b) 5 and (c) 8 in units of 1012 cm−2. We include the reference
system (SDD) and delta wells of period width of 40 ML’s, black and red lines, respectively. The
number of periods is ten. If we increase the impurity density, the potential depth increases and the
overlap between the hole levels of the different delta wells is much more weaker. As a consequence,
the minibands are narrower until become completely degenerate, as we can see for both heavy and
light holes in Figure 2.
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Figure 2: Density of states of delta-doped wells for impurity densities of (a) 2, (b) 5 and (c) 8 in units of
1012 cm−2. The number of periods is the same (ten) in all cases. The black and red lines correspond to
single delta-doped well (SDD) and SL where the delta wells are of width 40 ML’s respectively.

Photoluminescence spectroscopy studies on AlxGa1−xAs/(Be−doped)GaAs/AlxGa1−xAs quan-
tum wells with an intended doping density of 8× 1012 cm−2 show the existence of two peaks that
could be assigned to radiative transitions of heavy and light holes with electrons in extended
states [25]. So, taking the difference between these peaks we can calculate a subband separation of
36meV. To compare with the experimental data we have taken a period width of 200ML’s, which
ensure isolated delta wells, finding a subband separation of 24meV in relatively good agreement
with the experimental value.

Luminescence measurements have been performed in single Be delta-doped layers in GaAs [26].
The recombination involving different subbands permits the study of the subband structure of the
quasi-two-dimensional hole gas. In particular, for an acceptor concentration of 8× 1012 cm−2 the
subband spacing between heavy and light holes is 19 meV. Taking a large period (200 ML’s) to
ensure isolated delta wells we obtain for the same transition a value of 15meV.

4. CONCLUSION

In summary, we analysed the miniband structure formation of p-type delta-doped GaAs superlat-
tices within the nearest neighbors sp3s∗ tight-binding model including spin. We used the Thomas-
Fermi approximation to obtain an analytical expression for the SL confining potential. We find that
the doping concentration and the period width act as useful tuning parameters for the miniband
position, the miniband energy-width and the number of minibands. We show that the tight-binding
model combined with the Thomas-Fermi approximation seems to be an efficient tool in the studies
of electronic properties in inhomogeneous semiconductor structures, such as delta-doped superlat-
tices.
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of disorder on the vertical transport in wide barrier superlattices,” Phys. Rev. B, Vol. 65, No. 3,
035328, 2002.

6. Davidson, B. R., L. Hart, R. C. Newman, T. B. Joyce, and T. J. Bullough, “Characterization
of carbon delta-doping GaAs superlattices grown by chemical beam epitaxy using CBr4,” J.
Cryst. Growth, Vol. 164, Nos. 1–4, 383–388, 1996.

7. Joyce, T. B., T. J. Bullough, T. Farrell, B. R. Davidson, D. E. Sykes, and A. Chew, “Carbon
delta doping in chemical beam epitaxy using CBr4,” J. Cryst. Growth, Vols. 175–176, No. 1,
377–382, 1997.

8. Zhao, Q. X., M. Willander, P. O. Holtz, W. Lu, H. F. Dou, S. C. Shen, G. Li, and C. Jagadish,
“Radiative recombination in p-type δ-doped layers in GaAs,” Phys. Rev. B, Vol. 60, No. 4,
R2193–R2196, 1999.

9. Nakarmi, M. L., K. H. Kim, J. Li, J. Y. Lin, and H. X. Jiang, “Enhanced p-type conduction
in GaN and AlGaN by Mg-delta-doping,” Appl. Phys. Lett., Vol. 82, No. 18, 3041–3043, 2003.

10. Reboredo, F. A. and C. R. Proetto, “Two-dimensional hole gas in acceptor δ-doped GaAs,”
Phys. Rev. B, Vol. 47, No. 8, 4655–4661, 1999.

11. Sipahi, G. M., R. Enderlein, L. M. R. Scolfaro, and J. R. Leite, “Band structure of holes in
p-type δ-doping quantum wells and superlattices,” Phys. Rev. B, Vol. 53, No. 15, 9930–9942,
1996.

12. Sipahi, G. M., R. Enderlein, L. M. R. Scolfaro, J. R. Leite, E. C. F. da Silva, and A. Levine,
“Theory of luminescence spectra from δ-doping structures: Application to GaAs,” Phys. Rev.
B, Vol. 57, No. 15, 9168–9178, 1998.

13. Rosa, A. L., L. M. R. Scolfaro, R. Enderlein, G. M. Sipahi, and J. R. Leite, “p-type δ-doping
quantum wells and superlattices in Si: Self-consistent hole potentials and band structures,”
Phys. Rev. B, Vol. 58, No. 23, 15675–15687, 1998.

14. Rosa, A. L., L. M. R. Scolfaro, J. R. Leite, and G. M. Sipahi, “Rigorous hole band structure
calculations of p-type δ-doping superlattices in silicon,” Superlattices Microstruct., Vol. 25,
Nos. 1–2, 67–71, 1999.

15. Gaggero-Sager, L. M., “Exchange energy of a hole gas and the Thomas-Fermi-Dirac Approxi-
mation in p-type δ-doped quantum wells in Si and GaAs,” Phys. Stat. Sol. (B), Vol. 231, No. 1,
243–255, 2002.

16. Vlaev, S. J. and L. M. Gaggero-Sager, “Thomas-Fermi approximation in a tight-binding cal-
culation of δ-doped quantum wells in GaAs,” Phys. Rev. B, Vol. 58, No. 3, 1142–1145, 1998.
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Abstract— Multiple delta-doped quantum wells of n-type (Si doped GaAs) and p-type (Be
doped GaAs) are studied theoretically looking for quasi-bound electron and hole states. The
existence of these states and their strong energy and spatial localizations are demonstrated. The
line-width and the mean life time are calculated. The FWHM is less than 10−11 eV (10−9 eV) and
the corresponding mean life time is greater than 10−5 s (10−7 s) for n- (p-) type wells respectively.
A strong spatial localization is observed in both cases.

1. INTRODUCTION

The development of the time-resolved spectroscopy permits the detection of the quasi-bound elec-
tronic states in different semiconductor heterostructures [1]. The application of the optical transi-
tions involving quasi-bound states in many semiconductor devices has increased recently [2]. Mean
life times of the order of pico-seconds or more are sufficiently large for the design of opto-electronic
devices where the quasi-bound states play an important role [3]. There are a lot of theoretical and
experimental studies about the above barrier resonances and quasi-bound states in superlattices
and multiple quantum wells [4]. There are few investigations of the quasi-bound states in single and
isolated multiple quantum wells [5]. The delta-doped quantum wells possess confining potentials
of a special type. The discrete part of the energy spectrum of these wells is widely studied [6] and
numerous applications in modern semiconductor devices as delta-FET, ALD-FET, etc. are real-
ized [7]. There are very few studies of the continuous part of the electronic spectrum in delta-doped
wells [8]. The aim of this work is to demonstrate the promising characteristics of the delta-doped
quantum wells to confine quasi-bound states in the conduction and valence band. These states
have large mean life times and strong spatial localizations suitable for device applications.

2. MATHEMATICAL METHOD

Isolated multiple delta-doped quantum wells of n-type (GaAs doped with Si) and p-type (GaAs
doped with Be) are considered for the usual impurity concentrations ranging the interval between
1 × 1012 cm−2 and 1013 cm−2. The line-width of the quasi-bound states (FWHM) and the corre-
sponding mean life time (t) are calculated following the methodology and the numerical scheme
published recently [5]. The quantum-mechanical treatment is conducted within the framework of
the Surface Green Function Matching method (SGFM) in the context of the discrete semi-empirical
tight-binding model working in sp3s∗ spin dependent basis [9].

3. RESULTS AND DISCUSSION

3.1. Multiple Delta-doped Quantum Wells of n-type

In the Table 1 the main results for the n-type wells are presented. The number of the quasi-bound
electron states and the quantum-mechanical description of the first state (energy, FWHM and
mean life time) are given in dependence on the impurity concentration and the barrier height (well
depth). The zero of the energy scale is fixed at the bottom of the GaAs conduction band and
the energy interval under consideration reaches to 1 eV above the band edge. The number of the
quasi-bound states increases from 7 to 21 when the concentration varies from n2D = 1× 1012 cm−2

to n2D = 1013 cm−2 as consequence of the well depth increase (from 50 meV to 316 meV). When the
impurity concentration increases the quasi-bound states move closer to the band edge and move
away from the well bottom. The energy changes from 566meV to 340 meV. This behavior is similar
to that of the bound states [10]. A strong energy localization can be observed for all concentrations
(the FWHM does not exceed 10−11 eV). The mean life times take values greater than 10−5 s. The
quantum-mechanical characteristics of all quasi-bound states obey similar dependence.
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Table 1: GaAs Si-doped quantum well. The number of quasi-bound (QB) states, the barrier height (BH),
the energy, the full width at half maximum and the mean life time of the first quasi-bound state for different
impurity concentrations are given. The zero of the energy is fixed at the bottom of the GaAs conduction band.
We have look for the quasi-bound states (QB) in the energy interval [0.,1.] eV. The values in parentheses are
measured with respect to the bottom of the quantum well.

n 2D 1 2 3 4 5 6 7 8 9 10

No.QBS 7 10 12 15 17 18 19 20 21 21

BH

meV

50 87 121 152 182 210 238 264 290 316

E (QB 1)

meV

566

(616)

535

(622)

507

(628)

480

(632)

455

(637)

431

(641)

408

(646)

385

(649)

362

(652)

340

(656)

F W HM

eV

10
−11

10
−11

10
−11

10
−11

10
−11

10
−11

10
−11

10
−11

10
−11

10
−11

t, s 10
−5

10
−5

10
−5

10
−5

10
−5

10
−5

10
−5

10
−5

10
−5

10
−5≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥

≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤

Table 2: GaAs Be-doped delta quantum well. The number of quasi-bound (QB) states, the barrier height
(BH), the energy, the full width at half maximum and the mean life time of the first quasi-bound state
for different impurity concentrations are given. The zero of the energy is fixed at the top of the GaAs
valence band. We have look for the quasi-bound states (QB) in the energy interval [0.,-1.] eV. The values in
parentheses are measured with respect to the bottom of the quantum well.

p2D 1 2 3 4 5 6 7 8 9 10

No.QB S 1 1 1 1 1 1 1 1 1 1

BH

meV
13 23 31 40 47 55 62 69 76 82

E (QB1)

me V

− 359

(372)

− 357

(380)

− 355

(386)

− 353

(393)

− 351

(398)

− 350

(405)

− 348

(410)

− 346

(415)

− 345

(421)

− 343

(425)

F W HM

eV
10

−9
10

−9
10

−9
10

−9
10

−9
10

−9
10

−9
10

−9
10

−9
10

−9

t, s 10
−7

10
−7

10
−7

10
−7

10
−7

10
−7

10
−7

10
−7

10
−7

10
−7≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥

≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤

3.2. Multiple Delta-doped Quantum Wells of p-type
The results of the p-type wells are listed in the Table 2 for the same impurity concentrations as in
the n-type case. The zero of the energy scale is fixed now at the top of the GaAs valence band.
The barrier height increases from 13 meV (p2D = 1 × 1012 cm−2) to 82 meV (p2D = 1013 cm−2).
Only one quasi-bound hole state was found for each concentration in the energy interval of 1 eV
above the top of the GaAs valence band. The energy of this state approaches the band edge
and goes away from the well bottom when the doping concentration increases. The energy values
are −359 meV and −340meV for the lowest and highest concentration respectively. The FWHM
parameter maintains no greater than 10−9 eV and the mean life time is higher than 10−7 s.

3.3. Comparison between the Multiple Delta-doped Wells of n- and p-type
In energy intervals of the same magnitude (1 eV) above the band edges the n-type wells confine 21
quasi-bound states and the p-type wells confine only 1 state. There are two reasons to explain this
difference in the capacity to create quasi-bound states. The first reason is that the n-type well is
deeper for all concentrations, see Tables 1 and 2. The second one consists in the lower bulk density
of states of the valence band comparing with the bulk density of states of the conduction band
in the corresponding energy intervals. The electron quasi-bound states are much more localized
energetically than the hole states. The FWHM takes values of 10−11 eV and 10−9 eV respectively
for n- and p-type delta well. As a consequence the mean life time is larger in the n-type wells
(10−5 s) than in the p-type wells (10−7 s).

In general, a strong energy localization implies strong spatial localization too. In the Fig. 1 the
spectral strengths of the first quasi-bound states for electrons and holes are shown for an impurity
concentration of 1013 cm−2. The electron quasi-bound state is much stronger localized spatially
than the hole state. The spectral strengths in the wells differ about 5 times and the oscillations
outside the wells approximately 20 times.
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Figure 1: Spectral strengths of the first quasi-bound states for electrons and holes for an impurity concen-
tration of 1013 cm−2.

The quasi-bound states are well separated (see the Tables) which is an important advantage of
the delta-doped wells comparing with the rectangular quantum wells [5].

4. CONCLUSION

The isolated multiple delta-doped quantum wells confine strongly quasi-bound electron and hole
states having good energy separation. The mean life times and the spatial localizations of these
states permit their experimental detection. Some device applications are quite possible.
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Abstract— In the few recent years some authors have claimed the relationship or similarities
between the DNA sequences and the man-made quasiregular heterostructures. In order to clarify
this connection we have calculated the electromagnetic modes in heterostructures mimicking DNA
sequences. Our results indicate that, at least in the analyzed DNA sequences, no similarities can
be sustained as the dimension of the spectrum is equal to one. However, some peculiarities of
the box-counting curves indicate that the research must continue in this direction.

1. INTRODUCTION

In the few recent years some authors have claimed the relationship or similarities between the DNA
sequences and the man-made quasiregular heterostructures [1, 2]. This connection is in a certain
sense not trivial because the latter have intriguing properties. One of them is the fractal dimension
of the spectrum of the elementary excitations propagating along the structure. Meanwhile, no
similar property has been so far reported in DNA sequences.

The fractal dimensions of the spectra has been analyzed in several quasiregular heterostruc-
tures orderings. As a few examples, the following can be mentioned: Fibonacci, Thue-Morse,
Rudin-Shapiro, etc. [3–5]. For some of them, mathematicians have proved useful theorems (see, for
example, [6, 7]), but, for the time being, these exact results are limited to the so-called elementary
single excitations; i.e., excitations whose master equation is isomorphic with the onedimensional
Schrödinger equation. Among these isomorphic excitations one finds transversal horizontal elastic
modes, transversal horizontal optical modes, electromagnetic TE and TM modes, etc. However,
numerical experiments in non-isomorphic excitations reveal that the key point of the fractal char-
acter of the spectra would be the geometric ordering, and not necessarily the complexity of the
master equation [3].

This status quo has led us to perform the numerical experiment described below in which certain
arbitrarily chosen DNA sequence has been mimed by a heterostructure with a few thousands of
dielectric active layers disposed in the same ordering of the DNA nucleotide base pairs. The
spectrum of excitations in a class of problem isomorphic with the 1D Schrödinger equation -the
propagation of TE light modes- has been obtained and its dimensions D(q) calculated.

In Section 2 the calculation of the spectrum is outlined. Section 3 is devoted to describe in
general terms the calculation of the dimension D(q). In Section 4 we present the main results.
Finally some conclusions are formulated.

2. TRANSFER MATRIX APPROACH TO THE CALCULATION OF THE SPECTRUM
OF MULTILAYER STRUCTURES

We are dealing with a scalar field Ψ(z) governed by a second order differential equation isomorphic
with 1D Schrödinger equation. z is the cartesian coordinate along the structure. When we consider
the 3D character of the problem a (x, y) free field Ψ(x, y, z) = Ψ(z) exp[i(kxx + kyy)] appears,
but at the present approach this is irrelevant.

In order to describe these modes we introduce a transfer matrix (TM) as the matrix transferring
the values of the field and its derivative from one point to another, i.e.,

(
Ψ(z)
Ψ′(z)

)
= M(z, z0) ·

(
Ψ(z0)
Ψ′(z0)

)
. (1)

In [8, 9] many properties can be found on this TM, some other similar magnitudes, and the
related Green Function. In particular the secular problem for obtaining the spectrum can be easily
written. We address the reader to the cited reference [8, 9] for details.
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3. FRACTAL DIMENSION D

Strange sets appear in many domains of mathematics and physics and in order to characterize them
different concepts and procedures have been introduced and studied. We have calculated the so
called fractal dimension D(q). Let {Ei}, with i = 1, 2, . . . , NE be the set of points on the real
axis representing the eigenvalues. Consider the interval — or set of intervals — occupied by the
spectrum, define elementary intervals — 1D boxes — of size ε and cover the entire interval — or
set of intervals — with N(ε) boxes of size ε. Let q be a continuous parameter ranging from −∞
to +∞ and pj the fraction of points in box j. The generalised information of order q is defined as
(see the book by Rasband [10])

I(ε, q) =
1

1− q
log

N(ε)∑

j=1

pq
j , (2)

and from this the generalised box-counting dimension

D(q) = − lim
ε→0

I(ε, q)
log[ε]

. (3)

Some properties of this definition and practical aspects of the evaluation and interpretation of
D(q) can be found in Refs. [4, 5, 10, 11].

4. RESULTS

The particular system to which we are applying this mathematical formalism is a dielectric het-
erostructure made of a porous silicon host material with refractive index n0 in which dielectric
delta-like layers of the same material are inserted following the ordering of the DNA sequence.
That is, four other different refractive indices participate, belonging to the constituent elements.
The structure is designed in such a way that we can attach to each of these elements a block of
the n0 material having the delta layer inserted (this one having an index given by n = nl, where
l labels the nucleotide bases A, T, G, C). Then, those elements are arranged according to the
chosen sequence. The result is then seen as a non-regular one-dimensional array of dielectric delta
layers [12, 13].

The sequence of the layers in the structure follows the ordering of a DNA fraction of the human
hemoglobine gen [14]. Then, we have calculated the spectrum of a 2100 layers with zero field at
the ends. A set of more than 16,000 eigenvalues have been collected. The input parameters such
as the values of the refractive indices (all compatible with different levels of porosity [13]), and
the distances between delta layers are displayed in Table 1. Two cases that differ in the layers’s
widths are considered. The indexes ` and r indicate that distances are between the delta layer
and the left and right edges of the corresponding block, respectively. The delta layers are not
block-centered, although they might be. This is not an aspect of crucial incidence. Furthermore,
we must emphasize that the particular values of the parameters entering the calculation does not
influence in principle a so qualitative character of the spectrum as its dimensionality.

Table 1: Refractive index n of the different delta peaks together with the block layer width for the four
different layers of the calculated structure. The host refractive index is n0 = 1.3.

refractive index distances (nm)

nA = 2.1
dA` = 145
dAr = 270

nT = 1.7
dT` = 120
dTr = 250

nG = 1.9
dG` = 130
dGr = 220

nC = 1.5
dC` = 100
dCr = 200
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The information I for different values of q parameter ranging from −5 to 40 has been plotted
against the log of the box size ε. The slope of the scaled part gives the value D(q) = 1 for all values
of q. However a two-slopes picture appears to be posible. Figures 1 and 2 demonstrate the kind of
situation we encounter.

Figure 1: Information vs the log of the box size for q = 0. As a guide of eyes the line with slope −1 is shown.

Figure 2: Information vs the log of the box size for q = 40. As a guide of eyes the line with slope −1 is
shown.

5. CONCLUSION

We have calculated the electromagnetic modes in an heterostructure mimicking DNA sequence
in human hemoglobine. Our results indicate that, at least in the analyzed DNA sequence, no
similarities can be sustained as the dimension of the spectrum is equal to one for all value of the
q parameter. However, some peculiarities of the box-counting curves indicate that the research
must continue in this direction. In particular, a two-slopes situation could be indicating that the
spectrum is more complicate than expected.
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Our results suggest that the comparison of DNA sequences with the so called Rudin-Shapiro
sequence [1] is unjustified, as the latter is known to have a fractal character of the elementary
excitations [4].
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Transmittance and Fractality in a Cantor-like Multibarrier System
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Abstract— The transmittance is studied for a Cantor-like multibarrier system. The calculation
are made in the framework of effective mass theory. Some typical values of effective masses and
potentials are used in order to have an experimental reference. The techniques of Transfer Matrix
are used to calculate the transmittance of the entire structure having some dozens of layers. The
results display a complex structure of peaks and valleys. The set of maxima is studied with the
tool of the q-dependent dimension D(q). The set of transmittance maxima exhibits a fractal
structure, or more exactly, a multifractal structure, i.e., a q-dependent dimension, characterized
as usually with limit one when q parameter tends to −∞ but with a limit between 0 and 1 when
tends to +∞. This numerical experiment demonstrate that spatially bounded potential may
exhibit spectrum with fractal character.

1. INTRODUCTION

The transmittance, energy levels and wave functions has been studied, among others, for periodic
rectangular barriers, superlattices, quasiregular heterostructures and other multilayer onedimen-
sional systems. Nevertheless it is interesting to study non-periodic potentials, such as selfsimilar
ones among others. In this case the term selfsimilar potential means that the height and/or the
separation between barriers is not constant but it is constructed following some replicative rule. In
our case we have chosen the Cantor’s set rule [1]. The motivation for studying this kind of potentials
comes out because it seems likely to find out that the transmittance reflects the selfsimilar property
of the potential through its fractal dimension. In the other hand Lavrinenko et al. [2, 3] studied the
propagation of classical waves of the optical Cantor filter. This system is not a self-similitar sistem,
because the refractive indices are not scaled. The authors observed that the optical spectra has
been shown spectral scalability. In the last few years, a lot of experimental works, concerning the
worth noting properties of porous silicon in chemical and biological sensing, have been reported [4].
Moretti et al. have compared the sensitivities of resonant optical biochemical sensor, based on both
periodic and aperiodic porous silicon structures, such as Bragg and the Thue-Morse multilayer.
They observed that the aperiodic multilayer is more sensitive than the periodic one. Then the task
of finding similar systems with bigger sensitivity is important for applications.

2. METHODOLOGY

Figure 1 shows the first three generations, each generation having 2n− 1 barriers. Each generation
has a main barrier with an energy height H0 and spatial width L0, for the second generation
the other two barriers that appear have an energy height H0/3 and spatial width L0/3 and they
are located in the middle third part where there is a zero potential. The third generation keeps
the barriers of the second generation and adds barriers of height H0/9 and width L0/9 and they
are located in the middle third part where there is a zero potential. With this algorithm one
can construct the following generations. The transmittance for the potentials described above is
computed, using the transfer matrix technique [5, 6] applied to the onedimensional Schrödinger
equation [7].

− ~2

2m

∂2

∂x2
Ψ(x, t) + V (x)Ψ(x, t) = i~

∂

∂t
Ψ(x, t) (1)

Using separation of variables reduces to the time-dependant Shrödinger equation,

− ~2

2m

d2

dx2
ψ(x) + V (x)ψ(x) = Eψ(x) (2)

Consider first a localized potential V , restricted to the interval (a, b); the general solution is

ψ(x) =





Aeikx + Be−ikx if x < a
ψab(x) if a < x < b
Ceikx + De−ikx if b < x

(3)
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Figure 1: Cantor-like potential. The main barrier has 3 times the energy of the other, and 3 times the length.
Panel a/b/c shows the first/second/third generation.

where k ≡
√

2mE/~. When the time factor is included, A exp(ikx) and C exp(ikx) represent waves
propagating to the right, while B exp(−ikx) and D exp(−ikx) represent waves propagating to the
left.

To complete the problem, one solves Eq. (2) for ψ(x) in (a, b). Then, invoking the appropiate
boundary conditions at a and b [typically, continuity of ψ(x) and its derivative], one obtains two
linear relations among the coefficients A, B, C and D. These can be solved for any two amplitudes
in terms of the other two, and the result can be expressed as a matrix equation. Usually one chooses
to write the outgoing amplitudes (B and C) in terms of the incoming amplitudes (A and D) using
the so-called “S matrix”. (

B
C

)
= S

(
A
D

)

We find it more convenient to express the amplitudes to the left of the barrier (A and B) in
terms of those to the right (C and D):

(
A
B

)
= M

(
C
D

)

This 2× 2 matrix

M =
(

M11 M12

M21 M22

)

is called the “transfer matrix”.
For this particular work, the energy of the main barrier H0 is taken as 750 meV and the segment

L0 is of length 500 Å.
Figure 2 shows the transmittance for the first three generations. The behavior of the trans-

mittance for high order generations, above the 6th one, remains approximately the same. This is
not surprising considering that the added barriers are of the order of H0/3n and L0/3n or smaller
and their contribution is negligible, even when there is 2n of these barriers. The transmittance, as
expected, exhibits a complex structure characterized by many maxima and minima in a relatively
small interval of energy. The maxima are related with the discretized spectrum of the set of wells
inside the structure. We have collected all these maxima and treated them as a set of points in
order to calculate its fractal dimensions D(q).

3. Q DEPENDENT DIMENSIONS

Following Rasband [8], Pérez-Álvarez [9–11] and coworkers, and the references they cite, we use the
so called q-dependent fractal dimensions in order to describe the strange character of the spectrum
as a set of points. The main point is to cover the set with a collection of boxes of size ε and to
study the Information magnitude

I(ε, q) =
1

1− q
log

N(ε)∑

j=1

pq
j , (4)
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Figure 2: Trasmittance for Cantor-like potential. Panel a/b/c shows the first/second/third generation.

and from this the generalised box-counting dimension

D(q) = − lim
ε→0

I(ε, q)
log [ε]

. (5)

In these formulas pj is the fraction of points in the j-th box. N(ε) is the number of boxes of
size ε.

In practice the limit in (5) is calculated as the slope of the so called scaled part of the curve
I(ε, q) vs log[ε]. The reader is addressed to references [10, 12] in order to face some practical aspects
and tricks on this matter.

(a) (b)

Figure 3: I(ε, q) vs log [ε] curves for q = 0 (left panel) and q = 40 (right panel). An straight line with slope
−1 is added as a guide for the eyes. It is clearly seen than dimension at q = 40 is less than unity.

Figure 3 depicts the I(ε, q) vs log [ε] curves for q = 0 and q = 40. The figures are restricted to
the scaled parts of these curves. The D(q) calculations take as input 725 eigenvalues obtained from
the 7th generation. The conclusion is obvious: the spectrum has D(0) ≈ 1 but a dimension clearly
less tan unity for q = 40, i.e., it has a distribution of fractal dimensions. The detailed analysis for
q ∈ (−∞,+∞) shows that D(q) goes continuously from 1 at −∞ to ≈ 0.6 at +∞, as it should be
because of very basic principles [12].

4. CONCLUSION

The numerical experiment we present in this paper demonstrate that the spectrum of elementary
excitations in spatially bounded potential can have a fractal character. It is not at all trivial.



998 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

Mathematicians have proved some theorems about the fractality of the spectrum of Schrödinger-
like hamiltonians in some quasiregular sequences [13, 14] but, as far as we know, there is no solid
result on potentials defined on bounded intervals. We hope our results open a new field of interest
for physicists and mathematicians.
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Abstract— The electrostatic potential associated to the interface oscillation modes in nitride-
based heterostructure is calculated with the use of a complete phenomenological electroelastic
continuum approach for the long wave optical oscillations, and the Surface Green Function Match-
ing technique. The crystalline symmetries of zincblende and -isotropically averaged- wurtzite are
both considered in the sets of input bulk frequencies and dielectric constants.

1. INTRODUCTION

The description of the long wavelength polar optical modes in nitride-based heterostructures with
wurtzite structure has been put forward since the mid nineties within a formalism that combines
the so-called dielectric continuum model (DCM) together with the Loudon’s uniaxial model [1].
Studies on the subject have continued until very recently [2–4]. In these works, different polar
optical phonon branches have been identified as interface modes, half-space modes, confined or
quasi-confined modes, and propagating modes. At the same time, the corresponding electron-
phonon interaction Hamiltonians were derived.

In a recent paper Mora-Ramos et al. [5] calculated the interface-polar-optical-phonon-limited
mobility for electrons in the conduction band of AlGaN/GaN single heterostructures using the
model and interaction Hamiltonian presented in [1]. The outcome of their calculation revealed
values for the room temperature mobility well below the most of the experimental reports in such
kind of systems. Since several different approaches for the calculation of single electron conduction
band states were tested, the problem seems to be related with the particular approach for the
optical phonon modes that arises from the uniaxial DCM.

The discussion about the suitability of the DCM for a complete phenomenological description of
the optical phonon in polar semiconducting heterostructures dates back to the early nineties [6, 7].
The limitation of the DCM for dealing with the mechanical boundary conditions was then high-
lighted, and a continuum phenomenological electroelastic model (CPELM) was proposed instead.
This model was later applied to the study of polar optical phonon modes in AlGaAs/GaAs single
heterostructures [8], in combination with the method of Surface Green Function Matching (SGFM).

2. SOME COMMENTS ON THE THEORY

We will use the CPELM-SGFM formalism in the present article. Due to its rather involved math-
ematical framework, the reader is referred to references [6–9] for details.

The CPELM deals exclusively with systems made of semiconductors with cubic crystalline sym-
metry. Nevertheless, we believe that some new information, regarding the interface phonon modes,
can be derived with its application to heterostructures of materials bearing hexagonal symmetry
such as the wurtzite nitrides. For this purpose, the procedure implies the isotropic averaging of
the main input parameters of the model. These are the bulk longitudinal and transversal phonon
frequencies at the Brillouin Zone center, and the dielectric constants. Besides, it is also needed to
average the values of the parameters βL, and βT . They are related to the phonon dispersion curves
in the bulk, which can be well approximated by ω2

L(q) = ω2
LO − β2

Lq2, and by ω2
T (q) = ω2

TO − β2
T q2,

for the longitudinal and transversal phonons respectively. Since the CPELM is a long wavelength
model, its application is usually restricted to a small region -of about 10%- of the Brillouin zone,
around the Γ point. This is precisely the region where the parabolic approximation of the dispersion
relation appropriately applies.

The work is restricted to deal with GaN-AlGaN structures. We are considering a system that
consists of two half-space layers. The one made of AlxGa1−xN is located at the z < 0 region,
while for z > 0 we have the GaN. For the case of zincblende materials we use the following input
parameters: ε∞(GaN) = 5.30, ε∞(AlN) = 4.46; ρ(GaN) = 6.10 g/cm3, ρ(AlN) = 3.29 g/cm3

ωLO(GaN) = 748 cm−1, ωLO(AlN) = 920 cm−1; ωTO(GaN) = 562 cm−1, ωTO(AlN) = 670 cm−1;
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β2
L(GaN) = 1.52 × 10−11, β2

L(AlN) = 1.44 × 10−11; β2
T (GaN) = 2.87 × 10−13, β2

T (AlN) = 5.89 ×
10−12. The corresponding expressions for the cubic alloy AlxGa1−xN are obtained by applying the
Vegard‘s law to each of them. That is, f(AlxGa1−x)N) = f(GaN) ∗ (1− x) + f(AlN) ∗ x.

In the case of the wurtzite nitrides, we have: ε∞(GaN) = 5.29, ε∞(AlN) = 4.68; ρ(GaN) =
6.15 g/cm3, ρ(AlN) = 3.23 g/cm3, with their corresponding Vegard‘s laws. On the other hand,
the parabolic dispersion amplitudes are: β2

zL(GaN) = 2.78 × 10−12, β2
zL(AlN) = 2.47 × 10−11;

β2
⊥L(GaN) = 7.60 × 10−12, β2

⊥L(AlN) = 2.28 × 10−11; β2
zT (GaN) = −2.53 × 10−12, β2

zT (AlN) =
7.34× 10−12; β2

⊥T (GaN) = −1.21× 10−12, β2
⊥T (AlN) = 2.69× 10−12; Vegard‘s law is also applied

to these quantities, in order to deal with their values for the alloy.
The indexes “z” and “⊥” label the A1 and E1 infrared-active polar optical mode of the wurzite

structure, respectively. The dependencies of the frequencies of these optical modes upon the alu-
minum molar fraction have been studied in greater detail. The longitudinal modes have a one-
mode character. The corresponding frequencies are: ωzL = 734 + 153x + 75x(1− x) cm−1, ω⊥L =
7442 + 170x + 65x(1 − x) cm−1. The transversal modes have two-mode character, GaN-like and
AlN-like, with frequencies given by: ωz(GaN) = 532+65x−2x(1−x) cm−1, ωz(AlN) = 551+55x;
ω⊥(GaN) = 557 + 53x cm−1, ω⊥(AlN) = 617 + 47x cm−1. All these data have been collected from
different works (see references [10–16]). To grant the application of the CPELM to the wurtzite
heterostructures, the “z” and “⊥” values are isotropically averaged.
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Figure 1: LDOS in a zincblende Al0.22Ga0.78N/GaN SHS for phonon wavevector κ = 8 × 104 cm−1 SHS
(left), and for a zincblende Al0.33Ga0.67N/GaN SHS for wavevector κ = 6× 105 cm−1 SHS (right).
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Figure 2: LDOS in a wurtzite Al0.22Ga0.78N/GaN SHS for phonon wavevector κ = 2× 105 cm−1 SHS (left),
and for a wurtzite Al0.40Ga0.60N/GaN SHS for wavevector κ = 4× 104 cm−1 SHS (right).

3. RESULTS AND CONCLUSIONS

Figures 1 and 2 show the local density of states (LDOS) for SHS with cubic and hexagonal symmetry,
respectively. The peaks correspond to the value of the interface polar optical phonon oscillations.
The set of LDOS peaks for different values of the phonon wavevector κ generates the dispersion
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relation of the interface mode. These dispersion relations for nitride SHS are shown in figure 3 for
some values of the Al molar fraction x.
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Figure 3: Dispersion relations for the interface polar optical oscillation mode in zincblende AlxGa1−xN/GaN
SHS (left), and wurtzite AlxGa1−xN/GaN SHS (right).
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Figure 4: Electrostatic potential function corresponding to the GaN-like interface phonon mode in wurtzite
AlxGa1−xN/GaN SHS. In this case: x = 0.22, κ = 106 cm−1 (left figure), and x = 0.33, κ = 105 cm−1 (right
figure). Arbitrary units are used on both axes.
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(right figure). Arbitrary units are used on both axes.

Figures 4 and 5 present the electrostatic potential corresponding to the GaN-like interface mode
in wurtzite and zincblende AlxGa1−xN/GaN SHS respectively. The values of the phonon wavevector
in each case have been chosen just for illustration. A slight oscillatory behavior is observed on the



1002 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

AlGaN side of the SHS. In fact, the amplitude of the small oscillations of φ in that region depends
on the magnitude of the phonon wavevector. It is more apparent for higher values of κ. To explain
this, one should remember that we are studying the GaN-like modes only. For these modes it fulfills
that ω(κ) < ωLO in the region z < 0.

The decaying behavior of ϕ is readily noticed. It is, in fact, very stepped. Consequently, the
width of the region of penetration is extremely narrow. This suggests that the actual contribution
of this mode to the electron-phonon matrix elements might be significantly low. Work on this
subject is in progress.
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Abstract— The electronic structure of finite parabolic GaAs/AlxGa1−xAs superlattices is
studied. A detailed analysis of the miniband formation is given and the importance of all sys-
tem parameters is discussed. The dependence of the equidistant miniband separation on the
superlattice size is revealed. A comparison with different theoretical methods and experimental
data is presented. The calculations are conducted in the framework of the semi-empirical sp3s∗
tight-binding model including spin applying the Green function formalism and the Surface Green
Function Matching Method (SGFM) method.

1. INTRODUCTION

The fast advancement in epitaxial growth techniques has permitted the construction of semicon-
ductor layer systems with arbitrary potential profiles. In particular, the parabolic quantum well
(PQW) [1], aside to the square one, is one of the most studied systems both from fundamental and
technological points of view [2–7]. This is, partially, because its unique properties such as: equally
spaced electronic spectrum, radiative transitions at the same oscillator frequency, interaction with
light at the oscillator frequency irrespective of electron-electron interactions, i.e., independence on
the number of electrons in the well and on an electric field applied across the well, the so called
generalized Kohn theorem [8, 9].

Recently, PQW’s have been implemented to study non-linear optical properties [10, 11], the
quantum Hall effect [12, 13], charge and spin oscillations in 3D gases [14, 15], magnetic proper-
ties for the spin electronics [16, 17], and band gap discontinuities in materials with outstanding
characteristics [18, 19].

From the technological point of view, PQW’s and PQW superlattices (PQWSL’s) can be used
as polarization insensitive electroabsorbative modulators [6] and far-infrared resonant tunneling
devices [7]. Maranowski et al. [7] have demonstrated the radiative decay through multiple evenly
spaced energy levels in PQWSL’s as well as an efficient injection when a chirped superlattice acts
as an electron filter replacing the barrier.

Here, the miniband structure formation in GaAs/AlxGa1−xAs parabolic quantum well superlat-
tices within the spin-dependent sp3s∗ tight-binding semi-empirical model is considered. We study
the miniband formation for electrons and holes of finite superlattices as a function of the system
parameters, such as, the Al content, the well and barrier widths.

2. MODEL

The parabolic graded GaAs/AlxGa1−xAs superlattice is constructed as follows: a) a single parabolic
well with three fundamental regions: left and right AlxGa1−xAs barriers of width dL

B and dR
B, and

Al content xL and xR, respectively; GaAs/AlxGa1−xAs quantum well of width dW and Al content
varying parabolically from the left barrier (xL) to the center (x = 0), and from the center to the
right barrier (xR); b) the single parabolic well of point a) is taken as period of the superlattice, so,
the finite superlattice is obtained via N replicas of this period. In the present report the system is
symmetrical, so, the left and right barriers are identical xL = xR = xB. The next step is to embed
the superlattice between two AlxGa1−xAs homogeneous barriers.

The electronic structure calculations are performed within the lines of the spin-dependent sp3s∗
tight-binding model and the surface Green function matching method [21, 22]. The Green function
of the external barriers is calculated by means of the transfer matrix method in the usual way, and
the Green function of the superlattice region is computed through an algorithm already used to
study this kind of quantum structures [21–23].

All calculations are performed at the center of the two-dimensional Brillouin zone for the (001)
growth direction.
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Table 1: Conduction miniband-structure formation of ten period PQWSL’s for xB = 0.21. The barrier and
well widths are given in ML’s, while the energy in eV. The energy origin is taken at the top of the AlAs
valence band.

dB/2 E0 E1

SPQW

100
40
30
20
10
5
2

dw = 30 dw = 16
2.155 2.196
2.155 2.196
2.155 2.196
2.155 2.196
2.155 2.196
2.155 2.196
2.155 2.195− 2.199
2.155 2.183− 2.213

dw = 30
2.255
2.255
2.255
2.255
2.255
2.255

2.254− 2.257
2.248− 2.273

Table 2: Valence miniband-structure formation of ten period PQWSL’s for xB = 0.21. The barrier and well
widths are given in ML’s, while the energy in eV. The energy origin is taken at the top of the AlAs valence
band.

dB/2 E0 E1

SPQW

100
40
30
20
10
5
2

dw = 30 dw = 16
0.525 0.503
0.525 0.503
0.525 0.503
0.525 0.503
0.525 0.503
0.525 0.503
0.525 0.503
0.525 0.503

dw = 30 dw = 16
0.505 0.481
0.505 0.481
0.505 0.481
0.505 0.481
0.505 0.481
0.505 0.481
0.505 0.488− 0.469

0.508− 0.506 0.494− 0.449

3. RESULTS AND DISCUSSION

In Table 1 and 2 the miniband structure formation for electrons and holes is presented for ten
period PQWSL’s. The Al barrier concentration is fixed at xB = 0.21. We have considered barriers
from 200 ML’s to 4ML’s for two well widths, 30ML’s and 16 ML’s. We also have included a single
PQW (SPQW) as a reference system. The energy is given in eV. The energies are measured from
the top of the AlAs valence band. From Table 1 it is clear that for electrons there are two levels
when dW = 30 ML’s, while when dW = 16 ML’s there is only one. This is due to the stronger
attractiveness as the well width is increased. PQWSL’s behave practically like isolate PQW’s
from barrier widths of 200ML’s to 20 ML’s, in both cases. An evident level splitting is presented
for the ground electron level for dW = 16ML’s and barrier widths of 10ML’s and 4 ML’s, with
energy-miniband width of 4 meV and 30 meV, respectively. For dW = 30 ML’s the level splitting
is present at the same barrier widths as in the case of the electron ground level (dW = 16 ML’s),
but for the first excited level. The corresponding energy-miniband widths are 3meV and 25meV,
respectively. In the case of holes a similar trend is observed as the well width is increased, Table 2.
The level splitting is presented only for the ground light hole state in both cases, dW = 30ML’s and
dW = 16 ML’s. The energy-miniband width is 2 meV for dW = 30 ML’s and dB = 4 ML’s, while for
dW = 16 ML’s we have 19 meV and 45meV for barrier widths of 10 ML’s and 4 ML’s, respectively.

In Fig. 1, we present the density of states of ten period PQWSL’s for conduction ((a) and (c))
and valence ((b) and (d)) band with the following set of parameters: dW = 16 ML’s, dB = 4 ML’s,
xB = 0.21 ((a) and (b)) and xB = 0.30 ((c) and (d)). We also include an isolated PQW for
reference. We can see clearly the level splitting for the electron basic level as well as for the basic
light hole one. It is important to mention that the number of peaks expected in Fig. 1 are ten,
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however the precision used in the calculations does not resolve them properly.
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Figure 1: Density of states versus energy of ten period PQWSL’s for conduction ((a) and (c)) and valence
band ((b) and (d)), for xB = 0.21 ((a) and (b)) and xB = 0.30 ((c) and (d)), well width of 16 ML’s and
barrier width of 4ML’s. The solid line represents an isolated PQW and the dashed line the PQWSL.

Menendez et al. have performed light scattering experiments in parabolic quantum wells [2].
They found that the energy levels are not equally spaced. For a sample quoted to have xB = 0.3,
dW = 510 Å, they reported E01 = 25.2 meV and E12 = 23.6meV with an error of 0.2 meV.
They attributed the discrepancy to the fact that the structure consist of a large number of square
quantum wells rather than a parabolic graded profile. Moreover, from resonance Raman scattering
they found the value xB = 0.25 in disagreement with the value xB = 0.3 deduced from the growth
parameters. For the same system parameters, dW = 510 Å and xB = 0.3 (xB = 0.25), we obtain
E01 = 22 meV (21 meV) and E12 = 22meV (19 meV). In the case of xB = 0.3 our results are also
in closed agreement to the value (22.3 meV) reported by Miller et al. [1]. Shen et al. have studied
the energy levels, wave functions and tunability of two coupled PQW’s under applied electric field
by means of the transfer-matrix method [4]. They report a value of 160 meV (measured from the
band edge) for the basic electron level when dB = 30 Å, dW = 100 Å, and well depth of 224meV,
without bias. We obtain for the same system parameters a value of 173meV.

4. CONCLUSION

In summary, we have computed the electronic structure of parabolic GaAs/AlxGa1−xAs superlat-
tices within the spin-dependent sp3s∗ tight-binding model. Clear evidence of the miniband structure
formation and the equally spaced energy spectra is found. We also compared our results with the
theoretical and experimental data available, obtaining good agreement.
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Abstract— The first calculation of mobility and conductivity between source and drain as
function of gate voltage in a δ-doped Field Effect Transistor is presented. The calculation was
performed with a model for the δ-FET that was shown in [1]. The mobility was calculated
using a phenomenological expression that was presented in [2]. That expression does not have
empirical form, neither empirical parameter. For the first time a phenomenological expression of
the conductivity is presented, which is derived from the mobility expression. The conductivity
shows three different regions: a parabolic region and two linear regions. The parabolic region
represents the region at which the conduction channel begins to close. On the other hand, the
mobility shows a more different behavior. In the mobility there are four regions. These regions
correspond to the disappearance of the different conduction channels that form the subbands of
the delta-doped quantum well. The different behavior between mobility and conductivity relies
on the depletion of the delta-doped quantum well as the gate potential grows.

1. INTRODUCTION

The system we are interested in is the δ-FET in GaAs proposed originally by Schoubert, Ploog and
collaborators [3, 4]. They made a field effect transistor in which the channel is formed by growing an
n type Si delta-doped well located between the terminals of the source and the drain of a regular
GaAs field effect transistor (see Figure 1). The presence of this n type quantum well produces
a localized two-dimensional electronic gas (2DEG), which participates directly in the conduction
channel. The use of this type of doping in semiconductor devices yields a great improvement in
the performance of ultra high frequency optoelectronic devices [5]. The δ-FET is also expected to
exhibit a higher transconductance [4] than a high electron mobility transistor due to the proximity
of the delta channel to the gate.

Source Gate Drain

Doped layer

Substrate

Figure 1: Schematic representation of a δ-FET en GaAs.

2. THEORETICAL BACKGROUND

The δ-doping technique allows one to obtain an extremely sharp doping profile and a high-density-
doped layer. Potentials of this system is formed by a metal-semiconductor contact (Schottky
barrier), followed by the n-type delta-doped quantum-well system. The presence or not of a confined
electronic gas depends on the parameters used in the construction of the system.

If there is electronic confinement, our model for describing the conduction band of the semicon-
ductor in the δ-FET system has, as its main assumptions, that the potential profile is described by
the depletion region approach in the proximity of the metal-semiconductor contact.

Vdep(z) =
2πe2

εr
Nd(z + d− l)2 (1)



1008 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

where Nd is the background impurity density, εr is the electric permittivity constant of GaAs, and
l is the screening distance for the electric field:

The second assumption is that, in the region not too close to the interface, the delta-doped well
potential is described within a self-consistent Thomas-Fermi approach [6] by:

Vn(z) = − α2
n

(αn|z|+ z0n)4
(2)

αn = 2/(15π) and Z0n = (α3
n/πN2de)1/5, is the distance at which the n-type delta-doped well is

positioned, N2de is the two-dimensional impurity density of the n-type delta-doped quantum-well.
The entire potential is mathematically presented by the following expression [7]:

V (z) = Vdep(z)θ(l − z − d) + Vn(z) (3)

where θ is the unit-step function.
The starting parameters for n-type δ-FET in GaAs are:
m*=0.067, εr =12.5, n2D = 7.5× 1012cm−2

(Figure 2) shows the confining potential and the sub-band energies with their envelope wave
functions n2D = 7.5×1012cm−2, the background impurities is of Nd = 1018cm−3 at T = 0K. Here, n-
type delta-doped quantum-well is located at 300 Å from the interface. The dashed curve represents
the obtained confining potential profile and the solid curves represent the wave functions, potential
profile, eigenvalues and eigenfunctions. Eigenfunctions have a antisymmetric form (extension to
right direction) this phenomena due to Schottky potential contact, (Figure 2) presents for Vc =
500meV, eigenvalues Ef − E1 = 248.18meV, Ef − E2 = 228.88meV, Ef − E3 = 191.15meV and
Ef −E4 = 97.77meV, with Ef (Fermi level) is taken to be at the bottom of conduction band.

Z(Angstrom)

V
(Z

)(
m

e
V

)

0 500

-200

0

200

400

Figure 2: Conduction band, eigenvalues and eigenfunctions for Vc = 500meV.

Based on the Thomas Fermi approximation to this δ-FET, we study the electron transport
properties of the system. This method also allows us to study the transport properties of the
system. We only consider the ionized donor scattering mechanism, because it is the most important
at low temperature. The Coulomb scattering potential due to the ionized impurities is considered as
distributed randomly in the doped layer. Finally, we take the ratio of the mobility of (Vc = 0 meV)
to (Vc 6= 0 meV) the potential contact of the gate.

µrel =
µVc 6=0

µVc=0
=

∫ ∫
IR2 ρVc=0

e (z′) .ρVc=0
imp (z) .|z|.dz.dz′

∫ ∫
IR2 ρVc 6=0

e (z′) .ρVc 6=0
imp (z) .|z|.dz.dz′

(4)

ρVc 6=0
e (z′)

(
ρVc=0

e (z′)
)

is the electron density where the potential contact of the gate is Vc 6=
0meV (Vc = 0 meV) and ρVc 6=0

imp (z)
(
ρVc=0

imp (z)
)

is the impurity density where the potential contact
of the gate is Vc 6= 0 meV (Vc = 0 meV). The former expression can be put in the following form:
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µrel =
Σne

1

∫
IR |F Vc=0

e (z′)|2.
(
kVc=0

F −EVc=0
i

)
.|z′|.dz′

Σne
1

∫
IR |F Vc 6=0

e (z′)|2.
(
kVc 6=0

F −EVc 6=0
i

)
.|z′|.dz′

(5)

where F Vc 6=0
e (z′), kVc 6=0

F and EVc 6=0
i , (F Vc=0

e (z′), kVc=0
F and EVc=0

i ) are the envelope function, the
Fermi level and the ith level respectively of the Vc = 0 (Vc 6= 0), the former expression is valid for
T = 0 K.

3. RESULTS AND DISCUSSION

The (Figure 3) contains the curve of relative mobility vs. Vc. The mobility shows two different
behaviors. The first is between 0meV and 1200 meV where we have the mobility ratio is rising
from 1 to 2.06. The second is between 1200 meV and 1500meV where the mobility is rising also
from 2.06 to 4.52. In the first interval, the mobility ratio creases mildly but in the second, it
increases rapidly, we can see the potential contact affect more the mobility ratio when Vc superior
1200meV. In the mobility ratio characteristic there are four regions, in other words there are three
transitions, the first from 150 meV to 200 meV, the second from 600 meV to 650 meV and the last
one from 1200 meV to 1250 meV, the responsible of this transitions is the change in the number of
state in δ-doped quantum well.

Vc (meV)

Figure 3: Mobility calculations versus the contact potencial (Vc) in meV.

σrel = nrel.µrel (6)

nrel =
Σne

1

(
kVc=0

F −EVc=0
i

)

Σne
1

(
kVc 6=0

F −EVc 6=0
i

) (7)

σrel: Relative conductivity, nrel: Relative electronic density of the delta-doped quantum well,
µrel: Relative mobility.

Relative conductivity vs. Vc characteristic shows fluctuation of conductivity ratio as a function of
Vc, there are two zones type, the first zone type is linear, it is in [200 meV, 600meV] and [1250meV,
1500meV]. The second zone type is parabolic, it is in [650 meV, 200 meV].

The conductivity ratio has a mild growth when Vc is in [0 meV, 650 meV] because the mobility
ratio rise slowly from 1 to 1.57, in other word the interaction of impurities and free electrons are
not low and the variation of electron density in δ-doped quantum well is practically constant. On
the contrary, when Vc ≥ 650meV the (Figure 4) shows that the conductivity decreases, the reason
being that the conduction channel begins to close, due to the strong decrease of confined electrons
in the delta-doped well.
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Figure 4: Conductivity calculations versus the contact potencial (Vc) in meV.

The δ-FET permits to have a negative differential resistance (NDR), NDR is seen in intervals
[650meV, 1200meV] and in [1250meV, 1500 meV], In electronics we learn that an amplifier coupled
with a properly designed positive feedback circuit can be made into an oscillator. We find the
optimum Vc = 650 meV Contact potential to achieve the maximum conductivity.

4. CONCLUSIONS

In Summary, we have presented an expression to calculate the relative electronic mobility. In this
way it is possible to compare in a reasonable way the mobilities of Vc = 0 meV and Vc 6= 0meV.
This phenomenological formula for the mobility ratio allows us to study the range of parameters
governing this problem and to get the best choice of them.
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Double Structure of the Wind Jet through the Tsushima Strait
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Abstract— We have investigated the northeasterly/southwesterly wind jets blowing through
the Tsushima Strait from two case studies. Using high-resolution winds derived from SAR, we
have presented the detailed structure of wind in the strait. The general flow is generally close to
geostrophic wind in the strait, inferring from the seal level pressure fields. Wind jets are induced
by two channels and by the terrestrial gap at the center of the Tsushima Island. The wind jets
are clearly separated from the coastlines.

1. INTRODUCTION

The Tsushima Strait is a generic term indicating the sea area between the Korean Peninsula and
the Japanese archipelago, with the Japanese islands of Honshu to the east, Kyushu to the south
and the Goto Islands to the southeast (Figure 1). In the center of the strait, a slender island, the
Tsushima Island is located along the strait. This island principally consists of two mountainous
islands. The Tsushima Island divide the strait into eastern and western channels; the width and
maximum depth are 140 km and 110m in the eastern channel, and 40 km and 200 m in the western
channel, respectively. Both channels connect the East China Sea and the Japan Sea.

From these geographical conditions, the Tsushima Strait is one of the most important sea
areas where the continuous and intense monitoring researches are required from oceanographic and
meteorological point of views as well as marine security point of view. Extensive previous studies
have investigated the Tsushima Strait hydrography by considering wind effects on it. However,
higher-resolution and wider-area wind observations are required for better understanding of the
oceanographic and meteorological environment because of the complex coastal topography of the
region. This is because few studies pay attention to the formation of wind jets in the strait, wind
jet structures, and the role of the Tsushima Island on the formation of the wind jets. These are
open issues at the present stage.

The purpose of this paper is to investigate the wind blowing through the Tsushima Strait by
using high-resolution satellite wind measurements. We look into the evolution and distribution of
the wind jets during representative time periods and illustrate the contribution of the Tsushima
Island to the wind jet formation. Specific questions we would like to address are: First question
is typical structures of the wind jets found in the Tsushima Strait. When the wind blows through
the Tsushima Strait in southwest-northeast direction, strong winds are formed. Second, what are
the roles of the Tsushima Island on the formation of the wind jets?

2. DATA

We analyze wind fields derived from two SARs. They are the European Space Agency (ESA)
Environmental Satellite (ENVISAT) Advanced Synthetic Aperture Radar (ASAR) and the Cana-
dian RADARSAT-1. Both SARs operate at C-band (5.3 GHz). While RADARSAT operates in
horizontal (HH) polarization, ENVISAT/ASAR operates in HH or vertical (VV) polarization. In
this study, we use wide-swath or ScanSAR mode products. That is, the ENVISAT/ASAR Wide-
swath mode images covers an area of approximately 500× 500 km, with a pixel size of 75 m. The
RADARSAT ScanSAR Narrow mode image covers an area of approximately 300× 300 km, with a
pixel size of 25 m.

Wind speed maps are derived from the ENVISAT/ASAR and RADARSAT images by applying
SAR wind retrieval by using CMOD IFR2 scatterometer model function [1] and wind direction from
objective analysis data (GPV: Grid Point Data). In cases of HH polarization images, a polarization
ratio conversion factor [2] is applied. While the C-band geophysical model function is originally
developed for VV polarized radar cross section, the polarization ratio conversion factor enables to
convert it to HH polarized radar cross section. It has been shown by numerous studies that wind
speeds can be retrieved from ENVISAT/ASAR [3] and RADARSAT-1 [4] with a root mean square
error of less than 2 m/s and with negligible bias.
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Figure 1: Map of the study area. The color scale indicates the terrain elevation. Geographical locations
referred to in this paper are also shown.

3. CASE STUDIES: NORTHEASTERLY WIND

Figure 2(a) shows sea level pressure and surface wind fields of NCEP reanalyses at 00:00 UTC 18
Dec. 2002. After a cyclone has passed the south of Japan, a strong anticyclone develops over the
Eurasia continent and starts to generate a surge of northerly winds. This is a typical situation
associated with East Asian winter monsoon. Surface winds over the Japan Sea are northeasterly.
It is suggested that the wind blows toward the Tsushima Strait with converging. The isobars do
not cross the strait. The isobars run west-southwest and east-northeast and align with the strait
at an angle. This suggests that the geostrophic balance is satisfied on some level.

Let us now look into the wind fields in detail using SAR-derived wind field. Figure 2(b) shows

(a) (b)

Figure 2: (a) Sea level pressure and 10-m winds from the NCEP reanalyses at 00:00 UTC 8 December 2002.
(b) High-resolution wind field derived from ENVISAT/ASR at 01:23 UTC 8 December 2002. Arrows indicate
wind directions derived from GPV data.
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the wind field derived from an ENVISAT/ASAR image. The image was acquired at 0123 UTC 8
December 2002. The arrows indicate wind direction from the GPV data. Wind speeds are high
(∼ 18m/s) at the Japan Sea side because of wind convergence. The open coastlines of the Korean
Peninsula and the Japanese archipelago may enforce the convergence. The winds are detached at
the promontories of the Korean Peninsula and the Japanese archipelago and weak wind regions
exist along the both sides of the strait. It is noteworthy that we can not obtain any signs of the
wind jet from land observations. It is apparent that two wind jets are formed at the western and
eastern channels. Along the streamlines, wind speed maximum (∼ 15 m/s) are observed just after
passing through the Tsushima. In contrast, a weak wind region extends southwestward in the lee
of the Tsushima. The wind speed differences (∼ 3m/s) keeps over the 200-km downwind.

4. CASE STUDIES: SOUTHWESTERLY WIND

Figure 3(a) shows sea level pressure and surface wind fields of NCEP reanalyses at 18:00 UTC 3
June 2001. A high-pressure system located in the East China Sea. Southwesterly and westerly
winds are observed on the northwest of the high-pressure systems, and it should be noted that the
winds are generated just near the Tsushima Strait. Thus, the winds blow into the strait.

Figure 3(b) shows the wind field derived from a RADARSAT image. The image is acquired at
2125 UTC 3 June 2001. The arrows indicate the GPV wind direction. Westerly winds blow into
the Tsushima Strait. In this case, three wind jets are apparent on the eastern side of the Tsushima.
The westerly winds rush through the northern and southern tips of the Tsushima and forms two
jets in the western and eastern channels. It should be noted that the wind jets are completely
within the channels and that they do not blow cross the coast. Maximum wind speed are observed
near the tips of the Tsushima. Another remarkable character is a strong winds extending from
the terrestrial gap of the center of Tsushima. In the lee of northern and southern mountains of
the Tsushima, weak wind regions with speeds less than 8 m/s are apparent. This wind field is also
relatively close to the geostrophic winds. It is not so clear in the sea level field from the 2.5◦-gridded
NCEP reanalyses because of its low spatial resolution. However, it is confirmed from 10-km-gridded
sea level field from the GPV data (not shown).

(a) (b)

Figure 3: (a) Sea level pressure and 10-m winds from the NCEP reanalyses at 18:00 UTC 3 June 2001.
(b) High-resolution wind field derived from RADARSAT at 21:25 UTC 3 June 2001. Arrows indicate wind
directions derived from GPV data.
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5. CONCLUSIONS

We have investigated the northeasterly/southwesterly wind jets blowing through the Tsushima
Strait from two case studies. Using high-resolution wind data derived from SAR, we have presented
the detailed structure of wind in the strait. The general flow is generally close to geostrophic
wind, inferring from the seal level pressure fields. Wind jets are induced by two channels and by
the terrestrial gap at the center of the Tsushima. The wind jets are clearly separated from the
coastlines. Using the model simulations, we investigate the atmospheric structures of these cases.
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Abstract— We have developed a retrieval scheme of surface wave parameters (wave height and
wave propagation direction) from ERS Synthetic Aperture Radar (SAR) image mode data in
coastal seas around Japan. In this study, we investigated the energy of simulated SAR spectrum
at different wind speed using nonlinear wave-SAR imaging mechanism, derived the criteria to
differentiate swell from wind waves, and accordingly processed SAR images containing swell and
wind waves in different way respectively. SAR spectra are converted to surface wave spectra of
swell-dominated or wind-wave dominated cases. The SAR spectrum and SAR-derived wind speed
are used for the derivation of surface wave spectrum. The wind-wave dominated case and swell-
dominated case are differentiated by the wind speed of 6 m/s, and processed in different ways
because of their different nonlinear degree. It is indicated that the cutoff wavelength for retrieval
of the wind-wave dominated spectrum is proportional to the root of significant wave height, which
is consistent with the results of previous studies. We generated 66 match-ups coupling the SAR
sub-images and the in-situ surface wave parameters, which were measured by the wave gauges
installed in near-shore seas. Among them, the number of swell-dominated case is 57, and the
number of wind-wave dominated case is 9. The SAR-derived and in-situ significant wave heights
agree well with the bias of 0.24 m, the RMS error 0.92m and the correlation coefficient of 0.66.
The averaged absolute deviation of wave propagation directions is 18.4±, and the agreement
tendency does not depend on the wave height. It is proven through the comprehensive validation
that the developed SAR surface wave spectrum has high accuracy in the Japanese coastal seas.

1. INTRODUCTION

Synthetic Aperture Radar (SAR) is one of the most efficient instruments to observe sea surface
wave field in a large scope with high resolution. The effort to retrieve surface wave information
from SAR data has never stopped. It is generally accepted that for intermediate incident angle
like ERS SAR, long waves detected by SAR are due to the existence of decimetric Bragg waves
modulated by these long waves. At different phase of long waves (including wind waves and swell),
there is the different modulation effect to Bragg waves, which makes long waves appear in SAR
images as the wave-like stripes pattern. The modulation of long waves to Bragg waves includes tilt
modulation, hydrodynamic modulation and velocity bunching and the modulation transfer function
are investigated by some authors [1, 2]. On the basis of the modulation theories [3], a closed spectral
integral transform relation between SAR spectra and wave spectra has been proposed and widely
accepted [4].

To retrieve wave parameters from SAR data is not a strait-forward procedure. One of the
retrieval methods called MPI method [4, 5]. The main idea of the MPI scheme is to use WAM
model spectra as first-guess spectra to eliminate the 180◦ directional ambiguity and augment the
spectrum information beyond the azimuthal cut-off. In another scheme call SPRA [6], only SAR
image spectra and scatterometer wind vector measurement are needed as input in this model. The
model was validated with SAR wave mode data.

Coastal area is important for human activities. The surface wave dynamics in the coastal area
is much more complex than that in the deep ocean. It is known that the wave model result is
much hampered by the dominance of swell and the dramatic change of the water depth in coastal
area. As the result, the direct observation of coastal waves from SAR becomes an important way
to acquire wave information. ASAR single look complex (SLC) data is used to extract ocean wave
fields near the coast of France recently [7]. However, the application of the image mode SAR images
containing wave information is much limited because of the poor knowledge of the retrieval of wave
parameters from SAR scene and its validation in coastal areas.

In this study, wave information such as wave height, wave direction and cutoff wavelength is
retrieved from SAR image mode precision image (PRI) data around the coast of Japan. The in-situ
NOWPHAS wave gauge data is used for matching up the SAR images and for validation. Wind-
wave-produced SAR sub-images and swell-produced SAR sub-images are processed using different
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retrieval methods respectively according to the methods described in Section 2. In Section 3,
the result is shown to demonstrate the relation between cutoff wavelength and the root of wave
height and the agreement of wave information from SAR and from in-situ data. The summary and
conclusions is given in Section 4.

2. DATA AND METHODOLOGY

The ERS SAR image mode data and NOWPHAS in situ data is used in this study.
ERS-1 and ERS-2, which carry Active Microwave Instrument (AMI) operating at C band and

VV polarization, was launched in 1991 and 1995 respectively. The swath of the SAR images
around 100 km for image mode data. SAR images are produced from raw signal by Sigma SAR
Processor [8].

The NOWPHAS (Nationwide Ocean Wave information network for Ports and HArbourS) wave
gauge data we use in this study include the data of 21 stations which are located in the coast of
Japan. The wave sensors of NOWPHAS include Ultra-sonic Wave Gauge (UWG), Current meter
type Wave Directional meter (CWD) and newly developed DWDM. These sensor are mounted
on the sea bottom with the depth ranging from 10 to 50 meters. NOWPHAS wave gauge data
can provide the wave information such as wave propagation direction, significant wave height and
significant wave period. NOWPHAS wave observation system has a sample rate of 2 hours.

In this study, the first procedure is to derive a match-up database where the SAR sub-image and
wave gauge data is coincident and quasi-simultaneous. The SAR image mode data processed by
Sigma0 processor is 6656 pixels in azimuth direction and 5344 pixels in range direction. We choose
5120*5120 pixels, avoiding the interference of the very dark pixels value at the edge of the image.
Then the image is divided into 40*40 sub-images, each of which has 128*128 pixels (approximately
1.6*1.6 km). There are some criteria for matching up. First, for one scene, the sub-image whose
location of the center is nearest to a certain wave gauge is preliminarily chosen. Second, it should
be satisfied that the distance between the center of the sub-image and the location of the wave
gauge less than 0.5 degree. Third, the wave gauge record must be integrate (including wave height,
wave direction and wave period) at the nearest time when this scene of SAR image was illuminated.
Fourth, there must be clear wave stripe in the sub-image. In detail, the signal to noise (SN) of
the corresponding SAR image spectrum should be larger than 3. As the result, we have chosen
98 match-ups. However, there are still some other factors which can affect the degree of these
match-ups. First, there is possibility that the sub-image of SAR data and a certain wave gauge
locate the different side of the peninsula or island, although they are close. Second, the image
quality of the selected sub-image may be deteriorated by other phenomena in SAR image. For
example, if there are atmospheric front, as the irregular dark lines or curves, and wave stripes in
SAR image simultaneous, the sub-image containing wave stripe will be damaged by the background
atmospheric front stripes. Third, if the wave gauge locates in the bay, there will be some mismatch
with the increase of the distance between the wave gauge and sub-image owing to the bathometry.
Table 1 shows the statistics of the data match-ups, 32 scenes, about 30% of total 98 scenes, was
rejected due to the effect of bathometry, distance and image quality.

Table 1: Match-up data statistics.

Sample accepted
Swell 57

Wind wave 9

Sample rejected
Bathometry 4

Distance 12

Quality of image 16

total 98

We first derive the calibrated normalized radar cross section (NRCS) according to the sigma0-
derivation formula. NRSC of every pixel in dB can be inverted using SIGMA SAR processor
relationship

NRCS = 20 log10(DN) + CF,

where CF is the conversion parameter provided by JAXA.
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Wind speed is estimated by inverting the wind-vector-to-radar-cross-section relationship —
CMOD function at the presence of incident angle of radiation, a beam view angle, wind direc-
tion and NRCS value [8, 9]. The determination of wind direction is according to the background
wind direction provided by NCEP/NCAR reanalyzed reanalysis surface wind field.

The SAR sub-images are first filtered by using a Gaussian high pass filter to remove the low
wave number signal which has no relation to surface waves. The coarse SAR spectra in Fig. 3(b) are
computed by performing 2-dimensional Fast Fourier Transform (2-D FFT) to corrected sub-images.
Then the smoothed SAR image spectrum in Fig. 3(c) are derived by performing low pass filter to
coarse spectra.

In practice, the observed SAR spectrum Pobs(k) can be described as the combination of a wave
image spectrum PI(k) and a background clutter noise spectrum Pcl(k). To the first order, PI(k)
and Pcl(k) are simply linearly superimposed, the modulation of the clutter noise by the ocean
waves being negligible. The clutter spectrum can thus be removed by subtraction. Below the
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Figure 1: An example of methodology for retrieving wind wave spectrum. (a) SAR sub-image of
128*128 pixels, (b) coarse SAR image spectrum, (c) filtered SAR image spectrum, (d) first guess spectrum
constructed using retrieved wind speed, (e) retrieved wave spectrum, (f) cutoff wavelength calculation.
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high wave number roll-off due to the system impulse response function, the clutter spectrum is
essentially white. We estimate the clutter noise spectrum by averaging the intensity of observed
SAR spectrum of the first 10 bins near Nyquist wave number where there is no wave SAR signal.

Then we treat swell-dominated SAR spectrum PI S(k)and wind-wave-dominated SAR image
spectrum PI W (k)in a different way.

For swell, we retrieved wave spectrum by using linear image relationship

PI S(k) = k2
[|T (k)|2F (k) + |T (−k)|2F (−k)

]
(1)

giving the standard modulation transfer function. The retrieved elevation wavenumber spectrum
by this procedure is known with 180◦ ambiguity. In order to remove the directional ambiguity
and derive the right wave propagation direction, we adopt the fact that swell can only propagate
forward the coast instead of backward the coast.

For wind waves, the MPI scheme for retrieving wave spectrum is applied in this study. We use
JONSWAP type spectrum [10] and wave direction function [11] to construct a parameterized wind
wave spectrum as a first guess spectrum. Then according to the nonlinear imaging mechanism
PI W (k) = Φ(F (k)), iteratively change wind wave SAR spectrum to match the observed SAR
image spectrum by minimize the cost function defined as

J =
∫ [

P (k)− P̂ (k)
]2

dk + µ

∫ [
F (k)− F̂ (k)

]2
dk (2)

where F̂ (k) is first guess spectrum, P̂ (k) is observed SAR spectrum, F (k) is the best-fit wave
spectrum and P (k) is the best-fit SAR spectrum. The cost function is written as the summation of
the difference between best-fit SAR spectrum and the observed SAR spectrum, and the difference
between best-fit wave spectrum and the first guess wave spectrum.

SAR spectra are always affected by azimuth cutoff, an effect to roll off SAR spectra in the
azimuth direction. The azimuth cutoff is caused by the nonlinearity of wave-SAR relationship in
azimuth direction and act as a low-pass Gaussian filter to SAR spectra [12]. The cutoff wavelength
has been a parameter which can be calculated by fitting a Gaussian low-pass filter to range-integral
SAR spectrum [13]. In this study, we estimate the cutoff wavelength for wind wave cases using the
function

exp

(
−π

(
kx

kc

)2
)

where kc = 2π/Lc and Lc is cutoff wavelength. The fitting of range-integral SAR spectrum using
low pass filter function is shown in Fig. 1(f).

Figure 2: The relation between spectral energy within SAR Nyquist wave number and wind speed at different
propagation direction.
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3. RESULTS

3.1. The Differentiating of Wind Waves and Swell

Figure 2 shows the variation of SAR spectrum within Nyquist wave number with wind speed at the
azimuth angle of 20◦, 40◦, 60◦ and 80◦. It is demonstrated that when wind speed is less than 6 m/s,
the energy of simulated SAR spectrum in the Nyquist wave number is too weak to be detected.
That means if there is detectable signal in SAR image spectrum while the retrieved wind speed
is less than 6 m/s, the signal is produced by swell and the wave pattern in SAR image is swell
dominated waves.

So we set 6m/s as a standard of wave category for retrieval. If the wind speed corresponding to
SAR image is larger than 6 m/s, it is considered that there is wind wave produced spectrum energy
in SAR image spectrum. If less than 6m/s, it is totally swell produced.

3.2. The Validation of Retrieval

Figure 3 shows the proportional relationship between cutoff wavelength and the root of wave height.
The fit implies that in addition to cutoff wavelength, the wave height is another important param-
eter to reflect the degree of imaging nonlinearity. Wave height is more sensitive to the degree of
nonlinearity than any other parameters such as wind speed or wave length.

We now compare SAR-derived parameters to NOWPHAS wave gauge data. The comparison of
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Figure 3: The cutoff wavelength with root of significant wave height for wind waves.
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wave height from SAR images and from wave gauge is shown in Fig. 4(a). The comparison gives
good agreement except for a few examples showing rather discrepancy. Totally the SAR-derived
wave height is underestimated at some degree because the bias is larger than 0 for both wind waves
and swell. The swell comparison behaves better than wind waves for its smaller RMS, mainly due
to the larger amount of samples and lower wave height samples. For swell, it is more accurate for
the cases when the wave height is low, and when wave height increase, the error increase. The
wave direction comparison in different wave height categories is shown in Fig. 4(b). The totally
agreement is shown with the average difference of the direction below 20◦.

4. CONCLUSIONS

In this paper, Using SAR image mode data, we have retrieved and analyzed the parameters of
surface waves in the coast region around Japan. The wind speed information is also acquired from
SAR data as the additional input information for retrievement. The match-up NOWPHAS wave
gauge data is used for validation. The following conclusions are obtained.

ERS-SAR image mode data is capable for wave information retrieval in the coastal region only
if the clear wave stripe is available in the sub-image. As for the different nonlinear degree, the wind
waves and swell should be dealt with different retrieval methods. The differentiating criteria of
swell and wind waves can be reduced to the value of wind speed. The wave height from SAR data
and from wave gauge agrees rather well. The bias and RMS of the comparison of swell is better
than that of wind waves, mainly due to the degree of nonlinearity.

The cutoff wavelength is proportional to the root of significant wave height. This implies that in
addition to cutoff wavelength, the wave height is another important parameter to reflect the degree
of imaging nonlinearity. Wave height is more sensitive to the degree of nonlinearity than any other
parameters such as wind speed or wave length.
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Statistical Characteristics of Transmitted Nano-meter
Electromagnetic Waves in Random Bio-medical Tissues for X-Ray

Diagnostic Images

Yasumitsu Miyazaki
Department of Media Informatics, Aichi University of Technology

50-2 Manori, Nishihazama-cho, Gamagori 443-0047, Japan

Abstract— Medical image diagnosis and computer aided diagnosis using X-rays are very im-
portant technical tools for physiological diagnosis. Scattered X-ray fields disturb medical image
signal properties given by X-ray transmission properties through biological structures concerned
with X-ray absorption effects due to biological characteristics. In this paper, in order to improve
image diagnosis, statistical analysis of X-ray is discussed for X-ray propagation, attenuation and
scattering in random inhomogeneous biological media. Spatial filtering characteristics of grid
structure for scattering X-rays particularly, for off-axis X-rays are shown for image X-ray projec-
tion by mode theory of lossy waveguides for higher modes. Spatial grid filters consist of waveguide
arrays of graded index inhomogeneous waveguides.

1. INTRODUCTION

Medical image diagnosis and computer aided diagnosis using nano-meter electromagnetic waves
and X-ray are very important medical techniques. Particularly, computer tomography techniques
are indispensable medical diagnosis based on transmitted X-ray image processing. However, in X-
ray image processing with computed radiography for medical diagnosis, physical and physiological
phenomena of X-rays are not so much investigated, based on interaction phenomena between bio-
medical material and X-ray. Interaction phenomena between bio-medical material and X-ray are
concerned with electromagnetic phenomena of a few KeV energy level interactions between deep
electrons and nano-meter electromagnetic waves. Photo-electric absorption, Thomson scatterings
and Compton scattering are fundamental phenomena in bio-medical tissues, when X-ray is incident
into bio-medical materials. Complex refractive indices of bio-medical materials consisting of high
molecules and polymers for nano-meter electromagnetic waves have real values of less than one and
relatively large imaginary values, depending on tissue constructions such as bones, muscles and
fats [1–2].

Transmitted X-ray responses through biomedical materials are derived by photo-electric ab-
sorption and X-ray scatterings. Received X-ray images for medical diagnosis concerned with X-ray
absorption are disturbed by X-ray scatterings due to heavy atoms in polymers [3]. If statistical
characteristics of X-ray scatterings in random bio-medical tissues are studied and spatial X-ray
filter devices for filtering of X-ray scattering for protection of net absorption characteristics are
developed, excellent X-ray image diagnosis system may be accomplished.

In this paper, statistical theory of nano-meter electromagnetic waves in bio-medical random
media is discussed. Vector wave analysis of X-ray scattering using Green’s function is shown for
X-ray incident Gaussian beams in short propagation lengths. Based on scattering characteristics
for short propagation phenomena, propagation equations for the axial direction are derived using
transverse and axial scattering factors and correlation function for random bio-medical media.
For long distance propagation, large scattering distribution and axial absorption characteristics are
studied by axial propagation equation with transverse and axial scattering factors. Scattering factor
has properties of homogeneous scatterings for small correlation length of random bio-medical media
and forward scatterings for long correlation length [4]. Back scattering and reflection characteristics
are concerned with random bio-medical tissues of small correlation lengths. X-ray image responses
depend on mainly forward scattering and X-ray absorptions, with scattering losses due to random
bio-medical characteristics of small correlation lengths.

2. COMPUTER AIDED DIAGNOSIS AND X-RAY IMAGE

Using computer signal processing for X-ray transmitted images, computer aided diagnosis con-
tributes important medical examinations, of human bodies. Medical and physiological information
of interior tissue structures can be obtained by X-ray transmission characteristics. However, trans-
mitted characteristics of X-ray through interior tissues of human bodies depend on X-ray absorption
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properties and, also X-ray scattering properties in biological media. X-ray absorption properties
with spectral characteristics yield microscopic biological structures of tissues due to atoms and
molecules situated along propagation axis. Scattered fields of X-rays by biological molecules and
tissues disturb biological information given by absorption properties. Spatial filters consisting grid
array of waveguides may exclude such noises due to scattering fields of X-rays. Fundamental spatial
filter system for computer aided diagnosis is shown in Fig. 1.
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Figure 1: Computer aided diagnosis and scattering X-ray filtering system.

3. X-RAY SCATTERING FIELD IN BIOLOGICAL RANDOM MEDIA

In the biological body region, X-ray transmitted and scattered waves through random biomedical
media are studied. X-rays, nanometer electromagnetic waves are incident on random media (I)(0 ≤
z ≤ `) from left side in Fig. 2. Incident X-ray has y-direction linearly polarization E = φ(x, z)iy.
Biological random media in the region (I) have dielectric constants as
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Figure 2: X-ray scattering and X-ray grid.

εt = ε + ε∆η(rt) (1)

where ∆η is random function and ε = ε′−jε
′′
. Here, rt = xix+ziz, and we consider two dimensional

scattering fields. The field function E(x, z) concerned with electric field of y polarization satisfies
the following wave equations, using k2 = ω2εµ = (kr − jki)2

∇2
xyE(rt) + k2E(rt) = −ω2ε∆ηE(rt) (2)

For incident Gaussian X-ray of y polarization, Einc = Einc(rt)iy is written as

Einc(rt) = iy
A√

1− jζ
e−jk(z+z0)e

x2

x2
0(1−jζ) (3)

where beam parameter is ζ = 2(z+z0)
kx2

0
, beam waist is z = −z0, and beam spot size is x0.
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Green’s function G(rt, r′r) for free space is

G(rt, r′r) = − j

4
H

(2)
0

(
k

∣∣rt − r′t
∣∣) (4)

G satisfies the following wave equation

∇2
t G + k2G = −δ(rt − r′t) (5)

Applying Green’s formula in random biological media (I) for Etotl = Escatt + Einc and G,
∫ (

G∇2
t E −E∇2G

)
dS =

∮ {
G

∂E

∂n
− E

∂G

∂n

}
dS (6)

We have when Γ = GI, using unit dyad I,

Etotl = Einc − j

4

∫

SI

dS′
(
ω2ε∆η

)
Etotl

(
r′t

)
H

(2)
0

(
k

∣∣rt − r′t
∣∣) (7)

Etotl = Einc +
∫

k2∆ηΓ
(
rt, r′t

) ·E (
r′t

)
dS′ (8)

From Maxwell’s equation, magnetic field is derived as,

Htotl = Hinc − 1
jωµ

∫
k2∆η∇× Γ ·EdS′ (9)

Based on the fundamental Equations (8) and (9) in the previous section, we calculate the scattered
field by iterative method in this section. Employing the representation of functional analysis, we
can solve the integral Equations (8) and (9) in operator forms. If we define vectors E0 and E in
functional space for the vectors Einc and E, and integral operator KE for the integral

∫
k2∆ηΓ·dS′,

we obtain the field as follows:

E = (I−KE)−1E0 = E0 + KEE0 + KEKEE0 + . . . (10)

Using the similar definition for the magnetic field and Equation (9), we have

H = H0 + KHE = H0 + KHE0 + KHKEE0 + KHKEKEE0 + . . . (11)

Equations (10) and (11) express the total electromagnetic field. The optical intensity, which is
the most important quantity in the optical range, i.e., the mean intensity of the energy flow in the
harmonic electromagnetic field is given by the real part of the complex Poynting vector S = 1

2E×H∗.

I = ReS =
1
2
Re(E×H∗) (12)

The conjugate of the vector H is indicated by the sign H∗.
Consequently, the X-ray intensity is shown as

I =
1
2
Re {(E0 ×H∗

0) + E0 × (KHE0)
∗ + (KEE0)×H∗

0 + KEE0 × (KHE0)
∗

+(KEKEE0)×H∗ + E0 × (KHKEE0)
∗ + . . . }

(13)

The first term of the right hand side in Equation (13) means the X-ray intensity of the incident
wave. The succeeding terms show the light scattering. Particularly, the terms containing multiple
K ′

s such as (KHKEE0)∗ and (KEKEE0) imply the multiple scattering due to inhomogeneities.
First order scattered fields corresponding to KEE0 in Equation (10) and KHE0 in Equation (11)

are

Escatt = − j

4
k2

∫
∆η

(
r′t

)
H

(2)
0

(
k

∣∣rt − r′t
∣∣)Einc

(
r′t

)
iydS′,

Hscatt = − j

4
k3

ωµ

∫
∆η

(
r′t

)
H

(2)
0

(
k

∣∣rt − r′t
∣∣) (

n
(
r′

)×Einc

(
r′t

))
iydS′

(14)
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The second order scattered fields corresponding to KEKEE0, and KEKEE0 are

Escatt =
(
− j

4
k2

)2

iy

∫ ∫
∆η

(
r
′′
t

)
∆η

(
r′t

)
H

(2)
0

(
k

∣∣∣r′t−r
′′
t

∣∣∣
)

H
(2)
0

(
k

∣∣rt−r′t
∣∣) Einc

(
r
′′
t

)
dS′dS

′′

Hscatt =
(
− j

4
k3

ωµ

) (
− j

4
k2

)∫ ∫
∆η

(
r′t

)
H

(2)
0

(
k

∣∣rt − r′t
∣∣) (

n
(
r′

)× iy
)
∆η

(
r
′′
t

)
H

(2)
0

(
k

∣∣r′t − r
′′
t

∣∣) Einc

(
r
′′
t

)
dS′dS

′′

(15)

The unit vector n′ are directed from the point in the sample toward the point of observation and
given by n′ = n (r′t) = (rt − r′t) / |rt − r′|. With the help of Equation (14), the integral operation
KE of KEE0 in Equations (10), (11) and (13) is described as asymptotic fields,

KEE0 ≈ −
(

j

4

) ∫
k2∆η

√
2

πk |rt − r′t|
e−j(k|rt−r′t|−π

4 ) (Einciy) dS′ (16)

Similarly, the integral operation KH of KHE0 is given by

KHE0 ≈ −k

ωµ
k2

(
j

4

)∫
∆η

√
2

πk |rt − r′t|
e−j(k|rt−r′t|−π

4 )
(
n′ × Einciy

)
dS′ (17)

Hence, the dominant term of the scattered field in the inhomogeneous medium, 1
2Re (KEE0 × (KHE0)

∗),
can be written as

1
2
Re (KEE0 × (KHE0)

∗)=
k

ωµ

(
k2

4

)2 2
πk

Re
∫∫

e−jkr|rt−r′t|+jkr|rt−r
′′
t |

√
|rt − r′t|

∣∣rt − r′′t
∣∣

e−ki|rt−r′t|e−ki|rt−r
′′
t |

∆η (r′t)∆η∗
(
r
′′
t

)
n
′′
E′

incE
′′
incdS′dS

′′

(18)

where we define E′0 = E0 (r′t), E
′′
0 = E0

(
r
′′
t

)
and n

′′
= n

(
rt, r

′′
t

)
=

(
rt − r

′′
t

)
/

∣∣rt − r
′′∣∣. These

equations are the fundamental formulae for the scattered field.
We assume that the statistical average 〈∆η〉 of fluctuations in the sample is equal to zero, and

the correlation function is defined by
〈
∆η(r′t)∆η

(
r
′′
t

)〉
= Bη

(
r′t − r

′′
t

)
(19)

The statistical average of the total field is expressed as

〈I〉 = I0 +
1
2
Re 〈{KEE0 × (KHE0)

∗ + E0 × (KHKEE0)
∗ + (KEKEE0)×H∗

0 + . . .}〉+ . . . (20)

We study here the dominant term of the X-ray scattering, which leads to the following total intensity
〈I〉

〈I〉 ≈ I0 +
1
2
Re〈KEE0 × (KHE0)

∗〉 (21)

In this case we can write approximately the scattered field as follows:

〈Is〉 ≈ k

ωµ

(
k2

4

)2 2
πk

Re
∫ ∫

e−jkr|rt−r′t|+jkr|rt−r
′′
t |

√
|rt′ − r′t|

∣∣rt − r′′t
∣∣

e−ki|rt−r′t|e−ki|rt−r
′′
t |

Bη

(
r′t, r

′′
t′
)
n
′′
E′

incE
′′∗
incdS′dS

′′

(22)

The incident X-ray beam is assumed to be the Gaussian TEM00 mode. When g (ki |rt − r′t|) =
e−2ki|rt−r′t|, inside random media of rt = 1, outside, ζ0 = 2z0/kx2

0 and the correlation function is
Bη(ρt) = ∆η2e−ρ2/ρ2

0 , where parameters ∆η2 and ρ0 give the variances and correlation lengths of
fluctuations, ∫

Bη (ρt) ejkr(n′−iz)·ρtd2ρt = ∆η2ρ2
0πe

−k2
rρ2

0

“
1−n′·iz

2

”
(23)
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For length of random media `, we have for the cylindrical coordinate (r, θ) assuming g (ki |rt − r′t|) =
e−2ki|z`−z′| in random media of 0 ≤ z ≤ z`,

〈Is〉 = ir
k

ωµ

√
2π

16
∆η2A2k3x0ρ

2
0

1
|r|e

−k2ρ2
0 sin2 θ

2 e−2ki(z`+z0)z` (24)

Figure 3 shows angular distribution of Thomson scattering whose parameters ρ0 is correlation
length of random media, and k = 2π/λ. For large kρ0, forward scattering is large and small kρ0,
scattering is homogeneous.
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f , f =
√

2π
8 (kρ0)2e−(kρ0)

2 sin2 θ
2 .

3-dimensional Thomson scattering is shown similarly, for incident Gaussian beam with beam
waist z = −z0, beam spot size r0, and polarization of τ direction,

〈Is〉 = iR
k4π1/2

32
I0

∑

i

r2
0zρ

3
oi∆η2

i sin2 (iR, τ )
`

R2
· e−k2ρ2

0i sin2 ϑ

2 (25)

Based on these fundamental scattering characteristics, long distance propagation properties with
diffusion characteristics can be discussed.

4. FILTERING CHARACTERISTICS IN LOSSY INHOMOGENEOUS GRID
WAVEGUIDES

Electromagnetic characteristics of X-rays in lossy waveguide arrays consisting of grid structures are
expressed by mode expansions of lossy modes. In the region (II) of grid arrays in Fig. 4, propagation
spaces in the core with lossy metal clad are

zg1 ≤ z ≤ zg2,
(2s− 1)

2
(a+d) ≤ x ≤ (2s + 1)

2
(a+d), s = −m, −(m−1), . . . , −1, 0, 1, . . . , m−1, m.

Lossy inhonmogeneous waveguides are consisting of graded index waveguides with lossy clads of
dielectric constants

ε(xs) = ε(r) (xs)− jε(i) (xs) = ε′
[
1− (`xxs)

2 + (DIV `xxs)
4 + DV I (`xxs)

6
]

xs = x− s(a + d),
2s− 1

2
(a + d) ≤ x ≤ (2s + 1)

2
(a + d) (26)

where complex focusing parameters DIV , DV I are

DIV
V I

= D
(r)
IV
V I

− jD
(i)
IV
V I
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Figure 4: Waveguide type grid structure for scattering filtering.

Electromagnetic eigen fields in section s = 0 of self-focusing optical waveguide with inhomoge-
neous lossy cladding are derived from inhomogeneous wave equation for the y polarization

[
∂2

∂x2
+

∂2

∂z2
+ ω2ε(x)µ

]
Ey +∇

(∇ε

ε
· Eyiy

)
= 0 (27)

Electric field can be expressed as

Ey(x, z) =
∫

Êy(x, γ)e−jγzdγ (28)

Using scalar function Φ = Ψ(x)e−jβΦz satisfying scalar wave equation
[

∂2

∂x2
+

∂2

∂z2
+ ε1ω

2µ

]
Φ = 0 (29)

where eigen functions Φm = Ψm(x)e−jβΦ(m)z have complete orthogonality characteristics. Eigen
functions Φm are given for ε1 = ε′

(
1− (`xx)2

)

Φm(x)=Ψm(x)e−jβΦ(m)z, Ψm(x)=bme−j
a2

xx2

2 Hm(axx), ax=β1`x, β2
1 =ω2ε′µ, b2

m=
az

2mm!
√

π
(30)

Electric field component Êy can be expanded as

Êy(x, γ)
∑
m

am(γ)Ψm(x) (31)

Complex propagation constants γm are derived as

γm = βm − jαm (32)

where

βm=ω
√

ε′µ


1− (2n + 2m + 2)

`x

β1
− `2

x

β2
1

−
`2
x

(
1− 2D

(r)
IV

)

β3
1

(3m + 2) +
D

(r)
IV

4
`2
x

β2
1

Am +
D

(i)
IV `3

x

8β2
1

Bm




αm=ω
√

ε′µ

[
D

(i)
IV

{
`2
x

β2
1

Am

4
+

`3
x

β3
1

(3m + 2)
}

+
D

(i)
VI `

3
x

8β3
1

Bmn

]
, Am=3(m + 1)2+3m2+3+2(2m+1)

Bm = 6
[
(m + 1)2 + m2

]
(m + 2) + 6(3m + 2) + (m + 1)(4m + 6) + m(m− 1)(4m− 2) + 6

Using large attenuation characteristics of higher modes in inhomogeneous waveguide of graded
index distribution with lossy cladding, spatial filtering of scattered X-rays that are coupled with
higher modes in grid filter is accomplished through grid array of inhomogeneous waveguides.
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5. CONCLUSIONS

Scattering characteristics of X-rays in random bio-medical media consisting of bio-molecules, are
studied by statistical theory of electromagnetic field. For X-ray CT in medical diagnosis using X-ray,
nano-meter electromagnetic waves, spatial filtering of scattered waves by inhomogeneous waveguides
of graded index distribution with lossy cladding is very useful to obtain precise image processing.
Attenuation properties of higher modes that are excited by scattered fields of large scattering
angles are investigated and based on higher mode characteristics, spatial filtering characteristics of
scattered fields are discussed for improvement of precise diagnosis.
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Abstract— Rain measurement system using propagation characteristics of microwave and mil-
limeter wave is very important for disaster prevention system to foresee and prevent the oc-
currence of disasters caused by strong rainfalls and for the sensor of ITS to support safe and
automatic driving and cruising. In this study, propagation region is modeled as random me-
dia with randomly distributed rainfalls. Propagation of electromagnetic wave in random media
is analyzed by three-dimensional FDTD method. FDTD analysis demonstrates the dynamic
characteristics of wave scattering and absorption phenomena in rain region where raindrops are
distributed randomly. For the analysis of microwave scattering by rain, the analysis space in-
cluding many raindrops less than and comparable with the wavelength is required and analysis
region is much larger than the wavelength and a few meters. Parallel computation of FDTD is
shown for efficient analysis of microwave scattering and attenuation characteristics in large rain
region.

1. INTRODUCTION

Rain measurement system using propagation characteristics of microwave and millimeter wave is
very important for disaster prevention system to foresee and prevent the occurrence of disasters
caused by strong rainfalls and for the sensor of ITS (Intelligent Transport Systems) to support
safe and automatic driving and cruising. Measurement technique of electromagnetic scattering and
attenuation characteristics by rain is one of accurate evaluation methods of rainfall rate. Rain mea-
surement system using microwave and millimeter wave has the advantage of rapid measurement of
rainfall rate in wide area compared with the direct measurement by rain gauges. To support safe
driving and cruising in automatic driving system, sensor of meteorological condition on the road,
particularly the amount of rain, fog and snow are indispensable [1]. The sensor using propagation
characteristics of microwave and millimeter wave are very useful to detect these road conditions.
Also, the efficient design for radio communication channel between automobiles requires accurate
propagation characteristics of millimeter waves, it is very important to investigate the character-
istics of electromagnetic wave propagation, particularly multiple scattering phenomena with many
particles such as raindrops. The application systems of rain measurement using microwave propa-
gation characteristics are shown in Fig. 1.

Figure 1: Rain measurement in weather measurement system and ITS.

In this paper, propagation characteristics of microwave in rain region are discussed using FDTD
method [2–4]. The effects of multiple scattering and absorption due to randomly distributed rain-
drops are studied and the relationship between rainfall rate and specific attenuation are evaluated
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numerically. The numerical results of specific attenuation are compared with the experimental
results to evaluate the accuracy of FDTD computer simulation.

2. FDTD ANALYSIS OF ELECTROMAGNETIC SCATTERING AND ATTENUATION
BY RAIN

Electromagnetic scattering and attenuation characteristics due to randomly distributed raindrops
are very important information for ITS and weather measurement systems. These characteristics
can be numerically analyzed by computer simulation. In this paper, electromagnetic propagation
characteristics are investigated by FDTD method. Three-dimensional analysis model of rain atten-
uation is shown in Fig. 2. Analysis region is defined as `x`y`z · z = ` is the observation plane of the
transmitted electromagnetic field to obtain the propagation loss per the distance `. Raindrops are
distributed randomly in rain region. The incident wave is assumed the Gaussian beam of frequency
20GHz radiated from the surface S0 located at z = 0.

Figure 2: Three dimensional analysis model of FDTD method.

In FDTD method, the analysis region is discretized as x = i∆s (0 5 i 5 Nx), y = j∆s (0 5
j 5 Ny), z = k∆s (0 5 j 5 Nz) and t = n∆t (0 5 n 5 T ). The electromagnetic fields at point
(i, j, k) at time n∆t are calculated by difference equation from Maxwell’s equation,

En
y (i, j, k) = c1E

n−1
y (i, j, k)− c2J

n−1
y (i, j, k)

+c3{Hn−1
x (i, j, k)−Hn−1

x (i, j, k − 1)−Hn−1
z (i, j, k) + Hn−1

z (i, j, k)} (1)
Hn

y (i, j, k) = Hn−1
y (i, j, k)− c4{En

x (i, j, k + 1)−En
x (i, j, k)− En

z (i + 1, j, k) + En
z (i, j, k)} (2)

where,

c1 =
1− σ∆t/(2ε)
1 + σ∆t/(2ε)

, c2 =
∆t/ε

1 + σ∆t/(2ε)
, c3 =

∆t/ε

1 + σ∆t/(2ε)
1

∆s
, c4 =

∆t

µ∆s
(3)

Here, ∆s is cell size and ∆t is time step. ε, µ and σ are the dielectric constant, conductivity, and
permeability of material. Mur’s boundary condition is applied to obtain the electromagnetic fields
at the boundary of the analysis space.

In raindrop region, complex dielectric constant ε∗ and complex refractive index n∗a are given by
ε∗ = ε + σ/(jω) = n∗2r ε0, n∗r = n1 − jn2. Here, we consider the time harmonic electromagnetic
field with angular frequency ω. By using n∗r = n1 − jn2, dielectric constant and conductivity of
raindrops are ε = ε0(n2

1−n2
2), σ = 2εoωn1n2. The dielectric constant of background medium is ε0.

In this analysis, the shape of a raindrop is assumed to be square. Random scatterers are generated
by giving the length of a side length of squares ai, positions of one apex (xi, yi, zi) and relative
dielectric constant εr(i, j, k) = ε(i, j, k)/ε0.
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The incident Gaussian beam of y polarization is given by

Jn
y (i, j, 1) = J0ϕ(i, j)p(n),

ϕ(i, j) = exp

{
−

(
i∆s− x0

r0

)2
}

exp

{
−

(
j∆s− y0

r0

)2
}

(4)

Where, x0 = `x/2, y0 = `y/2, r0 is the beam spot of incident Gaussian beam.
In this analysis, the shapes of raindrops are assumed to be cubic with several side lengths.

Random scatterers are generated by giving the number of raindrops N , with lengths of side lengths
of cubic a, positions of one apex (xi, yi, zi) and complex dielectric constants ε∗i = ε′i − jε′′i .

The rain rate R (mm/h) can be obtained by

R =
N

V
vta3 · 10−6 (5)

where a (mm) is the is the average size of raindrops, v (m/s) is the terminal velocity of raindrops
and assumed to be 4

√
a, t is 3600 (sec), N ′ = N/V is the number of raindrops per unit volume,

where V = `x`y` is the total volume of rain region. Fig. 3 shows the relationship between rain rate
R and the number of raindrops per unit volume N/V .

Figure 3: Relationship between rain rate and the number of raindrops per unit volume.

3. NUMERICAL RESULTS OF MICROWAVE SCATTERING AND ATTENUATION

As an example of rain scattering and attenuation of microwave propagation, numerical results in
small area (Case I) and middle size area (Case II) are discussed.

For p(n) in Eq. (4) is given by in Case I,

p(n) = H0(n∆t) sin(2πfn∆t), H0(n∆t) =
{

1 |n∆t− t0| ≤ T
0 |n∆t− t0| > T

(6)

and in Case II,

p(n) = exp

{
−

(
n∆t− t0

tw

)2
}

sin(2πfn∆t) (7)

In Case I, `x = `y = 5λ = 0.075 (m), x0 = y0 = 0.0375 (m), r0 = λ = 0.015 (m) are used and in
Case II, `x = `y = 20λ = 0.3 (m), `′z = 24λ = 0.36 (m), x0 = y0 = 0.15 (m), r0 = 2λ = 0.03 (m),
t0 = 0.15 (ns), tw = 0.06 (ns) are used. In Case II, the propagation distance is 73.3λ = 1.1 (m) and
the intensity of received electric field at z = ` is observed to evaluate rain attenuation characteristics.
Numerical parameters are shown in Table 1. In Case II, the specific attenuation is obtained by
A = 〈α〉103/` (dB/km), where

〈α〉 =
1
S

∫
αdS, α = − log10

〈W (x, y)〉
〈W0(x, y)〉 , W (x, y, `) =

1
T

∫ t+T

t
(ExHy − EyHx)|z=` dt (> 0)
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〈α〉 is a loss per propagated distance. The electric field of incident wave is shown in Fig. 4 and
Figs. 5–8 show the results of Case I. Three models in Fig. 5 with same raindrop parameters are
presented. Figs. 6–8 show the difference ∆Ey between total field and the incident field as scattered
field. These figures show that spherical scattering waves are generated from the point of scatterers
and the distribution of electric field is very complex due to the interference of multiple scattering.

Table 1: Simulation parameters for scattering and attenuation characteristics.

Parameter Case I Case II
f : Frequency of incident wave 20GHz 20 GHz
λ: Wavelength of incident wave 0.015m (c/f) 0.015 m (c/f)
`x: Length of analysis space (x) 0.075m (5λ) 0.3 m (20λ)
`y: Length of analysis space (y) 0.075m (5λ) 0.3 m (20λ)
`: Propagation distance 0.065m (4.3λ) 1.1 m (73.3λ)
`z: Length of analysis space (z) 0.08m (5.3λ) 1.16 m (77.3λ)
V : Volume of rain region 3.66× 10−4 m3 0.099 m3 (`x`y`)
x0: Center point of beam (x) 0.0375m 0.15 m
y0: Center point of beam (y) 0.0375m 0.15 m
r0: Beam spot at z = 0 0.015m (λ) 0.03 m (2λ)
∆s: Length of a cell 5× 10−4 m (λ/30) 0.001 m (λ/15)
∆t: Time increment 0.75 ps (T/66.74) 1.5 ps (T/33.3)
N : Number of raindrops 20 114(R = 20), 143(R = 40)
ai: Length of a side of a raindrop 2mm 1–2 mm(R = 20), 1–3 mm(R = 40)
n∗r : Complex refractive index of raindrops 6.46–j2.81 6.46–j2.81

Figure 4: Electric field of incident wave at y = 0.0375 (m), t = 250∆t = 0.1875 (ns).

In Case II, A = 0.64 and 9.62 are obtained at R = 20 and 40, respectively as shown in Fig. 9.
Each dot corresponds to a simulation result using one sample model at R = 20 or 40. Solid curve
is a line passing through these two dots and is shown for confirmation of validity of our FDTD
analysis. By comparing with the result of other theoretical and experimental study [1], attenuation
at R = 40 is considered to be high. Statistical characteristics of electromagnetic propagation, such
as average field intensities and field correlation will be derived by statistical data of rainfalls, such
as average and correlation of raindrop’s size and position, based on these FDTD analyses with a
large number of sample models. The effect of multiple scattering is considered by these FDTD
simulations.
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Figure 5: Cross sectional vies of raindrop distribution (Case I), N = 20, ai = 2 (mm), n∗r =6.46–j2.81.

 

(a) Model 1 (b) Model 2 (c) Model 3 

Figure 6: Difference of electric field ∆Ey at y = 0.0375 (m), t = 250∆t = 0.1875 (ns).

 

(a) Model 1 (b) Model 2 (c) Model 3 

Figure 7: Difference of electric field ∆Ey at y = 0.0375 (m), t = 300∆t = 0.225 (ns).

 

(a) Model 1 (b) Model 2 (c) Model 3 

Figure 8: Difference of electric field ∆Ey at y = 0.0375 (m), t = 400∆t = 0.3 (ns).

4. PARALLEL COMPUTATION FOR LARGE AREA

For the analysis of microwave scattering by rain, the analysis space including many raindrops less
than and comparable with the wavelength is required and analysis region is much larger than the
wavelength and a few meters. Parallel computation of FDTD using grid computer is indispensably
important. To perform parallel processing using grid computer, the total analysis space is divided
into subdomains of Mz ×My as shown in Fig. 10 and one divided subdomain Du,v is assigned to
one of PC computers. The electromagnetic fields in Du,v (1 ≤ v ≤ My) are calculated by parallel
processing. For the calculation of values on the boundary of subdomains, values in the adjacent
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subdomain are exchanged and matched for field boundary condition. To proceed the parallel
processing, data transfer between adjacent subdomains is carried out using MPI. Along z direction,
electromagnetic fields are calculated successively by storing the electromagnetic fields at the end
point of subdomain in the z direction to computer memory. These stored electromagnetic fields
are used as incident field in the domain boundary, to calculate the fields in the next subdomains
Du+1,v (1 ≤ v ≤ My).
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Figure 9: Specific attenuation characteristics by
FDTD.
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Figure 10: Parallel processing of microwave scatter-
ing and attenuation in rain region, subdomain Du,v

(1 5 u 5 Mz, 1 5 v 5 My).

5. CONCLUSIONS

Rain measurement system using microwave and millimeter wave is very significantly important for
disaster prevention system to foresee and prevent the occurrence of disasters and for the sensor
of ITS. In this paper, parallel FDTD algorithm for the analysis of electromagnetic scattering and
attenuation due to rainfall is considered. Rain region is treated as random media consisting of
randomly distributed raindrops. The most common parallel algorithm of FDTD requires a large
amount of memory. So, successive segmented FDTD [3] is used to decrease the memory required
to calculate the electromagnetic fields in large area. In this method, total analysis space is divided
into subdomains as shown in Fig. 10 and only a few subdomains where the transmitted pulse wave
is propagating, is calculated. By using this algorithm, FDTD computation is demonstrated with
less memory requirements and electromagnetic wave scattering and attenuation characteristics in
rain can be evaluated numerically.
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Abstract— The scattering problem has been solved as a boundary value problem using a
method that has been presented in many of my publications (e.g., [1–4], where other references
are available). It has been proved that radar cross section (RCS) changes obviously with the
illumination region curvature [1] and polarization [2, 4]. Research on laser radar [5] for target
ranging, detection, and recognition [6] has become the one key technology to evaluate and model
the characteristics of scattering from a complex target in the military and civil applications. In
this regard, the scattering characteristics are analyzed through studying the behavior of laser
RCS (LRCS) of the target. In doing that, one can calculate the LRCS by assuming a beam wave
incident on a nonconvex target in free space as proposed in [3]. In fact, we can consider the
beam wave as a plane wave when the mean size of the target becomes smaller than the beam
width, however, this is not usually the general case practically. To detect targets of larger sizes,
we should, therefore, handle the case where the beam width is smaller than the target size. ere,
we evaluate the effects of the target configuration including size and curvature on the RCS of
target for the two cases of plane and beam wave incidences. To Achieve this aim, we draw on our
method described earlier to conduct numerical results for the RCS of concave-convex targets of
large sizes up to about five wavelengths to be bigger enough than the beam width. Polarization
of incident waves is one of the primary keys that affects the scattering waves. Here, we assume
linear polarization including E-wave incidence and H-wave incidence.

1. INTRODUCTION

The scattering problem has been solved as a boundary value problem using a method that has been
presented in many of my publications (e.g. [1–4], where other references are available). It has been
proved that radar cross section (RCS) changes obviously with the illumination region curvature [1]
and polarization [2, 4]. Research on laser radar [5] for target ranging, detection, and recognition [6]
has become the one key technology to evaluate and model the characteristics of scattering from a
complex target in the military and civil applications. In this regard, the scattering characteristics
are analyzed through studying the behavior of laser RCS (LRCS) of the target. In doing that, one
can calculate the LRCS by assuming a beam wave incident on a nonconvex target in free space
as proposed in [3]. In fact, we can consider the beam wave as a plane wave when the mean size
of the target becomes smaller than the beam width, however, this is not usually the general case
practically. To detect targets of larger sizes, we should, therefore, handle the case where the beam
width is smaller than the target size. Here, we evaluate the effects of the target configuration
including size and curvature on the RCS of target for the two cases of plane and beam wave
incidences. To achieve this aim, we draw on our method described earlier to conduct numerical
results for the RCS of concaveconvex targets of large sizes up to about five wavelengths to be bigger
enough than the beam width. Polarization of incident waves is one of the primary keys that affects
the scattering waves. Here, we assume linear polarization including E-wave incidence and H-wave
incidence1. The time factor exp(−iωt) is assumed and suppressed in the following section.

2. FORMULATION

Let us consider scattering waves from targets with assuming two cases: (1) plane wave incidence,
(2) beam waves incidence, in free space. For both scattering problems, geometry of the problem
is shown in Figure 1. Here, k = ω

√
ε0µ0 is the wavenumber in free space where ε0 and µ0 are the

free space permitivity and magnetic permeability, respectively, and W is the beam width. Consider
the case where a directly incident wave is produced by a line source f(r′) distributed uniformly
along the y axis. Then, the incident wave is cylindrical and becomes plane approximately around
the target because the line source is very far from the target. We designate the incident wave by
uin(r), the scattered wave by us(r), and the total wave by u(r) = uin(r)+us(r). An electromagnetic
wave radiated from the line source located at rt propagates in free space, illuminates the target

1This work appeared partly in PIER 67 and PIER 56
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and induces a surface current on the target. A scattered wave from the target is produced by the
surface current and propagates back to the observation point that coincides with the source point.
The target is assumed as a conducting cylinder. The cross-section of the cylinder is expressed by
r = a[1− δ cos 3(θ − φ)], where a is the mean size of the target in which a ¿ rt, δ is the concavity
index, and φ is the rotation index which represents the incident angle. Using the current generators
YE , YH and Green’s function in free space G0(r|r′), we can express the scattered wave as

us(r) =
∫

S
dr1

∫

S
dr2 [G0(r|r2)YE(r2|r1)uin(r1|rt)] (1)

us(r) = −
∫

S
dr1

∫

S
dr2

[(
∂

∂n2
G0(r|r2)

)
YH(r2|r1)uin(r1|rt)

]
(2)

For the scattering problem with plane wave incidence, uin(r1|rt) is expressed as

uin(r1|rt) = G0(r1|rt) (3)

whose dimension coefficient is understood. Here YE and YH is the operator that transforms incident
waves into surface currents on S and depends only on the scattering body [1–4]. The current
generator can be expressed in terms of wavefunctions, which satisfy Helmholtz equation and the
radiation condition.
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Figure 1: Geometry of the problem of wave scattering from a conducting cylinder.

For the scattering problem with Gaussian beam wave incidence, let us consider uin(r1|rt) to be
represented by

uin(r1|rt) = G0(r1|rt) exp

[
−

(
kx1

kW

)2
]

(4)

The beam expression is approximately useful only around the cylinder.
The plane wave can be considered as a beam wave with infinite beam width, that is:

W = −∞ for plane wave incidence (5)

In the following section we present results for RCS σ0 for plane wave incidence and LRCS σb. We use
σ as a general symbol that indicates both σ0 and σb and can be calculated as σ = |us(r)|2k(4πz)2.

3. NUMERICAL RESULTS

We define DRCS as the difference in the behavior of RCS σ with ka between plane and beam wave
incidences, i.e., between σ0 and σb. To detect the target through calculating its RCS, the target
should be surrounded by the incident wave. This condition is realized with the plane wave but not
with the beam wave since the later illuminates only a portion of the target. Therefore the beam
wave does not cause generating enough surface current needed for correct RCS calculation. We
define the surface illuminated by the plane wave incidence and the surface illuminated by the beam
wave incidence and restricted by the 2kW are the definitions for EIRp and EIRb, respectively. Here,
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we discuss the numerical results for σ0 and σb shown in Figures 2 and 3. It is noticed from these
figures that there are two effects on both σ0 and σb. The first is the effect of target configuration
and can be seen clearly with changing δ and ka as shown in Figure 3. With small ka and/or large δ,
DRCS becomes small as a result of the relation EIRp ' EIRb. As ka increases and/or δ decreases,
as the DRCS augments due to the lack in EIRb, and vice versa. To understand such behavior,
we have to turn the attention to the beam wave incidence case where the surface current outside
EIRb is relatively small compared to that at the beam spot that is inside the EIRb. Therefore
in accordance to (2), as EIRb shrinks, as the contribution to the scattered waves wanes clearly.
Beam width size kW is the second effect in which there is a direct relationship between σb and
kW as shown in Figure 3. In other words, when kW increases, the results of σb become closer
to σ0 especially for small ka and that agrees with the conclusion published in [7]. In Figure 3,
creeping waves make σ0 oscillates largely for relatively small ka. For larger ka, σ0 does not vary
with ka because of two reasons: the effect of creeping waves reduction. Secondly, the generated
surface current does not change since the illumination region is always covered by the plane wave
incidence. On the other hand, σb lessens, in an oscaillatory manner, as a result of the shortage
in the surface current and that leads to the gradual decrease in the scattered wave contribution
with ka. At certain limit, σb will diminish with large enough target and the beam wave becomes
incapable of target detection. In general, σ0 and σb approach with ka at certain values that are
almost same irrespective of the polarization of incident waves.
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Figure 2: RCS vs. target size for E-wave incidence in free space where (a) δ = 0, (b) δ = 0.1, and (c) δ = 0.2.
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Figure 3: RCS vs. target size for H-wave incidence in free space where (a) δ = 0, (b) δ = 0.1, and (c) δ = 0.2.

4. CONCLUSION

The effect of linear polarization including E-polarization and H-polarization of the incident wave
on the behaviour of RCS of targets in free space has been analyzed numerically. The scattering
problems of plane wave and beam wave incidences were considered. Target configuration together
with beam width kW has major effects on laser RCS (LRCS). Creeping waves, produced in case of
H-polarization, influence the LRCS obviously for limited ka and their impact diminishes gradually
with ka. LRCS behaves differently from RCS for plane wave incidence in the range ka ≥ kW where
target complexity δ has a clear effect especially with small kW . This behaviour contradicts with E-
polarization case in which LRCS is almost invariant with δ as a result of absence of creeping waves.
However, LRCS approaches certain values with ka > kW irrespective of linear wave polarization.
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Abstract— We investigate the polarizations of waves in reciprocal and nonreciprocal uniaxially
bianisotropic media, whose corresponding chirality parameter and Tellegen parameter appear
only in one direction. By analyzing constitutive parameters for generating circularly polarized
waves, we find that the optical-activity effects happen in such kind of uniaxially anisotropic chiral
media under certain conditions. On the other hand, similar conditions give birth to linearly
polarized waves in nonreciprocal uniaxially bianisotropic media.

1. INTRODUCTION

Media can be divided basically into reciprocal and nonreciprocal magnetoelectric materials [1, ?].
There is a long history of optical activity (or rotation of the polarization vector as the wave
advances) in physics and chemistry, possibly since the time of Pasteur [3]. Artificial chirality at
lower frequencies (RF microwave) was first induced and experimentally verified by Lindeman [4, ?]
over 90 years ago, which he accomplished with a random collection of insulated coils of certain
handedness. Biisotropic media, analytically proposed by Tellegen [6] over half a century ago, can
be nonreciprocal, and is not as popular, possibly because it has not been found in nature. Both
chiral and bi-isotropic media are isotropic, and they become polarized when placed in a magnetic
field, and magnetized when placed in an electric field.

Recently, a term “metamaterial” is presently applied to artificial discrete media displaying ex-
otic electromagnetic responses unavailable in conventional materials. For example, a uniaxially
anisotropic chiral medium is put forward, which may support more kinds of negative refractions
than isotropic chiral media and the left-handed materials [7]; a realization of a bianisotropic left-
handed material based on the structure of S-ring resonators is further proposed, which has its own
double negative permittivity and permeability, combined with an additional chirality produced by
subtly introducing some vias inside of the ring [8]; we fabricated and performed free space experi-
mental measurement on a left-handed metamaterial based on bianisotropic S-ring resonator. The
realization and experimental results of such bianisotropic S-ring resonator will be discussed in detail
in a separate paper.

In this paper, we study the polarizations of waves in reciprocal and nonreciprocal uniaxially
bianisotropic media separately, whose corresponding chirality parameter and Tellegen parameter
appear only in one direction. Using a wave approach similar to that in [1], through analyzing
constitutive parameters for circularly polarized waves, we find that some certain conditions can
generate the optical-activity effects in the chiral media we discuss. On the other hand, similar
conditions give birth to linearly polarized waves in nonreciprocal uniaxially bianisotropic media.

2. RECIPROCAL UNIAXIALLY BIANISOTROPIC MEDIA

Chiral media, which characterize many types of polymers, sugar solutions, or some crystals, such as
quartz, are known to rotate the polarization of an incident linearly polarized wave when propagating
through a bianisotropic chiral medium described by certain constitutive tensors, yielding optical-
activity effects [1]. Such media own chirality factors in all the three orthogonal directions. However,
in this paper, we study the constitutive parameters of bianisotropic medium which has chirality
element in only one direction, and analyze that the optical-activity effects can also happen in such
kind of uniaxially anisotropic chiral media under certain conditions.

The constitutive relations for the uniaxially anisotropic chiral media under consideration are
written as follows:

D = ε · E + ξ ·H,

B = ζ · E + µ ·H,
(1)
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where

ε = ε0

(
ε 0 0
0 ε 0
0 0 εz

)
, µ = µ0

(
µ 0 0
0 µ 0
0 0 µz

)
, ξ =

1
c

( 0 0 0
0 0 0
0 0 −iξ0

)
, ζ =

1
c

( 0 0 0
0 0 0
0 0 iξ0

)
, (2)

thereinto, ε0 and µ0 are the permittivity and permeability of free space respectively, and c is the
speed of light in free space. Note that ε, εz, µ, µz, and ξ0 are all dimensionless quantities and from
Eq. (2) we know the medium is reciprocal. The constitutive relations in Eq. (1) are in the ĒH̄
representation and they can be inverted and written as:

E = κ ·D + χ ·B,
H = ν ·B + γ ·D,

(3)

which are called in the D̄B̄ representation. From Eq. (2), through the inversion of the system of
Eq. (1) into Eq. (3), we directly get

κ =
1
ε0




1/ε 0 0
0 1/ε 0
0 0 µz

/
(εzµz − ξ2

0)


 , ν =

1
µ0




1/µ 0 0
0 1/µ 0
0 0 εz

/
(εzµz − ξ2

0)


 ,

χ = c

( 0 0 0
0 0 0
0 0 iχ0

)
, γ = c

( 0 0 0
0 0 0
0 0 −iχ0

)
, (4)

thereinto, χ0 = ξ0
/
(εzµz − ξ2

0).
For the study of the optical-activity effect, we use the analytical method described in [1] to

rewrite the electromagnetic fields and flux in the kDB system defined by three vectors (ê1, ê2, ê3),
and in which k̄ = ê3k. So in the kDB system,

Ek = κk ·Dk + χk ·Bk

Hk = νk ·B + γk ·Dk
(5)

where
κk = T · κ · T−1

,

χk = T · χ · T−1
,

νk = T · ν · T−1
,

γk = T · γ · T−1
,

thereinto, T is the transformation matrix defined in [1], and θ is the angle between k̄ and z axis.
Since B3 = D3 = 0, Maxwell’s equations can be rewritten as a succession of 2×2 matrix multiplies,
which is substantially simpler than the original 3×3 systems.

Eliminating Bk from the Maxwell equations in kDB system, we obtain



u2

ν22
− κ11 u

χ22

ν22

−u
χ22

ν22

u2

ν11
− χ2

22

ν22
− κ22




[
D1

D2

]
= 0 (6)

where u = ω/k is the phase velocity for characteristic waves inside the medium. For nontrivial
solutions for Dk, we set the determinant of the 2×2 matrix equal to zero and obtain:

u2 =

2 cos2 θ

εµ
+

sin2 θ

εzµz − ξ2
0

(
µz

µ
+

εz

ε

)
± sin2 θ∣∣εzµz − ξ2

0

∣∣

√(
µz

µ
− εz

ε

)2

+
4ξ2

0

εµ

2
, (7)



1040 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

and the dispersion relation relating the wave number in free space k0 and the wave vector inside
the media k̄:

1
ε2µ2

k4
z +

1
(µzεz − ξ2

0)ε2µ2
k4

s +
µz/µ + εz/ε

(µzεz − ξ2
0)εµ

k2
zk

2
s −

2k2
0

εµ
k2

z −
(µzε + εzµ)k2

0

(µzεz − ξ2
0)εµ

k2
s + k4

0 = 0. (8)

The two components of the field vector Dk are related by

D2

D1
= i

(
µz

µ
− εz

ε

)
± sin2 θ

sign
{
εzµz − ξ2

0

}
√(

µz

µ
− εz

ε

)2

+
4ξ2

0

εµ

√
2ξ0

√√√√2 cos2 θ

εµ
+

sin2 θ

εzµz − ξ2
0

(
µz

µ
+

εz

ε

)
± sin2 θ∣∣εzµz − ξ2

0

∣∣

√(
µz

µ
− εz

ε

)2

+
4ξ2

0

εµ

. (9)

Equation (7) and Eq. (9) tell that, as long as θ 6= 0 or π and the expression under the square

root of Eq. (7) is larger than 0 which is
(

µz

µ − εz

ε

)2
+ 4ξ2

0
εµ > 0, there are two characteristic waves

propagating at two different phase velocities in the medium, both of which are elliptically polarized;
When k̄ lies in z axis, it becomes a degenerate isotropic case.

However, there exists a special case which is that the expression under the square root of Eq. (7)
is equal to 0:

(µz/µ− εz/ε)2 + 4ξ2
0

/
εµ = 0, (10)

then there is only one solution for phase velocity u in Eq. (7)

u2 =

2 cos2 θ

εµ
+

sin2 θ

εzµz − ξ2
0

(
µz

µ
+

εz

ε

)

2
, (11)

and D2/D1 in Eq. (9)

D2

D1
= i

(
µz

µ
− εz

ε

)

√
2ξ0

√
2 cos2 θ

εµ
+

sin2 θ

εzµz − ξ2
0

(
µz

µ
+

εz

ε

) = i

(
µz

µ
− εz

ε

)

2ξ0u
. (12)

So there is only one characteristic wave existing in the medium, and this one characteristic wave
may not be a linearly polarized one by looking at Eq. (12), except that ξ0 is a pure imaginary,
which means the medium is not a lossless medium, but a totally lossy one. This situation is not
in our consideration, so we exclude this possibility and find out that the only one characteristic
wave is still elliptically polarized. Under the presupposition that ξ0 is not a pure imaginary but has
nonzero real part, some of the parameters among ε, εz, µ and µz should have negative real parts in
order to satisfy Eq. (10), and this condition could be realized by the super-developed design and
manufacture of matematerials. Note that Eq. (10) is independent of θ, which means this happens
for every θ angle.

Different from biisotropic chiral media, the uniaxially anisotropic chiral media investigated in
this paper need its constitutive parameters to satisfy some condition to make the waves inside them
circularly polarized (D2

D1
= ±i ), which is

u2

ν22
− κ11 =

u2

ν11
− χ2

22

ν22
− κ22. (13)

This can be decomposed into two sub-conditions:
1

ν22
=

1
ν11

and κ11 =
χ2

22

ν22
+ κ22.

Substituting the values for the constitutive tensor elements, we simplify the condition and yield:

ξ2
0 = εz(µz − µ), (14)
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εz =
ε(µ− µz) sin2 θ + εµz

µ
. (15)

From Eq. (14) we can see that µz must not be equal to µ to guarantee ξ0 6= 0; on the other
hand, based on the precondition µz 6= µ, from Eq. (15) we discover that when θ = 90◦ the demand
for the permittivity tensor components becomes εz = ε which means the medium degenerates from
uniaxially anisotropic to isotropic for its permittivity. This is illustrated clearly in Fig. 1, all the
curves assemble at the point (90, 1). As in this case of heterodox medium with isotropic permittivity,
uniaxially anisotropic permeability, and charily existing only in ẑ direction whose value is coincident
with the condition in Eq. (14), a linearly polarized wave entering this medium along the ẑ direction
is broken up into two characteristic waves that propagate at different velocities, both of which are
circularly polarized but with opposite handness. This is exactly the condition for optical activity.
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Figure 1: (Color online) The optical activity condition for the uniaxially anisotropic chiral media. The curves
of ratio value εz/ε changing with angle θ at different µz/µ ratio values.

Besides, according to Fig. 1, not only for normal incidence (θ = 90◦), but the optical activity
also happens for all the other θ values, as soon as the ratio of εz/ε, the ratio of µz/µ and ξ2 satisfy
the condition (Eq. (14) and Eq. (15)) simultaneously. Therefore, taking the advantage of quickly
developing matematerial designing and manufacturing nowadays, we can control the parameters
values and make a medium described above to realize optical activity only when the wave incident
in a certain angle as demanded.

3. NONRECIPROCAL UNIAXIALLY BIANISOTROPIC MEDIA

The nonreciprocal uniaxially bianisotropic medium has the following constitutive relations:

D = ε0

(
ε 0 0
0 ε 0
0 0 εz

)
· E +

1
c

( 0 0 0
0 0 0
0 0 ξ0

)
·H,

B =
1
c

( 0 0 0
0 0 0
0 0 ξ0

)
· E + µ0

(
µ 0 0
0 µ 0
0 0 µz

)
·H,

(16)

thereinto, ε0 and µ0 are the permittivity and permeability of free space respectively, and c is the
speed of light in free space. Here ε, εz, µ, µz, and ξ0 are all dimensionless quantities, and ξ0 is the
non-reciprocity parameter, which is also called Tellegen parameter in many places [2]. As we can
see, the non-reciprocity parameter also exists only in ẑ direction just like the chirality parameter
in previous section for the reciprocal medium. Similarly as what we do to the reciprocal uniaxially
bianisotropic medium in the previous section, we obtain the key matrix for this nonreciprocal
medium in kDB system just like Eq. (6), which is




u2

ν22
− κ11 −u

χ22

ν22

−u
χ22

ν22

u2

ν11
− χ2

22

ν22
− κ22




[
D1

D2

]
= 0 (17)
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Figure 2: (Color online) The condition for the uniaxially anisotropic nonreciprocal media to obtain linearly
polarized wave. The curves of ratio value εz/ε changing with angle θ at different µz/µ ratio values.

where u = ω/k is the phase velocity for characteristic waves inside the medium. The tiny difference
between the two matrixes in Eq. (6) and Eq. (17) is that there is one more minus sign for the
off-diagonal element in the first line of the matrix for nonreciprocal medium, and χ22 = −χ0 sin2 θ
which is also a little different from reciprocal medium, changing i into a minus sign. If Eq. (13)
still holds in this case, these two little changes will cause two consequences:

1. The condition is not for circularly polarized waves any more, on the contrary, it is for linearly
polarized wave, as there is no i in the ratio of D2/D1. There is only one kind of polarization
in the nonreciprocal medium under this condition and it is linearly polarized.

2. Equation (14) remains the same, while Eq. (15) becomes

εz =
ε(µz − µ) sin2 θ + εµz

µ
(18)

for this nonreciprocal bianisotropic medium as Fig. 2 shows. As we can see, comparing to the
uniaxially anisotropic chiral media, there is no such point of intersection as in Fig. 1.

4. CONCLUSIONS

In conclusion, the polarizations of waves in reciprocal and nonreciprocal uniaxially bianisotropic
media are studied, whose corresponding chirality parameter and Tellegen parameter appear only
in one direction. By analyzing constitutive parameters for generating circularly polarized waves,
we find that the optical-activity effects happen in such kind of uniaxially anisotropic chiral media
under certain conditions. On the other hand, similar conditions give birth to linearly polarized
waves in nonreciprocal uniaxially bianisotropic media.
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Abstract— The images of the electrical surface conductivity distribution can be reconstructed
from the voltage measurement captured on the boundaries of an object. This very well known
technique is named Electrical Impedance Tomography. The image reconstruction problem is
an ill-posed inverse problem of finding such conductivity σs that minimizes some optimisation
criterion, which can be given by a suitable primal objective function. This paper describes
new algorithms based on stochastic methods to be used for the acquirement of more accurate
reconstruction results and stable solution. The proposed methods are expected to non-destructive
test of materials. It will be shown examples of the identification of voids or cracks in special
structures called honeycombs. Instead of the experiments we used phantom evaluated voltage
values based on the application of finite element method. The advantages of a new approach are
compared with properties of a deterministic approach to the same image reconstructions.

1. INTRODUCTION

In EIT an approximation of the internal conductivity or resistivity distribution is computed based
on the knowledge of the voltages and currents on the surface of the body. We have studied the
possibilities of using stochastic and deterministic methods to reconstruct static two-dimensional
(2D) conductivity distribution of thin conductive layers of unknown surface conductivity and known
geometry. An arrangement of 2D model for experiment and an example of the honeycombs structure
are shown in Fig. 1.
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Figure 1: An arrangement of 2D model, an example of honeycombs structure.

We will show that the 2D static images obtained from the solution of inverse problems are able
to recover the original values by means of suitable algorithms based on stochastic or deterministic
methods. In inverse problems the forward problem is used to predict the observation. The fre-
quency range of the applied current sources used in EIT is of the order of kHz. The corresponding
wavelength of the electromagnetic wave is much larger than the dimension of the specimen under
inspection so that curl electric field components as well as displacement current influence can be
neglected and only the conductive currents are considered. Further we assume the existence of the
thin conductive layers only. Let grads and divs be the surface gradient and the surface divergence
operators on such conductive layer. This field is described by the continuity equation

divs σs grads U = 0. (1)
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Here, U is the potential and σs is the unknown surface conductivity distribution in S. The
problem is solved as a static one. The solution of (1) satisfies the Dirichlet and Neumann boundary
conditions, too. Equation (1) together with the complete electrode model [1] is discretized by the
Finite Element Method (FEM) in the usual way. We approximated (1) from nodal values Uj using
approximation functions Wj on a grid of linear triangular finite elements

U =
∑

nodes

UjWj(x, y) (2)

Applying the Galerkin method to (1) and integrating by parts we have (m is the outer unit normal
to the thin layer)

∫

layer

σs grads Wi · grads U d`−
∫

c

σs Wi grads U ·m dc = 0. (3)

The line integral along c is nonzero only for those nodes i that belong to curve c common to layer
l and to the surface of the current supply electrodes. We include the electrode contact impedances
according to [1] in (3) and we obtain the resulting discretized system of linear equations of the form
(forward model)

KU = F (4)

where the contribution of nodes i, j of the finite element (e) to K is

∆k
(e)
ijL =

∫

layer

σ(e)
s grads W

(e)
i · grads W

(e)
j d`. (5)

2. PROPOSED TECHNIQUES FOR INVERSE PROBLEM

From a mathematical perspective, the EIT inverse problem searches for parameters in a high-
dimensional space. Let define the primal objective function

Ψ(σs) =
1
2

∑
||UM − UFEM (σs)||2. (6)

Here σs is the surface conductivity distribution vector in the object, UM is the vector of measured
voltages on the boundary, and UFEM (σs) is the vector of computed peripheral voltages in respect
to σs, which can be obtained using FEM. To minimize the objective function Ψ(σs) we can use a lot
of different methods based on both deterministic and stochastic approaches [2, 3]. When we apply
the deterministic method based on the Least Squares (LS) method due to the ill-posed nature of
the problem, regularization has to be used. It is possible to apply the widely known Tikhonov
Regularization Method (TRM) or the Total Variation Primal Dual Interior Point Method (TV
PD-IPM), described in [4, 5]. With respect to regularization the object function of TRM can be
written in the form

Ψ(σs) =
1
2

∑
||UM − UFEM (σs)||2 + α||Aσs||2 (7)

Here, α is the regularization parameter, and A is the so-called regularization matrix. The primal
objective function Ψ(σs) for TV PD-IPM algorithm

Ψ(σs) =
1
2

∑
||UM − UFEM (σs)||2 + α

∑√
||Aσs||2 + β. (8)

Here A is a suitable regularization matrix again and β is a small positive parameter, which
represents an influence on the smoothing of Ψ(σs). For the solutions of (7) and (8) we can apply
a Newton-Raphson method. The iterative procedures are likely to be trapped in local minima and
so sophisticated regularization must be taken into account to obtain the stable solution.

A little bit different approach present global optimizing evolutionary algorithms, such as genetic
algorithms, which have been recently applied to the EIT problem [6, 7]. Compared to the genetic
algorithms, the Differential Evolution Algorithm (DEA) is a relatively new heuristic approach to
minimizing nonlinear and non-differentiable functions in a real and continuous space. DEA can
converge faster and with more certainty than many other global optimization methods according
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to various numerical experiments. It requires only a few control parameters and it is robust and
simple in use. The details of the algorithm based on DEA can be found for example in [8]. Fur-
thermore the algorithm so-called the Controlled Selection of Non-homogeneities (CSN) can be used
to the reconstruction of the conductivity distribution [9]. The optimization of the primal objective
function (6) based on the CSN is a relatively new technique with a very simple basic principle. All
the briefly introduced methods were used to reconstruction of the surface conductivity distribution.

3. EXAMPLE AND COMPARISON OF RECONSTRUCTION RESULTS

A simple example of 2D grid of the honeycombs structure is given in Fig. 2. The grid is fully
described by its nodes and edges. The mesh for the calculation of the gradients, voltage reference
values, and the Jacobians du ring iterations, has a total of 384 edges, and 272 nodes. The same
finite element mesh is used for the forward and the inverse calculations. The volume conductivity
is assumed to be zero. The surface conductivity σs has non-zero value 72 700 S (on black edges)
except the red colored edges, where the actual value of conductivity σs has zero value and these
edges represent some cracks in honeycombs structure (see the original conductivity distribution in
the Fig. 2). We assume the constant distribution of the conductivity σs on all edges.
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Figure 2: Example 1 of reconstruction results.

Two simple examples of some results of numerical experiments are presented in following fig-
ures. The number of current supply and voltage electrodes was 48 and the exciting currents were
distributed trigonometrically with magnitude 1 mA. All the recovered values were obtained using
modification of the TRM, PD-IPM, DEA and CSN algorithms. In the Fig. 2 are presented conduc-
tivity σs distributions on edges obtained using TRM, DEA and CSN algorithms. The conductivity
distribution σs obtained using PD-IPM is not shown because it is very similar to results obtained
using TRM, the accuracy of recovering results is a little bit worse in case of using PD-IPM. We
needed 5 iterations to obtained results presented in Fig. 2 and the accuracy is strong depending on
the value of the regularization parameter α. We can see that the best result of reconstruction we
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obtain in this case using CSN algorithm.
In Fig. 3 is presented another example of cracks distributions and recovered conductivity σs using

TRM only, because the conductivity distribution obtained using PD-IPM is again very similar to
results obtained using TRM, and the conductivity distribution σs obtained using CSN is the same
as the original conductivity on edges. It was verified that the algorithm based on DEA is not
suitable to solve the inverse problem of this above described category.
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Figure 3: Example 2 of reconstruction results.

4. CONCLUSION

In this paper a new possibilities to the reconstruction of non-homogeneities distribution has been
presented. The all algorithms based on both deterministic and stochastic approaches have been
adapted to reconstruction of conductivity distributions in special honeycombs structures. Many
numerical experiments performed during the above-described algorithms and methods have resulted
in the conclusion that only the application of the CSN reconstruction algorithm has an advantage
over the TRM in better accuracy and stability of the reconstruction process. On the other hand
the CSN is very time-consuming technique. The stability of the TRM algorithm is a bit sensitive
to the setting of the starting value of conductivity. The regularization parameter controls the
relative weighting allocated to the prior information. Its optimal choice provides balance between
the accuracy and stability of the solution. On the basis of many numerical experiments, it is
supposable that we obtain higher accuracy of the reconstruction results for smaller value of the
parameter α, but if the value of α is decreasing, the instability of the solution is increasing. The
results stated above as well as many other examples were obtained using a program written in
MATLAB by author.

The next paper will presented other possibilities and some examples to obtain the effective
reconstruction results in more practical cases with respect to the best accuracy, stability and space
resolution of non-homogeneities.
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Abstract— This paper proposes a new algorithm based on the combination of deterministic
and stochastic methods to be used to obtain the best results of a reconstruction process of the
surface conductivity distribution. The images of the electrical surface conductivity distribution
can be reconstructed from voltage measurement captured on the boundaries of an object. The
image reconstruction problem is an ill-posed inverse problem of finding such surface conductiv-
ity that minimizes the suitable optimisation criterion. The advantages of a new approach are
compared with properties of deterministic and stochastic approaches during the same image re-
constructions. It will be shown that proposed algorithm is a very effective way to obtain the
satisfying identification of cracks in special structures called honeycombs.

1. INTRODUCTION

Electrical impedance tomography (EIT) is used to reconstruct the conductivity distribution by the
measured surface electric potential distribution around the phantom when injecting current into
the object [1]. The electric potential distribution on the surface generated by the injected current
could be obtained as a solution of the Laplace equation. Many published papers have already
described the recovering of volume conductivity. But it is well known that some industrial products
can better be described by surface conductivity or by the combination of both parameters. The
theoretical background of EIT with surface conductivities is given in [2]. EIT image reconstruction
problem is an ill-posed inverse problem of finding such surface conductivity σs that minimizes
certain optimisation criterion, which can be given by the suitable objective function. Let define the
primal objective function

Ψ(σs) =
1
2

∑
‖UM −UFEM (σs)‖2 . (1)

Here σs is the surface conductivity distribution vector in the object, UM is the vector of measured
voltages on the boundary, and UFEM (σs) is the vector of computed peripheral voltages in respect
to σs, which can be obtained using FEM. To minimize the objective function Ψ(σs) we can use a lot
of different methods based on both deterministic and stochastic approaches [3–6]. When we apply
the deterministic method based on the Least Squares (LS) method due to the ill-posed nature of
the problem, regularization has to be used. It is possible to apply the widely known Tikhonov
Regularization Method (TRM), described in [4]. With respect to regularization the primal object

Figure 1: Some cracks in honeycombs.
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function of TRM can be written in the form

Ψ(σs) =
1
2

∑
‖UM −UFEM (σs)‖2 + α ‖Aσs‖2 (2)

Here, α is the regularization parameter, and A is the so-called regularization matrix. For the
solutions of (2) we can apply a Newton-Raphson method. The iterative procedures are likely to be
trapped in local minima and so sophisticated regularization must be taken into account to obtain
the stable solution.

A little bit different approach present global optimizing evolutionary algorithms, such as genetic
algorithms, which have been recently applied to the EIT problem [3, 5]. We have been applied
to the reconstruction of the conductivity distribution the algorithm based on the Controlled Se-
lection of Non-homogeneities (CSN) described in [7]. The optimization of the primal objective
function (1) based on the CSN is a relatively new technique with a very simple basic principle,

(a) (b)

 

Figure 2: Reconstruction results, length of edge is 1 cm.
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but it is unfortunately a very time-consuming algorithm. To obtain the effective method for the
image reconstruction process we propose algorithm based on the both above mentioned methods.
First we apply the TRM to find subregions where the non-homogeneities can occur and then it is
possible to specify effectively the accurate distribution of the non-homogeneities using the CSN.
The proposed algorithm can be used to practical detection of cracks in honeycombs structures, see
Fig. 1.

2. VERIFICATION AND RESULTS

Simple examples of 2D grid of honeycombs structures are given in Fig. 2 (respectively in Fig. 3).
The mesh has a total of 384 edges and 272 nodes, (respectively 2400 edges and 1640 nodes). The
surface conductivity σs has non-zero value 72 700 S (on black edges), on the red colored edges are

(a) (b)

Figure 3: Reconstruction results, length of edge is 0.5 cm.
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assume zero value of conductivity and these edges represent some cracks in honeycombs structure
(see the original conductivity distribution in Fig. 2 and in Fig. 3).

In the Fig. 2 are presented conductivity σs distributions on edges obtained using the TRM, CSN
and TRM-CSN algorithms for two cases of cracks distribution. When we used the TRM we needed
5 iterations to obtain presented results and the accuracy and the stability was strong depending
on the value of the regularization parameter α. The best results of the reconstruction we obtain
using the CSN algorithm, but the needed time was ten times greater then the time needed for
TRM algorithm for an arrangement due to Fig. 2 and more then three hundred times greater for
an arrangement due to Fig. 3. When we used to reconstruction proposed algorithm TRM-CSN, we
obtained the satisfactory reconstruction results in the same time which is needed for the TRM.

3. CONCLUSION

In this paper has been presented one effective algorithm to a reconstruction of the cracks distri-
butions in special materials structures. Many numerical experiments performed during the above-
described methods have resulted in the conclusion that the application of the CSN reconstruction
algorithm has a significant advantage over the TRM in better accuracy and the stability of the
reconstruction process, but on the other hand the CSN is a very time-consuming technique. The
algorithm TRM-CSN based on combination of the both methods was proposed and verified. On
the basis of many numerical experiments, we can confidently say that the TRM-CSN algorithm is
a very effective tool to detect the cracks distributions in honeycombs structures with respect to
the best accuracy, the stability and the space resolution. The results stated above as well as many
other examples were obtained using a program written in MATLAB by author.

The next work will focused to enlarge the possibility to reconstruction of the cracks distributions
in 3D honeycombs structures.
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Abstract— The paper proposes two different approaches to simulation of multiconductor trans-
mission lines (MTL). Numerical results of MTL simulations based on both the Laplace transform
and Finite Difference Time Domain (FDTD) method are presented and compared. Fundamental
algorithms were programmed in Matlab language. Some typical situations are solved as illustra-
tion of the results.

1. INTRODUCTION

Let us suppose a simple MTL linear system consisting of a uniform (n+1)-conductor transmission
line terminated at both ends (left (1), right (2)) by linear lumped-parameter networks, see Fig. 1.

LINEAR 

NETWORK 

(1) 

LINEAR 
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(2) 

(n+1)-conductor 

transmission line 

i1 i2

v1 v2

0 l
x

Figure 1: Simple MTL linear system.

The MTL is considered to be of a length l, with per-unit-length n×n matrices R0, L0, G0 and
C0. The basic MTL equations can be expressed as [1]

− ∂v(t, x)
∂x

= R0i(t, x) + L0
∂i(t, x)

∂t
, −∂i(t, x)

∂x
= G0v(t, x) + C0

∂v(t, x)
∂t

, (1)

where v(t, x) and i(t, x) are n×1 column vectors of instantaneous voltages and currents of n active
wires at a distance x from MTL’s left end respectively.

To solve the above stated system two basic approaches will be considered. First, the Equation (1)
will be treated in the s-domain after the Laplace transform is applied, and then a proper method
for numerical inversion of Laplace transform (NILT) will be used to get the required time-domain
solution. In principle, both one- and two-dimensional Laplace transforms can be utilized for this
purpose, see e.g., [1–3]. Second, the Equation (1) will be treated in the time-domain directly.
Among many other methods, the FDTD approach seems to be very well applicable [4–6]. The
Laplace transform approach does not make it possible to consider a nonlinear MTL in general.
On the other hand, it is relatively easy to incorporate boundary conditions defined by terminating
networks just in the s-domain. The FDTD approach can handle both linear and nonlinear cases.
The connection of distributed and lumped parts, however, can be more complicated.

2. LAPLACE TRANSFORM APPROACH

Herein, only a method based on the one-dimensional Laplace transform will be considered. After
performing Laplace transform with respect to time, and considering only zero initial voltage and
current distributions along the MTL’s wires (v(0, x) = i(0, x) = 0), the Equation (1) lead to a
compact matrix form [1]

d
dx

[
V(s, x)
I(s, x)

]
=

[
0 −Z(s)

−Y(s) 0

]
·
[
V(s, x)
I(s, x)

]
, (2)
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where Z(s) = R0 + sL0 and Y(s) = G0 + sC0 is a per-unit-length series impedance and shunting
admittance matrix respectively. The solution of (2) can be expressed as

[
V(s, x)
I(s, x)

]
= exp

([
0 −Z(s)

−Y(s) 0

]
x

)
·
[
V(s, 0)
I(s, 0)

]
=

[
Φ11(s, x) Φ12(s, x)
Φ21(s, x) ΦT

11s, x)

]
·
[
V(s, 0)
I(s, 0)

]
, (3)

where V(s, 0) and I(s, 0) are given by boundary conditions. The matrix exponential function,
called a chain matrix Φ(s, x), is decomposed into square submatrices in (3). Then the solution can
be split into separate matrix equations

V(s, x) = Φ11(s, x)V(s, 0)+Φ12(s, x)I(s, 0), I(s, x) = Φ21(s, x)V(s, 0)+ΦT
11(s, x)I(s, 0). (4)

The boundary conditions can be expressed by generalized Thvenin or Norton equivalents in the
form

V1(2)(s) = Vi1(2)(s)− Zi1(2)(s)I1(2)(s) or I1(2)(s) = Ii1(2)(s)−Yi1(2)(s)V1(2)(s), (5)

while new designations were taken into account as V1(s) = V(s, 0), I1(s) = I(s, 0), and V2(s) =
V(s, l), I2(s) = −I(s, l) for the left and right MTL’s side respectively. Here Vi(s) and Ii(s) are
n × 1 vectors of internal voltages and currents, Zi(s) and Yi(s) mean n × n internal impedance
and admittance matrices respectively. For example, when using generalized Norton equivalents,
the equation can be derived as [2]

V1(s) =
[(

ΦT
11(s)−Yi2(s)Φ12(s)

)
Yi1(s) + Yi2(s)Φ11(s)− Φ21(s)

]−1

[(
ΦT

11(s)−Yi2(s)Φ12(s)
)
Ii1(s) + Ii2(s)

]
,

(6)

and the I1(s) is given by the corresponding equation in (5). Here Φij(s), i, j = 1, 2, mean square
submatrices of the full chain matrix Φ(s) = Φ(s, l). Having substituted (5) and (6) into (3), this
equation can be treated by a proper NILT method to get the time-domain solution. In this paper
the NILT [7] has been applied, see examples below.

3. FDTD APPROACH

For a numerical solution of the above described wave equation system (1) the widely known Finite
Difference Time Domain method can also be used. The main aim is to approximate the temporal
and spatial derivatives by the suitable difference expression, which ensures the best stability and
the highest accuracy of the numerical solution. There are a lot of possibilities how to replace the
above mentioned derivatives. One of them is to use the implicit Wendorff formula, which can
be described for the n-th time step and for the k-th spatial element of transmission line by the
following expression

∂v(t, x)
∂t

≈ 1
2

(
vn

k − vn−1
k

∆t
+

vn
k+1 − vn−1

k+1

∆t

)
,

∂v(t, x)
∂x

≈ 1
2

(
vn

k+1 − vn
k

∆x
+

vn−1
k+1 − vn−1

k

∆x

)
. (7)

Here the derivatives of voltages (currents) are replaced by a combination of both forward and
backward differences. Some interesting results based on the application of the described formula
can be found in [4, 5], where practical examples of a numerical modeling of the surge phenomena
on transmission lines caused by the lightning stroke and on hv and vhv three phase transmission
lines with earth wire are presented.

The aim of our investigation was to find an effective algorithm for numerical simulation of the
current or voltage wave propagation on multiconductor transmission line. Therefore we carried out a
lot of tests with the different way of replacing derivatives by the difference expression. When we used
the backward differences the solution was often unstable, but when we used the forward differences,
we obtained a stable solution but the accuracy deteriorated. The best solution was obtained by
using so-called leapfrog method, when the spatial and temporal derivatives were replaced by the
combination of both central and forward differences. This modification of FDTD was discussed for
example in [6] and it was applied to the numerical simulation of electromagnetic wave propagations
in a free space. So, the temporal and spatial derivatives in wave Equation (1) were replaced by the
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four following expressions

∂v(t, x)
∂t

≈ v
n+ 1

2
k − v

n− 1
2

k

∆t
,

∂v(t, x)
∂x

≈ v
n+ 1

2
k+1 − v

n+ 1
2

k

∆x
,

∂i(t, x)
∂t

≈
in+1
k+ 1

2

− ink+ 1
2

∆t
,

∂i(t, x)
∂x

≈
ink+ 1

2
− ink− 1

2

∆x
.

(8)

To simulate the current and voltage distributions v(t, x) and i(t, x) along all lines of MTL in
arbitrary time t = n∆t, the implicit formula can be expressed in a compact matrix form

[
v(x1, . . . , xM+1)
i(x1, . . . , xM+1)

]n+1

= A−1

(
B

[
v(x1, . . . , xM+1)
i(x1, . . . , xM+1)

]n

+ D
)

. (9)

The coefficients of matrices A and B are given by the per-unit-length matrices, the matrix D is
given by sources.

4. ERROR ANALYSIS

Both the above mentioned numerical methods were used to simulate the current and voltage wave
propagation along a transmission line. As an example we suppose an infinitely long line with a
negligible leakage and inductance, so-called Thomson cable, with G0 = 0 and L0 = 0, see Fig. 2 [8].

( )t1

0.5
i

R

0

0 0
0.1 , 0.5R C

l =

x

Figure 2: Model and parameters of Thomson cable.

The remaining primary parameters R0 and C0 are given in normalized forms. The cable is
excited from the source of unit step voltage vi(t) = 1(t) and resistance Ri, which can represent
internal resistance of this voltage source. In that case the closed form solution exists and the
accuracy of both numerical approaches can be verified. We used the closed form solution which is
derived for example in [8]

i(t, x) =
1
Ri

exp
(

R0

R2
i C0

t +
R0

Ri
x

)
· erfc

(
1
Ri

√
R0

C0
t +

x

2

√
R0C0

t

)
,

v(t, x) = erfc

(
x

2

√
R0C0

t

)
−Rii(t, x).

(10)

In the above formulae erfc means a complementary error function. In Fig. 3 and Fig. 4 you can
see the calculated current i(t, x) and voltage v(t, x) distributions along the line together with the
absolute errors in logarithmic scales of FDTD and Laplace transform approaches.

(a) (b) (c)

Figure 3: Current distribution (a) with FDTD error (b) and Laplace transform error (c).
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(a) (b) (c)

Figure 4: Voltage distribution (a) with FDTD error (b) and Laplace transform error (c).

5. PRACTICAL EXAMPLE

To illustrate the practical application of Laplace transform and FDTD method we consider a
(3+1)-conductor uniform transmission line, see Fig. 5.

R11 

R12 

R13 

R21 

R22 

R23 

vi2 

Figure 5: The (3+1)-conductor TL.

We suppose unsymmetrical loads which are represented by the terminating resistors R11 = 10 Ω,
R12 = 1Ω, R13 = 100 Ω on the left side, and R21 = 10 kΩ, R22 = 1 Ω, R23 = 10 Ω on the right side.
The MTL is of the length l = 1 m, with per-unit-length matrices

R0 =

[41.7 0 0
0 41.7 0
0 0 41.7

]
Ω
m

, L0 =

[ 2.4 0.69 0.64
0.69 2.36 0.69
0.64 0.69 2.4

]
µH

m
,

G0 =

[0.6 0 0
0 0.6 0
0 0 0.6

]
mS

m
, C0 =

[ 21 −12 −4
−12 26 −12
−4 −12 21

]
pF

m
.

The input voltage source driving the central wire of the MTL has the waveform vi2(t) = sin2(πt/2 ·
10−9) if 0 ≤ t ≤ 2 ·10−9, and vi2(t) = 0 otherwise. The solution in (t, x)-domain was obtained using
both FDTD method and LT method. All the results of numerical calculated voltage and current
distributions are the same. Fig. 6 shows the voltage waves on the excited wire (b) and the voltage
waves induced on the neighboring wires of the transmission line (a, c), only as an example.

(b) (c)(a)

Figure 6: Voltage distributions along the MTL wires.
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6. CONCLUSIONS

This paper presents two different approaches which can be used successfully for numerical solution
of the voltage and current distributions along three-phase transmission line with earth wire. A new
variant of the FDTD so-called leapfrog method is proposed and verified. The correctness of both
used methods was verified and the obtained results indicate that both methods are very effective
numerical tools for the simulation of time-spatial dependences. The accuracy of both methods is
comparable, but the FDTD is more time-consuming than LT. On the other hand the FDTD can
be used for the simulation of both linear and nonlinear systems.
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